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ABSTRACT
F,

An analytical and experimental study has been carried out in

order to investigate the behavior of a two—phase , solid—liquid system

in which the solid phase is subjected to varying heat flux and tempera-

ture at its boundaries.

The specific geometry chosen for the study was that of a thin

solid layer formation on a planar surface which is maintained below the

fusion temperature of the liquid. The determination of the phase

boundary position was accomplished primarily by a variable nodal system

finite difference technique. In addition, an integral solution similar

to those frequently used in the calculation of two—dimensional boundary

layer flows in fluid dynamics is formulated and compared with the

results of the finite difference technique. It is concluded that the

integral solution is in many instances as effective a solution technique

as the finite difference method.

An experimental study was carried out with ice and water in

turbulent channel flow in order to test the validity of the mathematical

model. The results of the experiment indicate that the model is capable

of predicting the position of the phase interface to within limits of

accuracy which are acceptable for most engineering applications. It is

found that the model’s inability to account for temperature dependent

solid phase properties may have an adverse effect on its performance

for substances whose transport properties are highly dependent upon

temperature.
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CHAPTER I
(

INTROIMJ cT ION

A. Discussion of the Problem and Mot iva tion  for  the Work

The study presented here was carried out in order to gain a better

understanding of the phenomena occurring in a two-phase , solid—liquid

sys t em subjected  to varied temperature  and heat f lux  conditions at the

syst em boundaries, in th is  case , the p r imary objec t ive  is the deter—

i n i n a r lo n  of the phase interface position as a function of time for a

given set of boundary and initial conditions.

There are many industrial app l icat i on s in wh ich some know ledge

of the behavior of such a two—phase system may be a primary factor in

the design or operation of a given apparatus . Examples of such applica—

— tions include thermal energy storage , food p rocessing, metal  cast ing,

wa te r  desalinizat ion , and the design and ope rat ion of cryogenic and

liquid metal heat exchangers . The solidification problem becomes

especially Important in the consideration of nuclear reactor safety

where molten core debris may solidif y and block coolant flow passages

du r ing  the post acc ident  heat removal p rocess (see Cheun g and Baker ( 1 ) ) .

There are several f ac tor s  which  are common to most so l i d i f i c a t i on

and melting phenomena of practical significance . First , there is a

si ngle ,  cont inuous  phase boundary  separa t ing  the solid and l iquid phases

in each case . The shape of the interface (planar , cylindrical , etc.) in

gen e ral depe n ds upo n the specific confi guration of the appara tus .  (There

- . - - ~~
-.-
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a re some s i tuat ions  in which the solid phase may be dispe r sed th roughout

the liquid phase; however , this situation arises only when the liquid is

( s u f f i c i e n t l y  supercooled and wil l  not be considered he re.)  Also , the

boundary conditions on the solid phase are such that there Is one fixed

bounda ry and one free or moving boundary where the moving boundary is in

direct contact with the liquid phase which may or may not be flowing in

forced convection. These conditions are characteristic of the class of

phase change phenomena often referred to as “moving boundary” or

“St e fan—type ” p roblems and describe the fundamen ta l  physical  con f igurat ion

to be studied here .

B. Previous Work in Phase Change Heat Transfer

The basic problem of heat transfer in a substance undergoing

phase change has avoided general solution for a long t ime . The

analytical difficulties which are encountered can be mainly attributed
4

to t he n o n l i n e a r  character  of the i n t e r f ace  boundary cond i t ion  associated

with the governing energy equation. Put anothe r way, the spatial domain

on which the solution for the temperature field is sought changes

continuously with time . This means that the extent of each phase as

well as the temperature distribution in the phase are unknown initially

and bot h must be determined simultaneously.

The techniques of solution which exist at this time are basically

of three general types:

An a ly t i c a l  (Closed Form) S o l u t ions in which a p ar t  icular  solut ion

is formulated for a set of simplifi ed boundary conditions (often

rathe r restrictive and unrealistic from a practic al point o view).

- -~~~
. w , ~~~~. - -.
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Approximate Solutions in which simplif ying assumptions are made,

usually in order to reduce the number of independent variables

describing the system.

Full Fi n i t e  D i f f e r enc e  Techn iques in which the energy conservation

equat io n is solve d in its most general form .

A brief description of each method is given below.

1. An alytica l Solutions

Analytical solutions to the two—phase conduction problem are

available for  only a l imited numbe r of cases corresponding to very

simp le bou ndary conditions and arc usually of l imited prac t ica l  in te res t .

The classical example of a closed form solution is that given by Stefan

(2) .  Stefan considered a semi—infinite region filled with the isotherma l

(at the fusion temperature) liquid phase , bounded by a plane wall (fixed

boundary). At zero time , t he wall sur face  temperature  is stepped down

to some tempe rature below the fusion tempe rature and held constant

ther e.i I t cr , t hus i n i t i a t i n g  solid layer  formation and growth.  It is

assumed t hat  heat t ransfe r  in both phases is via conduc t ion  only.  The

solution for the temperature distribution in the solid is obtained

through the introduction of a similarity variable and the  phase boundary

position is obtained as a simp le, algebraic function of time .

A somewI~at less restrictive result was obtained by Por tnov (3)

fo r t h e  ins tance  in which the l iqu id  ph ase is not i n i t ia l l y  isothermal

and the wall temperature is a f u n c t i o n  of t ime . The solution for the

sem i — i n f i n i t e  domain is obtained th rough  Laplace t r ans fo rm methods and

u l t i m a t e l y  Is found in tenns  of an i n f i n i t e  series.  The u t i l i t y  of t h i s

It 
- ~~~~~~~~~~~~~~~~~~~~~~~~~~ .~~~~~~~ 
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so lut ion , howeve r , is limited, acco rdi n g to Step han (4) , due to the

difficulties encountered in the evaluation of the coefficients in the

( series.

It is apparent from just these two examples of closed form

solut ions that they are of limited applicability and that other methods

must be developed in order to deal with problems of practical importance.

2. ~pp~ox1inate Techniques

The most popular approximate techniques f o r  solving moving boundary

problems are the integral methods in which the temperature profile in

each phase is approximated by some convenient functional relationship

such as a polynomial in powers of the spatial coordinate. The energy

equation is then integrated with respect to the space variable between

the movi ng and f ix e d boundaries using the approximate prof i le . This

procedure results in an ordinary differential equation (in the one—

dimensional case) for the phase boundary position as a function of time .

The procedure described here parallels  the integral  techn iques used in

the analysis of two—dimensional boundary laye r flows in f lu id  dynamics.

Integral—type analyses have been applied to moving boundary systems

by Goodman (5), Libby and Chen (6), Savino and Siegel (7), and Stephan (4).

The rather extensive experimental investigation carried out by Siegel

and Savino yielded results which were in good agreement with their

integral formulation. in general, the integral techniques represent a

much s implif ied and more general method of solution In comparison to the

closed form , analytic solut ions while retaining a high degree of accuracy .

Othe r approximate methods which have been employed with success

in phase change prob lems are the va r ia t iona l  techniques  or ig ina l ly
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developed by Blot (8). A variational approach was applied to the case

of constant wall temperature solidification by Lapadula and Mueller (9) .

( 
This work resulted in solutions for the phase boundary position for very

small and very large time , comparable in accuracy to the integral method

used by Libby and Chen. More general variational techniques (based on

the Lagrangian formalism) were employed by Bilenas and Jiji (10) in a

solution of the free boundary solidification problem with internal

liquid flow. The results of this approximate analysis , however , deviated

F as much as +15% from the supposedly exact full finite difference solu-

tions.

On the whole , variational methods are not as popular as integral

methods , and integral methods there fore are responsible for the bulk of

the approximate solutions.

3. Full Finite Difference Techniques

The third major category of solution methods are the numerical

finite difference techniques. The principal advantage of numerical

solution , of course, lies in the capability of these methods to handle

irregular geometries , t ime varying boundary conditions , etc.. But even

finite difference methods are adversely affected by the moving boundary

characteristic of all phase change phenomena. In fixed nodal arrange-

ments , the solid—liquid interface must move toward , reach , and pass—by

each stationary temperature node so tha t  when the interface is located

between two nodes, its exact position is unknown and therefore it must

(... be located approximately by interpolation . A continuous account of

fusion front t ravel then becomes somewhat of a problem. The difference

equations and interpolation formulae can become very complex , especially
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wht~n solution in two space vari ab les is consid~red. For examp le , see

Springer and Olson (11).

( A unique nodal scheme for one—dimensional problems which eliminates

the need for interpolation and yields a continuous , accurate account of

the fusion front motion was suggested by Murray and Landis (12). In

this nodal arrangement , the nodal mesh changes continuously with fusion

front travel so that the interface position is always coincident with a

temperature node ; thus, there is no need for interpolation and the

difference formulae are simplified considerably.

C. The Scope and Objectives of the Presen t  Work

The purpose of the present study is twofold . First , it is

desired to formulate a mathematical model which may be used to predict

the phase boundary posi t ion as a function of tin~ in a two—phase , solid—

liquid system similar to those described above. The model accounts for

one—dimensional heat flow in the solid phase and completel y arbitrary forms

of initial and boundary conditions. The primary method of analysis is

based upon a variable nodal system finite difference method in the solid

phase similar to that used by Murray and Landis (12). In the formulation

of the  model, it is assumed that the mechanism of heat t ransfer to the

moving phase change in te r face  is by convection from the flowing liquid

because this condition represents a more practically important case than

that of pure conduction heat transfer In the liquid. In addition , an

in t egra l solut ion is formulated unde r the same assumptions as those made

(~. fo r  the full finite diffe rence model. The two solution methods are

compared both qualitative ly and quantitatively in order to determine some

of the advantages and disadvantages of integral representation as opposed

to full numerical solution .

I
! :~

_______ 
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Secondly, an experimental investigation is carried out in order

to test the analytical procedures discussed above for boundary and initi—

( 
a] condition s representative of those which might be encountered in

actual phase change phenomena. The experiment incorporates water in

turbulent channel flow over a planar ice—water interface . The transien t

growth behavior of the solid phase is studied and compared directly with

the analytically generated solutions for the phase boundary position.

On the basis of this comparison , the validity and applicability of the

solution techniques is evaluated.

I
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AN ALl S I S

A. St .tteuteut of the Pr ob ten

Figure 1 shows a t w o— p h a s e  svs t  em of sot Id and l i q u i d  in which the

so Lt d lave r is hounded on Ofl e’ si do by a p1 .m.tr , rigid w a l l  and on the

other s i de  by the f l o w i n g  l i q u i d  phase .  The wall is  assumed to he

e i t h e r a plane wall or one in which cite local r~dl us of curvature is

large with respect to the loc.il so l i d  [aver thickness . S. At the

sol id—li quid interlace . y S • the solid ptt .ise surface i s  s u b jec t  to  the

couv ec t ir e  beat I lux t ro~n t h e w~i rn.’ r li qui d wit I cit is  a ft t n c t  Ion of he

local couvo cc I ye con duct  .cnce , h , and he •.-
~~-t roam t empe rat ure 1 .

At v — 0, the Liver is in di re ct cout .i~~~t w i t h  t h e’ sol i d w a l l  wh ich is

assumed always to be at some tempt’ ra t ut.- 1 owe r han tb.’ I us ion tempo r.i—

t nrc of the ii quId; hence • some sot Id Is aiwa S pro sent . Th e’ assumpt on

of direct contact between the solid 1 aver and watt imp I Os the  absence

of an contact resist -nice and , there i..’re , the’ temperat tire of the solid

at y 0 is equal to the’ wall temperature . it lu i m p or t a nt  t o  nOt e’

that , in this ati~t I v u  is , no assunip t I e’n~ wi ll be made regarding the form

o 1 th e’ t two var 1.1 t I otis of wa It tempo rat u to and i n t e r !  .i.’ I a I h~’ at I 1 ux.

On the other hand , both T and q ’’ must be’ known as Itutet its of tine
w

bet or.’ the prol~ tern s o !  Li t  ion can hog in .  5pec i I cat  ion o t I he hea t flux —
. i t  th e intortat’e’ i m p l i e s  t h a t  the  11 u l  ‘I dvn.unt cal  pt’oh torn  f or  t h e

re~ ion y ~ S is tndepet id~’u ~ o I t he so l i d  I av er  L h i  ekuos s . This  can

- - . - _~~~- 
-
: -
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usually be justified as a reasonab le assumption in external flow situa-

tions when S is small, but for internal flows when the layer thickness

( 
becomes appreciab le in comparison with the flow radius , this assumption

can no longer be made. A more complete discussion of the assumptions

made in the analysis are given below.

B. Basic Assumptions in Model Formulation

The following assumptions are made :

1. Conduction heat transfer in the solid layer is primarily one—

dimensional and in a direction normal to the solid wall. The validity

of this assumption is justified for thin solid layers through a compar-

ison of the steady—state heat fluxes in the y direction and in the

direction parallel to the solid layer surface (near the wall). This

comparison was accomplished experimentally and it was found that the

flux in the y direction is always at least two orders of magnitude

greate r than in any other direction.

2. The wall temperature , T , and the convective heat flux at the

interface, q” , are not dependent upon the solid layer thickness.

3. The material under consideration is a pure substance . The

complexities which arise due to phase change temperature r~nges and

solid state phase transformations in multicomponent systems are not

considered here. With respect to alloy systems, for example , Friedman

- ‘ (13) has approached the phase change problem successfully with a finite

element technique ; however , the present analysis will app ly only to pure

substances , homoge neous in the solid phase.

4. All solid properties are temperature  independent .  This

assumption should not severely affect the accuracy of the results in

- ~~~~~~~~~~~~~~~~~~~~~~ - -—--  - -  - 
_ _ _  

- --  -

-- - - --  -
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problems where temperature differences are not extreme, or where

properties are not strongly dependent on temperature.

( 
5. Thermodynamic equilibrium prevails at the solid—liquid

interface.

C. Governing Equations

For the assumptions stated above, conservation of energy in the

solid layer and at the phase change interface yield the following system:

= , 0 < y < S  (la)

T T0 (y) , (ib )

t = 0

s = s  , (ic)

T = T  , y = 0  (ld)

T = T  , (le)

and y = S

( l f )

- The analytical difficulties which arise in the solution of

Equations (1) are mainly due to the condition (if) at the phase boundary .

( Consider the temperature field in the layer,

T = T(y, t ] . (2)

___..i .__i~~C -- — — — L._ -~~~~~~~ ‘- - - ~
..—
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At the interface , y S,

( 
dT — (~~ )dY + (-~~- )k  — 0 . (3)

R e ar r a n g i n g  and suhst itut lug in to c on d i t i o n  (if) yields:

k — q~ 
— — p~ L~~/~~] (4)

The inter face botnidary condit ion in the re’ f o r e  SoOn to he nonlinear.

The system (1) is nond imen si on a l  i .~ed by d e f i n i n g  t h e  fo l lowing

dimensionless groups :

T-1’
t* _ _

~
!_ 0 —  ~y s ‘ 2 ‘ T — T  ‘ S1 o S m w

whore  S 0 denot es  the sol id  l . lve ’r thickness at ~cro t line ,
0 -

t -, t* — 0

Suhst i t u ti ng into  Equa t ions  (1) rosti l t s in ,

_

~~~~~~~~

. — .~~~ .. 

~~ 
[tt— l ] + , 0 < y* .. S* (S a )

3y *

O — O ( y *) , (Sb)

t*~~~0

s* — 1 , (se)

0 — 0  , y* 0  (Sd)

I

- ~~~~~~~~~~~~~~~~~~~~~~~~~~~
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(3 — 1

and y* — 5*

ati dS *
( St — q* i—

~ 
‘

where’ the parameter , St (S tefan numb er) , is (lo t m e d  b y :

c(T -T )in wSt — 
‘ 

(t i )

and the dimensionless heat flux parameter by:

q” S
q* f _~

_
~ . (7)

E q u at I o n s  (5) c o m p l e t e l y  define the problem studied here . i t has

been shown that the c o n d i t i o n  ( 51) rende rs the  system non ! i nea r  and

t hi’ rehy makes closed to nn ana l  y t Ica I so 1 Ut i o n s  ye rv d 1 f f  icu i t  t o oh I a in

for a l l but the most e’lemcn t a rv fo rins of hound.i rv and In It I a !  cond I t  i on s

Tin’ f o i l  owing sect ions hr  to f ly  de ser t  be t h ree  met hiods o t sol  Ut  l O f l  , oh

varying degrees of genera l .tty , wit I oh undo r t h e ’ appropr iate c trcw~s t.U~
.’e’s. .

are I ound to yield accurate’ resu.l t s fo r  t h e  phase .- h i a i t g e  Inter 1 .1 .e

p o s i t io n , S*(t*)

The f i r s t  solut io n ( a sy mp t o t  Ic )  is a r e su lt  of t i eg l o o t  In g  th e

spec if Ic he at capa city of the’ soil ci ph ast’ In conip .l i t  son to (lie 1 ‘u on

h eat of (un ion . Tb is so 1 ut ton , v a i l  ci on lv  I or s ma l l  va I uo s o I t he

(, pa rame t or • St , is avai l  ab Ic in c losed  I orm . The second met hod of

$0 I Ut ton ( tt~t ogra  I) is ap p i ox i m at  e , but more g en er a l  t h a n  hi’ as mp t ot t o

so h u t  ton.  In (1w tnt  e g ra 1 t &‘ctm i quo , an.! v * are essentia lly

o 1 int i n at ed  I ron Equat ton (~~a) . and the’ resti  It tug oi-dlnarv dii t o r on t  Ia l

— -~—-- — ~ —~~~iLtL —
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equation for S~ as a t u n c t i on  of time is readily solved. The third

solution method involves the finite difference representation of

Eq u a t I on s  (5) and is complete ly  gener a l  w i th  respect to the form of the

bound ary  con d it  ions at Y* — 0 and y* = S*

1). Asyi t I c  Sa lut  I on for_S m a l l  St e f an  N u m b e r

The parameter , St (Stefan number) which arises from the non—

d i m e u s ion a l i z at i on  of Equation (5a) is an important parameter in

determining the way heat is t r a n s f e r r e d  w i th i n  the so l id  layer dur ing

l ay e r  growth. Qualitatively, the St e fa n  number  Is often interpreted as

a r a t i o  of sensible heat capacity effects to latent heat effects in the

L iv e r . If  the Stefan number is small , the rate of the solidification or

melting process is essentially controlled by the l a t e n t  heat of fusion,

In this instance , the tcnlperature profile in the layer will respond

fliore q u i c k l y  to a change in wall temperature than  will the layer thickness

and the’ p r o f i l e  wi l l  assume a nearly l inear  shape throughout the t r an s ien t

if the assumption of a quasisteady or 1 In car  temperature p r o f i l e  In th e’

laye r is made , a c losed  form , anal y t i c  solution for  the phase b oundary

posi t  io n becomes possible’.
. ,

Wit h the l inear assumption ,

(8)

Us tug  t Ii i s  r e sult  In  t he  i n to  r f . i ce  heal ha lance expression , ( S f )  , r e su l t s

in

* (q)
dt* ~~ 

q
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It it is assumed furthe r that wall temperature and interface heat flux

remain constant , then rearrangement and integration of Equation (9)

u s I n g  condition (5c) yields

s* [ l _ ~~~t~ - j  S~~~*~ 
- + ~n L . (10)

Equa t ion  (10) is an expression for the phase boundary position valid for

the  case of small Stefan number (small heat capacity). The extent to

which E q u a t i o n  (10) yields accurate results may only be established by

direct comparison with an exact solution for S*(t*)

E. Approximate Solu t ion  by an tntegral Technique

The system , (5), may be solved approximately by estimating the

temperature profile in the solid layer with some convenient algeb raic

expression which satisfies the boundary condit ions exact l y at y 0

and y S and the diffe rential equation , (5a), only in the mean (see

(14)] for the region 0 < y < S . Equation (5a) is thereby reduced to

an ordinary differential equation for S, the solid layer thickne’ss, as

a function of time which may be easily solved by standard techniques.

Integrating Equation (5a) over the solid layer yields :

— — 
~~~~~~~~~~~ 

1

8* 
+ dy’s •(1’)

y*S* y*0

Interchanging the order of integration and different ion in the last term

o~ the right—hand side of Equat ion (11) and not ing tha t

dS*
— c’* —- (l~)ay* ~

‘

y*.S* 

A ~~~ - ~~~~~~~~~~~~ ~~~~~-
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results in:

q* — St-~ -~ ~~~~~~~~ [St[j ~~dY *_S*)] (13)

y*a0

which is the basic form of the integral equation for the solid layer.

The form of the algebraic expression chosen to represent the solid

layer temperature profile is a second degree polynomial in the dimension-

less position coordinate y*/S*

o D1(~~~~ + D
2
(~~

) + D
3 

. ( 14)

The constants D1, D2, and D
3 

are chosen so that the temperature

profile satisfies the boundary condi t ions:

0 — 0  y* 0  (15)

0 = 1 (16)

— S~
d’~St~~~~~

_ q * - ~ 
( 1 7)

Then Equation (14) becomes:

o _  [2 -~~~ (~~~~ + q*)~ (~-~
) + 

~~~~~~ 
~~~~~

-
~~~~

+ q*) -ii (~~ ) 2 .( 18)

Su b s t i t u t i n g  Equat ion (18) into Equat ion (13) results  in

6( ~~~ - - q*) = ~~~ [S S* + ~~~~~~~ 
(
~~ + q*)] (19a)
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subject to the initial conditions

S * a l  (19b)

and

dS* (19c)

y ~ = S *

The system, (19), was solved numerically via a fifth—order Runge—

K u t t a  numerical integration formula utilizing Sarafyan embedding for step

size control (15).

F. Finite Difference Solution

The finite diffe rence solution of Equations (5) is achieved by

employ ing variable nodal spacing in the solid layer (Figure 2) similar

to that used by Murray and Landis (12). This procedure greatly simplifies

the solution in the vicinity of the moving phase boundary because the

position of the interface always coincides with one of the temperature

nodes and interpolation for the phase boundary position becomes

unnecessary. In order to develop an equation applicable to the moving

nodal Point system, the time derivative in (Sa), ~0/ lt* , is expressed

in terms of the total time derivative , D0/Dt*, and the velocity of the

* dS*
moving nodes , 

~~ 
. Thus,

= - 1Q (~~))
3t * Dt * S* dt * 3y * -

Substituting Equation (20) in Equation (Sa) yields ,

— — 

~~~~~ 
[ 0— 1 ]  + 

~~~~~ ~~~ 
•
~~~~ * 

0 < y * S~ (2la)

.
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with the associated conditions ,

I) t)(y*) (21b)

— 0

S * 1  (21c)

0 — 0  y* = O  (21d)

= 1 (21e)

dS*S t- ~—- — q *~~~~
_ 

(21!)

Equat ion  (2 1a) is solved for  the t empera tu re  d i st  r ibut  ion in the

sol id Liver  by an e x p l i c i t  forward d i f f e r e n c e  technique . The resulting

i n t e r t . t c i a l  te mpera ture  gradient  ~~~~~ y *~ s* is app rox ima ted  via a

th r e e—p oin t  backward dii f er enc e  fo rmula  and used In condit ion (21 1) to

y ie ld  the phase boundary ve loc i t y  and, u l t i m at e ly ,  the i n t e r f a c e

posit ion. The detailed d i i  fer enc e equat ions can be foun d in Appendix A.

The ex p l i c i t  form of the dif fer ei iee eqiiat Ions simpi  i i  ics the

numerical so int l e~1 of Equat  ion (21 a) considerably ; howeve r , with an

o .\p ii ~
‘ it  so lut ion scheme , the quest I on of stab j i l t  v must he cons ide red.

A cc o r d i n g  to d~ tsik (lt~) there is no gener .i l s t a b il i t y  c r i te r i o n  for

de ter tn in  ing the stab ii i tv  limits Ia n o n l I ne a r  problems . In most cases ,

th~’ si .ibi I I ~ v hounds are determined by nume rical exper ir.iont . In the

presen t study , both the ac c u r a cy  and sta bi lit of  the s o l u t io n  are

monitored by continuously correcting the temperature distribution and

the solid layer thickness at each time st e p .  The correct ions are

______ .
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app lied until successive correction s agree to vithin some specif ied

tolerance’. If this criterion is not met after four corrections , the

t ime step is halved and that time s tep  repeated. In all the runs made

(over One’ hundred)  , there were no Instances of instability .

The results of the asymptotic solution for small St , the integral

t e c h n i que , and the finite difference model are illustrated and discussed

ful ly in ‘.~h.’~’t or IV.

~~~~~~~~~~~~~~~~~~~~~~~~ 
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CHAPTER III

EXPERIMENTAL INVESTIGATION

A. Introduction and Purpose of the Experiment

The major objective in carrying out this experimental investigation

was to demonstrate the validity and the range of applicability of the

general analytical model and numerical solution procedure discussed in

Chapter II. The experiment should provide , above all, a means of

evaluating the generality of the theoretical model with respec t to

arbitrary time varying conditions at the solid layer boundaries. On the

other hand , the assumption of uni—dimensional heat flow in the solid—

layer, and the assumptions that the material in question is a pure

substance and that thermodynamic equilibrium exists at the phase change

interface must be preserved in the experiment in order to honor the

assumptions under which the model was formulated. In particular , the

assumption of one—dimensionality is essential to the numerical procedure

used in Chapter II to solve the governing energy equation. The variable

space node method adopted for this purpose becomes extremely complex if

multidimensional heat flow is considered. To the author ’s knowledge, the

variable nodal system has not been implemented in multidimensional phase

change problems to date. Thus, the experimental apparatus used in this

investigation was designed in such a way as to provide a means of

evaluating the theoretical model without violating the basic assumptions

under which the problem was formulated.

---
~~~~~~~~—~~~ ——~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~ - ~~~~~
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In orde r to  e f f e c t  the  comp.t  i i  son be’ twe e’n exp er iment  and theo rv

several  bas~~c phys i cal  measurements  must be made w i t h  .i reasonable degree

of accuracy in the experiment .  The most i m p o r tan t  measurements  to  be

mad ’  are suggested b Figu re 1 and inc 1ud~ the local  convect lye heat

I lox at t h e  so l i d — i  Iqui d in t e r f a c e  iy 5) , the  l oca l  t empe r atu r e  at the

i n t e r ! ace between cooling su r face  and s o l i d  l ay e r  (v 0 ) ,  and the  local

so! hi l . ive r thickness , S . The f i r s t  two m easurem ents  are the independ-

ent  or  d r i v i n g  v a r i a b le s  of the  so l id  l ay er  g rowth  p r o ce s s , w h i l e  the

layer thickness is the r e su l tan t  o I t h o s e .  There t o r e , no of  f o r t  was

expended in the e x p e r i m e n t a l  des ign to pr ovide precise’ con t ro l  eve r the

wal l  tempe r atu re , T , and heat  f l u x  at the i n t e r fa c e . q” , as long ~s

the v ar i a t i o n  of each w i t h  t ime could be a c c u rat e ly  m o n i t o r e d  and

recorded .  I t  then become s a simple f lu t t e r  to use these  recorded

v a r ia t i o n s  in the  a n a l y t i c a l  model and thus  genera t e  t h e o r e t i c a l  sol id

th ickness  v a r iat i o n s  which  may be compared w i t h  the e x p e r i men t a l  r e s u l t s .

On t h e  basis of t h i s  comparison , the  s o l u t i o n  procedure s  set f o r t h  in

Chapte r  II can be eva lua ted .

B. E x p e r i men t a l  Appara tus

1. Requirements

The exper imenta l  appara tus  must , t o  a reasonable degree , d u p l i cat e

the condi t ions  shown in Figure 1. T her e f o r e , the  geometry chosen fo r  the

exper iment  was tha t  of a plane s u r fa ce  over  wh i cli the 1 Iqu id  pha se’ c o u l d

f l o w  in fo rced  convect ion. The flow r egime o I the liquid flow past the

sol id  layer  was chosen to be one of p a ral l e l , t u r b u l e n t  f l o w . The —

dist inct ion made here’ is impor tan t  because,  to  the au tho r ’ s knowledge .

there has been no other experimental s tudy  nude of a mov ing  boundary

~~~~ 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~



23

sv~;t o m  w h ich  emp loy ed t u r b u len t  flow at the phase change interface .

Also , precaut ions were taken which would cause the ice layer to remain

r e l a t i v e l y  th in so that heat flow w i t h i n  it would remain essentially

one—dimens iona l .  The presumpt ion that  the heat conduct ion in the layer

is or.e—dtmeusional would be verified experimentally. Provisions also

were made t o  p rov ide  a range of heat f l u x  condi t ions  at the i n t e r f a c e .

Th i s  was a cco mp l i s h e d  by varied l i quid  tempera ture  and /o r  l i q u id f l o w

v e l o c t t . The d e t e r m i n a ti o n  of the  In t er f a c e  heat flux can be approached

z ro r~ two basic d i r ec t i ons .  Theor ies  of convection heat t ransfer  may be

applied to p r e d i c t  the local fil~u coefficient at a particular poin t  on

the  so l i d  Liver  s u r f a c e ,  or the  heat  f l u x  may be determined experimental1~’

• u s i ng  the steady—st at e  solid layer  t h i ckness  as a fo tm of “heat  f l u x

met er . ” The l a t t e r  approach is the  one a d op t e d  here , whi le  convect ion

t h e o ry  is used to more or less q u a l i t a t i v e l y  v e r i f y  the r e s u lt s .  This

approach was t aken  because the con v e c t i o n  heat t r ans fe r  s i t ua t ion  in the

expe r imen ta l  appara tus  does not correspond ve ry closely t o  any w e l l — t e s t e d

heat  t r a n s fer  so lu t ion  in the l i t e r a t u r e. The re fo re , the exper imenta l

.ipproacb should prove to y i e l d  much more r e l i a b l e  es t imates  of the i n t e r —

fa ce ’ he’.~t f l u x  and thus  provide b et t or  i n for m at i o n  fo r  the  a n a l y t i c a l

model.  In addi t ion  to a va r i ab le  i n t e r fa c e’ heat f l u x ,  the exper imenta l

apparatus must provide a means of v a r y i n g  the so l id  w a l l  tempera ture

• (but not n e c es s a r i l y  con t ro l l ing  i t )  . All  the  p r i m ar y  measurements

ment ioned in t h i s  sect ion must be made dynamical ly  i f  solid l ay er  g rowth

t r an s ien t s  are to he sa t i s f a c t o r ily  mon i to red .

$
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2. Basic Configuration

In order to effect the above requirements , a closed flow loop was

cons t ruc t ed .  The working f l u i d  chosen to be used in the flow loop was

ord inary  tap wate r  because of i ts high availability and convenient

physical  p roper t i es  (transparency , moderate fusion temperature , etc.).

Other fluids were considered , including low melting point eu tec t i c  a l loys

composed of bismuth , lead , tin , and cadmium. However , these materials

presented ra the r subs t an t i a l  d i f f i c u l t i e s  in terms of exper imenta l

mea su remen t s .  The greatest  problem being t h e i r  opaqueness which would

make solid layer thickness measurements very difficult. Other disadvantages

of the low mel t ing  point  alloys are t he i r  high dens ity , above ambient

fus ion  t empera tu res , and the ext remely high f l u i d i t y  of these substances

in the l iquid  phase.

The basic components of the flow loop are shown in Figure 3.

These cons is t  of various tanks for fluid temperature control , pumps for

f or c d c i rcu la t ion  and cooling , a rectangular plexiglas flow channel

inco rpora t ing  the test section and cooling p la te , a f low mete r ing  device ,

and the in te rconnec t ing  tub ing .  All t ub ing  was made from 2 . 5 4  cm (1 inch)

inside diameter water hose. The re lat iyel y large d iame te r  was chosen in

order to minimize pressure loss through the system resulting from the

high velocities and volumetric flow rates necessary to insure turbulent

flow in the test section. Flow Reynolds numbers used in the experiment

ranged as high as 24,000 based upon the f low channel h y d r a ul i c  d iameter .

The cooling p late , the leading edge of which was a distance of 64 cm

( 2 5 . 3  inches) downstream of the flow channel entrance , was oriented

horizontally and formed the upper wall  of the test sect ion . Cooling

requiremen ts for  the plate were found to be substantial in terms of

;
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t e m per a t u r e  and t o t a l  heat load due to the very e f f i c i e n t  energy t r a i t s —

port  ch a r a c t e r i s t i c s  of the t u r b u l e n t  channe l f low . Cooling of the

plate was accomplished totally by means of a dry ice—methyl  alcohol bath

le~~et ed  immediatel y above the cooling plate . A de ta i led  descript ion of

cacit comp onen t in the loop and It s  pa r t  icular funct ion is given in the

t o  I l o w i n g  Sc’ Ct ions

3. Flow Channe l and Coolinj~ P l a te

The pr imary  piece ’ of ap p ar a t u s  in the sys tem was the clear plexi—

glas f low channel  hous ing  the tes t  sec tion  and cool ing plate , see F i g u r e

-i. The t low chann el  was f a b r i c a t e d  f r o m  a U—sh aped  block of clear

p l e x i g l a s  9 2 . 7  cm (37 .S  inches) in length w i t h  an outs ide  w i d th  of 7 .62  cm

( 1  i n c i t es) .  The channe l was sealed wi th  a clear p lex ig las  cover which

• was t h roug h — b o l t e d  to the  channel wI th  18 bo l t s , each 12. 7 cm (5 inches)

in l en g t h .  T h e  in t e r f ace ’  between the U—chann e l and the  cover was sealed

w i t h  a mu l t i p i e c e  cork gasket of 0 .32 cm (1/8 inch) t h i ckn e s s .  The

e’hanne I ins ide  d imens ions  made it nearly square (3. 7~ cm hi gh by 3.8 1 cm

wide ) w i t h  a total flow are.i of l1~. 29 cm 2
. ThIs si ~eable  f low area

coup it’d with the requ iren ient  ct t u r b u l e n t  f low past the  coo l ing  p late

r, ’~ ; Ui I eel In subst an t i  .tl nuss flow r at e s  th rough  the  syst em.  The ’ channe l

in  l~ t had a geo n~’ try simil ar to an ab rup t  e x p a n s i o n  which  assured the

‘X; I~ ’t iee  of  a t u r b u l e n t  boundary Liv er  at the p l a i t ’ l e a d i n g  edge even In

I in’ I OW i~c’yi1o I ds numbt ’ r f l o w  ranges.  l’ht’ cool lug p1 at  e was fabr  I cat e’d

f rom pur ’’ copp e’ r and w.is a tin I f o r m  0. ~0S cm (0 .  .‘O uch t e s)  in th I ekite’ss

Tb e p ta  t o was 1 8. 8 ens (7. 4 incItes) long in the d ir e c t  ion of  flow and

spann ed  t ho en I i re ch anu t ’ I wiel t Ii f o r m i n g  the uppe r  w a l l  of t h e ’ flow

c han n e l .  Copp er was ehoo. ’n as liii ’ p l a t e  m a t e r i a l  for sOVe ’ rat roase’ns
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First , the h igh  therma l conductivity of copper would serve to minimize

temperature drop through the plate for a given convective heat flux at

the solid—li quid interface. Small temperature gradients through the —

p l a t e were desirable in order to m i n i m i z e  e r rors  in p la te  surface

temperature measurement , this point will be discussed in greater detail

in a later section. Also , the high conductivity and thernu l diffusivity

of copper served to minimize the temperature gradients in directions

t r a nsv e r s e  to that of ice layer growth.  Titus , the desi red one—dim ension—

al it~’ of the heat  conduction in the ice layer would be very  nea r ly

achieved.  A f u r t h e r  check on the one—dimensional assumption was made

e x per i m en t a l l y  (see “ S t e a d y — S t a t e  Heat F lux  Measurements ”) . The p o s i t i o n

of the coo l ing p -late leading edge with respect to the f l ow channel  i n l e t

is such t h a t  the  t u r b u l e n t  f low is fo r  all p r a c t i c a l  purposes hy dro—

d y n a m i c a l l y  f u l l y  developed where cooling begins; however , at the

p o s i t  ion on the  p la te  at w h i c h  icc th ickness  measurements  were made , the

bounda ry  layer was somewhat underdevelop ed t herma l ly  and t h is  fac t  is

conf i rmed  by the  s teady—state  htt ’at f l u x  measurement s .  As was mentioned

previous ly, plate cool Ing was a c h i e v e d  by means of a dry ice—meth yl

a l coho l  ba th  wh ich  f i l l e d  a bin above the cool Lu g p T at e .  The b in  was

f ab r i c a t e d  f r o m  brass p l a t e  which  Was then s i lve r so l t l e i e d  d i r e c t l y  to

t he ’ upper  su r f a c e  of the  cooling p l a t e .  The b a t h  hael an approximate

• capac  i i v  of 2 . 5  l i t e r s  which  was found to he suf f ic i e n t  to  meet the

cool  tug r equ i remen ts  of the ave rage I e’St tO n . The b ath  required no

ex te rna l  agit at ion as s u f f i c ien t m i x i n g  was ach ieved t h r o u g h  the sub—

1 m a t  b i t  process of the’ dry ice I t s el f .  On the o the r  hand , it was

fo und necessa ry  to p er i o d i c a l l y  change the alcohol  in the bin because

it won Id absorb iso 1st nrc from the  su r round ings  and , over a period of

• 
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t ime , the  water dissolved in the alcohol would affect the ability of the’

b a t h  mixture to reach sufficiently low temperatures. The plate surface

temperature (ice layer side) produced by the bath was in general a

function of the rate of heat flow through the cooling plate , whi ch in

turn was a function of the ice—water interface heat  flux under steady—

s ta te  ice layer condit ions.  Visual observation of the ice layer surface

and the laye r growth process was enhanced by f ine  pol i sh i ng the v e r t i ca l

w a l l s  of the  f low channel in the test section area. Ice layer observation

was also Improved by b a c k — l i gh t i n g  the test Section at an angle which

caused l i gh t  to r e f l e c t  o f f  the ice layer  su r f ace . T h e  e n t i r e  f l o w

chann el , excluding the observation windows In the v i c i n i t y  of the  Les t

sec t ion , was thermal l y insula ted w i t h  3.81 cm (1.5 inch)  t h i c k  p01)’—

u ret h a n e  foa m insu la t ion. This heavy insu la t ion  assured tha t  the f low

ups t ream of the cooling plate would be uniform in temperature . Thus ,

channe l centerline temperatures  measured upst ream of the test sect ion

would be equivalent to mi xed mean f l u i d  tempera ture . As the w a t e r  passed

th rough  the test section and passed the ice layer , t he f l u i d  bulk or

mixed mean tempera ture  was considered to remain essentially constant anti

• equa l to the  inlet temperature  due to the relatively small amount  of

heat  t r ans f e r r ed  to the wate r  per u n i t  mass f l o win g .  This assumption is

v e r i f i e d  e x p e r i m e n t a l l y  by measur ing the b u l k  w a t e r  t e m p e rat u r e  down-

s t ream of the test sect ion . For this  purpose , the ’ f l o w  channel and

connec t ing  tubing downstream of the test section was a lso heav i ly

i n s u l a t e d .  The e n t i r e  f low channel  assembly was r i g id ly  b o l t e d  to  a

steel f rame so tha t  the test section observation windows were s u p p o r ted

at an elevat  i on whic it  provided f o r  easy visual  inspect  ion of the  i c e — w at e r

A - - _  
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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interf ace. Figure 5 is a photograph of the entire flow channel assembly

with the insulation partially removed.

4. Mixing Tank

A cylindrical stainless steel mixing tank was located just down-

stream of the flow channel exit and test section. The tank, measuring

17.8 cm (7 inches) in diameter and 25.4 cm (10 inches) in length , was

baffled so that the water flowing through it would be completely mixed

when it reached the tank exit where the water temperature was measured

by a thermocouple probe. In this way , a check was made on the assumption

that the mixed mean water temperature remained constant through the test

section. This tank was also heavily insulated.

5. Temperature Control Tank

Immediately down stream of the mixing chamber was the temperature

control tank which was used to remove energy from the working fluid as it

flowed around the loop. This tank was open and cylindrical in shape having

a diameter of 38.1 cut (15 inches) and normally holding about 26 liters of

water. The tank was also insulated with polyurethane foam. It was found

that the energy transferred to the water as it flowed titrough the forced

circulation pump exceeded the heat transfer from the water as it flowed

past the ice layer. Therefore , a cooling probe was placed in the temper-

ature control tank to remove this excess energy and thus assure that the

water would remain at essentially Constant temperature throughout a given

test. The cooling probe was supplied refrigerant by a mechanical

refrigeration unit manufactured by FTS Systems Inc.. The refrigeration

system could be operated in one of two modes , constant cooling, or

thermostatically controlled cooling in which temperature sensing was

______________ ______________________________________ -
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achieved through a copper—constantan thermocouple located in the tank.

Before a run began , the refrigeration system was used to cool the entire

flow loop down to the desired temperature while a small auxiliary pump

provided the necessary circulation. A secondary function of the tempera-

ture control tank was that of filtering the water as it flowed through

the system. Several layers of fine nylon screen covered the tank exit

(suction side of the forced convection pump) and thus removed any foreign

material from the loop which may have been introduced through the open

tank.

6. Forced Circulation Pump

The water flow in the loop was driven by the main pump located

somewhat downstream of the temperature control tank. The pimtp , manu-

factured by the Allis Chalmers Corp., was of the centrifugal , closed

impeller design . It was driven by a 3/4 horsepower close—coup led

electr ic  motor.  It was found that  this combination was capable of

• providing volumetric flow rates of up to 1.76 l i te rs /sec  (28 CPM) and

flow velocities of 1.2 rn/sec (3.9 ft/see) corresponding to a flow

Reynolds number in the test section of 46,000. The flow rate through

the system was controlled by means of a thtrottling valve on the pump

discharge .

7. Flow Meter

Flow measurement was achieved by passing the flow through a 250 mm ,

high capacity, liquid rotameter manufactured by the Ametek Corporation .

The stainless steel float was non—viscosity compensating but did not

alter the overall accuracy of the flow measurements because the water

temperature range used during steady—state and transient runs represented

—~~ - ~~~~~— 
-
~~~~~~~

. 
~~~~~~

-
~~
- • • -

~~~~~~~~~~~~~~~~
——-

~~~~ 
- -— - 

-. -— _~~~ 
- - -—-•

~~~~~~~~~~~~



33

a t at i-t v small va riat  inn in V t S~ ’O~ . it v . A discu~sj~~ of rotame t _’r

c at  Il ’ r at  ion is inc I ude’d lit t ito fo il owing se e Ion  on t e m p e r a t u r e  , f low ,

and ice t h i c k n e s s  nt eas tmr -e m en t s .

Tor~j’1’rat ore. Fl ow , and ice Th i ck n e s s  Mt ’a su r e m e n t s

As me’nL i one’d p rev lou~ lv , the two pr in_i i v  t OOp e’ rat nrc measu re’mt ’It I

made in the  experimental imt vost igat  ion were the  cool tng p lat e ’ sort ace

Le~~pe ra t  ore and hulk w.u or temporal ure. Tht’ p late s u r fa c e  tempor a l  u r e

in the irtme~h 1st o vie in it ~
. of t ho ice thickness meSsurom ent  was used in

orriuig the dimon s t o n i  e’Ss paraneto r • St — e~ tT —T ) - • wit Ile the hulki s v

wate’ r tempo r5 tUr t ’ was usoel irt di rect  lv in determining q ’ , the heat I lox

at the’ i c e—va t  er i n t e r f a c e  required to compute  t he  d imens ion l e s s  it eat

f l u x  parameter , q* q” ~ /~~~ ta .
‘- 0

1. T&’mp oraturo Me’asu rcriont

Coo I j ug p l a t e ’ st i r  .ic’e’ t omp e’ rat ores wcre ot’ t a t ne’d f rom two t It o n~o—

c o u p l ’s  imbedde’d in the plate just be low t h e  p late surt S Ot ’ , inum’d iatcl v

ups I to am and ~lor~-n:; re . ini  t’ f t ho ho  t’S t I on vito ie ice  t ii I e’kn~’ s s n~ as r i rerne n t s

we re mad~’ . The c0p~e’ r— Con s tan t  SU t ho r ntocoup 1 e’ vi tt’S We’ t o  f~ . ~~.
‘ mm

-
• (0.00 ~ m elt in diameter and were insu 1 ~ted 1w a t of Ion c o t I  ing  . The

cop po r— con s t ~tn t an  wire combination was citoson for t i t o  plate ’ thormo~’oup I~’s

be c . i tmse  w i r es  made f rom t lte’se mater is I s  a to norm a l i v  of a h igit  degree’ o I

• bomogene it ~ and, th~~r o f e r e , tompe ’rat  lire g r a d i e n t s  exist i i t g  al ~‘ng t h e ’ v i  t e s

• do not t . luSe ’ t h e ’  ger~e r_ it t ott of o ~ct t~t t t e ’0ttS i~tti’ 
‘ w i t  It in  the  t lte’rnto~’o up 1 e

tC_ c i  t e r m  i t  . The two wire s  01 e, ic it  I hie ’fl~ie i Co t Ip  i t ’ we ’ L e ’ i m i d  side—by— si LIt , 10

two sits I low g r o ov e s  wit iou were niae’lt ined Into t he’ surface’ of the’ C C ~~’~ ’O i

coo l ju g p1.1 to as sitovu in Ft ~‘. r i i e  t~ . ra ch i  gr oove ’ was 0. ~‘ ‘ nn deep ~u~I

• 0.’ mm in w~ dt It and oxtt’rtdt’tl f ront the edge ot t he  pl .ttc to si ight lv over
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halfway across it , perpendicular to the direction of flow. At tt:e end

of each groove the “floor” of the groove sloped downward to meet the

plane of the plate surface in a gradual manner , see Figure 6. This con-

figuration allowed the junction of the thermocoup le to lie very near to

the plate surface . The junction itself was made by a small spot weld at

the wire ends. The welded junction was soldered to the plate at the end

of the groove. The excess solder was filed off level with the plate

surface and then polished smooth with a fine abrasive. The remainde r of

the open groove between the thermocouple junction and plate edge was

filled in with cement and sanded smooth and level with the plate surface .

LThe problem normally associated with  accurate  su r face  temperature

measurement, that of maintaining thermal equilibrium between the thermo-

couple junction and the surface , was ntinimi~ed in this instance by the

high thermal conductivity of the copper f rom which the  cool ing p l a t e  had

been f a b r i c a t e d .  Measured heat  f luxes  through the p l a t e  in the d i rec t i o n

perpendicular to the plate surface indicate’ titat steady state temperature

gradients in the plate, in this normal direction , were a maximum of about

1.5° C/cm. Therefore , errors In surface temperature measurement were not

considered to be large because the total temperature drop through the

• cooling plate was less than 1° C. Howeve r , in o rder to v e r i fy  that  the

ove rail error involved in t it o  plate surface temperature me’asure’ment was

• Indeed sma ll , t h e  fol lowing check was used. A t h i n  ICe’ layer was grown

over the en t i re  cooling p l at o  su r f a c o  by adj ust ing the c on v e c t  ive heat

flux at the ice—water interface tit rough manipulation of the water flow

rate in the chann el .  The COfl VcCt ~~ve’ flux was then increased slowly by

increasing the water flow in small inc rements  un t i l  the  t e m p e r a t u r e  of

the  ex t reme  upstream edge of t l te  p l a t e  rose’ abo ve ’ the  fusion t empera tu re .
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This resulted in the downstream portion of the plate being covered by a

th in  p atch of ice. As f low rate was increased st i l l  f u r t h e r, the forward

edge of the ice p atch moved downs t ream toward the sur face  temperature

rne.lsurenrent positions. As the edge of the patch reached and crossed

over  these locati~~s, the thermocouple junction outputs were monitored

en a s t r i p  char t  r ecorder  so that  the measured surface temperature could

be compared with the actual s u r f a c e  tempera ture  (assumed to be 0°C , the

fus ion  t empe ra tu r e ) at the precise instant at which the ice patch

“uncovered ” the su r face  the rmocouples .  This procedure  was repeated

several times for each of the two surface thermocouples. The results

showed that each thermocouple measured temperature consistently to

within 0.25°C of 0°C. The assumption made here that  the a c t u a l  s u r f a c e

tempe ra ture  was 0° C is suppor ted  by the f i nd ings  of Siege l and Savino ( 7 ) ,

in w h i c h  the tempera ture  of the ice—water interface under similar

experimental conditions was always found  to  be w it h i n  0.1° C ci 0° C.

Each wire of the two copper—constantan thermocouples was run out

of the flow channel through grooves in the cork gasket which was

• installed between the uppe r su r f ace  of t he  f low channe l and the copper

plate. Both thermocouple’s were reterenced at 0° C w i t h  a “Frigistor ”

automatic ice point reference junction . The two p lat e  s u r f ac e  th entro—

couple outputs could he read by strip chart recorder or through an

integrating digital voltmeter , or both. 
*

Bulk water temperature n were measured w i t h  chromr’l — c e n s t an t a n

the rmocouple probes located 25.4 cm (10 inches) ups t ream of the  cool ing

p la te  leading edge’ and also downstream of the test section in the mixing

chanther.  The u p s t r e am  probe was of  the  exposed j u n ct i o n  type and extended

through  the  floor of the flow channe l so t h a t  the  j u n ct i on  was located
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approximately  at the geometric center of the channel cross sectional f low

area. The centerline fluid temperature indicated by the probe was taken

to be identical with the bulk fluid temperature at the upstream end of

the test section because of the heavy insulation which covered the flow

channel and inlet piping. Errors in bulk water temperature measurement

due to heat conduction along the stainless steel thermocouple probe

sheath were considered negligible for several reasons. First of all , the

overall temperature difference between the surrounding atmosphere and

the flowing water was always less than 15°C; thus , there was little

driving potential for heat conduction along the probe sheath. Also, the

base of the probe was threaded into the plexiglass flow channel which in

turn was heavily insulated. Therefore, the flow channel and , hence, the

base of the probe could not have been at a temperature significantly

d i f f e r e n t  f rom that of the water , reducing even further the potential

for  heat f low. Finally, the water flow velocities through the flow

channel (0.35 m/sec. to 0.60 m/sec.) would produce heat transfer

coefficients over the probe of such a magnitude that hea t conducted to

the probe junc t ion  (possibly through the thermocouple lead wires) would * -

be efficiently transferred to the flowing water through a very small

temperature difference.

The downstream probe was used primarily to verify that the bulk

water temperature remained essentially constant as it passed through the

test section . This chromel—constantan probe was of the grounded—junction

type and extended about 7.6 cm (3 inches) into the mixing chamber. For

reasons similar to those outlined above, conduction error was also

considered negligible in the temperature measurements made with this

probe. Both bulk water temperature thermocouple probes were referenced

.
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at 0°C with the Frigistor automatic ice point reference. The outputs of

each probe could be read from a digital voltmeter or continuously

( monitored by strip chart recorder. The maximum uncertainties involved

in the measurement of bulk and plate surface temperatures (including

uncertainties due to the limited reading precision of the strip chart

recordings) were estimated as 0.5°C and 0.2°C for the plate and bulk

water temperature measurements , respectively .

2. Flow Measurement

Water flow rate measurement in the test loop was ach~eved with a

standard liquid rotameter with a 250 mm meter tube . The rotameter float

was of the non—viscosity compensating or streamlined type; however, this

did not s ignif icantly a f f e c t  flow measurement accuracy because bulk water

temperatures  varied only over a sm all range during the experiments (less

than 10°C) .  The rotameter was calibrated direct ly  with tap water at

temperatures  within the range used in both s teady—sta te  and t ransient

experiments.  The 36—point calibration yielded a calibration curve which

f i t  the 36 data points wi th  a root mean square deviation of 0 .43  liters/ntin .

for volumetric flo between 18.9 l i te rs /mm . and 104 liters/mm . The

accuracy with which the flow rate could be measured depended also upon

the degree of precision to which the instrument could be read . This was

not a limiting factor in the present study because the flute—guided meter

tube allowed the float position to be estimated to within ± 1 mm (± 0.40

l i t e r s /m m . )  under most circumstances.  Some degree of f loa t  oscillation

did occur at low flow ra tes ;  under these conditions , the mean flow rate

was considered to correspond to the midpoint of the to ta l  range of float

• oscil lation. The absolute maximum u n c e r t a i n t y  in the flow measurements
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was t • st  imated as + 0.87 1 Iters/mln. (corresponding to the largest devia—

t ton of the data  f r o m  the F it ted ca l  I brat ion curve)  wh i c h  r ep resen t s

th ree  p erc en t  of t he  lowest f l o w  ra te  encoun te red  in . m ny  p . ir t  of the ’

e xpc r Intent

3. 1 cc ’ I aver  Th I ch i t , ’:; Me a su r , ’moii t

Accura te me’asure’ment o t the  th I cknes: ;  of the’ I cc’ layer wit i cli forme d

on the e’oppe i cooling p1 at  e , bet lb at : ; t  eadv — S t  at ~.‘ and under t ransient

condi t ion:;, was o s s e m t t  Ia  I in the experimental Invest igat iou . There ar ’

a n uniter of way~; in wiil. cli t lie inca su rome ni. can be made • a I ~‘ I wlm I cli fa ll

i t to  l~.i:; t c a l  ly  two categoric’s: opt [cal method :; , and nteclcan I cal probe

met lt~ eI :; . A short discuss ton o I the uteasu r em e im t ecim 1.que :; of L’.ie ~)t t ype

tot low.

a.  Oj ~t t c a  1 N e a ; e m r e e m ’ m t t  ‘l’~~- bmt  ie ~:u ’::

TIti ’ ice’ 1 aye’ r i i i  I c ’kite ’:;:; can ho nme’.msur eel  by p itol  c’g r aph  lu g  ( ito ice ’ P

I .evo r in a dire ’ ci I tn t  neiruta 1 to t it ’ wat or flow and in (tie p 1 . t i t ~ ’ of t h e

I c - t ’ -— wa t  or Interface’ as shown In Ft  g e t i  e 7. The pu nt ogma jt lm: ; ( akc ’u In  ( i t  I ; ;

mault , ’ r ;i1 , ’ t liemi OH i : i  rge ’ d attel I ito I cc’ I ave ’ i ( i t ! e’ k w s s  is  etc’ t ~ rum I nod I t cut

lie cit 1 a rg~’m&’n t. . Tb I:; mc’ bet e l  was on,’ ci t  ( It o :; , ’ c i : ; ,  ci It v S i t ’ go I an t i  Say I i t t ’

( 7) in  an export Iiic ’ I t  a I :; t u d y s i tmm I. I a  I- to  t h e  p m . ’ :;eu t et c . ’ . F re in t he I I ~ tt  I c ’

It I :; ‘;ee’ it that tim I ~; Uk ’ t hod of I cc’ ( i i i  eku , ’:; ;; m easu t o f l io n t  Is u~ ot  cii on I V

when tii. ’ Ice layet I:; of fat n y  coust ant I t t  ckuc :;;; ae ’ r ct s:;  [i t t ’ ct m ; i un e  I .

l’lit ’ p i t e i t o g r a p h  Ic met hod y let ti: ; nle ’;I s , i r, ’tne ’u :; c~ I t he’ t iii eke :; t p or t  I on e ’i

i i . ’ cv I . iy . r auth ca l i tu it  h it ’ u~ c’d t o  mt ’ a : ; mI rc ’ a ‘‘ p o i n t  ( I t  I chito: ;:;’’ i l l  5011k’

api ’ C f t  i i  I t ) t ’ .I ( I on ott t be ~ i at  c’ . Ot i t . ’ r I at - I  ~m t ; ;  w it I cii 1 m I t  I i t t ’ .1 c c  t i t  .i c ’V

~~ 

01 t be ’ phot ogr .iph I c  ~ c’ i tn  iq ci. ’ • .ic cci t’d I t ig  t 0 SIege ’ I .ni~i S;iv [no , art’

~
r( Ic a I di St 0 ~ I I on of I c c ~ I : ;  , Op t  I e ’ .i I i l l  us lot;:; , t i l t  I j c ’ul( ( I ’S In eli a I ni ug
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Figure 7. Illustration of the Photographic and
Cathetometer Ice Thickness Measurement
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exact camera alignment with th e plane of the ice interface , and limited

image magnificat ion. Optical distortions resulted from the temperature

gradient in the thermal boundary laye r inmiediately adjacent  to the

inte r f a ce , and opt ica l  i l lus ions  arose due to the t ransparency of the

ice layer surface. Image magnification was a prob lem despite the use of

a 70 mm camera in the Siegel and Savino s tud y. T ransient  ice growth

measurement by the photographic techni que involved special difficult los

in th at  the camera a l ignment  wi th  the ice—water  i n t e r f a c e  had to be

con t inuous ly  adj us ted  th roughout  the t r a n s i e n t .

A second op t ica l  met itod of ice th ickness  measurement , also dis-

cussed by Siegel and Savino , is achieved by visual  means r a t h e r  than

photog raphic .  This measurement technique is also illustrated in Figure 7 ,

in wh ich a small telescope mounted on a cath etom e t or  is used to v isual ly

locate  the ice—water  interface . W i t h  th i s  method , gr ids  of h o r i z o n t a l

lines spaced at .c known distance a par t  are placed on both  wal Is of the

f l o w  channel.  When the inte r face’ is sighted with the telescope in the

same p lane  as two c o r r esp on d i ng  grid lin t ’:; on el titer side of the  chann e’ I

the ice layer thickness is simply read from the grids. A c c or d i n g  t o

Siege l. and Savino , th i s  technique was found to stiffer from mcmn~’ of t h e ’

same d isadvantages as the  pho tograph ic  m e thod ;  I .c ’ • , opt i cal  d i s t  o r t  ion

due: t o  t e m p e r a t u r e  g rad i en t s  in the bounda ry laye r and di ff icul ties in

l o cat i n g  the t r anspa r en t  ice su r face .

N e i t h e r  of time opt [cal methods  ciesc ’r ib e ’d above ar e  ide.il f o r

measurement of solid I ;cvc ’r tic ! ckiiesses at a sped fic poin t  on (ice coo l ing

p l a t e .  The n cechan t ea l  and t empt ’  r a t  t i re  probe’ met h od:; do Sc ’ r flied he’ low do

not have’ t ic I: :  l im it , it ten .
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b. Mechanical and Temperature Probe Techni~ ues

The mechanical probe method of ice thickness measurement consists

( of introducing a small probe into the test section through the channel -

wall opposite the ice layer and raising the probe un til it contacts the

layer surface, thus yielding a direct measurement of the ice layer thick—

ness at a given point on the cooling plate. A variation of this procedure

was used by Siegel and Savino in which the probe was fabricated in the

form of a fine gauge, forked thermocouple probe , see Figure 8. The

thermocouple wire extending between the fork—like supports was 0.076 mm

(0.003 inch) in diameter with a butt—welded junction at the center. The

probe shaft was mounted in a micrometer head so that it could be raised

or lowered in fine increments. In measuring the ice layer thickness , the

probe was made to approach the ice surface slowly while monitoring the

output of the probe thermocouple on a strip chart recorder. When the

thermocouple output corresponded to 0°C, the fusion temperature , the probe

was assumed to be in contact with the ice layer surface and the thickness

was then read from the micrometer dial. Accordin g to Siegel and Savino ,

this temperature  probe method of ice thickness measurement proved to be ‘ ‘

most accurate and was reported to yield thickness measurements correct to

within 0.025 umi (0.001 inch). In addition to the temperature probe , a

purely mechanical probe was also employed in the Siegel and Savino

experiments to measure ice layer thickness under steady—state conditions,

This probe consisted of a thin metal rod which was mounted in a micrometer

- 
head in a manner similar to the temperature probe. The rod was moved

toward the interface until it was visually determined that the probe had

contacted the ice layer, at which time the ice thickness was read from the

micrometer. It was not stated by the authors to what degree of accuracy

_________ ~
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(

ICE LAYER

INT E R F AC E

CHRO MEL-CONS TANTAN W IRE
BUTT-WELDED — 

0,076 mm DIA.
THERMOCOUPLE
JUNC TI ON

“ SUPPOR TI NG SHAF T
2.54 mm DIA.

TO MICROM ETER HEAD

Figure 8. Illustration of the Thermocouple Probe
Ice Thickness Measurement Technique
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the le ’e’ th ickness could be measured b this method . Both the temperature

and mechan [cal probe methods described here raise s i gn i f i c a n t  quest  ions

w i t It te’ S~~e’ c t  t d i  t i t e ’  I r • t . • 
~ t 4 racy lit t I R ’  0 X~~~’ r Ifltt ’i i  t a 1 dot e m i  ima r  t on  of tee

l ay er  h m i c k n t ’ss. Becaua~’ a simi lar  t y p e  of ice probe was used in the

(i rt ’st ’:tI t ’xpo r ink ’nt a l  in v es ti g a t  j e l l , the  advan tages , d isadvantages , and

• unce ’r t a ln t  ies inhe rent  In t he i r  use w i l l  be’ examined in some d e t a i l .

c. Uuc t ’r t ~t t U t  V In l’Io cI~an t 1 - t l a lit e r a t u r e  Probe Techi~j~ ues
az-tel Sin::’l it ied Error Aii ,tLVsi~

in orJ1’ r to  ~te’cur~tt clv measure ice lave’r thickness by either

me’cltan [cal  or I en:p. rat u re probe I t~’ t lto~L: , the presence’ of the probe titu s t

have’ .t mizi I :::~t 1 c i t e ’  c: etc the  I ce  layer surf act ’ as the probe is meved m u

the v ic l n i t~ ’ ot the layer. O t h e r w i s e  , the measured t h i c k n e s s  wi l l  not

Fe~I ir c , ;c l i t  the t r u e , u a e l i s tu r h e d  ice layer thickness fo r  the’ p r e v a i l i n g

co ;idi  t ions  ( p lat e  s u r f a c e’ t emp er at  ur e’ ~cnd c on v e c t  ive l t t”t l  f l u x  at the

m t  or taco) . The pttene ’n:e•zwct under cOlt:; ~le rat ion hero is somewhat analogous

tø  t he’ SO—c a l le ’d “ loading er r or ” which m ay occur  in e l e c t r i ca l , t r a n sd u c e r —

I V f ’ t ’ flit ’ ~tsurozneut dcvi c~’s. ‘l’Ilt ’ fun d anie nt -  ~ 1 pm n tp a l wit ich gove Ens in be th

jmisl.tncos is that the l f l e a s t t r c i t t en t  1iio~’ess w il l  l I t O V I  , i h i  l v  a l t e r  the

qu.imi t i y which  is t o  he measured ,  seO Re ft ’re ’uct ’ 17. E r ro r s  of thi s type’

a r t  St ’ LU mech~mni  ca t  p robe ti c I ckmcess lnt ’iisu rc:nent ~ f) t’ i timar ii V boc.tU:40 the’

p 1~~ b e ’ itmua t he of f i n i t e  dl  me ’n S I ott and t lie Fe 1o F e , when b r ough t  i n t o  the

j nnnt ’d [a! e vie t n t  t y of the  t o e — w a t t ’ r •in t t ’r I , t c e  • w i l l  h ave ’ some effect 0~~

the ’ cottVt ’ c’t I Vt ’ heat  I r az i s  It ’  r p t i e uom ’ n a  Ii~’ctI  r r  tug t h e ’  re’ . The ci fe~’ t

L p rob ~cli l v  e’ati he aiim [but  ccl to a I oc,t 1 f l o w  c l i : ;  t ert  ion caused by the  h~re~be’ 
‘

prc -:;i ’i m c ’e’ whi  cit In tu rn  N’ n umbs the  local  conve ’ct tv1’ heat flux at t h e ’

I e’ e’ W ~it e m  i n ter  fact’ I Fort  It a ‘‘U Ot’HUI ’’ (in t t i e  ab sen ce  ci I thte’ p rob e) va lue ,

‘rh I:; f low distort ion e’ I Ic’ ~ t w i l l  a [ways be ~re seit  I t 0 Sc ’l’ e’ dog roe and it s
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magni tude  w i l l  probably depend h eav i ly  on the p robe size and shape in

addit ion to the flow conditions at the interface . In the present experi-

m e n t a l  study , the ice thickness always tended to decrease very slightly

in the extended presence of the probe , thus implying a slightly

increased heat t ransfer  coe f f i c i en t  at the i n t e r f a c e.  To minimize the

distort ion of the ice layer due to the probe , steps max ’ be taken in the

design of the probe and also in the experimental technique.

Ice thickness measurement by the temperature  probe method simi lar

to t ha t  used by Siegel and Savino is s u b je ct  to an even wide r  range of

exper imenta l  e r rors .  In add i t ion  to the  requ i rement  t h at  the probe shou ld

not d i s t u r b  the i c e — w a t e r  i n t e r f a c e , the basic p r inc ipa l  of the  measure-

ment technique requi res  t ha t  the probe t i p  or thermocouple  j unc t i on  be

ve ry c ear ly in therma l equ i l i b r i um w i t h  its  sur roundings  when the

j u n c t i o n  is immedia te ly  adjacent  to the  ice l ay e r  s u r f a ce .  In o ther

words , the  conduct ion  error  must be kept  small if a c c u r a t e  ice thickness

measurements are to be made . In order to ga in  a b e t t e r  q ua l i t a t i v e

unde r s tand ing  of the immedi a te conduct ion  error prob l en t  and to i den t i f y

the ci f e ct s  of probe s i~~’, b u l k  wate r  t e m p e r a t u r e , f low cond it i  ens , etc.

a simp l i f ied analys is was carried out f or a c y l in d r i c a l  probe’ pr e ij e ’ ct in g

Into the thermal boundary layer adjacent to the solid—li quid i n t e r f a c e’ .

Conside r the s i t uat i o n  shown in Figure ‘I . The c v i  indr i ca l  probe’

of diameter “d” p rojects  p e r p e n d i c u l ar l y  in to  t h e  therma l bo undary  l ay e r

and V I rt na li v co n t a c t s  th e I ce—wat or m e  rf  ace. l’o r I he purpose’ a of L i t  i a

a n a ly s i s , it was assume d t h a t  heat -  is t r . tz ts  lorreel to or from the’ probe

tip by forced  e’o t jVo  c I ion. The’ i~’at or  wit I cli flows ~~~ I the P robe ~‘cnd OVe ’ F

the ’ in t e ’r f . t co  I: ; ~t s: ;urne’el to flow under t h t ~ i n f l t h ’n c d’ of a n e g l i g i b l y  s ma l l

pressure g r a d ien t  and w i t h  t l t e’mnca 1 and hcy~lro~1ynamic boundar lover

k
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c 
COPPER COOLING PLA TE

ICE LAYER

ICE -WATE R INTERFACE
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Figure 9. Sketch Showing the Thermocouple Probe
Immersed in the Therma l Boundary l ay er
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thicknesses of comparable dimension 6). Further simplifying

assumptions made in the analysis are listed below.

1. Conduction heat t r a n s f e r  w i t h i n  the probe is one—dimensional

and in the di rect ion perpend icu la r  to the  ice layer surface

( t h e  probe has an effective thermal conductivity in this

direct ion of “ A ” ) .

2. At the outer  edge of the’ thermal  boundary layer ~~~~~~ the

probe temperature corresponds to that of the freestream , T

3. Thte f l u i d  t empera tu re  in t h e  boundary laye r (T F) varies with

Z f rom the mel t ing  temperature  ( T )  at Z 0 to the f r e e —

stream temperature  (Tm) at Z ~ 6 , The specif ic dependence

of T F on Z wil l  be discussed a f t e r  developing the model.

4. In the in te rva l  0 < Z 6 , a u n i f o r m , average f i l m  c o e f f i c i e n t

exists  over the probe sur face  of magni tude ii

5. The t ip of the probe t r a n s f e r s  heat to or f rom the f lu id  via

the e f f e c t i v e  f i lm coefficient h
t- 

which is based upon the

tempera ture  d i f f e r e n c e  (Tz o  — Tm
)
~

The val idi ty  of the uniform film coefficient assumption probably

depends upon the magnitude of the actual var i a t ion  of the conductance in

the interval 0 ‘ Z 6 . If this variation is small, the assumption of

uniformity in the film coefficient should not introduce significant error

into the analysis .  It is shown below tha t  the local f i l m  c o e f f i c i e n t s  at

any two po in t s  on a small d iameter  probe in a low speed flow are of the

same orde r of magnitude .

Consider the crossf low of a li quid over t h e  c y l i n d ri c a l  probe shiown

in Fi gure 10, For 10 < Red 
Vd

i~ ~‘ 1000, the boundary layer over much

4 ~~~1~~~~-:ic’ -
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C

LAMINAR BOU NDAR Y LAYER

E111111?

Figure 10. Sketch of the Laminar Boundary Layer on
a Cy linder in Crossflow at Low Red
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of the probe periphery is laminar with small vortices being shed in the

vicinity of the downstream stagnation point (Reference 18). Within this

range of Red , the character of the boundary layer flow and therefore the

heat transfer phenomena on the cylinder do not change significantly with

Red. Thus , it is expected t hat Nud fo r this Red range is not a st rong

function of Red. For the flow conditions encountered in the experimental

apparatus described earlier, the maximum value of Red was alway s less

than 200 based on the freestream velocity. From the above considerations ,

it can be concluded that a largely laminar boundary layer exists over the

probe for all values of Z between Z = 0 and Z = iS providing an

essentially uniform film coefficient over the entire probe. The variation

of viscosity between Z = 0 and Z = 6 , also reduces the variation in h

along the probe shaft. As Prandtl number increases at constant Red, Nud

increases at a rate of approximately pr1~
’3 

. For example, consider the

correlation due to McAdams (18) for liquids in crossflow over cylinders,

Nud = l.1(Red)t’ Pr°’31 . (22)

It was determined from this equation and from typical property values and

f low conditions encountered in the present experiment that Nud varied by

a factor of about 2 between two positions on the probe for which Red

varied by an order of magnitude. Therefore, the uniform film coefficient ‘

assumption is reasonable, at least for the level of analysis to be

carried out here.

With these assumptions, an energy balance on a differential

element of the probe yields the following simple system:

-
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A
2

d
2
T

- hd(T-T ) = 0 0 < Z < 6 (23a)F

T = T ~ Z = 6  (23b)

c 
h
~
(T_T

~
) = 0 Z 0 . (2 3c)

By introduction of the dimensionless quantities ,

T-T
in Z

~~~~ T — T  and ,

~~ in

and substitution into Equations (23), the following dimensionless system

results:

- = 

~~~~ 
0 < Y < 1 (24a)

Y = l  (24b )

Y 0  , (24c)

The parameters y and $ are given by,

2 4~ 62 
- 

(25)

(26)

wh ile &~,. is the dimensionless local fluid temperature in the boundary

L ---~~~~~~~~ - -~~~~~
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layer ,

— (27)

For a given boundary layer thickness , and 8 indicate the magnitudes

of the film coefficients over the probe shaft and probe tip, respectively.

The deviation from zero of t~(O) , the dimensionless probe tip temperature,

is a direct indication of the amount by which the tip temperature differs

from the melt ing temperature , T , and hence , is a measure of the conduc-

tion error which would affect the accuracy of the measurement. The general

solution to the system (24) is given by Equation (28).

(Y
A(Y) Asinh y Y + Bcosh ‘y Y — y 

J~ F
sinh y(Y—~) d~ , (28)

0

where tu e constants A and B are obtained from conditions (24b) and

(24c) :

A + 
~ l 

y ( l -n )  d n h / [~ sinh ~ ÷ cosh y ]  (2 Q )

and

B - [ 1 + y J ~ FS ILiIi ~ (1-~ ) dn1/[~ sinh y + cosh y ]  . (30)

The temperature profile in the boundary layer T
F

(Z) has a

substantial e f f e c t  on the probe tip temperature . Therefore , ti-tree

temperature profiles will be considered h e r e , two of which correspond to

the common ly encountered hydrodynamic regimes of laminar and turbulent

boundary laye r f low. The temperature variations in the boundary layer

were taken to be the same as those commonly employed itt the thermal

-~
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analysis of two—dimensional boundary layers via the energy integral

equation. Each profile can be expressed by:

= + ~
2
yK 

, (31)

where the values of the constants C1, C2, and K in Equation (31) for

the linear, laminar, and turbulent temperature profiles are shown in

Table 1 (Reference 19 and Reference 14). The profiles are also plotted

in Figure 11.

Substitution of the linear profile into Equations (28), (29), and

(30) results in the following simple relationship between ~ and Y

~(Y) 
y + 
_sinhy (1—Y) 

(3.))s ycoshy + 8sinhy -

The dimensionless probe tip temperature becomes:

L~(O) = 
t i r  + ~ ‘ (33)

Note tha t  A (O)  tends toward zero when y and/or  8 become large. Thus

it is possible, at least in the case of a linear temperature p rof i l e , to

decrease the difference between the probe tip temperature and the meltiag

temperature by increasing the film coefficients over the probe shaft

and/or probe tip.

For the laminar and turbulent temperature pro’~i1e, A(Y) was

obtained through numerical integration of Equation (28) via Simpson ’s

3/8 rule . Thie results are shown in Figures 12 and 13.

L — - - - 

-- -



TABLE 1

Coefficients C
1, C

2
, and K iii Equation (31)

Profile C C2 K1

Linear 1 0 —

Laminar 3/2 — 1/2 3

Turbulent 0 1 1/7

~
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Figure 12 is a plot of the dimensionless probe temperature , It,

as a function of Y for all three temperature profiles with 8 as a

parameter and y 10 . From this figure , there is seen to be a sub —

stantial variation in probe temperature due only to diffe rences in the

boundary layer temperature profile , all other conditions held constant.

Also, the effect of increased film conductance at the probe tip or

increased thermal boundary layer thickness (increased 8) serves to

decrease the dimensionless probe temperature for small values of Y

For Y values approaching unity, the convective boun di- v CA -nd it ion at

Y 0 has little effect and It is seen to approach \~~. he local

boundary layer fluid temperature (compare with Figur - ‘ . This

behavior for thte laminar and turbulent boundary layet ‘ -‘
~~ parallels

that found in Equation (32) for the linear profile .

The critical quantity with regard to thermocoup le probe measure-

ments of ice layer thickness is It(O)~ 
the dimensionless probe t ip

temperature . A zero value of A (O) i n d ic a t es  tha t  the  probe t i p  Is at

the saute temperature as the ice—water interface . In reality, howeve r ,

MO) can only approach zero If the probe tip remains in the position

shown in Figure 9. The tip temperature can be made equal to the m e l t  inS

temgerature only by advancing the warm probe tip Into t he  ice layer , thus

distorting the laye r surface and yielding false thickness readings . The

magnitude by which A (O) deviates from zero when tite tip is immediately

adjacent to the unde forined layer in shown in Figure 13. The significance

of the  boundary layer t empera tu re  p r o f i l e  Is r e a d i ly  obvious from the

curve s in th is figure . For all values of the parameter  B shown , the

• 

- 

values of A(O) indicated for the laminar and t ur b u l e n t  boundary  layer

temperature prof iles dif fer ~~~~
. n e a r ly  an order  of m a g n i t u d e  f or  va lues  of

~~~ 
- —~~~

- .. ~--- ~~-A _
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the parameter ‘y’ greater titan about 20. For low values of y, the

curves for the laminar  and turbulent profiles converge and eventually

meet at y — 0 . The coincidence of the curves at y — 0 derives from

the fact that the probe is perfectly insulated for y 0 and MO) is

there fore independent of temperature variations in the boundary layer.

A somewhat surprising feature of the curves in Figure 13 is that MO)

Is not necessarily a monotonically decreasing function of y . For large

values of the probe tip film coefficient h
~ 

(large values of 13), I t(O)

Increases for a time with increased N (increased y) and then decreases

toward .cro for larger values. This effect is set’tt t o  he e s p e c i a l ly

pronounced in the case of a t u r b u len t  boundary l ay er  temperature p i e f i  Ic.

In fact , for turbulent profiles and values of B 1 , conduc t ion error

could probably he more e f f ec t i v e l y  reduced by insulation of t t t e  pr oi st ’

shaf t. If the shaft is net insulated . then to decr e.lse t h e’ conduct Ion

error , y (or h) must be inc reased to  a va l ue to the r i gu t  of the

maximum in the A (O) curve . In order to at tat’h semi ’ p h v n  I c a t  si gn  i f  i i .iui~e

to titis effect , conside r Figure 16 in which the probe is shown schema—

tb-ally along with the t u r b ul en t  f l u i d  t e m pe r at u r e  p r ot  i t o .  For ‘~ — 0

(probe shaft insulated) , the pr obe is in th io rma l c o m m u n i ca t i on  w i t h  t i te

surrounding fluid only at the t i p (Y 0) vIa the dimensionless

cond uctance 13 and the  t e mp e r a t ur e  p r o f i  to In the probe is linear. For

very large 13, the tip temper a ture w i l l  approach MO) — 0 . If ~ is

Inc reaseti to some small  , n on— ;~t’ ro va l i l t ’ , t h it ’ t I p .i re.~ of fbi’ probe (V •

wil l be exposed to the fluid temperature A 1. wh I cit Inc re lnes  ve t-v ‘I

rapid ly for small V and heat wi l l he t r an s f e t  red t o  the probe from (lie

fi ti t ~i by convect i on and then f low t oward the ti p, t h u s . In cr e a s i ng  the’

tip tempt’r .it ure. As y is in c reased further (moving toward the right on

0
-

-— 
- 

— 
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Figure 13), this effect must eventually reverse itself because , for

Infinite shalt conductance (y + 00) , the temperature profile in the

( probe will coincide with the temperature profile in the fluid , and then

It (O) 0

It must be concluded from the preceding analysis that ice layer

thickness measurement by the thermocouple probe technique poses many

difficulties. For a laminar boundary layer at the ice—water interface ,

the problems could probab ly be overcome with careful probe design and

use. In turbulent flow, the values of the film conductance parameters

y and 13 will most likely be of the same order as in laminar flow .

This is because the boundary layer over the shaf t  of a small diameter

probe in a low speed flow will be mainly laminar regardless of surrounding

flow condit ions~ I f the laminar and turbulent boundary layer thicknesses

are also assumed equal , it is seen from Figure 13 that conduction error

is much more of a problem in the turbulent case.

d. The Method Used in this Study

It has been shown that the difficulties in ob ta in ing  ice layer

thickness measurements with the thermocouple probe t e chn ique  are sub—

stantial. In addition , the problems were shown to be far more serious

when the boundary layer flow at the ice—water interface is turbulent

rather than laminar. For these reasons , a thermocouple probe technique

was not used in this study to measure ice layer thickness. All steady—

s ta te  and transient  thickness measurements were mad e by means of a

mechanical probe method in which the probe tip was allowed to just

contact the ice lay er .  Contact between probe tip and ice layer was

verified visually 1w means oi a large magnify ing lens mounted outside of

1’

- ~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~
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the  test section . The probe used was a thermocouple probe;  however , the

thermocouple feature of the probe was not used to directly measure ice

layer thickness but only to aid in the recording of transient ice thick—

nesses. 4

The thermocouple probe was stainless steel sheathed , cylindrical ,

and had an overal l  d iameter  of 0 .25 mm (0.01 inch). The thermocouple

j u n c t i o n  was made from 0.04 umi (0.0015 inch) diameter chromel and 
4

constantan wires and was grounded to the probe sheath at the tip. The

fine gauge p robe was supported by two larger , concentric stainless steel

tubes which projected through the floor of the flow channel below the

cooling plate. The larger tube was 0.635 cm (0.25 inch) in diameter and

15.24 cm (6 inches) in length. This shaft was secured to the slider

block of a “Unislid&’ micrometer mechanism mounted underneath the test

section. The “Un islide” was driven by a Starret  micrometer head with a

2.54 cm (1 inch) drive range accurate to ±0.025 mm (±0.001 inch). The

probe is shown schematically in Figure 15 and the entire assembly in

Figure 16. In order to minimize local ice layer distortion in the

vicinity of the p robe , the f lexible probe shaf t  was bent almost parallel

to the ice layer surface and directed into the water flow as shown in

Figure 15. In this configuration a greater length of the probe shaft

was immersed in the therma l bounda ry layer at the ice—water  i n t e r f ace

and th us , t he conduction of heat to the probe t ip  and subsequent ly to

t he ice su r face was ndn imi~ ed . The ice su rface was d i s t o r ted  a neg l ig ib l e

amount if the probe was advanced toward the layer  q u i ck l y  and i i w n e d i . t l e lv

withd rawn a f t e r  a measurement was made . The prolonged presence of the

- p robe at the i n ter f a c e  did cause the layer to exper ienc e  loca l ized  me l t i ng .

~
- %~~~
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The unce r t a in ty  in ice layer thickness measurement by the techni que

described above was estimated to be no more than ±0.05 net for  st eady—

state  t hickness measurements. This f igure is based upon the variation

encountered in successive thickness measurements made while the cooling

plate tempe rature and bulk water  temperature remained comp lete ly s ta t ic .

D. Steady—State Heat Flux Measureme nts

In order to supply the finite difference model with accurate values

of the parameter q* for  comparison with  the experimental results , it

was essent ia l  that  q” , the inte rfaclal  heat f lux , be kn own fo r a given

flow condition and bulk fluid temperature in the channel. Because heat

transfer conditions in the channel did not correspond to any simple

solution presently existing in the heat transfer literature , it was

decided that the most reliable and direct way to determine the convective

film coefficient at the ice—water interface was by experiment.

1. Procedure

In the experimental procedure used , a steady—state ice layer was

fo rmed on the copper cooling plate wh i le volumetric  w a t e r  f low ra te  and

bulk temperature were maintained constant. The ice layer which formed

was always of the basic shape shown in Figure 17. The surface of the

layer was smooth and level in the direction normal to the flow indicating

little or no cooling plate surface tempe rature variation in this direction .

Even though care was taken to build up the ice layer s l o w l y ,  some cracks

would usually develop in the layer in a direction normal to the plane of

the cooling plate surface . Because the cracks always formed in a direc—

t ion parallel to the primary heat flow path , they were considered to have

_ _ _ _ _ _ _ _  

_ _~J
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a negligible e f f ec t  on the heat conduction process in the layer. Other—

wise , the ice was clear and homogeneous in appearance.

( 
The steady—state ice layer thickness, S, was used to calculate

q” , the in te rfac ia l  heat f l ux , from the relation:

(T - T )
q” k m w  (34)

where k is the ice therma l conduct ivi ty .  An interfacial  fi lm coeff icient ,

was defined as

qU

h = , ~~~ , (35)

where T
b is the bulk water temperature . Substituting E quation ( 35) in

Equation (34) results in

(T —T )
itt w

h — v ~ j ( T T )  36
b m

The plate  tempera ture , T , in E quation (36) was determined from the

outputs  of the two plate thermocouples located immediately upst ream and

dowstream of the ice thickness measurement position. During each steady—

state run , these two thermocouple outputs were recDrded on a dual—channel

strip chart recorder. T , in Equation (36), was given by the average of

these two temperatures.  Due to the rather  close proximi ty  of these

thermocouples to the thickness measurement position and due to the very

high thermal conductivity of the copper plate , this linear interpolation

probably did not introduce significant error into the measurement of plate

surface temperature . Also , f rom the two recorded plate temperatures , a 

- ~~~~~~~~~—~~~~~~~- ~~-— - -~~~~~~~~~~~~~ - 

- :~~~~~.- - -

-~~~~L .



( 17

p1 it  e sur t .1cc t ~‘ntpe rat t i F t ’ gr.~d Lent w.i~ ca l cu t  at i’d .n; .ui t’ xpo ri men ta I

clii’ t’k on the Oft’ —d I mens ton a  I Iw’a t f l o W  a s~; i lnip t I on. in a I I runs , the

t empe t at  u ro g tad I en t :il ong the  p1 .it ‘ s u r face in the di re c t ion of I low

w a ;  I t ’ ~; t han  1 0 C/cm and on t hi ’ ave r age wa ;; i t ’ ~; han ha I f  t It I s  inagn I —

ud t ’. Titi’ t t ’nipt ’ ra t  u re grad !  en t s t h r ou g h  the  ice I av er  ( l i t ’  nu.i I to ( i i i ’

p1 a t o  ~;‘ir I . ice)  , on t ho ot lie r hand , we r ’ a I w ay  ~; I it t h e  r a t i t ~t ’ I ‘~(l — ~ClO 0 Cl i’m.

From t lto;;c re~;u I s  and t lie tact that the Ice I ave F th I eknt ’;;~ was n or n~i iv

between 1 nun .iiid 4 mm , i t  w ou l d  seem rt ’. i ; ;ouable  t o  a~;;;u mc that heat

condtR’ ion In the I I\’ ’ F was  Vt ’ rv t l t ’ .I ri v oitt ’— d  I men;;  I o t ta  I . l’
l , 

t h i ’ f l u I d

b u l k  t eiu~~’ 
i-at un , was I ud [cat od I~ - i  t lit ’ FIUO L’ L ’ up Ic p Fobe uj’;;t i~~ ’ .i in o f ( 1k’

e :; t ;;~‘ i t  I on .  ‘i’li is  t i’m!’ e t a  t l i i i ’ w i;; a I ;;o i c  ~~ i d e  d on a st rip clia F t  -~~

i- 1’~’ord ~’ t .  Seve i a  I [ci’ ( l i i  i ’k t i ’~;;; uut ’.t;;tit ~t’l1iett t;; we Fe made d u r i n g  .i ;; I ng l  e

i- nit I ’V r ap I d lv movIng the 
~ 
robe t p t owa rd  t Ito I ut ( ‘ I I  .i~-e wi t  t i e  ‘l s .- ;t ’ I V  I II~~ -~~

( l i t ’ pi’~~bi ’ t P P°~ I t  ion t ht’oug ii a magit it vi ii~~ I t ’ i t ; ; . Wh~’it ( i t t ’ I I p cont ac t  ~‘d

(Iii’ I . L V i ’ F ;itir I ~~~~ , tlk ’ nij ~ ’ i’Oitlt’( O F i~~’ .ii i t i :~ 
i,’ :t; not i’d and t l t i ’ 

~
‘ i O ; ’ ~ ’ q i s i  cis l v

w I t  I id r . iwn t ;o t h a t  di’I otinat ton  02 the i c~’ I .t v~’ i would not Fi’;;u i t  . A t t ci

.1 Fitt i  w.li; i’otup 1 et eu • (l ie  i’ i ate t t’inp~’ 1 . - i t  to e;; .iii~l t ho lt ’~~i l L  I ;; I t l t t .

( l i t  t - L i i u ’ ; ~~; nhu ’.n ;tl .~‘m ’iit ii we Ft ’ 0 xantf ned to a;;u’’ I t  .1 I I I  wit i’ll flht ’ . i i i t t t  i’mi ’u I ‘~.t ’ i c

I
made wit! le truly st t ’ . i u I V  ; ; t  I t t ’ u.’ti I i i t i t i oli: p I t ’ V . t t  1 ’d. ‘l’Iu ’ ~tt ’.idv— ;;t i t t ’ 

‘
1

u - u ’;i~I i t  Ion wa ; ; I i id I t~ , l t  Oil l’v P l at e t t ifl~~t ’ ta t u I~i’;; wIt  I cli i’Ii.tIt} ’,(’d no gil g il ’ ! V

w i t  Ii Ii liii ’ .intl I R - t ’u ’;;;;  I V , ’ I it [ckiii ’;;; ilk ’. I ; ;t i t ’ i’m O u t  ;; wi t I cli ;;itu ’wt’~l u ’; ;Z, ’ttt 1.iIi V

ito ;‘‘ l i i i !  I I cat  Ion or Ilk’ i t  lu g  o I the 1 ave  F . On t li~ avo r,l~ c • a ;; I ng le run

~ .‘* iI.l ~‘r o d u ~-e I t o  S t i t i i - k i t , ’:;;; tui’a ; ; t i r t ’nteut :;  t .ik, ’it in t in ’ I~ I , - :~ I -n ~~~’ o t

. 1  i i • . 1 o,id It  I ‘ ‘ i i ; ; . On lv t ln’:;t ’ ~I .tt .i ~s’t’Fi’ ti :;,’d i i i  t lie i a  l i i i !  at (i’ ll 0 1

i t ,. i. ’m~’.’ t  a t i i i .  d i  t~~ i ,‘ t i ~ -c  UI — 1’ ) , an Indt cat ion o t  ( l i t ’ ;;ti I~—

i . . . I i ’ , i  , t . t t t ’~,’,I I I * ‘ i i ~~~ .‘~~“ C t o  - 
~~

“ C In  (h i ’ u t  ,‘.Iuiv — u; t a t e

_ _  -ii’_____

— —-—— — — -
~ 

- 
.w— - —~~



68

experiments. Subcooling of this magnitude indicates that the thermal

conductivity variation of the ice could be appreciab le. Therefore , the

( 
conductivity, k, in Equation (36) was computed from the relation given

by Ratcliff (20):

k(
~~~~~~~

oc) T( K ) — 0.00615 . (37)

This equation is valid for clear ice down to temperatures of —150°C. The

value of k in Equation (36) was evaluated from Equation (37) at the

temperature (T .-T )/2 which represents an approximate mean temp erature

in the layer.

2. Uncertainty in the Prediction of Interface Film Coefficient

In p e r f o r m i n g  the s te a d y — st a t e  measurements , bulk  f l u i d  tempera ture

and wate r flow rate were chosen so tha t  the resultan t s teady—sta te  ice

thickness was not excessive ly small. Also , care was taken to keep the

dry ice—methanol bath  in a condition which would assure the lowest

possible plate tempe ra tu res,  These precaut ions  were taken in order to

mlnimi: :o e r ro r  in the measured value of h . Front Equat ion (36) , it is

evide nt that  small exper imen ta l  e r rors  i i i  pla te and bu lk  w a t e r  tem~ e rat u ro

measu rement and ice th ickness  measur& ’meiit could cause si g n i f i c a n t  e rror

in the comput ed value of the f i l m  c o e f f i c i e n t ,  h , if the magnitude of

the err ors ; in the t emper atu re  and t h i c k n e s s  measurements  are comparab le

to the  q u a n t i t ie s  (T —T ) , (T b
_T

m ) , and S . The maximum possible

error estimated for h , based upon the un c e r t a h i t t  les in the measurement ;:

of S , T , and T b (discussed in the previous sect ion)  dId not exceed

- I ±7~ f or most of the s t e a d y — s t a t e  runs.  For a few runs at ve ry high

- A~~~~~~-.--~~.~.—--~~ —
‘
~~“~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~ -~~~ 
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inter faclal heat flux where the ice layer  was r a t h e r  thin and the p late

suh coo l ing  (T m
_T

v
) smal l , the maximum poss ib le  e r ror  in h was

es t ima ted  to be as much as ±10%. It should be emphasized that  these

est im ated  perce ntage errors  in Ii represent  upper bounds to titi’ e r ror

and most probably the actua l error in the p r ed i c t i on  of f i l m  c o e f f i c i e n t

was much smaller.

E. T r a n s ien t  Ice Growth M ea surements

The ob jec t ive  in the transient experiments was to compare t ’xj ’e r i—

men t al  ice layer th ickness  measurements  w i t h  the p r e d i c t i o n s  of the  f i n i t e

di  f t  ‘renco model develop ed  in Chap te r  I I .  It was t h e r e f o r e  n ecosna t -v  t o

ob ta in  T , q ” , and S as f u n c t i o n s  of t ime in each t r ans i en t  run.  Due
V C

to t i t i ’ na ture of the  mechanica l  probe t echn i que for  measur ing  t r an si en t

let ’ layer thickness , only transients which involved growth of the ice

l;iver were studied. Each run was c la s si  f le d  as to the  method by which

the l ayer  growth was t n t  t fated. There were has teal  lv two vpes  of

transient runs made; each is discussed in detail below.

1. P l a t e _ Tcn~p er a t ur e  T r an s i en t : ;

In t h i s  f i r s t  type of t r an s i en t  , a st eadv—state l e t ’ l ay e r  Wa: ;

fo i-me d on the cool in g  plat e by ho 1 1 I ng p 1 . i t ~~’ stir face  t emporat tire , W at t ’ t

f low i-a t c , and hulk tempt’ ra t u re  const ant - . The p l a t e  sur  f a t ’o tempo rat t i re

in  ( It I s St t ’adv — s t a t e  C o n d i t i o n  Was in.-i h i t  a I nod above — ~~~ C liv using a

rt ’~l;ii - t’d amount of di-v I ci’ In  the coo I i n g  b i n .  At t Inc t 0, l c~ I l v i ’ r

growth was In! t I a t  i’d liv reduc i ;i~~ the p1 ate t emp o r ; it u r e  wIt i i i ’ vat  ~‘ r f I ,‘w

r.t I v and liti 1k wa ter  tempt ’ r at  tire and titus tnt ci fact ’ lii’ it  Ii t i x  reimi I nod

t ’Ssi ’ilt [ui Iv constant.
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The in i t i a l  thickness , S
0 , of the steady—state ice layer was not

measured directly by the mechanical p robe techn ique b ut instead was

computed from the s t eady—sta t e  p late temperature and interfacial heat

f l u x , the i n t e r f ace  heat f lux bei n g dete rmi n ed f r om the bul k water temper-

a tu re , t he water  f low ra t e , and the results of the s teady—sta te  heat f lux

experiments .  This procedure was adopted for  two reasons. Firs t , the

initial ice layer thickness, S , fo r the plate transient runs was rathe r

small (less than 1 nan) so that a direct thickness measurement with the

mechan ical  probe would in t roduce  a +5% to +10% error into the S measure-
— — 0

men t (based upon +0.05 inn uncertainty in the  th ickness  measurement) .

Also , due to the d i f f i c u l t i e s  encountered in main ta in ing  a steady pla te

t empera tu re  wit h a l im i t ed  amount of dry ice in the coolant bin , it was

very d i f f i c u l t  to obta in  an accura te  measurement of S wi th  the probe.

Und er  these circumstances , predic t ion of the i n i t i a l  s t ea d y — s t a t e  ice

th ickness  S from the known q u a n t i t i e s  q ” and T was conside red to
0 C W

be the most reliable method.

Once s t eady—sta t e  had been achieved , a large quantity of dry ice

was introduced in to the coolan t bin , rapidl\ ’  lowering the p l a t e  su r fa ce

temperature and initiating ice growth. The growth  trail s ient normally

l a s ted  approx imate ly 4 to 6 m i n u t e s  wi th the ra te  of g rowth  rap id ly

decreasing w i t h  (t in e . D u r i n g  the tr ;iu~;icnt , the  ice layer  shape and

appear ance  remained s i m i l a r  to t h a t  observed under ;;t ead y — s t a t e  cond i t ions ;

I.e • , the  s u r fa ce  was smooth and leve l across  the  channt ’l , The end of

the  t r ans  [out  was ira ; I c at ed  by roe si .ih I i  sh i t ne n t  of St ,‘, idv or q u a s i — s t  cad )’

c o n d i t io ns  with  r esp t ’ct  to ice l a yer  t h i c k n e s s  and coo l ing  p l a t e

L & ’mpc r a tu r ’ .

~
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The variations of T and Tb with t ime we re moni to red  b y t u e

strip chart recorder. Tb, the bulk w ate r temperature , varied only

slight ly during a given run while the wall temperature , T , usually

varied 30°C to 40°C. The ice laye r thickness , S, was obtained by a

mechanical probe technique somewhat modified from that used In the

steady— sta te  exper iments .  The probe tip was positioned approximately

0.3 imit to 0,6 mm below the s teady—sta te  ice layer surface  at the start of

a run . When the cooling plate  tempe rature t ransient began , th e ice layer

grew and the layer surface approached the tip of the probe . When it was

determined (by observation through the magnifying lens) that the layer

had contacted the tip, the probe was quickly moved downward 0.127 mm

(0.005 inch). This process was repeated as the layer grew and approached

the probe at each new pos i t ion .  Simul taneous ly , the the rmocouple o u t p u t

of the probe was recorded on a s t r i p  char t  recorder .  In this way , the

char t  t race indicated a sharp probe t i p  t empera tu re  rise each time the

prob e was pulled downward out of the  therma l boundary  l a y e r .  The t race

of p robe t ip  temperat ure represented a record of S , ice thickness , vs.

time , in that. the t ime elapsed between successive d i s c o n t in u i t ie s  in the

strip chart trace indicated the t ime requ i red  f o r  the  l ay er  to g row

0.127 mm. Norm ally,  this  p rocedure yielded f rou  10 to 20 th i c kn e c s

measurements in a s ingle  t rans ien t  run , depending  upon how much gr ow th

the laye r expe rienced.

2. Cornb i nat I on Plat .’ Ten~~ yaturo d l ~ .ice flt’a t F lu x  Tran ~~i ent~

Runs of t h is type di I fered from (hi’ p1 , i t t ’ t e m p e r a t u r e  t r a i t : ;  iclU

r ims in that the  layer  growth was in duced by ch.inges In both Inter lace

convective heat f l u x  and coo l lug p l a t e  t en ipe ra t t i r e . T h e  p rocedure  used

- -‘I’

- ~~~ -
—- — —- _~~~~~~
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was to build a s teady— sta te  ice layer on the cooling p l a t e  wi th  the

cool ant bin fu l l y  loaded wi th  dry ice. The i n t e r f ace  heat f l ux  was

m a i n t a i n e d  at a h igh  level by m a i n t a i n in g  high volumetric flow rates

t h rough  the channel , so tha t  the s tead y — s t a t e  ice layer th ickness  would

be small. In the combination plate temperature and interface heat flux

t ran sient runs , the in i t i a l  ice thickness , S , was measu red d i rec t ly  by

the mechanical probe method. A f t e r  th is  measurement had been made ( t i t ; t ’

t = 0), the water  flow rate was decreased to some intermediate value by

rap idly closing the water  t h r o t t l in g  valve . This in turn  decreased the

i n t e r f a c e  heat f l u x  and in i t i a ted  ice layer growth.  The change in heat

f l u x  occurred ove r such a short period of t im e  (about 1 second) that ,

fo r  all pract ical  purposes , it was a step change. For times t > 0, the

f low rate  remained constant , as did the  i n t e r f a c e  heat f l u x , except for

a s l ight  Increase due to the small variation in bulk water temperature

which occu rred during the runs.

The step decrease in in te r face  heat f l u x  at time t 0 always

caused the cooling plate surface temperature to drop. High heat fluxes

tended to drive the plate temperature  hi gher whi le  the p late temp era tu re

d ropped under conditions of low i n ter f ac e  hea t f lux .  Th i s  behavior could

be caused by a decrease in flint c o e f f i c i e n t  in the coolan t bin due to

Inc reased d r y ice sub l ima t ion  (and thus increased voidage) at the upper

s u r f a c e  of the cool ing  p la te  under h igh  in t e r face  heat  f l u x  c o n d i t i o n s .

Because of th is depe ndence of p la t e  sur face  t e m p e rat u r e  on i n t e rl a c e

heat f l u x , ice laye r growth t r ans ien t s  i n i t i a ted  on Iv  b y a eh . I n Ct ’ in he .it

f l u x were not possible .  The refore , ic t ’ laye r growth was due to a step

dt ’t ’ rt ’asc in I n t t ’r f a ce  heat  f l u x  at t 0 [ol lowed by a slowe r drop In

cooling p late su r face  t em p e r a t u r e .  P l a t e  t e m p e r a t u r e  and bu lk  w a t e r

_ _ _ _ _ _ _ _ _ _ _ _ _  
___  

p
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temperature throughout these runs were recorded on strip chart recorders.

• Ice layer thickness measurements were obtained by the same method as

that described for the plate transient runs. Table S (Chapter IV)

sununarizes the transient experiments.

3. Uncertainty in the Transient Measu rements

The uncertainties involved in the measurements of water flow rate,

bulk temperature , and plate temperature were stated in the description of

these measurements. The estimated uncertainties also apply to the raw

flow rate and temperature measurements obtained in the transient runs.

However , the un cer tain t y in these raw measurements does not completely

ref lect  the total uncer ta inty  involve d in the inputs to the f in i te  dif fer-

ence model such as St and q* . The additional complications associated

with the estimation of these parameters will be discussed later. The

unce r ta in ty  in the raw measurement of S , the ice layer thickness, during

the transient runs deviated from the estimated value of ±0.05 nun stated

in the section on ice thickness measurement. The ±.05 mm applies primarily

to the steady—state measurement of S . In the technique for  measuring

transient ice layer thickness, it was necessary that  the probe remain

near to the Ice layer Interface for an extended period of time (the probe

tip was never more than 0.127 inn from the ice surface during most of the

transient) and some local melting of the ice layer was observed in the

immediate vicinity of the probe. Figure 18, a and b , shows schematically

the type of layer deformation which occurred. In this figure , S’ denotes

the distorted layer thickness , while S is the thickness of the undisturbed

layer under the same conditions. Thus, it is apparent that the thickness

measurements made in the transient experiments indicate S’ rather than

the true , undisturbed thickness , S . A simple technique was therefore

~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~ ~~~~~~~~~~~~~~~
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deve loped which would predict S, the true ice thickness , given the

measured thickness S’ and the flow conditions in the channel.

Tile phenomenon described above is thought to arise due to a dis-

torted water flow pattern near the probe tip which in turn causes a

local increase in the convective film coefficient at the interface . If

th is  hypothes is  is adopted , the interface film coefficient during

transient Ice thickness measurement becomes:

h’ = h ÷ tih , (38)

in which h is the f i lm coe f f i c i en t  for  the given f low condit ions  over

the undisturbed layer and ~h is the incremental increase in f i l m

coefficient due to the probe induced flow disturbance . During an ice

layer growth transient , the condi t ions  in the layer and at the ice layer

surface are approximately as shown in Figure 19. An energy balance at

the layer In te r face  resul ts  in the following rela t ion shi ps.

For the und i s tu rbed  port ion of the i n t e r f ace ,

k~~~~~~~~~~~~_ q ” PQ~~~~ , (39)

and for the disturbed interface immediately above the probe tip,

aT , , dS’
k -

a
-- ‘

y”S’

In which  q ’ is the he.it flux to the  d i s to r t ed  p~~ t ion of the layer

- surface: i.e.,

II

L.
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q ’ = h’(T
b
_T
m
) = (h+

~
h) (T

b
_T
m
) . (41)

In order to develop an approximate expression for S in terms of Ah

and S’, the following assumptions were made :

1. The temperature profile in the layer is approximately linear,

thus;

(T -T )
m w

-

y S

and

(T —T )
- m w

-• 
- 

Si

y”S ’

This assumption is certainly satisfactory for the order of approximation

sought here because of the small ratio of specific to latent heat

c/9.. 0.O06°C~~

• dS dS’2. The interface velocities and -
~~~~~

— are nearly equal:

dS ,, dS’

dt dt ‘ (44)

which follows from the following reasoning. If the two in ter face

velocities differed significantly in magnitude , the distortion of the

interface would become more pronounced as the layer growth proceeded ;

this was not observed in the experiments.

_ _ _  —~~~-~ -~~ - ~~~~~~~~~~ —~~—.-—— —~~~~~~~~-
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Using these assumptions and combining Equations (34) and (40) yields :

(T—T) (T -T )
k m w 

— q” = k ~ W 
— q’ • (45)

( C

By noting that ,

q ’ = (h+~h) (T
b

_T
m

) (46)

and

q” = h(T
b
_T
m

) (47)

Equation (45) becomes :

= (S~~ h ) ~~~~~~~~~~ (48)

Equation (48) relates S , the true , undisturbed ice layer thickness to the

measured thickness S’ and the incremental increase in film coefficient

t~h . At a given time during a transient run , all quantities on the right—

hand side of Equation (48), except ~h, are known. ~ih was determined

through a series of steady—state experiments. Under steady—state conditions ,

Cr -T )

h(T
b
_T

m
) = k m w 

(for the undisturbed interface) (49)

and

(T -T )
(h+

~
h) (Tb

_ T )  k ~ W (for the disturbed interface).(50)

- - - - ~~~~~~~~~ i~
•-
~:_

- 
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Thus , for  the s teady—state  ice layer,

h+Ah — S

( h ~~~~ 
• (51)

Both S and S’ were determined by building a steady—state ice layer on

the cooling plate. The probe was quickly advanced toward the layer surface

and the thickness S of the undisturbed layer noted. The probe was allowed

to remain in this position for 10 to 15 seconds during which time the layer

receded slightly due to Ah, the local increase in film coefficient caused

by the probe. Then, the probe was again moved upward until contacting the

interface and S’ was measured. ~h was then computed from Equation (51).

t~h was found to be primarily a function of volumetric flow rate in the

channel; therefore , measurements of Ah were made at the three volumetric

flow rates used in the transient runs. The quant i ty  (h+~ h ) / h  is given

- 
In Table 2 for these three flow rates.

TABLE 2

Tab ulation of the Quantity (h+t~.h ) / h

~ ( m 
) 

h-+-Ah
“ sec h

0.497 X lO~~ 1.008

0.639 X 1.022

0.860 x 1.038



CHAPTER IV
(-

RESULT S AND DISCUSSION

A. Reduct ion  of Exper imenta l  Data

The results of the steady—state heat f l ux  measurements are used to

obtain a correlation for interface film coefficient as a function of

flow conditions within the test channel. Also , the analytic representa—

t ic  of the wall temperature variations obtained in the transient runs

are discussed in some detail.

1. The Correla t ion for  In t e r f ace  Film Coe f f i c i en t

The th ter facial  f i lm coeff ic ient , h , was assume d to be dependent

upon only two flow variables , the volumetric rate of water flow through

the test section and the bulk water temperature entering the test section .

Curves were generated for the film coefficient as a fuaction of bulk

water temperature at constant flow rate for three different values of the

flow ra te  Q, and bulk temperatures between 12°C and 24°C. A dimensional

co rre lation of the form ,

h = h [T
b
] , (constant Q) (52)

was found to be the most convenient for use In the transient experiments

because the vo lumetric flow was always held constant  in a given t ransient

run . Dimensionless correlat ions of the form ,

— ~~~~~~~~~~~~~~~~~~~~~~~ — . — — — -.
~~~~~

-.
~~
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Nu = Nu (Re, Pr] (53)

were found to be unsatisfactory because at constant flow rate, both Re

and Pr vary with bulk temperature due to the sizeable viscosity

variation of water in the range 12°C to 24°C. The three volumetric flow

rates and the range of bulk water temperatures used in the correlation

coincide with the flow rates and temperatures used in the transient runs.

The results of the steady—state heat flux experiments are shown In

Figures 20, 21, and 22 for each of the three water flow rates. In these

figures, the uncertainty associated with each of the discrete data points

depends upon the cooling plate temperature, the bulk water temperature,

and the steady—state ice layer thickness at the time of each heat flux

measurement and, therefore, varies from data point to data point. The

maximum value of the uncertainty in h occurring in the measurements at

each flow rate is given in the •
figures.

The solid curves in Figures 20, 21, and 22 represent the results

of the dimensionless correlation,

Nu 0.0155 /~ Re°83 , (54)

an equation given by Kays (19) for fully developed , turbulent flow in

cylindrical tubes. In Equation (54), the hydraulic diameter of the flow

channel was used in forming the dimensionless parameters Nu and Re

This correlation gives a rough estimate of the film coefficient at the ice—

- water interface, useful for comparison with the results of the experimental

correlation .
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The results shown in Figures 20 through 22 indicate that for each

flow rate, the flow at the ice thickness measurement position is not

fully developed thermally. This is not unexpected because cooling takes(.-
place for a length of only 3.5 hydraulic diameters before the point of

heat flux measurement. Also, it should be pointed out that the commonly

used dimensionless fluid property and flow parameters Pr and Re behave

approximately as

• RePr = CONSTANT (55)

in each of Figures 20, 21, and 22. Therefore, when moving to the left

on the abscissa (decreas ing T
b
), Pr is increasing while Re is

• decreasing according to Equation (55). The experimental value of h

decreases with decreasing bulk temperature for basically two reasons.

First, Re in the channel is decreasing as bulk temperature is lowered.

This should cause the film coefficient to decrease even though Pr is

increasing, because Nu is generally a stronger function of Re than

Pr . Secondly, because Pr is increasing with decreased bulk temperature,

the temperature profile should be more nearly ful ly developed at lower

temperature , resulting in decreased film coeff icients .  The e f fec t  of

increased Pr on the rate of thermal development in t urbulent channel

flow is demonstrated by Kays (19). The downward slope of the data for

increased Pr (decreasing T
b
) is seen to be less and less apparent as

flow rate is increased; in fact, in Figure 22, the effect Is nearly

undetectable. This indicates that the effects of Pr on the flow

development may become less pronounced at higher Re (higher flow rate). 

~~~~ ~~~~~~~~~~~~ ~~
, 

•
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For the purpose of comparison , the data of Figures 20, 21, and 22

are replotted in Figure 23. In this figure , the solid lines represent

least square (polynomial) curve fits to the three data sets. The

absolute spread in the data is seen to be largest for the top (high flow

rate) curve in Figure 23. This reflects the difficulties in maintaining

sufficiently low cooling plate temperatures and adequate ice layer thick-

ness in the presence of the high interfacial heat fluxes. Table 3

provides a brief summary of the results of the steady—stat e heat flux

measurements. In this table , “VI’ is the average flow velocity in the

flow channel just upstream of the cooling plate leading edge , (DEV)
rma

is the root mean square deviation of the data from the curve generated

by least squares, and (DEV)
a is the maximum percentage deviation from

the least squares curve.

The results tabulated in Table 3 show that the prediction of

interfacial film coefficient is probably not in error by more than ±~~•

2. Cooling Plate Temperature_ Variat ions

During the ten transient ice growth experiments , cooling plate

surf ace temperatures were measured as a function of time . It was necessary

that these temperature variations be placed in a form , T (t) , which

would permit reliable,accurate wall temperatures (and derivatives) to be

computed for  any given time, t

Due to the rapid plate surface temperature drop during the first

few moments of the transient runs and the asymptotic approach toward a

steady—state plate temperature , polynomia l. curve fits by the method of

least squares of the form

_ _ _ _ _ _ _ _ _ _ _ _ _ _  
—-~~~~_______________________________________ —I--’-- ’
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TABLE 3

Summary of the Interface Film Coefficient Correlation

~~~~~ ~ 
v(~~ ) (DEV) (

2
W
) (DEV) (X)

0.497 X lO~~ 96 0.348 59.2 5.7

0.639 X lO~~ 111 0.447 72.9 6.2 -

0.860 X l0~~ 108 0.602 72.1 6.4 -

H -
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H
T • Z a t

m 
(M • Degree of Polynomial) ( ‘~t i)

m-O

did not satisfactorily represent the experimental dat a. Therefore , the

plate temperature data was represented by rational functions of the t e r m

T - 

A
1+A2t+A3t

2. . 
~~~~~~~ 

- 
j~ O

K

A
i+i

ti

1+8
1
t+B

2
t •+B)(t 1+ Z B

k—i k

where the A~ and B
k 

are constants and J and K each ranged between

1 and 7.

This form of equation allows much more flexibility than Equation

(56) in the type of functional relationship which is to be represented.

This is because a simple polynomial expression such as Equation (56)

cannot have any poles and thus , cannot easily approximate functions with

singularities. Equation (57), on the other hand, may have as many as K

distinct poles. This characteristic makes the rational function ideal

for the representation of many critical phenomena [see Baker (21)], and

functions which are singular or nearly singular. However , a problem

arises in that the poles of Equation (57) may occur anywhe re w i th in  the

domain of the original function , and these singularities may be

undesirable.

The constants A~ and B
k 

were chosen so that Equation (57)

would collocate or coincide with the experimental data points at J + K + 1

points , spaced evenly with respect to the temperature measur.ssents. For

a given transient run, these coefficients were computed for all permuta—

tions and combination s of .3 and K from J • 1, K — 1, to .3 — 7,

K — 7 resulting in 49 different rat ional function correlation s for T

-• _• ~~~~ --_ ~~~~~~~~~~~~~~~~ 
— -

— 
--

~~~~~~~~~ 
- - -

~~~~~~~



From this group , one was chosen which resulted in the best fit of the

data and which had no poles within the time domain of interest. Figure

24 shows the fit obtained for transient run 5, in which the rational

function used had a numerator of degree 1 and a denominator of degree 4.

The fit is seen to be good for all values of t including small t where

plate temperature is dropping rapidly .
dT

The derivative ~~~~~~~~ requires the evaluation of —
~~~ from the

dt* dt*
transient experimental data, this term was evaluated through differenta—

tion of Equation (57):

i ~~~~~~~ 
- 

ik.~l 
kBktk;hI L~ 

Aj +ltul 
(58)

1+ E B t ~ 11+ E B t
k

~ lc=]. k

The results of the rational function approximations for all ten

transient runs are shown in Table 4. In this table ,

- ~~~l /2

i~s ERROR = 

~~~~ 

(T
~i
_R(tj) ] 2

L’ i (59)

in which T
1 

is the measured wall temperature at t t ., R(t~) is the

rational function approximation to T ., and I is the number of data

points used in the correlation.

B. Analytical Results

1. Results of the Finite Difference Model

Sample results of the finite difference calculation for the solid

layer thickness were generated for four cases. It was assumed in all

cases that the solid layer is in a state of equilibrium prior to the

time t = 0 . The initial temperature profile in the layer then , is IJ

- -~~~~ ~~~~ ~~~~~~~~

•

•
~~~~~~~ ~~~—“ 

I_ 
______ • ~~~~~~~~~~~
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TABLE 4

Results of the Rational Function Approximations

Transient 
K 

RMS ERROR
Run (°C)

1 1 3 0.51

2 1 4 0.62

3 6 1 0.54

4 5 2 0.28

5 1 4 0.48

6 1 4 0.28

7 2 7 0.14

8 1 5 0.22

9 1 3 0.24

10 3 1 0.40
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given by:

0 (y*) = y* (t* = 0) , (60)(• 0

i.e. ,  the initial temperature profile is linear. This assumption ,

however, need not be made as the model may allow initial conditions other

than steady—state. At time t* = 0, either the wall temperature or the

interface heat flux changes in a stepwise manner, thus, initiating

solid layer solidification or melting. The initial values of St and

q* (before layer growth or decay begins , i . e . ,  for  t* < 0) are

indicated by the subscript “i’ , while the un subscripted symbols refer

to the values of the parameters for times t* > 0 . Note that for a

steady—state layer initially,

St
1 q~ (61)

and that the final steady—state value of S* is given by,

s* = (at steady—state) . (62)

In Figures 25 and 26, the behavio r of the solid layer is shown in

terms of the dimensionless coordinates S* and t~ . In these figures

the interface heat flux is held constant while the wall temperature is

decreased promoting solid layer growth; while in Figure 26, the wall

temperature is increased causing the layer to melt .  Both figures clearly

show the significant ef fec t  which the parameter St has on the layer

transient behavior. In Figure 25 (solidification), the interface velocity

• ~~~~~~~~~~~~~~~~~~~ ~~~~~~ • ~~~~~~~~ -~~~~ --~ ~~~~~~
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dS*/dt * is in i t ia l ly  zero ; the ini t ia l  velocity appears to be non—zero

only because the time scale in Figure 25 is too coarse for the initial

period of rapid acceleration to be clearly seen. The most important

aspect of the curves in Figure 25 is the effect of St on the time

required fo r  the layer to assume a new s t eady—sta t e  thickness. This

time is substa n t i a ll y in creased f or in creased S t e f an  n umbe r ; in fac t ,

even the basic shape of the curves change wit1~ increased St , eventually

assuming the character is t ic  “square root shape” of the Stefan solution ,

(2), for very large values of St

• In order to provide some insight into this  behavior , the dimension-

less solid layer temperature profiles are shown in Figures 27 and 28 for

Stefan numbers of 2 and 10 , respectively, and conditions corresponding

to those in Figure 25. In these two figures, the approach toward steady—

state is indicated by the decreasing degree of curvature In the temperature

p rof i l e s  ( f or in creased t*) or , more spec i f ica l ly , the app roach of t he

slope at y */S* 1 (phase boundary) toward u n i t y .  Th~ reason for  the

rapid attainment of steady—state conditions for small St is now clear ,

for  the temperature profi le  in the laye r and its approach toward the

s teady—sta te  Is significantly affected by the parameter St . Note that

in Figure 27 , for  St — 2 , the temperature  p ro f i l e  is almost l inear at

= 1, while in Figure 28, for St = 10, the temperature profile possesses

considerable curvature  even for  t~ 10

in Figure 26 , similar behavior is exhibited by melting solid layers.

The i n i t i a l  in terface  velocity I.s again zero and the melt ing rat e is seen

to increase with decreased St • For very small St , the dimensionless

layer thickness , S*, bece ~Cs approximately a l inear  f u n c t i o n  of t~ ~ g

is apparent from the interface energy balance condition (Sf); i.e.

- ~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~ 
; 

~~~~~~~~~~~~~~~~~~~~~~ •
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dS*
(i i)

St -’ 0

S~ 1_q *t * (64)

It. should also be noted that Equ a t i o n (64) is the l im i t  of Equ at ion (10)

the asymp t o t i c  sol u t ion , as St -
~ 0 . As in Fi gure 25 , t he time requ i red

f or the l ay er  thickness to reach a new s t ea d y — s t at e  value is again

large l y dependent upon St . S te ady - st a t e  Is seen to be at t a in e d  mere

qu ick ly  for  small St than for  large St , eve n though more of the lay er

must melt when St is small.

In Figures 29 and 30 , t he solid layer behavior  is shown for  the

constant wall tempe rature case where interface heat f l u x  is decreased

(F i gu re  29) and increased (Figure 30) r e s u l t i ng  in solidif ying and me lting

solid layers , respectively. In Figu re 29 , the i n t e r!  at -c v e l o c i ty  is

no n—zero  at t *  0 . The layer  growth  p r o f i l e s  in Figur e .‘Q arc similar

in shape to those in Figure 25 for  const ant, heat flux; howeve r , in t h i s

case , It is the in te r  Ia  cia I heat flux pa lame t or , q ~ , wli I ch gove m s  the

ra te  at which s teady—st at e  cond it lens alt’ at  tam ed. In Figure •~~~ , t h e

heat flux is Increased at t* 0 so that the s o l i d  l ay er  mel ts  dewt~ t o

some fraction of i ts or ig ina l  thickness .  Once again • very large ~‘a l l I ~’s

of t h e  heat f lux  cause the layer to melt  at a rate which is almost

constant  , and reach a new s t e ady —s t .  at e Vt ’ YV qu ick 1 v. The one ohs’ ions

CO liC luslon which n~iy be drawn from Figure s .~S , ‘(‘ , 2Q ~~~ -~~~ 1$ that both

St. and q* not only govern the magnitude of t I i&’ I i n a l  s t e a d y — s t  ate

— layer thickness , but more important Iv , these p a r a l n e t e l s  gov ern  t h e

charac te r  of t h e  solution S*(t*) and the duration of the tran sient

- 
— - 

~~~~~~~~~~~ 
--.
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In order to illustrate the accuracy and effectiveness of the

finite difference model , at least for a simple case of constant wall

temperature solidification , the numerical solution is compared with the

exact solution of Stefan (2). An inconsistency arises in this comparison

due to the fact that the numerical solution as formulated in Chapter II

assumes that the solid layer is always of finite thickness, while in

the Stefan solution, the solid layer is of zero thickness as t = 0

The comparison of the exact and numerical solutions is therefore made by

initially computing the thickness variation from the exact solution and

continuing In this way until the solid layer is S in dimension , at

• which time the finite difference solution is begun . In terms of the

• pertinent variab les of the present analysis, the Stefan solution becomes:

erf1 ~~~~~

— L2/t*+1/4~~erf(b )

and

S* = 4b 2t* + 1 , (66)

where the constant b is determined from:

b
2
e
b erf(b) = a 

• (67)

For convenience , St was set equal to 0.5923 so that b = 1/2 ; then ,

Equation (66) becomes:

s* f~*.+-j . (68)

- — -‘ ——‘ —, 
~~~~~~~ 

— — 4
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The results of Equation (68) and the f i n i t e  d i l f er en c e  solution

are compared in Figure 31. This figure indicates that , at least in this

simp le case , there is e s s e n t i a l l y  no d i f fer en c e  between the exact and

numerical solutions. The results of this comparison and the results of

ot hers to fol low ind icat e  that  the f i n it e  d i f f e r en c e  so lu t ion  t echnique

does indeed converge to the exact scs i ti t ion of the sys t  em , Equ at iot~ (5)

2
• Eva lu at i on  of the Appr oximate  S o l u t i o n  Techniques

It was mentioned previously that the extent to which the approximate

t e c h n i que s of so l u t i o n  ( a s y m p t o t i c  and in t eg ra l)  arc capable of represent-

ing the exact solution can oni be es tabl i shed  through quantitative

comparison wi th  methods which are bel ieved to be e xac t .  Below , the

ove r a l l  e f f e c t i v e n e ss  of each of the app roxin~i te  techniques  is inves t iga ted .

In Figure 32, the asympt otic solut ion for  small  St is compared

w i t h  t he f i n i t e  d i f f e r e n c e  numer ic~t l  so lutx on  fo r Ste fan  numbers of 1/5 0 ,

1/ 10, and 1. From t h i s  f i g u r e , the e f f e c t  of St On the  accur acy  of the’

asy m p t o t i c  solution is ev ident .  For St as large as 1/10 , t he approximate

s o l u t i o n represents the t rue  solut ion with  l i t t l e  e r ror , whi le  for  St — 1,

the accuracy of the asymptotic solution rapidly decays. The capability

of the asymptot ic  solution in yielding accurate results depends prinumilv

upon how well the assume d , linear solid layer  temp erature  p r o f i l e

approximates the actual temperature profile. The actual  tempera ture

p ro f i le s  (comput ed  from the f u l l  f i n i t e  d i f f e r e n c e  num er i ca l  so lu t ion)

are shown in Figure .33 for  the cond i t ions  of Figure 3.’ and Stefan numbers

— of 1 and 1/50. The curves in t h i s  f i g u r e’ c le ar l y i n d i c a t e  t h a t  for any

t i i : ie , t*, the p ro f i l e  t o r  small St is a s u b s t a n ti a l l y b et t er

ap pr oxima t ion  to the steady—state , l i near  p r o f i l e  th an  the profi le for

• —- -~~~~~~— 
-• 

•——. - —• -~~~~~—-•— -—~~~~~~—-4— —  .-—~~~• -. — ~~~~~~~~~~~~~~~ 
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large St and it therefore follows that the asymptotic solution yields

more accurate results when St is small. The conclus ion drawn from

the above discussion is that the asymptotic solution, Equation (10),

does yield an accurate , simple means of estimating the solid layer

thickness variation for small values of the parameter St . Of course,

for Instances in which St and/or q* are not constant , Equation (9)

must be used in computing S* rather than Equation (10) . The practical

utility of Equations (9) and (10) depend primarily upon the specific

substance and wall temperature variation in the problem under considera—

tion i.e. the magnitude of St = c(Tm
_T

w)/ i  . Ice (Q./c 160°C) is

one substance for which the asymptotic solution could prove very useful

provided that the subcooling (Tm
_T
v
) in the ice layer is small

compared with £/c ; this is often a good assumption .

In Figures 34 through 36, the approximate integral solution,

Equation (19), is shown plotted along with the exact numerical solution
V

for Stefan numbers 2, 5, and 10. Unlike the asymptotic solution , the

integral solution tends to yield reasonably accurate solid layer

thickness results independent of St . In all of the plots the maximum
S. ..• - •

error in the integral solution tends to be about 5%, the larger errors

occurring for small time t~ . Evidently, the parabolic temperature

profile assumed in Equation (18) does reasonably well in approximating

the actua l solid layer temperature profile and does especially well for

• large time, t*, when the profile tends toward the linear , steady—state

shape. From these results it appears that the integra l solution tech—

• - 

nique may be as general a solution method and nearly as accurate as the

finite difference solution and this is indeed true for  many situations .

However, the form of Equation (19) is such that dSt/dt~ and dq*/dt*

- -~~~~~~~~ — — ‘—~~~~~~~ ~~~~~~~ .•— . 
- - —— 4 ’ . , . - —  
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• ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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are required for the integral solution of problems in which St and q*

are both time dependent. This factor can make the integral technique

C 
somewhat inconvenient when neither wall temperature nor interface heat

flux are known precisely as functions of time; in such situations the

finite difference solution is the more appropriate.

C. Evaluation of the Mathematical Model

In the previous sections the basic methods of solution (asymptotic,

integral, and finite difference) were tested and evaluated with respect

to their ability to generate accurate solutions to the general mathematical

model as formulated in Chapter II. In this section , the model itself and

the assumptions and simplifications made in its development are tested

and evaluated via the results of the t ransient  ice growth measurements

described in Chapter III.

The results of the ten transient tests are compared with the pre-

dictions of the finite difference computer model in Figures 37 through 46,

• while Table 5 indicates the type of transient and the conditions present

in the flow channel for each of the ten runs. The computer predictions

are indicated by the solid curves while the results of the transient ice

thickness measurements are represented by the data points. The range of

uncertainty shown with each data point corresponds to the ±0.05 mm

uncertainty in the transient ice thickness measurement a f t e r  the

correction was made for ice layer distort ion.  In Figures 31 through 41

(plate transient runs) , the agreement between the experimental and

C computer results (the computer predictions are indicated by the solid

curves) is seen to be good for all values of the dimensionless time t~

There is some tendency for the model to overpredict the ice layer growth

- 
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14’ TABL.E 5

Summary of Conditions for Transient Runs

Flow Ra te
Type of X

3
1000 Bulk Temp.

Run Transient (m /sec) (°C) Re VD
h

/v

1 PLATE 0.639 17.6 15,830

2 PLATE 0.639 19.0 16 ,390

3 PLATE 0.639 18.3 16,110

4 PLATE 0.860 15.7 20 , 300

5 PLATE 0.497 2 0 .7  13, 270

6 COM.B. 0.639 19.2 16,480

7 COMB. 0.639 15.5 15,000

8 COMB. 0.497 18.2 12,490

9 cOMB. 0.639 17.8 15,910

10 COMB. 0.860 15.8 20,350

N ote:  “PLATE ” denotes plate temperature transient.

“COMB. ” denotes combination p la te  temp erature  and inter-
f ace heat flux transient.
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rate at small t~ while underpredicting it at large t* . The same is

nominally true of the results for the combination plate temperature and

interface heat flux transient tests (Figures 42 through 46). This effect

m ay be due to the fact that constant transport properties were used for

the ice layer in the model. En reality, the mean thermal conductivity

in the layer increased by as much as 15% between the start and end of a

transient run, while the conductivity of the ice near the plate surface

increased by as much as 307. in a run. This variation would cause the

actual layer growth to be slower than predicted at the beginning of the

transient and more rapid toward the end. The value for ice thermal

conductivity used throughout all transient runs was k = 2.44W/m— °C

which corresponds to a mean ice layer temperature of —17.5°C (20).

$ The conductivity (and hence, diffusivity) variation may also be partially

responsible for the fact that generally better agreement was obtained in

the plate transient runs because the time averaged mean temperature in

the layer was substantially lower than —17.5°C in the combination

transient runs. It should also be pointed out that the interface heat

flux correlation used in the formation of q* introduces an uncertainty

of about ±5~ 
into the estimation of this parameter. The only other

factor which may have made some contribution to the deviation between

experiment and theory was the analytic representation (and subsequent

differentiation) of the wall or plate temperature variation during the

transient runs. However, due to the overall good fit yielded by the

rational function approximations and to the smooth derivatives resulting

from their differentiation , it is believed that the contribut ion to the

deviations seen in Figures 37 through 46 from this source are small.

L — ~~~~~~~~~~ ~~~~~~
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D. Final  Conclus ions

The results of the t rans ient  exper iments  and the comparison wi th

the model predictions essent ial ly  indicates  only one major def ic iency

of the mathemat ica l  model ;  i.e., the inability to take into consideration

temperature dependent solid layer properties. The o the r  fac tors  mentioned

above which may have contributed to the di sc repincy  between exper imen t

and theory result from uncertainties In the mode l input data rather than

f r o m  any of the fundamental assumptions made in the  mode l formula t ion .

In an a t t e m p t  to es t imate  the seriousness of th i s  de f i c iency  wi th  respect

to the p rac t i ca l  app l i~-a t i on  o f the model , one f a c t o r  must be kept in

mind; the substance used in the present experimental invest ig~ t ion is IIO t

necessari ly a typical  one w i t h  respect to the degree to which i ts

t ranspor t  properties depend on temperature near the fus i eti t emp era tu r e .

It  is t rue that dielectric solids such as Ice nay ex h i b i t  a sut,stant I.i l

var ia t ion  in thermal  c o n d u ct i v i t y  w i t h  t emp er atu re  [see 1) i l l ar d  ( 2 2 ) ] .

However , most substances , pure mcta l~; , fo r  exampl e , which Commonly  occu r

in melting and soltd l  f icat  ion phenomena have therma l conduct iv i t i cs  and

dl f f u s i v l  t i e s  which are not nearly as dependent on temperature as are the

corresponding proper t ies  of ice [set’ (23) and (24)]. It is t her efo re

expected that  the fa i lu re  of the model to account  for vary ing t r an spor t

properties would be found much less significant in exper iments  conducted

wi th  these sut,stances. An extension of the present work might attempt to

account for the variation of the solid phase properties wit)~ temperature

in the f i n i t e  d i f f e r en c e  model.

In the f i na l  evaluat  ion of the mat h em at  ical mode l , it is noted t h at

even if  the p r op er ty  v a r l at  Ion of ice is conside red typica l , the r e su l t s

in Figures 37 through 4t~ tn d ic a  t e ba~; I cal  ly good agreement between

- ——- - — —-  — -~~~~~-~~~~~~~ - —
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experiment and theory , and the remaining assumptions and simplifications

made in the model formulation (other than that of constant solid layer

properties) seem to be justified by the experimental resul ts .  It is

( therefore concluded that the mathematical model and calculation procedure

outlined here does provide an e f fec t ive  means of predicting the behavior

of the simple , two—phase system shown in Figure 1 under conditions of

practical engineering interest.

$
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APPENDIX A

FINITE DIFFE RENCE APPROXIMATION S

0 r+1 0r
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O( ) denotes the order of the error term as given by tizisik, (16).
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