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Eric Beyer

Peter Buneman i i f ; i
Abstract

It is often desirable for programs to communicate by
queuing messages in shared areas of secondary storage. A
simple algorithm is presented for the allocation of variable
size blocks which are to be freed in tne same order that
they are allocated. Unlike a wrap—around technique, this
method does not require an initial allocation of a fixed
amount of memory , but exploits the ability of many operating
systems to increase the available storage as needed. By
means of a worst—case analysis, its space efficiency is
shown to be optimal.

~(eywords and Phrases: Dynamic memory allocation, FIFO
allocation, message queçng , first—fit , best—fit.

CR Categories: 3.81, 4.32, 4.35, 5.25

v~e shall describe a dynamic storage allocation

algorithm for variable size blocks which are allocated and

freed in first—in—first—out (FIFO) order. Such a situation

may occur when one process queues varying length messages to

an asynchronous receiving process using shared areas of
I )

pr imary or secondary storage. The usual method for

allocating space for queued messages is to use a simple

wrap—around technique (Knuth (21) in a fixed length array .

However , this method requires an ! priori limit to be placed

on the maximum total length of messages that may be queued.

In order to take advantag, of the ability of many operating

1. General Electric Co., Valley Forge Space Center ,
P.O. Box 8555, Philad..Lphta.

2. Department of Coaput•& and Information Science,
University of Pennsylvania, Pa. 19174.
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systems to increase dynamically the storage area as
P required , one must resort to a more sophisticated storage

allocation algorithm. The “ f i r s t— f i t s  and ~b est—f i t

methods are well known candidates for this algorithm. In

first—fit, available blocks of storage are examined in the

order of their starting addresses, and an allocation is

placed in tne first available block , or “hole TM , into which

it will fit. In best—fit, the allocation request is placed

into the smallest available hole into which it fits. The

“two—hole” method described below offers the advantage of

simplicity and , for FIFO allocation, a worst case efficiency

wbicn is no worse than that of first—fit and better than

best—fit.

The measure of efficiency used here is related to a

measure defined by Robson (3] who studied allocation

strategies for general (not FIFO) allocation in bounded

memory when the block sizes are restricted. Given a

sequence of requests and a storage allocation algorithm , let

A(t) be the total amount of store in use at time t (this

depends only on the sequence) and let R(t) be the current

memory limit or total amount of storage needed by the

allocation algorithm to accommodate these blocks. For a

given allocation algorithm and sequence of requests, we

define the efficiency to be

max A C t )  / max R(t)
ø<t<T O<t<T

where T is the duration of the sequence. The efficiency of

the algorithm is the lower bound on this measure for all

C 
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f i n i t e  sequences. For example, tne following simple FIr’O

sequence shows that the efficiency of first—fit and best—fit

is no better than 1/2. a~, d , s~ denote respectively the

‘ allocation time, deallocation time ana size for the ith

request for a block of storage.

i a~ d~ s~
1 0 2 n

2 1 4 1

3 3 5 l+n

The efficiency1 (n + 2)/(2n + 2), of both these algorithms for

this sequence approaches 1/2 as n —>~~ ° • Best f i t  can be

shown to have an efficiency which is strictly less than 1/2

and it can also be shown that no FIFO allocation algorithm

can have an efficiency better than 1/2 (Beyer [11). This

gives some limited confirmation to the report on simulations

• by Shore (4) which indicate that best—fit can be relatively

inefficient.

As its name implies, for FIFO allocation, the two—hole

method never permits more than two holes of unoccupied

storage. Informally , tne allocation algorithm may be

described as follows: when the ith request for a block B is

made

1.

(a) If there is just one hole that starts at the origin

and will accommodate B, then place B at the origin
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(b) else if B may oe placed immeciately to tne right of

the previously allocated block then do that

(C)  else place B to the right of the rightmost

allocated block.

A formal description of the algorithm is given at the

end of this paper. The diagram in figure 1 shows the four

possible memory states that can occur. In this diag ram P

is the starting address of the next block to be freed and P

is the right hand end of the most recently allocated block.

Initially , all pointers are set to 0 and memory is in

state 1. New allocations are placed at 
~ A (rtd e b above)

and blocks are freed from P~ until exceeds X , the size of

the block to be allocated. Then, by rule a, state 2 is

entered. In state 2, M1 marks the memory limit. New

allocations are placed in the one hole (rule b). If a block

will not fit into this hole, rule c causes state 3 to be

entered. The other possibility is that P~ first catches up

with M1 and the system reverts to state 1. In state 3

allocations are always made at the current memory limit. i4i.

marks the old position of allocation from state 2. In state

3 the blocks, in order , occupy the intervals t
~~F ’ M,J ,

(0, M1] and (M , , P,.j. State 4 is entered when tne allocated

blocks in the interval 
~~ F ’ M 1 ] have all been freed . There

are two memory holes in tnis state arid allocation continues

• at the memory limit. Subsequent freeing of blocks in

_ _  - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -• —- - -
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‘ p
[0 , t4~ J returns the system to state 1.

~Je now outline the proof that the efficiency of the

two—hole method is no less than 1/2. ~1e shall denote the

current maximum allocated store by A* and the current

maximum limit of memory required by ~~*; both A* and R~ are

monotone nondecreasing functions of time. Note that A*/R*

can decrease only when the maximum memory limit R~ increases

through an allocation. The state transitions 1—>2 , 2—>2 ,

2—>l , 3—>4 and 4—>l do not cause increases to the current

memory limit and cannot decrease the efficiency . Of the

remaining transitions, 2—>3 is of central importance. Just

after this transition, let K’ be the size of the block

allocated , A’ be the resulting allocated memory and R’ the

resulting limit of memory . Also let G’ = P~ 
— N1 be the

•1. length of the one nole. Since allocation of V forced tne

transition 2—>3 ,

X’ >G ’ (1)

Now 2A* ~ 2A’— 2M 5 + 2X’ — 2G’

a R’ + (H 5 — G ’)  + CX ’  — G’) > R

since the terms CM 5 — G’) and (X’ — G’) are both positive.

If this transition causes a new maximum in memory limit then

• ~~* so that the transition 2—>3 cannot cause A*/R* to

fall below 1/2.

After any allocation in the subsequent transitions 3—>3

and 4—) 4 , let A be the currently allocated memory .

Let L be tne total additional

_ _ _ _ _ _ _ _ _  
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memory allocated since tne 2—>3 transition and let ~ be tne

total amount of memory freed . Suppose again tnat an

allocation causes a new maximum , R~~, in the memory limit.

Then

A = bt 1 + X ’ +L - G’ — G (2)

and since the new allocations have all occurred at the right

of M 1 + X ’ ,

V + L (3)

and memory has been freed only between 0 and N

G + G’ < M 5 (4)

We consider two cases:

Ci) G~~i L  (5)

which implies that A’ ~. A , so that

2A° >, 2A’ a 2(1 + 22C ’ — 2G’

> N + x ’ + G + (X ’  — G ’)  (Dy 4)

>,R* (by 3 and 5)

(ii) G < L (6)

• in which case

2A* > 2A

> M1 + 2X’ +2L — (G’ + G) (oy 2 and 4)

> R* (Dy 1, 3 and 6)

Thus allocations in the transitions 3—>3 and 4—>4 •

cannot bring A*/R* below 1/2. The only remaining transition

is l—>l which can be taken care of in a manner similar to

2—>3; and this completes the proof .

L. ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
_
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P It snoula be empnasizeo that the usefulness of tnis

relatively simple method results from the storage management

techniques available in many operating systems. As a point

of practical interest, two—way communication aetween

programs can be set up through two independent storage

areas. Eacn program is privileged to write to one and read

• from the other. In a header , each program writes the values

of the parameters P~ , ~~~ , M~ , ~~ 
for its write—privileged

storage area and also indicates to the other program which

message it last read . Thus each program frees and allocates

in its write—privileged area and , provided reading and

writing the header are indivisible operations, update

anomalies cannot occur. 

•~~~~~~~~~~~~ -~~~~
•—• ••~~~~—

• • - - -~~~~~~~--- - • -~~-—- • — - -~~~~~ ~~~
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the ~roceaure s  f o r  Allocat ion ano Freei~j

In the following it is assumed that the lengtn of a

message can ~e determined when it is freed. In practice ,
I

tne length of each block is encoded at the beginning of the

olock or an end marker is used to determine the boundaries

between blocks.

• procedure ALLOC(X)
if STATE = 1 and X < P then
begin
STATE <— 2;
111 <— P , P <— X

end
else if STATE 2 a n d  X > P  - P  then

oegin
STATE <— 3;
N (— P ; P <— N + X;

end
else ? < — P  + X

procedure FREI~;begin
X <— size of block to be freed ;
P < — P  + X ;
if P = P then

begin 
—

P~~<— 0; P <— 0;
end

else fl STATE = 2 and P = N then
begin
STATE <— 1;
P <— 0; (1 <— 0;

end
else if STATE = 3 and P = N then
Degin
STATE <— 4;
P <— 0;

end
else if STATE — 4 and P = N then
beqin
~~~ TATE <- 1;

P < — M ; M  <— ø; M <— 0;
end

en

I!
L ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ —-
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