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The analytical method to establish wid~oproceasor accuracy ~~qu irements tfor closed—loop digital control of linear stochast ic systems is based upon
defining a quadrat ic performance index that provides a quant itat ive measure
of performance degradat ion . This method is employed to determine closed—loop f
system t ime response sensitivity to (1) microprocessor word length and (2)
system structure (standard , Jordan canonical or companion forms) within the
control logic. ..4he technique for determining computat ional capability re-
quirements tnclucI~s procedures for (1) defining the max imum controller sample
t ime as a functi~~ of system dynamics and (2) calculating controller arith-
met ic and inte�ce computat ion t ime per sampling interval. Memory require— LIme~~~~j~g.4e~1i&eated as a function of syJ~em model and microprocessor.

developed procedures were evaluated and illustrated by application to
(1) a second—order system and (2) a linearized fifth—order Fl0O turbofan
engine model. Results were verif ied using a digital simulation of a con-
t inuous system/microprocessor controller. Microprocessors considered were
the Intel 8080 microprocessor (an 8 bit microprocessor) and the Digital
Equipment Corporation (DEC) LSI 11/2 microprocessor (a 16 bit microprocessor) .
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FOREWORD

I This f inal technical report documents research performed from
1 February 1978 to 31 January 1979 under Air Force Office of Scientif ic Research
(APOSR) Contract F49620—78—C—0017. The research program was conducted at United
Technologies Research Center (UTRC) , East Hartford , Connecticut 06108. Major
Charles L. Nefzger served as the AFOSR Scientif ic Officer .

• ) This report is issued as UTRC Repor t R79—944258—2 .
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Microprocessor Requirements for Implementing
Modern Control Logic

SUMMARY

Analytical procedures for establishing microprocessor requ irements for
multivariable feedback control of linear stochastic dynamic systems were
developed and evaluated . Key issues in microprocessor implementation of modern

t estimation and control logic include (1) accuracy, (2) computat ional capability
including aritinetic as well as interface speed , and (3) memory requirements.
Compat ibility of current microprocessor technology with the established iinplemen—
tation requirements was assessed.

The analytical method to establish microprocessor accuracy requirements for
closed—loop digital control of linear stochastic systems is based upon def ining
a quadrat ic performance index that provides a quantitative measure of performance
degradation. This method is employed to determine closed—loop system time

[ response sensitivity to (1) microprocessor word length and (2) system structure
(standard , Jordan canonical or companion forms) within the control logic. The

ç technique f or determining computational capability requirements include proce—
dures for (1) defining the maximum controller sample time as a function of
system dynamics and (2) calculating controller arit~iuetic and interface computa —
tion time per sampling interval . Memory requirements are delineated as a
funct ion of system model and microprocessor.

• The developed procedures were evaluated and illustrated by application to
L (1) a second—order system and (2) a linearized fifth—order F100 turbofan engine

model. Results were verified using a digital simulation of a continuous system/
• 

{J 
microprocessor controller. Microprocessors considered were the Intel 8080 micro-
processor (an 8 bit microprocessor) and the Digital Equipment Corporation (DEC)
LSI 11/2 microprocessor (a 16 bit microprocessor).
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RESULTS AND CONCLUSIONS

fi 1. Digital electronic requirements for Implementing optimal stochastic
feedback controls designed using linear quadratic Gaussian (LQC) theory were
del ineated . These requ irements include accuracy, computational capability, and

II memory requirements. The ef f ect on these requirements of var ious system represen-
tations (standard , Jordan canonical and companion forms) within the control logic
was investigated.

2. Accuracy requirements depend upon closed—loop system dynamics. To
establish accuracy requ irements a quadratic performance index was defined to
provide a direct ind ication of transient performance degradation associated with
f inite microprocessor word lengths. Results show that performance degradation

- as a function of word length depends upon modc~l structure within the controller .
Therefore, the performance index approach is used to determine the model structure
to minimize performance degradation as well as to determine microprocessor word
length .

3. Computational requirements depend upon (1) the maximum sample time and
( 2) controller computation time per sampling interval . The computation time per
sampling interval must be less than the max imum sample time.

(a) The maximum sample time is a function of closed—loop syStem dynamics.
Plotting the z—p lane root locus of the discrete contro].ler as a function
of sample time was shown in this study to be an effective way to
determine the effect on system performance of different sample times.
By analyzing the z—plane root—locu s plot the maximum sample time is
established.

(b) The computation time per s p ling interval includes arithnet ic and I/O
-‘ computation t imes. The aritheetic computation time is a function of

- the number of system states , inputs , and measurements as well as micro—
processor speed. The I/O computation time depends upon the number
of system inputs and measurements as well as interface speed . Computa-
tion times for the Intel 8080 microprocessor (an 8 bit microprocessor) ,

11 the DEC L$I 11/2 microprocessor (a 16 bit mi~~oprocessor) , and the
DEC Ut 11/2 microprocessor with hardware multiply option were tabu—
lated for the generic linear system as a function of syste. order ,

~~~~~~~

- number of inputs and outputs. These tables indicate that the DEC 1.51
11/2 microprocessor with hardware multiply is significantly faster
than the Intel 8080 aM DEC 1.5! 11/2 microprocessors. For Implement ing

• (j LQG control logic the Intel 8080 micro process or is faster than the DEC
1.5! 11/2 microproc.ssor because the Intel 8080 software multiply

__________ 
_____________ 
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II
II subroutine (8 bits) is signif icantly faster than the DEC LSI 11/2

software multiply subroutine (16 bits) . In addition , the Jordan
canonical structure requires the minimum aritheetic computation

II time; whereas, the standard structure requires the maximum aritheetic
computation time.

4. Memory requirements depend upon the system model and microprocessor code.
Memory requ irements for the Jordan canonical and companion structures are the
same. The standard structure requ ires the maximum memory. Memory requirements
for the Intel 8080 and DEC LSI 11/2 microprocessors were tabulated. These tables
show that memory requ irements for LQG control logic are not severe. For example,

U a controller for a system with 10 states , 10 inputs and 10 outputs requires
less than 1K of RAM and less than 1K of PROM.

5. The developed procedures were val idated by application to two systems.• [ The f i rst system was a single-input , single-measurement second-order linear
• system. The second plant was an P100 gas turbine engine model linearized about

I 
sea—level stat ic military operation. The engine model has five states, four
inputs , and f ive measurements. The procedures were verified using a closed—
loop simulation of the continuous plant/discrete controller .

U (a) An Intel 8080 microprocessor can be employed to Implement the second—
order controller . The requirements for the second—order controller
are (1) 8—bit word l ength accuracy, (2) min imum and maximum sample
times of 2.73 and 700 macc, respect ively, and (3) 347 and 21 words of
PROM and RAN , respectively.

(b) A DEC LSI 11/2 microprocessor with hardware multiply can be used to
implement the LQG F100 engine controller. The requirements for the
F100 engine controller are (1) 12—bit word length accuracy , (2) minimum
and maximum sample times of 9.68 and 25.0 macc, respectively, and

- (3) less than 200 words of RAN and lees tl~ n 200 words of PROM.
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INTRODUCTION

Over the past several years use of modern control methodology —— in particular,
linear quadratic Gaussian (LQG) theory -- has gained increased recognition as an
effective design tool for control of nonlinear multivariable stochastic systems
(Ref 5. 1—8). The referenced studies have been conducted under a combination of
AFOSR, Office of Naval Research (ONR), Air Force Aero Propulsion Laboratory (AFAPL) ,
NASA—Lewis and Pratt & Whitney Aircraft (P&WA) support. In these as well as many

• other aerospace applications the pr imary impetus for application of modern LQG
1.. control concepts is improved system performance combined with the advent of digital

electronic control implementation. Digital electronics provide the means by
which complex controllers associated with LQG theory can be implemented . The
current trend both within as well as outside the aerospace controls community
toward increased use of digital electronics —— in particular, microprocessors ——
will lead to increased use of modern control logic includ ing system identification,

U modeling, estimation, and multivariable control methodologies (Ref . 9). In addi-
tion , use of microcomputer controllers will lead, in many instances, to reduced
control cost (Ref a. 10 and 11), lighter and smaller controls (Ref . 12) , lower
power requirements and integrated circuit reliability (Ref . 13) . Recent studies
(Ref . 14) have demonstrated that existing microprocessors can be used to imple—
ment algorithes for parameter identification of relatively simple , low-order
dynamic systems.

However , prior to widespread use of microprocessors for modern control logic
implementation, key issues associated with microprocessor implementation of LQG
control and estimation concepts must be addressed and resolved. These issues
include (1) accuracy, (2) computational capability including aritheetic as well

U as interface speed , and (3) memory requirements (Ref . 15) . These requirements
depend upon syst em dynamics as well as upon the particular control algor itim
employed. Definin ’ these requirements will establish criteria for select ing

L the appropr iate computer system for control implementation.

Consequently, this study was directed toward establishing microprocessor
L requirements for implementing modern control log ic. The obj ective of this

investigat ion was to def ine microprocessor requirements of LQG control logic
for linear systems. An analytical procedure to determine accuracy requirements

• for LQG control logic was developed. Computational capability, interface and
memory requirements were established for generic representations of system

I. dynamics. The effects on these requirements of var ious system representations
(standard , Jordan canonical , and companion forms) within the LQG control logic
were invest igated . To evaluate and illustrate the developed methodology , micro—
processor LQG control requirements were del ineated for (1) a second-order model
and (2) a fifth-order P100 turbofan engine model .
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Because the linear system model employed in this study is general in nature,
results of this study are not unique to any one part icular system. Therefore,
the results obtained in this study have applicability to a broad range of controlI problems with which the Air Force and the other military serv ices are concerned.
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F
Ii CONTROL OP LINEAR STOCHASTIC SYSTEMS

i i In this section the linear stochastic control problem is presented. The
• linear stochastic system model is defined first. This model is general in

nature and is therefore applicable to a broad range of estimation and control
• ) problems. Linear quadratic Gaussian (LQG) control design is then outlined. In

- the final part of this section digital implementation of the multivariable control
and estimation logic is discussed.

System Description

The system model is shown in Fig. 1 with provision for estimation and control
algorithms included. The open—loop system consists of a linear plant, control
actuators, and senso~s. Open—loop linear system dynamics are described by the
differential and algebraic equations

1(t):A x (t )+Bu(t) +~~(t)

1. y(t):C x (t )+Du(t ) (1)
- 

z(t ) :E x(t ) + ~j (t )
where the vectors x, u, y, and z represent the n states, in inputs, p outputs, and
2 measurements, respectively. Note that the vector x includes plant, actuator,
and sensor states. The random process vectors E and r~ represent white zero—mean
Gaussian n—dimensional process and 2—dimensional measurement noise, respectively.
The constant A (n x n), B (n x in), C (p x i i ) , D (p x in) and E (2 x n) matrices
define linear time—invariant system dynamics. The dot notation denotes differen-
tiation with respect to time. The Initial state vector is assumed to be a Gaussian

• random variable with known mean. The random vectors x(O), ~(t) , and r l( t)  are
assumed independent with known covariances. The statistical properties of these
random vectors define the system inaccuracies. The process noise (F~(t) )

• models actuator uncertainties, plant disturbances, and system—to—system parameter
1 variations. Sensor noise (~~(t ) )  models measurement inaccuracies.

• Linear Quadratic Gaussian Control

-- Linear quadratic Gaussian theory provides the analytical tools to design an
optimal feedback control for the stochastic system described by Eq. (1). Solution
of the overall LQG problem separates into the solution of (1) linear quadratic

• regulator (LQR) and (2) linear Gaussian estimation problems. The key theorem
that demonstrates this property is often referred to as the separation theorem
(Ref. 16). The stochastic control design procedures then involve (1) determin—
istic multivariable feedback control using LQR theory, (2) stochastic filter design
using Kalaan estimation logic, and (3) closed—loop regulation based on feedback

~ fl of estimated system variables through the deterministic control logic.

6
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The solution to the stochastic linear optimal control problem is well—known
and the details can be found in Ref. 16. Under appropriate controllability and
observability conditions the optimal input u* exists. The filter and control[1 dynamics are described by 

~ 
(I) = F~ (0 + H(z (t) — ER (t ))

U (t) G~~
(t)

• Ii F= A+BG
where the notation (“) denotes the estimate of the variable in parentheses,
C (m x n) represents the deterministic feedback control gain matrix and H (n x 2)
represents the steady—state Kalman filter gain matrix.

The deterministic control and Kalman filter gain matrices (G and H, respec—

[ I  tively) depend upon (1) the dynamics of the system, (2) the levels of uncertainty
in the system, and (3) performance criteria that specify satisfactory time evo-
lution of the system inputs and outputs. However, since the problem assumptions
lead to constant gain matrices, these gains can be computed off—line. The result-
ing stochastic feedback control structure to be implemented using microprocessors
is illustrated in Fig. 2.

Digital Control Implementation

The structure of the stochastic feedback control to be implemented with micro—
processor is shown in Fig. 2. Figure 2 indicates that a system model must be
employed within the controller. Many mathematically equivalent model representa-
tions of the linear system dynamics exist (Ref. 17). The model representation
employed will affect the digital electronic requirements. Generally, for physical
systems the matrix F will be standard form. For the standard form all elements
of the matrix F are assumed to be nonzero and F is represented by

f 11

~2, ~22 : : (3)

. . . .

~ : : f~~_

~~~~ ~
j  To reduce digital electronic requirements for implementing the LQG control

logic (Eq. (2)), state coordinates employed within the controller may be different
from the physical system state coordinates. Several forms obtained by state

~ji n• 
14
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I] transformation (i.e., by a change of coordinates) will reduce the required number
of aritheetic operations . These forms include the Jordan canonical form and
the companion form.

To change state coordinates the estimated state vector is transformed
through the equation

A ~1A• w : T x
(4)

where T is an n x n nonsingular constant matrix. Substituting Eq. (4) into the
state equations for ~ (Eq. (2)) leads to transformed state equations given by

~(t) : T ’FT Q(t) + r’ H[Z(t) - ETQ(t)] (5)
u(t) :GTQ(t).

Equations (2) and (5) represent the same system in different coordinates. Note,
also, that Eq. (5) is of the same form as Eq. (2). That is,

~ (0=F~. ~~(t)+ H1 (z( t )— ET~~
(t)} (6)

u(t): G1~~(t)

where FT — T 1(F)T, NT T 1H, E.r - ET and GT GT. However, the matrix 
~T 

depends
upon the selected transformation matrix T. Note that T1 results in the standard
form, i.e., FT F.

Li To transform Eq. (2) to the Jordan canonical form, the eigenvalues of the
matrix F must be employed. For convenience it is assumed here that the matrix

I F possesses distinct eigenvalues. This assumption is quite reasonable for most

~ J physical system.. Associated with each eigenvalue A~ there exists a nonzero
eigenvector w1 (n x 1) defined by

(7)

When the eigenvalues are distinct the eigenvectors Wj  form a linearly independent

• L set. The matrix T to transform Eq. (2) to the Jordan canonical form is the non—
singular modal matrix of P (i.e., the columns of T are the cigenvectors wi) .  The

{} matrix r 1 FL’ is a diagonal matrix with diagonal elements equal to the eigenvalues
of F, i.e.,

1-I ).~ 0 • ‘ . 0
U 0 

~‘2 • • I 0 
(8)

.

Ii . I • • I

8
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where T is the modal matrix of F.

- - To transform the matrix F to the companion form , the matrix T (which is not
unique (Ref . 16) ) may be selected as

h

h F
L (9)1:

where

h( u xn) = [ t ,O ,.....,O ]~ (10)

The matrix T 1Fr is then the companion form given by

0 I 0 • . 0
ci 0 0 I . . 0

S 

• 

S I 5 0
Li (11)

T FT : • . . . .
I_ Il . I S S I

• -~~2- ~~~L --~L . . -_a~ o~

where ai, I — 0, 1.., n are the coefficients of the characteristic polynomial of F.
• ~ - That is,

[} a,~ ~~~~~ X”~ ..... . . + a~= IF— XI I . (12)

- 
Inspection of the standard , Jordan canonical , and companion forms (Eqs. (3) ,

(8) and (11) , respectively) and the filter equation (Eq. (5) ) indicates that the
required number of arithmetic operations (additions and multiplications) is a
function of model representation. The model representation selected on the basis

•
~

. of minimum number of arithmetic operations would be the Jordan canonical form.
• However , the Ref. 18 study shows that accuracy of digital filters varies with

filter structure even though the overall transfer functions of the digital filters
• are identical. This variance in accuracy is due to the finite word length.

associated with digital electronic implementation . Therefore, this study
investigated the impact of filter structure on system performance. The approach
adopted for determining the appropriate structure is discussed in the next
section.

~ - 
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LI
I To code the controller on a digital computer the filter equations for state

estimation (Eq. (5)) are generally represented by (1) state prediction equations
- 

and (2) state update equations. Filter equations —- obtained by expanding closed—
loop filter dynamics in a Taylor series —— which predict state variables at time
(t + at) ,  given measurements to time t , are described by

~ (t+ At / f)  ( 1 +
- - 

1T ’ FT)2 At ’ (T ICT~3A t S (13)
+ ‘ ~~~~~ + . ..

ii 2! 3’
I - When the sampling interval has been chosen , $ may be computed off—line to the

desired accuracy . The number of terms retained in the series expansion for •depends upon the microprocessor word length to be used in implementing the con—
troller . That is, the number of terms retained is selected so that the sum of
terms beyond the last term retained is less than the accuracy of the microprocessor.
The notation f(t + at/t) represents the value of the function f at time (t + at)
given measurements to time t . The filter update and deterministic control equa-
tions are given by

• 

~ (t+ At/t+ At) G t+At/t) + T 1 sA t[z (t+At) - ETG(t + At/f)]
Z .. (14)

u(t+At/t.,.At) = GT~~(t + At/t+At)

Equation (l3~) indicates that state prediction computational requirements depend
upon the sy~tem model employed in the filter and the state order; whereas, Eq.

1 (14) shows that state update and input computational requirements depend on state
and measure ent orders and input and state orders, respectively. In addition,
Eqs . (13) a d (14) show that the arithmetic operations for solving the filter
and determi istic control equations are matrix multiplications and additions.

For digital implementation system dynamics are normalized so that the control
law (Eqs. (113) and (14)) may be coded using fixed—point rather than floating—
point arithm~tic. Fixed—point arithmetic is employed for digital implementation
of the contr4l logic to increase computational speed . Generally, system dynamics
are norma1iz~d so that the digital numbers in the control computations range
between —1.0 ~nd +1.0. Then the most significant bit (bit 0) in the computer
word is the 4gn bit and the least significant bit (bit b—l; where b denotes the
number of bit~ in the microprocessor word) represents 

2(.1~~). For notational
convenience, (i.e., to avoid introducing new symbols for normalized system van —
able.) Eqs . (l~ through (14) will be used to represent normalized system dynamics

{] in the remaindS~ of this report.

Accuracy o~ the microprocessor estimation and control logic will depend upon1] (1) word length~,f the microprocessor and (2) word length of the input/output
(I/O) devices Due to finite microprocessor and I/O word lengths (where I/O
devices include direct digital output ef factors such as transducers with frequency

I
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output and stepper motors as well as A/b and b/A converters ) quantizat ion errors
occur in the digital repres.ntetion of a number. For the scaling described pre—
-viously, the absolute value of the asxi im qusnt ization error e is given by

• •,2~~
b4

~~. (15)

H

L
II
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• I

MICROPROCESSOR REQUIREMENTS

Key issues associated with microprocessor implementation of linear quadratic
I .  i aussian (LQG) control logic are addressed in this section. An analytical pro-

cedure to establish microprocessor accuracy requirements is described first.
Computational ~equirements including arithmetic as well as interface speed are

• then set forth. Memory requirements as a function of system order and system
• model within the filter are then presented.

Accuracy Requirements

Controller accuracy required to obtain satisfactory system performance will
depend upon (1) the structure of the system model employed within the Kalman filter
and (2) system sensitivity to controller errors. To determine system time response

J sensitivity to microprocessor word length (that is, to determine microprocessor
accuracy requirements) a performance index

( 1
L J j  [(SYSTEM RE SPONSE) —(SYSTEM RES,ONSE)t]2 dt (16)

0

E] -—where ( )* represents the system response with the controller coded on a 36—bit
floating—point computer (a very accurate controller> and ( )~ represents thesystem response with the controller coded using b bits (with b ~ 36) and fixed—
point arithmetic——was defined to provide a quantitative measure of performance
degradation. Its computed value prov ides a direct indication of the transient
performance degradation associated with microprocessor quantization errors.

The integrand of J was selected as quadratic in system input and output
var iables so that the value of J can be analytically computed from the known pro-
blem matrices. That is, the performance index •

j *fC~((y* _yt)# o(~* _
~t) +(u*_ ut)’ R(u*_ut)Jdt (17)

where y* — output response vector with 36—bit controller
yt — output response vector with b—bit controller

— control vector with 36—bit controller
ut • control vector with b—bit controller

Q,R — weighting matrices

H was defined. The performance index J represent. performance degradation due to
finite word lengths lees than the accurate 36—bit word length. As the number

Li of bits in the computer word approaches 36, J approaches zero.

i~
,
i I1
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From Eqs. (1) and (5) the closed—loop system dynamics (open—loop system and
controller) are described by

I 
~~~ ~~~~y C  x .  (18)

where

A I B(GT )c

1 ~r F .  
[(f ’ H) Ei ((I Fl) _ (T~

I H) (El) 
• 

(19)

Li ~=[c D G T CJ

ii ~~=[o 1 (GT) cI
LI The notation ( )~ indicates that the matrix is implemented in the digital con—

U 
troller. The accuracy of these matrices in the controller is limited by the word
length of the digital controller. Matrices without the subscript c represent the
open—loop system dynamics. The solution to Eq. (18) is given by

it
• Li (20)

U Substituting Eq. (20) for the 36—bit representation (y*~ u*) and for the
b—bit representation (yt , ut ) into Eq. (17) and algebraically manipulating the

• resulting equation for 3 as well as taking the expected value of 3 over x0 lead s
- to

Ja tr P1 + 2trP 2 .tr P3 (21)

• where g• [H ~
F P2 +P~ V~~$(C Q( 1 +ö ’R V) (22)

•~t•~ [H ~~~~~~~~~~~~~~~~~~~~ ,1
~
tI
R~~t)

~~
-

ri and “tr” indicates the trace of a square matrix . Equations (21) and (22) indicate
that the performance index S is a function of (1) the closed—loop system dynamics
(P , C, C) and (2) the microprocessor word length (number of bits). For a given
closed—loop system the performance degradation J averaged over all possible initia l

~:I1
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11 conditions can be computed by solving the bilinear equations (Eq. (22)) for
• p1, p2, and P3. This analytical procedure eliminates the need to run system

tLne responses and perform numerical integrations over many initial conditions

I. to determine microprocessor accuracy requirements for implementing the digital
controller . In addition , this procedure for establishing microprocessor accuracy
requirements is not limited to LQG controllers . The procedure is applicable toLI any linear closed—loop system expressed in Eq. (18) form.

In addition to using Eq. (22) to establish the required microprocessor

U word length , Eq. (2 2) can also be employed to determine the structure (i.e.,
—— see Eq. (19) ) to minimize performance degradation . That is, time response

• 1*, u~ associated with the high accuracy 36—bit floating—point controller should
- have negligible dependence upon system structure since the system structures P
are mathematically equivalent . On the other hand, time response yt, ut will
depend upon the particular structure selected because of fixed—point arithmetic
operations and small word length (e.g., b — 4 or 8). Results obtained will

• . assist in establishing the optimum structure for microprocessor implementation
• • 

of LQG control logic.

1 Computational Requirements

In this section computational requirements are discussed. Computational
requirements depend upon (1) the maximum sample time (i.e., minimum sampling

• rate) that maintains desired system performance and system stability as well as
(2) arithmetic and I/O computation time per sampling interval. A procedure for
determining the maximum sample time (i.e., maximum sampling interval) is described
first . The maximum sample time depends upon system dynamics. Computat ion time
per sampling interval is then presented. The computation time per sampling inter-
val depends upon (1) the number of arithmetic and I/O operations per sampling
interval, and (2) the speed of the microprocessor and interface. Computation
time per sampling interval establishes the minimum sample time. If required corn—

• 

- putation time per sampling interval is less than the maximum sample time that
maintains desired system response, then the microprocessor and interface system
may be used to implement the LQG controller.

Sample Time

U To analyze linear, time—invariant, discrete—time systems (Eqs. (13) and (14)),
• 

- 
the z—transform is employed . From Eqs . (13) and (14) ,  discrete controller dynamics[H are given by

14
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i.
U ~ (~ + ~) ~~~~ 

(ii ) + HD z (k + i) 
(23)

u (k+t )~ GD~~
(k+ I)

where

#D (I-T~ HE TA t) (i+~~
)

(T~~FT)2At 2 (T ”FT)3ot 3
= T FTAt+ 2’ + 3! + (24)

HD = T ’HIA t

[ G0 :GT

and k denotes the kth sample time. Routh’s criterion, the root—locus method,
or frequency response methods —— procedures used to investigate transient re—
sponse and stability of continuous—time systems —— may be extended to investi-
gate transient response and stability of discrete—time systems (Ref. 19).

Li In this study, the root—locus method was employed to relate sample time
(at) and system performance. This method has the advantage that the z—plane
poles are available on the root—locus plot once the controller has been selected
and the root locus plotted as a function of sample t ime. The effect on system
performance of different sample times is then easily determined from the root—
locus plot.

To establish transient response based on system poles in the a—plane , the
relationships

3= ~~~~~~

(2 5)

are employed. Equation (25) shows that

131 : e06t

(26)

~~~~~~~~ 

[j Therefore , for a given at , (1) lines of constant a map into circles and (2) lines
of constant w map into rays originat ing at the origin. To establish lines of
constant damping (~) in the a—plane the relationships

Fl • 

W~~ 

(27)

- ~~~- A
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1.
along with Eq. (26) are used. Lines of constant damping (for ~ • 0 to 1.0) as
well as lines of constant oat and wt~t are shown in Fig . 3.

• The system will be stable for all values of oAt for which the root locus is
- . inside the unit circle (oat < 0). For transient response, Fig. 3 shows that:

• (1) for a pole on the positive real axis (w — 0) and inside the unit cir—

I] d c  the time response is exponentially decaying. The rate of decay
• Increases as the pole approaches the origin. There is no decay if the

pole is on the unit circle.

1 (2) for complex poles in the right—half plane and inside the unit circle
• the t ime response is an exponentially decaying sinusoidal oscillation.

The frequency of oscillation increases as the poles move toward the

I imaginary axis. The rate of decay is faster near the origin. Stable
• oscillations result if the poles are on the unit circle.

• (3) for a pole on the negative real axis (wAt — r) as well as for complex
poles in the left—half plane (and inside the unit circle) the time

• response is an exponentially decaying sinusoidal oscillation. The ftc—

I quency of oscillation is higher than the right—half plane frequencies.
• Decay is faster near the origin.

Transient response for a discrete—time system as a function of a—plane pole loca-
tion is sumnar ized in Fig. 4.

The a—transform for the discrete controller to be implemented on
microprocessors (Eq. (23)) is given by

u(3) K(J)z(3) (28)

where

r 
K (3) GD(I3- 

~~~ 
HD3.

t Not. that the transfer matrix K (3) is a function of sample time (see Eqs. (23)
and (24)). To relate sample t ime (At) and system performance a root—locus as a

(
~ [H function of sample time is plotted. That is, the poles of K (3) as a function of

At are plotted in the s—plane. Accuracy of the gains in the transfer matrix K
V are limited by the computer word length established by applying the performance

~~~

• 1] index discussed previously. From the root—locus plot the maximum sample time for
which system performance is adequate may be determined.
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t U

[H By examining a—plane poles as a function of At the maximum sample time for
stable controller operation (all poles within the unit circle) may be established.
In addition , controller transient response as a function of sample time may be

L investigated (see Fig. 4). The maximum sample time for which all controller real
poles are in the right—half plane (i.e., high oscillations associated with real
poles in the left—half plane are not present in the controller time response) may
be determined. Based on this analysis the control designer may determine the
maximum sample time required for adequate controller response. This sample time
must be smaller than the closed—loop system sample time based upon the Nyqu ist

1’ criteria. Also, the sample time selected must be long enough to complete all
arithmetic and I/O computations.

Computation Time

The computation time per sampling interval includes (1) arithmetic compu—
- 

tation time and (2) I/O computation time. Arithmetic computation time depends
upon (1) the number of arithmetic operations per sampling interval and (2) the
microprocessor time to execute each operat ion . The I/O computation time depends
upon (1) the number of inputs and outputs and (2) the speed of the iaterfaces.
In this study , it is assumed that the interfaces are AID and DIA converters.

To reduce the number of computational operations, Eq. (23) rather than
Eqs. (13) and (14) are coded on the microprocessor. Note that the matr ix T

• should be selected so that is the desired structure.

• The software to implement Eq. (23) on a microprocessor consists of matrix/
$ ~ vector multiplications and one vector addition. For computational speed the

1~ matrix/vector multiplications (p (q x 1) — M(q x r) v (r x 1)) are accomplished
by (1) multiplying all q elements in the jth column of the matrix M by Vj (i.e.,

I P~~ — fl 14 v1 for I — 1 to q) for j  — 1. to r and (2) adding the r columns of the
row ~f ~ to obtain Pi for I • 1 to q. This procedure for matrix/vector

multiplication is more efficient than directly coding Pj  _
j!l Mjj V

j 
because

I only has to be addressed once rather than r times for the matrix/vector multipli—
• cation.

1] A block diagram of the matrix/vector mult iplicat ion code is shown in Fig . 5.
- 

• Figure 5 indicates that , in addition to the time for multiplying or adding the
appropriate numbers, there is logic time associated with each multiplication and
addit ion . The multiplication , multiplicat ion logic , addition , and addition logic
times are denoted by )i, ~~l’ L~~

, A , L5~ and La2~ respectively. These times are
a function of microprocessor.
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j The arithmetic computations per sampling interval for the three structures ——
standard, Jordan canonical, and companion forms —— are compared in Table I. The
structure employed within the filter affects only the filter equation. Table I
indicates that for n > 1 the Jordan canonical form requires the min imum arithmetic
computations per sampling interval. Also, the effect of structure on computa-
tional requirements is most significant when the number of states is significantly

• greater than the number of outputs and controls since differences in the fil ter
equation computational requirements are a function only of the number of states (n).

The computation time as a function of addition, multiplication, logic, and
- A/D and fl/A conversion times as well as state, input, and output orders is shown

- - in Table I. The arithmetic and I/o operation times vary with microprocessor and ~ ‘
A/fl and fl/A converters , respectively . The characterist ics of a representative
set of microprocessors and AID and fl/A converters are shown in the Appendix
(Tables A—I and A—Il , respectively). The microprocessor characteristics include 4
word length, internal registers, indexed addressing capabilities, and multiply
instruction capability. The AID and fl/A converter characteristics include word
length , conversion t ime, and technology. -

To compute the arithmetic operation time,code must be written to executet
the matrix/vector multiplication (see Fig. 5). This code depends upon the micro—
processor. Two microprocessors were selected to (1) demonstrate the imp lementa—
tion of LQG control logic on microprocessors and (2) define the computation time
as a function of system order only. An Intel 8080 and a Dig ital Equipment Corpora-
tion (DEC) LSI 11/2 —— two very different microprocessors —— were chosen.~~Eoth pro—
censors are commercially available and extensively used. The Intel 8080 is an
8—bit microprocessor with a limited instruction set and no indexed addressing;
whereas, the DEC LSI 11/2 is a 16—bit microprocessor with a powerful instruction
set and indexed addressing. Table II lists representative microprocessor

• instructions for the Intel 8080 and DEC LSI 11/2. Note that hardware multiply/

• 1. divide instructions are available for the DEC LSI 11/2.

• The codes to implement LQG control logic on an Intel 8080 and DEC LSI 11/2
have been included in the Appendix , Figs. Al and A2, respectively. These codes
are for the controller with the standard structure in the filter. They would
have to be modified to take advantage of reductions in computat ional requirements

jj due to a Jordan canonical or companion structure in the filter. These codes use
a software multiply subroutine. If a hardware multiply were available, the hard—
ware multiply would replace the call to the software multiply subroutine. Charac—

t teristics of hardware multipliers are summarized in the Appendix (Table A—Ill).
Hardware multiplier characteristics include word length , multiply time, and
technology.

~~
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1. Table III shows times associated with executing the matrix/vector inult iplica—
tion on an I~tsl 8080 and DEC LSI 11/2. The add and multiply logic times as well
as the add time are significantly less for the DEC LSI 11/2 than for the Intel 8080.
This decrease in execution time with an increase in word length is due primarily
to the more powerful instruction set and addressing modes of the DEC LSI 11/2 .

• On the other hand, the software multiply time for the DEC LSI 11/2 is 4.25 times
• t -• the execution time for the Intel 8080. This increase is due to the fact that the

word length of the DEC LSI 11/2 (16 bits) is double the word length of the Intel
8080 (8 bits). For comparison, the execution time for a double precision (16 bit)
software multiply on the Intel 8080 is shown in Table III. This time is greater
than the software multiply time on the DEC LSI 11/2. Hardware and software
multiply instruction times for the DEC LSI 11/2 are also compared in Table III.

• This comparison indicates that the hardware muitiply instruction time on the
DEC LSI 11/2 is approx imately 3.5 percent of the software multiply time.

• Intel 8080 and DEC LSI 11/2 arithmetic computation times with software
multiply subroutines are compared in Table IV. Table IV shows that the computa—
tion time per sampling interval for the DEC LSI 11/2 is significantly greater than
the computation time per sampling interval on the Intel 8080 due to the greater
DEC LSI 11/2 multiply time. Table IV also compares DEC LSI 11/2 software
multiply arithmetic computation time with DEC LSI 11/2 hardware multiply arithmetic
computation time. This comparison indicates that the arithmetic computation
t ime per sampling interval on the DEC LSI 11/2 can be decreased by approximately
90 percent by using a hardware multiply. Table IV also shows that computation

L t ime is more influenced by the number of states (n) than by the number of inputs
(m) or outputs (1) .

Computation time per sampling interval as a function of microprocessor, system
structure within the controller, and system order is shown in Fig. 6. It is
assumed that the system has the same number of states, inputs, and outputs.
Figure 6 shows that for a given sampling interval the number of states that can

• be in the controller varies with microprocessor. For example, for a sampling
interval of 25 msec the maximum number of states in a standard structure controller
is: 2 states for the DEC LSI 11/2 with software multiply, 4 states for the Intel
8080 with software multiply, and 8 states for the DEC LSI 11/2 with hardware
multiply. Figure 6 also shows that the computation time with the Jordan canonical
structure within the controller is significantly less than the computat ion time
with the standard structure within the cont roller.

t The arithmetic and I/O computation requirements per sampling interval (Table
I) establish the minimum sampling interval. If this minimum sampling interval
is less than the sample time requ ired to achieve adequate system performance , then
the microprocessor/interface system may be used to implement the LQG controller

19
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• Memory Requirements

• Memory requirements depend upon (1) the system model and (2) the computer
code including temporary storage to implement the LQC control algorithm. System

• model memory requirements are a function of model structure as well as system
state, input, and output orders. System model requirements will not vary with
microprocessor. On the other hand, the computer code and temporary storage

• requirements will vary with microprocessor as well as system model .

- Memory requirements as a function of system order and structure are shown
in Table V for the Intel 8080 and DEC LSI 11/2. Table V indicates that the system
and temporary storage memory requirements are primarily dependent on the number
of states in the system. The standard structure requirements increase with the
square of the number of states; whereas, the jordan canonical and companion struc—
tures increase linearly, with the number of states. Table V shows that memory
requirements for the Jordan canonical and companion structures are the same. The -

Intel 8080 computer code memory requirements (341 words) are approximately triple
Li the DEC LSI 11/2 computer code memory requirements (113 words). This difference

in code requirements is due to the fact that the DEC LSI 11/2 instruction set is
more powerful than the Intel 8080 instruction set.

Figure 7 shows PROM and RAM memory requirements as a function of model struc—
- ture within the controller for the Intel 8080 microprocessor. It is assumed in

Li Fig. 7 that the number of system states, inputs, and outputs ~re equal. Figure 7
indicates that memory requirements for the LQC controller are not severe. For
example, if the system has 10 states, 10 inputs, and 10 outputs then the PROM and
RAM memory requirements are 0.641 K and 0.365 bytes, respectively. On the other
hand , the arithmetic computation time per sample interval for this 10 state con—
troller implemented on the PEC LSI 11/2 with hardware muZtiply (the fastest micro—

• processor considered) would be 33.5 rnsec. Therefore, computation requirements
are a more critical consideration than memory requirements.
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APPLICATION AND EVALUATION OF
MICROPROCESSOR REQUIR~~1ENT PROCEDURES

V The application and evaluation of microprocessor requirement procedures are
• discussed in this section . To evaluate and illustrate the developed procedures

1. - they were applied to (1) a second—order plant and (2) a fifth—o rder FlOO turbofan
engine model linear ized at sea level stat ic military operation . To verify the
results a continuous system/microprocessor controller was simulated on the UNIVAC
1110 at UTRC.

• The closed—loop simulation for verifying the procedures is described first.
Use of these procedures to define microprocessor requirements for digital control
of a second—order system are presented next. In the f inal section results of
applying the procedures to establish microprocessor requirements of a linear
quadratic Gaussian (LQG) controller for the fifth—order FlOO turbofan model are
set forth. -

Closed—Loop Simulation for Ver ifying Procedures

U The closed—loop simulation to be used in verifying the procedures for
establishing microprocessor requirements to implement LQC control logic is shown
in Fig. 8. The simulation consists of (1) the open—loop system dynamics (Eq . (1) )
and (2) discrete controller dynamics (Eq . (23)). Thi~ open—loop system was
simulated using floating—po int arithmetic and a very small integration step
size (0.001 seconds) so that the plant appears as a continuous system. The

j discrete control and estimation logic were coded to simulate f ixed—point ar ithmetic
operation. Coding was developed in the controller so that the word length and
sample time can be varied . The word length can be var ied from 1 to 36 bits .
The resulting closed—loop system appears as a continuous plant/discrete controller .

The analysis for establishing the microprocessor requirement procedures is
based on linear system theory . ~owever , when the L-QG control algorithm is coded
on a digital computer the algor ithm is nonlinear due to f inite word lengths.
That is, the matr ix multiply

(29)
p1 = m11v,+m 12 v2

~~~~~~~~ V

• p
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is calculated in the computer as

= [m i,c vic )c + (m,gc V2C)C}C. (30)

However, in the analysis’ it is assumed that

(PI)C = (m,1~ VIC 
+ ml2c V2C)C .. (31)

This assumption in the analysis (Eq. (31)) must be taken into account when inter-
preting results for very small word lengths (i.e., the filter is very nonlinear —

(Eq. 30)).

L1
- Second—Order System

-• 

Normalized plant , control , and f i l ter dynamics (Eqs . (1) and (2)) are shown
iti Table VI. In control design the deterministic control weighting matrices

i i  were selected as identity matrices.

The performance index for the second—order plant as a function of word
length and model structure within the controller is shown in Fig. 9. For
notational convenience the performance index is normalized so that the perfor-
mance index scale ranges from 0 to 1.0. Figure 9 indicates that closed—loop
system performance improves significantly (J decreases rapidly) as the controller
word length increases from 3 to 8 bits. If less than 3 bits are employed in
the controller the closed—loop system is unstable. As the controller word

• length is increased from 8 to 16 bits small change in closed—loop system performance
• occurs. In addit ion, Fig. 9 indicates that the model structure employed within

the filter has little effect on the closed—loop system sensitivity to controller
• word length for word lengths greater than or equal to seven bits. However, for

word lengths less than seven bits and for this closed- loop system the Jordan
canonical form is slightly less sensitive than the companion and standard forms
to controller error s due to finite microprocessor word l~~gth.

Output response of the second—order model with different word—length con—
trollers is compared in Fig. 10. The standard structure was employed in the
controller. Output response with different structures and 6 bit word length in

~

‘ ç the controller are shown in Fig. 11. The controller sample time in Figs. 10 and
11 is 0.1 seconds. The resp onse in Figs. 10 and 11 results from initial condi—
t ions of 0.5 on the norma lized states . Transien t response of Figs. 10 and 11

‘
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verify results obtained from analytically computing the performance index J.
In add ition , second—order system time responses with different sample times in
the controller were generated. Different controller sample t imes did not change
the relative effect of different controller word lengths on system performance.

• Note that the steady—state bias errors shown in Figs. 10 and 11 for controller
word lengths less than or equal to 8 bits do not affec t the performance index
(Eq . (17)). (If they did, the value of the performance index would approach
infinity.) This result is due to the fac t tha t the performance index is com-
puted from Eq. (18); whereas, response of the continuous system/discrete
controller simulation is computed from Eqs. (1), (2) , and (23).

To determine the required sample time for the second—order 8 bit controller

V a root locus of the controller poles as a function of sample time is plotted.
Recall tha t the requirement for 8—bit accuracy is established using the perfor-
mance index. The root locus plot is shown in Fig. 12. Poles at selected
sample times (0.1, 0.7 and 1.3 seconds) are displayed. Figure 12 indicates
that for sample times less than or equal to 0.7 seconds the poles are in the
right—half plane and are heavily damped (see Fig. 3). Therefore, for sample
times less than or equal to 0.7 seconds the time response of the controller
should not be oscillatory. In addition, response decay time will decrease as
the sample time increases from 0.1 to 0.7 seconds. Figure 12 shows that one of
the poles is close to the unit circle in the left—half plane when the sample
time is equal to 1.3 seconds. Therefore, for a sample time of 1.3 seconds the
controller response will be stable but oscillatory. The maximum frequency of

V the closed—loop system is 0.54 hertz. To satisfy the Nyquist rate the sample
time must be less than 0.93 seconds. Therefore, the sample time of 0.7 seconds
satisfies the Nyquist rate. The maximum sample time for the second—order
controller is 0.7 seconds. With this sample rate the system response will not
be oscillatory.

Second—order outpu t response as a function of sample time is shown in Fig.
13. The standard structure with 8 bit accuracy was employed within the controller .

• The output response results from an initial condition of 0.5 on both normalized
• I states. Figure 13 verifies results obtained from the z—plane plot analysis.

Li

• Compu tation times requ ired per sampling interval for the second—order system
using software multiplication are listed in Table VII. This table indicates

— that the minimum computation time is 2.73 asec for the Jordan canonical structure
coded on the Intel 8080. The maximum computation time is 10.12 macc for the
standard structure coded on the DEC LSI 11/2. Both times are well within the
aaxiz!Iim required sample time of 700 macc.

~~~~~~~ 
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1 Memory requirements for the second-order controller are shown in Table VIII .
Table VIII shows that model structure within the second-order controller has

• • little effect on memory requirements due to the low system order.

In auninary, results indicate that the Intel 8080 with software multiply can
be u sed to implement the LQG control law for this second—order system. TheI requirements for the second—order controller are (1) 8—bit word length accuracy,

~~

‘ (2) a minimum sample time (based on computations) of 2.73 msec and a maximum
sample time (based on controller poles) of 700 msec, and (3) 347 words of PROM
and 21 words of RAM.

Fifth—Order Gas Turbine Engine Model

Closed—loop engine dynamics are shown in Table IX. The plant is a fifth-order
FlOO turbofan engine model linearized at sea level static military operation.
The deterministic control design matrices were identity matrices. The process

- and measurement noise statistics are shown in Table IX.

The normalized performance index for the fifth-order engine model as a
function of word length is displayed in Fig. 14. The standard model structure

I was employed within the controller for the results illustrated in Fig. 14. Trans—
• fo rming the closed—loop standard engine mode], to the companion or Jordan canonical

structures resulted in a numerically ill-condit ioned closed—loop matrix. That
is, the magnitudes of the elements in the closed—loop matrix varied over a wide
range. For example, the magnitude of the companion form closed—loop matrix elements

• varied from 0.076 to 5.357 x l0~. As a result of this numerical variation the closed—
loop system dynamics were unstable for word lengths less than or equal to 16 bits.

- Figure 14 shows that closed—loop engine performance with the standard model structure
within the controller improves as the word length increases from 7 to 12 bits.
Increasing the word length from 12 to 16 bits does not significantly affect closed—
loop performance.

t Afterburner pressure response of the engine model —— representative of
closed—loop engine response — with different word—length controllers ii compared

• in Fig. 15. The responses in Fig. 15 result from initial conditions of 0.1 on
• the normalized engine states. Figure 15 verifies results obtained from

• analytically computing the performance index J. However, the technique to
analytically and in closed form evaluate the performance degradation due to a

I finite word length in the controller (Eqs. (21) and (22)) eliminates the need
to perform these numerical integrations.

I To establish the maximum sample time the poles of the 12—bit discret e
controller as a function of sample time are plot ted in the a—p lane . Poles
at selected sample times (0.010, 0.025 and 0.04 6 seconds) are displayed in

~~~~~~
• • 15
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Fig . 16. Figure 16 indicates that for sample times less than or equal to 0.025
seconds the poles of the discrete controller are in the right—half plane. Response
for sample times less than or equal to 0.025 seconds will be non-oscillatory.
Figure 16 shows tha t for a sample time of 0.04 6 seconds controller response will

- be oscillatory. For sample times greater than 0.04 7 seconds there is a pole
outside the unit circle (tha t is, the controller is unstable). The maximum

• 
• frequency of the closed—loop system is 5.4 hertz. Therefore, the Nyquist sample

time is 0.09 seconds . The maximum sample time of 0.025 seconds is less than the
Nyquist sample time. Therefore, the arithmetic and I/O computation time per

• j I sampling interval must be less than or equal to 25 msec to achieve satisfactory
performance. Figure 17 verifies results of the a—plan e plot analysis.

Computation times required per sampling interval for the fifth—order engine
Li model are listed in Table X. The times shown are for the standard structure

within the controller. Recall that controllers with the companion or Jordan
canonical structure were not stable for word lengths of 16 bits or less. Also ,

- only computation times for the DEC LSI 11/2 microprocessor are shown since a
word length of 12 bits is the accuracy required to implement the controller .
Table X indicates that a sampling Interval time of 87.48 msec is required to

- complete the control arithmetic and I/O computations if a software multiply
• subrout ine is used . Since the max imum sample time from the z—p lane plot analysis

is 25 msec, the DEC LSI 11/2 with software multiply is not fast enough for
LI implementing the controller. On the other hand, the total computation time

f or the DEC LSI 11/2 with a hardware multiply is 9.68 msec. This time is less
than the required maximum sample t ime of 25 macc . Therefore, the DEC LSI 11/2• with the hardware multiply package can be used to implement this LQG FlOO engine
controller .

Memory requirements (see Table XI) for the linearized F100 engine controller
are less than 200 words of RAN and 200 words of PROM. These memory requirements
are very mnall.

In su=ary, the DEC LSI 11/2 with a hardware multiply can be used to
1: 1 implement the LQG FlOO engine controller. The requirements for the linearized

F Li F100 engine model LQG controller are (1) 12—bit word length accuracy , (2) a
minimum sample time (based on computations) of 9.68 mccc and a maximum sample time
(based on controller poles) of 25.0 macc, and (3) less then 200 words of RAN

• 1. and 200 words of PROM.
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I CURRENT IJTRC PROGRAM

.1

The current UThC program sponsored by AJOSR is a logical extension of the
- 

research reported here. The program is directed toward (1) validating results
presented in this report by demonstrating -microprocessor implementation of LQG
control logic and (2) extending the analysis of microprocessor requirements to
nonl inear systems.

To demonstrate microprocessor implementation of LQG control logic, a system
tha t consists of an analog computer, a microcomputer, A/D and D/A converters,
and a displayunit is being employed. Continuous linear system dynamics are simulated
on the analog computer. Discrete LQG control logic is coded on the microcomputer .
General purpose A/D and D/A converters are employed to interface the microcomputer

• controller with the analog computer simulation.

• Ii To extend the analysis to nonlinear systems, scheduled—gain nonl inear
estimation and control logic based on LQG theory is being employed. Require—
iflents —— Includ ing accuracy, computational capability , and memory requ irements ——
for implementing nonlinear estimation and control log ic are being established.
The procedures employed to establish microprocessor requirements for linear

~ systems are being extended to determine microprocessor requirements for non-
linear systems.

{~1

L

H
H
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Ii
LIST OF SYMBOLS

H A Constant n x n matrix used to describe linear system dynamics

Coefficients of the characteristic polynomial of the matrix F
L

B Constant a x m matrix used to describe linear system dynamics

b Number of bits in digital word

• C Constant p x n matrix used to describe linear system dynamics
- 

Constant p x 2n matrix used to describe closed—loop linear system
dynamics

D Constant p x m matrix used to describe linear system dynamics

E Constant I x n matrix used to describe linear system dynamics

Constant I x n matrix used to describe transformed linear system dynamics

e Quantization error

Li F Constant n x n matrix used to describe optimal deterministic closed—
loop system dynamics

{ P Constant 2n x 2n matrix used to describe optimal stochastic closed—
loop system dynamics

I

~T 
Constant n x n matrix used to describe transformed optimal closed—loop
system dynamics

t C Constant m x n optimal deterministic closed—loop feedback gain matrix

- 
- C Constant m x 2n optimal stochastic closed—loop feedback gain matrix

GD Constant m x a optimal determiz4s tic closed—loop feedback gain matrix
for microprocessor implementation

CT Constant m x n optimal closed—loop feedback gain matrix for transformed

L~> [1 system

_  
F
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LIST OF SYMBOLS (Continued)

L H Constant n x I Kalman filter gain matrix

Constant a x I Kalman filter gain matrix for microprocessor implementation

MT Constant n x I Kalman filter gain matrix for transformed system state
model

h 1 x n row vector with hj — 1.0; hi — 0, i — 2 , ... n
I Identity matrix

i General subscript

J Performance index

j General subscript

K Transfer matrix for discrete controller

k Discrete time • 

-

I Dimension of system measurement vector z

m Dimension of system input vector u

msec Milliseconds

C n Dimension of system state vector x

nsec Nanoseconds

Pj Unknown matrices in the bilinear equat ions for computing the
performance index 3 (i 1,2 ,3)

p Dimension of system output vector y

U Constant p x p output weighting matrix in quadratic performance index

R Constant m x m input weighting matrix in the quadratic performance
~~~~~ - [ — index

30
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LIST OF SYMBOLS (Continued)

UU RAM Read/Write Memory

PROM Programsable Read Only Memory

s Laplace transform operator

L sec Seconds

- t Time, sec

T Constant nonsingular n x n state transformation matrix

u m x 1 system input vector

u~ m x 1 optimal system input vector

w n x 1 transformed system state vector

F•1
Li x n x 1 system state vector

H 2n x 1 closed—loop system state vector

- 
Closed—loop system state vector at t — 0

-
~ 

y p x 1 system output vector

z I x 1 system measurement vector

• Discrete transform operator

1 1 x 1 sensor noise vector

U Eigenvalue of closed—loop system (i — 1, 2 , ... n) - -

g*sec Microseconds

m x 1 input (process) noise vector - 
-

a Real part of complex frequency variable s

- 
r’rr At + (r1

P9
2 At 2 .~ 
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U

L LIST OF SYMBOLS (Continued)

Constant a x n closed—loop system matrix for microprocessor implementation

Imaginary part of complex frequency variable s

uj  a x 1. eigenvector associated with the ith eigenvalue

( )j Jth component of vector in parentheses

( )jj Element in the ith row, jth column of the matrix in parentheses

- 
( )* System response or controller matrix associated with 36—bit controller

- ( )t System response or controller matrix associated with b—bit controller
(b � 36 bits)

( )~ Matrix in parentheses implemented on digital controller

[j C) Time derivative of quantity in parentheses

d( ) Differential of quantity in parentheses

L A( ) - 
Finite increment of quantity in parentheses

1~ 
I ( )  Estimated value of quantity in parentheses

( )~~ Inverse of matrix in parentheses

( )I Transpose of quantity in parentheses

tr( ) Trace operator——trace of square matrix is equal to suvi of all
diagonal elements of the matrix

• I Equal s by definition
L
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TABLE II

REPRESENTATIVE MICROPROCESSOR INSTRUCTIONS
Li S • Register

CR ) • Content, of Register
RP — Register Pair

- PC — Progren Co~a~ter
- INTEL 8080 : Acc~~iu1ator is Register When No Register Specified

H Indicates K , L Register Pair
DEC Lit 11/2 : R6 is Stack Pointer

Instruction Description 
Instruction Length (8~~tea) Tj~~e ( p  eec )

- 
_____________________________________ Intel 8080 DEC LSI 11/2 Intel 8080 DEC LSI 11/2 Intel 8080 DEC 1.SI 11/2

L Add Data Fro. H~~ory to Register ADD H ADD(R) , R 1 2 3.5 4.9

Call Subroutine Identified by Operand CALL (SUB ) 355 PC ,(SUB ) 3 2 8.5 5.9

ti Double Precision Add DAD RP — 1 — 5.0 —

- 
Decre.ent Register by One DCR R DEC. R 1 2 2.5 4.9

Input Data f m .  Location Identified by IN P~~T NOV LABEL, 1 2 2 
- 

5.0 8.4
Op erand to Register

Tran sfer Pro gra. Control to Location j~~~ LABEL. BR LABEL 3 2 5.0 8.4
Identifi ed by Operand

Load 1 .d iat. 16—Bit Data into Register LXI RP , DATA NOV DATA , 5 3 4 5.0 4•9

• Move Data froa one Reg ister to Another NOV 1,1 NOV R, R 1 2 2.5 3.5

1] 
Nov. Contents of Register to N~~~ry NOV M,R NOV R ,8IADDR 1 4 3.5 6.6

Move I diate Data to Register 4811 1, DATA NOV B. IDATA 2 4 3.5 4.5

Move I ed iats Data to I4 ory 4571 N , DATA *)V#DATA,UADDR 2 6 5.0 8.0

Logical OR Register with Register o~~ ~ xoR R ,R 1 2 2.0 3.5

Output Data to Location Iden t ified by OUT pogr NOV B, LABEL 2 2 3.0 4.5
Operan d

Plac e Top of Stack in Register POP ~p NOV (86)+ , 5 1 2 5.0 4 9

Place Register Cont ent, on Top of Stack PUSH BP NOV 8, — (96) 1 2 5.3 5.2

t Return fr oa Subrou tine RTS PC 1 2 5.0 5.2

One ’s Co.pl ent Register CON R 1 2 2.0 4.2

- 
. Ar it~~~ t ic Botste Register Right/L ef t — MR/I.. R 2 —

Rotate Register Right/Left BAA/I. ~~t/L . 1 1 2 2.0 3.213.$

I 
Logical AND Register with Register — BIT B, B — 2 

- 
—

Fixed—Point *,iti ~i (1) 
— ,wz. i, a — 2 — 37.0

f - Fixed-Point ~~~~~~~~ — DIV B, B — 2 — 78.0

L I Plosting—Point A~~(1) — FANS I B — N — 42.1-_ Floating—Point ~ g~jp~y(1) — flu. B, B — 2 — 121.1

‘

~~~~~ ~3 Floating-Point ~j~j g~(1) — 

— 

FOXY I , B — 2 — 232.0

~~~~~~~~~~~ 

(1) Reteaded AritRestic a.ip, mvii, Be~ iix ed
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TABLE VI

SECOND-ORDER )EDEL DYNAMICS

L

H Matrix Matrix Elements

A —3.414 —0.014
__________________________ 0.014 -0.586

B —0.357
0.357

C 1.0 1.0

~ - J D 0.

E 1.0 1.0

- C —0.037 —0.201

- 

fl —0.114
_______________________________ 1.240

I - 

Covariance of ~ 0.01

Covariance of ,
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1~. TABLE IX

- 

FIFTH-ORDER p100 ENGINE MODEL DYNAIIICS

Engine Model Linearized at Sea—Level Static Military Operation

- 
States Outputs Controls

- 
Fan turbine inlet temperature Airflow Jet exhaust area

- Main burner pressure Fan stability margin Fan inlet guide vanes

- 
Fan speed Compressor stability margin Compressor variable vanes
Compressor speed Thrust Main burner fuel flow

1 ! Afterburner pressure High Turbine inlet temperature

Matrix Matrix Elements

—34.013 —9.303 12.037 —2.398 — 1.254
- 4.389 —38.762 —4.221 - 28.480 14.729

- A —4.755 2.287 —0.400 —1.546 —2 .200
2.046 1.062 —0.729 —2.150 —0.624

- 

4.150 —8.814 —0.167 7.477 1.099

0.766 0.546 —0.813 17.095
- 0.056 1.341 7.737 8.641

B 0.156 —1.176 —0.416 2.034
—0.136 —0.024 —0.555 —0.378
-4.729 0.874 1.617 0.223

—0.042 0.063 0.013 —0.054 1.404
- - 1.045 0.092 —0.060 —0.028 —0.050

[4 C 0.386 0.100 —0.217 0.170 —0.095

1 0.305 —0.326 —0.458 0.584 —0.538
- —0.183 —0.564 0.394 —0.165 0.394

LI 1.044 0.001 —0.013 0.002
—0.015 —0.003 —0.013 —0.044

D —0.043 0.278 0.035 —0.155

1 —0.101 0.281 0.137 —0.041
- 0.073 0.047 —0.091 0.050

10 0 0 0 0
- 0 1.0 0 0 0

B 0 0 1.0 0 0

~~~~~~~~~~ L 0 0 0 1.0 0
0 0 0 0 1.0

(Continued)
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Li
- 

TABLE Ix (Continued)

4. - Matrix Matrix Elements

t 1.602 —1.183 2.224 0.148 5.530
0.012 3.074 —0.341 —0.903 —0.223
-2.942 —5.064 5.544 —2.222 8.148
—4.362 0.749 —0.652 —0.092 —0.811

6.110 1.879 20.560 2.456 0.036
- 3.341 1.046 12.150 3.728 0.018
- H 0.822 0.273 3.493 2.523 0.006

0.053 0.045 1.357 3.070 —0.002

- 
_____________- 0.064 0.018 0.282 —.189 0.001

0.01 0 0 0 0
0 0.01 0 0 0

- Covariance of 0 0 0.01 0 0

I 
0 0 0 0.01 0
0 0 0 0 0.01

II  
0.01 0 0 0
0 0.01 0 0

~ovariance of 0 0 0.01 0

N 
n 0 0 0 0.01 

0.01

L
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-
, TABLE XI

I I MEMORY REQUIREMENTS FOR FIFTH-ORDER ENGINE MODEL

Standard Structure Within Controller
DEC LSI 11/2 Microprocessor

N Variable Me~~ry Memory (words)
____________________ Type (1 word — 16 bits)

U Controller
variables RAM 121

and - —

temporary PROM 70
storage ______________

Computer PROM 113
code

Total RAM 12].

1 _ i  
__________________ PROM 183

Ii

H
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- TRANSFORMATION FROM S—PLANE TO 3—PLANE

Ii i
- a) LINES OF CONSTANT o~ t

[ b) LINES OF CONSTANT w~ t

-
- 

c) LINES OF CONSTANT DAMPING (E)
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DISCRETE—TIME SYSTEM RESPONSE

1m13)

/
L.. 81 2X -4ç.--’ )( *

‘_‘5

6x

L

- RESPONSE WITH POLES ON AXIS IN RIGHT HALF PLANE

1~1 E :r”~”r~-..r—, I i T~T1 1 1 1 1 1
POLE I POLE 2 POLE 3

N RESPONSE WITh COMP LEX POLES IN RIGHT HALF PlAN E

POLE 4 POLE S

-

- - 

RESPONSE WITH POLES IN LEFT HALF PLANE

-~~ 

- 
POLE S POLE 7 POLE S

i~~~~fl
~~

_O3—1SS--2

L

-~ - - -~~~ l”~J-” ,~~~~~~ .. 
_-~: -

— — —
5-____i _~~~~ _5-~~ —~~~~~~ — 

t ~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~ -~~~ ~~~~~~~~~~~~~~~~~



- -  - - - ---.,-5 - - - - - --_- ---- -- -- - — — - -- - --- -------—,--- —--

R79—944258—2 FIG. 5
BLOCK DIAGRAM FOR MATRIXNECTOR MULTIPLICATION

El plq , 1 ) —M(qx r )v f r  x l )
P1~ — M411

I

1(1)SET COLUMN
I - ~I 

COUNTER (I)

~ 
(2)SET UP v1

2
(1)SET ROW

-iwj COUNTER 0)
[ (2)sEi UP

3
CALL SOFV#JARE

MULTIPLY SUBROUTINE
(OR HARDWARE

MULTIPLY INSTRUCTION)

4

STORE RESULT1

~~ I
5~~~~1~~~

NO
DONE?

- - (i-qfl

YES

_________  LUMN

DONE?
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J SET ROW
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8 1
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(2) SET UP P11

9
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~~~~~~~~~~~~~~~~~~~~~ 
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D
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ARITHMETIC COMPUTATION TIME

Li n r n — j

a) COMPUTATION TIME AS A FUNCTION OF MICROPROCESSOR (msec);
STANDARD STRUCTURE WITHIN CONTROLLER
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400
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b) COMPUTATION TIME AS A FUNCTION OF STRUCTURE WITHIN CONTROLLER (misc);
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FIG. 7
MEMORY REQUIREMENTS AS A FUNCTION OF STRUCTURE WITHIN CONTROLLER
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NORMALIZED PERFORMANCE INDEX FOR SECOND—ORDER SYSTEM

Ii
MODEL STRUCTURE WITHIN CONTROLLER

1. — COMPANION
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- STANDARD

1~ 1.0

1. .

L 0.75 —

(1
U 

-

0 I~~~~~...L_ I L I ~ I p I I

- 2 4 6 8 10 12 14 16

I - 
WOR D LENGTH — BITS

H

7S—OS-- 95—1

[1
—-5 5’ — -- —-5—

4 4
- - ~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - ~~~ ~~~~~ ~~~~~~~~~~ -~-

-_L .  ~~



— - - ‘_ w-”~~~
_ - —5-- — _01_ 

_ _ _ _ _ _ _ _ _- —- ----. fl - - =

R79—644268—2 
F 1G. 10

U
SECOND—ORDER OUTPUT RESPONSE AS A FUNCTION OF WORD LENGTH

L RESPONSE TO INITIAL CONDITION: X~ - (0.5.0.5) 
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U
I 

SECOND—ORDER OUTPUT RESPONSE AS A FUNCTION OF MODEL
I - STRUCTURE WITHIN CONTROLLER

- 

1 
RE SPONSE TO INITIAL CONDITION: X0 - 10.5,0.5)

At — o.i SEC

Li
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i i - .

Li
- 1 SECOND—ORDER SYSTEM 3—PLANE POLES AS A FUNCTION OF SAMPLE TIME

DIGITA L CONTROLLER WITH STANDARD STRUCTURE AND 8BIT WORD LENGTH
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SECOND—ORDER OUTPUT RESPONSE AS A FUNCTION OF SAMPLE TIME

•1 RESPONSE TO INITIAL CONDITION: X~~ - 10.5,0.5)

STANDARD STRUCTURE WITHIN CONTROLLER

DIGITA L CONTROLLER WITH:
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Li

NORMALIZED PERFORMANCE INDEX FOR LINEARIZED F100 ENGINE MODEL
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Ii - -

F100 ENGINE MODEL PERTURBATIONAL AFTERBURNER PRESSURE RESPONSE
AS A FUNCTION OF WORD LENGTH

- R ESPONSE TO INITIAL CONDITION: - (0.1,0.1,0.1 • 0.1,0.1)

STANDARD STRUCTURE WITHIN CONTROLLER

Ii
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F100 ENGINE MODEL3—PLANE POLES AS A FUNCTION OF SAMPLE TIME

(1
5- DIGITAL CONTROLLER WITH STANDARD STRUCTURE AND 12 BIT WORD LENGTH

H
O At-.0.010~~C

1 ~~ ~~~~~~ SEC

A A t-0.046 SEC

::( 
T~~ EMING 0.

~~~

\
~

• 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

- 

:;
~~~/.~~

1: Rs 13)

79—03 -45-2

— - - - 
. 
. 

— ;~~ ~
. r•. - 

-• 
- - -

~~~
•
~~‘ 

-5-— - .—
~~~
-— - --5- — — —  - —-

- - - - - 
- - , - --a.-- _ __ . -4-..~..~---- — -k-—--—— 

~~~~~~~~~~~~~~~~~~~ ~~~ ~~~~~~~~~~~~~~ ~~~~~ 



_  -

R7$ ~~425S—2 FIG. 17

H F100 ENGINE MODEL PERTURBATIONAL AFTERBURNER PRESSURE
RESPONSE AS A FUNCTION OF SAMPLE TIME

I R ESPONSE TO INITIAL CONDITION: - (0.1,0.1,0.1 • 0.1,0.1)
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I
II APPENDIX

h MICROPROCESSOR SURVEY AND COl~ UTER CODE

t L Characteristics of (1) microprocessors, (2) A/D and D/A converters, and
1 (3) hardware multipliers are presented in this Appendix. The characteristics

- 
- tabulated here were obtained from Electrical Design News (EDN) 1976—1978 as well

as from TRW product sheets. Microprocessor characteristics —— including word
- length, internal registers, indexed addressing capabilities, and multiply

instruction capability —— are listed in Table A—I . The A/D and D/A character—I 
istics —— including word length, conversion time, and technology —— are shown

- in Table A—Il. Table A—Ill displays multiplier characteristics including word
length, multiply time, and technology.

In addition, microprocessor code required for calculating the matrix/vector
muitiplicauon computation t imes and code memory requirements are presented in

~ 
this Appendix. Codes for implementing linear quadratic Gaussian control logic on
an Intel 8080 microprocessor and on a DEC LSI 11/2 microprocessor are shown in

- Pigs. A—i and A—2, respectively. The number of instructions for the Intel 8080
- microprocessor is more than double the number of instructions for the DEC LSI 11/2

due primarily to the limited addressing capability of the Intel 8080 microprocessor.

I]
H

~~~~~~~

-~~~~~ U A-i

~



— — —  ---———-- - - - - .—~ —- -—.—--.r --~ -- -—.-~ —-— -. - -. —. r— --—--- --,— ---,_-_- - ~~
. _ _ — - ___________________________ -

L pL R79-944258-2 dp~rj -uo

H:
UOfl3fl1~ SUj

- ~td-rnnN 
Z Z Z Z Z Z >4 Z Z > 4 >4 >4 I I >~

0
(3asvt) am~~ ~ 

0 0

uoT3n3exa c~ o o ~~~~~o0-c~~~I 1 . 4 1 . 1 1  • . 1 4 1 1  I I
4 .  uo~~3n1*suI ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 0

C4 ,-4 ‘-.4 l(~ 0 0

SuTsesippy
‘ paxapui Z 4 > ~~>4 I Z > 4 > 4 >4 >4 1 1 > 4

c
(s~IoA) ~ ,

I 
sa~tddnS ~~~~~~~~~~~~~r~~I~~~~~~~~~~~~~I

- ~aitoa ~+1 +1 I

3a3sTSe~II I—. c—I c—i —* -e I ‘-0 I -~ I— ‘.0 ‘.0 I I CO
i-I C’1’.D ,-4 1-4 1-4

L .  
_ _ _ _ _ _  

1-4
0

~t~°T3 >~ >4
d-p~J—uO ~~~Z~~~~>~~>4 >4 > 4 Z ZZ ZZ ZZ Z

tj

-
~~~ (e~~g) ~~~~~~~~~~~~~~~~~~~~

- sseippy t~wj ~~~~~~~~~~~~~~~~~~~~~~~~~~
• 

__t1~~ua’I p~~n
•1.

t .  CO

1.1 CM
I I  ,-I —I t  14 14
L~) ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~

£SotowI~aL

Ii ________ 
________________________

a31no~
puo~ss 

4 > 4 > 4 Z > 4 > 4 > 4 > 4Z Z~~~ 1 > 4 1 I

I 8
I

I S I CO

.~ / 14
4’ 0
. /
~~ /~ ~ J!~i•. I / ~ ~~~~ 

CO

~~Fo g - .
/ ~

, ~~~~~~~~~~~~

~ip~ fl / I
- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ .~~~
- i -

~ IEj ~ -



------5-5w ----—- -5 —-- -

- -‘ 
- - — — ----- - --,--- --- ----— - -5---- ’

; 1 J
- 

R79—944258—2

I.

TABLE A-It

15-5 REPRESENTATIVE A/D AND D/A CONVERTERS

- I -
~

- Converter Manufacturer I~ del Word Length Conversion Technology

- 
Type (bits) Time (usec)

- TRW TDC1007J 8 35x10 3 Bipolar
TRW TDC1001J 8 400x10 3 Bipolar
TRW TDC1002J 8 1 Bipolar

- Analog Devices AD75705 8 40 CMOS
Datel ADC—MC88C 8 500 Bipolar

A/D Analog Devices AD75 lOt 10 120 CMOS
Datel ADC—HX12B 12 20 Hybrid

Analog Devices ADS 72BD 12 25
Micre Networks ADC8O 12 25 Hybrid

L .  National -

- 
Semiconductor ADC121O 12 50 Hybrid

-~ TRW TDC1O16J 8 35x10 3 Bipolar
Analog Devices AD7523JN 8 lOOxlO 3

Datel DAC—UP88 8 2 Bipolar
- National

Semiconductor DACO800 8 135 Bipolar
Patel DAC-088 8 150 Bipolar

- D/A TRW TDC1O17J 10 50x10 3 Bipolar
Analog Devices AD7541ICN 12 1

- Datel DAC—NK12B 12 3 Hybrid
-~ Harris

Semiconductor H1—5612 12 85 Bipolar
Harris

-
~ Semiconductor 111—562 12 200 Bipolar

Datel DAC—HA12B 12 500 Hybrid
Analog Devices AD7531 12 500 Hybrid

K I
‘;-- 

~~~~~~~~~~~~~~ h
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fl79-944268-2 FIG. A-i

lj 
PRELIMINARY INTEL $080 SOFTWAR E FOR LOG CONTROLLER

P
3: ;UTR C——— 1 97S

‘
I

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
1.0

II N? LOU 302CM 3POINT(P TO PHIX PA RT IAL

Us?~u~~1VN ~81~1U ~8 H~~ PA RTIAL RESULTb
$ ii: NSS) LOU 3020W ; PO INT(R T O PH IX

£2: NV LOU 3030W ;POIPiTER TO VECT ORS1 3: 512 EQU 5011$ ;STAR T LOOP. FOR PHIX CONS TAN TS
1 ~• ~~~~~~~~~~~~~~~~~ P I P  T o X I K .1 ! ks 1 I
151 PU LOU SORSU

i~~: S~ ~~U15aEN NTS
1 9: NC LOU I ;NO . OF CONTR OLS
ZC: NC ) LOU 2
Z 1: N2M? (QU $

N2N3 LO U 0
~j 1L~~~U

3~ OOW ~~~~~~~~ CONST ANTS
ZS REL Lou SON -

251 MV ! A .NM ;SIZE or MEASUREMENT VECTOR lUll ICC .77: L X I  N ,STI ;G ET STARTING ADDRESS OF CONSTANTS
Zl:N RLP: IPX N ;NEXT ARGU ME NT ADO R.
29 :  NV ! B,NS ;SIZ ( OF STAT E VECTOR

t - 30: NOV C.” ;GL T M ULTIPLIER
31:NCLP: INX N ;W(XT LOOP
3?: NOV L,N ;GL T MULT IhIC*NO
~3s PU~ H S j STORE NM ,LODR . POINTLR ,FLUS AND NS
3S: PUS H P5W
35 1 CALL RUL T -JCISIE ):)IDE I37:  N OV A ,( - ~R (SULY INTO A CC .ITRUN C A TL~3$: L X I H ,NI ;ADOR .QF STORA GE
1?: NOV L ,M ;t-(T ADDRES S
4 O~ MVI O,R(L ;LXTIND DC PEG FO* ADD S.( 51: STAX C I STORE RESULT
52: NOV I.E- . 53: *01 NM 1 *00 DIS PLACEMENT

NOV N & ~NLW lOOP .PS: POP P~. ;P(STOR ( FL*G5 ,I4N ,CO P4STANT % LOLATION,N SPb: POP N
POP S

4$:  OCR • InST LOOP
*9:  JNZ NCLP I

PU~ H PSw j SAVE FL AG$ ,A CC,
LXI  H,Ni ;SC T up FOR NEXT MEA SUREM ENT5 ..: POV A ,M

SI: SUI N2 MI
35:  POV n ,A
S b :  POP N

U! c~: t TEST OUTER LOOP
~~~ 

~PRLPaRt FOP ADDi TION

I - $NLPr I COMPLETE MAT R IX-VE CTO R NULT IPLV IT ADDINO

t I L L  IUM 1 14,DITION SUSPOUT IN I

t,t rvt~NNNSS t .*EPARC FOR StORI NG RESUL T

— H ~I~uv°,c~~L~~~suL T
1~ B sPE W ADDS.

IcONnNUED)

7.-Os-Is-,

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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R79-944258--2 ~~IS PAGE IS B~~ ~~~~~~~~~~ FIG. A-i

~~~~ 0opyjnJ~ IsH~ ) TO DDC

PRELIMINARY INTEL 8080 SOFTWARE FOR LOG CONTROLLER

Ii (CONTINUED)
0tH A

�~ ~~
Mp

~8$~C; COMPLETE
19: MV! I,NS ;PR LPIR E FOP P$TXIM!M) PRODUC T

e1~ NPLPI: ~ H.ST2 ;PO INT (P TO PHI

- 82: NV ! B ,NS -SIZE OF STATE VECTOR
I 83: NOV C ,$ IGC T MULT iPL IER

I*:NCLP1 ipx
GLT MULTIPLICA ND

7: PUSH N
- 8 8 :  PUSH PSM

— 89: CALL MUL T ;(CI * ILl ) (Ot t

I- — L H~~ 2 
;PR (PAPE TO STORE RE SUL T

92: NOV t,N

- ~Y1X
O
6

RCL 
;STORE RESULT

95 1 NOV I.E ;RE P (A T OF LI~~~S 1.2-4.7

AB~98: POP PIW
99: POP N

1OC~ POP S
I - 10) : OCR 8Li 102: JNZ NCLP1

103: PUSH P5W -

10*: PUSH II
105: LX I K.N2
lO b: NOV 1,0

- $07: SUI N2M2
1~~S: NOV M,*
109 : POP N

~~~ ~Sw

I 112: .INZ NRLPI

I 1)’: MV! 4 ,145

1 1 1 . :  114: 14

I 11~~SMt. P 1: ~~ ~ SV
1)7: MV ! C ,NS

I 11*: CALL SUM
119: PUSH N

k~122: NV ! O,RCLI 123: SIAX C
I 12* : IPX 0

125: 114* 0
125: NOV M ,(
127 : POP N
128* POP PSU

I 129: OCR A
L. 1301 JN2 $N~P~

— 
~~~ ~ ,N! i O V ( ~~~O~ *00

133 : MV! 5,145
13*: LXI DI A STA TE 5POIN1ER TO PREDICT SOLUTION
1331 CALL 95110
$351 NV I A lps $ PSEPARI FOR G* (R’ll*•il NP?

1U~N.LP3, ~~j  $~~St 3 
jN(XT ARSUNENT loop .

13$: OV I $,NC ICOLUMN COUNTERI 1*0* tIC? C,M tIC ? •ULTIPLIER - -

I - 1* 11NCLP3 IPX H $N(XT A UDR .
- 1f l  VZ~ Nt~ M 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ INO NC
INS: PUSH N

I - 

~~ ~~ :arlI 1*7: NOV *,t ~.CSULI INTO ACC .ITPUNCATC I

hU ~~1St , OVI O,REL I t*T ENO DC S~ 5 FOR LOOP .
-.

~ 
c,~,

(CONTINUED)

;: ~ -
~~~~; 79—03—IS—S
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~~ig p&~~ is ~~~~ QUA It?! p~ACTICABLl
ra o. oon rt~~IsH~

) TO iJ C

PRELIMINARY INTEL 8010 SOFTWARE FOR LQG CONTROLLER
(CONTINUED)

S : STAX 0 STORE RLSULT
ISIs NOV A, t  

N N

T&
~~~~~

L S
~~~~~~~~~

T
~~ TS LOCATI ON ,NR

I
158 : OCR S I TEST LOOP
159: JNZ NCLP3I JsO: PUSH PSW
141: PUSN NL. 152 : LX I N ,N3
143: NOV A ,N
16*: SUI N2M3
165: NOV M,A

I 166: POP H

L POP PSW 
I TLST OUTER LOOP

~PREP A PC FOP ADDI TION

372: PUSH B
I71,~~NI P* t PUS H P5W
17*: MV ! C .NS

~~ -

I I 177: LXI H ,NU

~?! ~~~EL EX T INO FOP loop .
150: STAX 0 STORE FINAL RESUL T
311: INX 0 NEW LOOP .
182: NOV N .E STO RE NEW LOOP .1! 183 : POP H

I 18*: POP P5W
185: OCR A
lea : .‘4~ SMLP* SU” LOOP
187: POP B - CO MP LE TE GXlW.1 ~ N .1) U (M•1l*•1)
15$: JNP DONE

- 189:
1.0:

- 191:
i NOV l ,C CNECX SIGN OF (CI
19*: 05* A

[ ~~~~~~~ 
- 

~H~~ M~~~~ZN OF (It
- 1z :  OPA l

3 SIl: )—IE l
199:MUL1: CALL IMUL PAS(C).NASIE):),O ()

I~~
t NUL2t A

OZZ MUL3 : OCR C 2’S COMP. SE )
- I.E

03: NOV l .A $

( I.E I’S CORP. lOt )

210: NOV l .A
A ,D

-~A ~-J II~ NULS s ~ f Z ’ S  COMPLIME NT OF IC)

I1~~~ 
A~ C

~~ ~
— r ills NOV C,*

V ~ 2.1
ill s — ~ IL* (— C ISS I)
ff11 IU ~~ ~~~~~ 

CORP. IC)

l .A (CONTINUED)

Lit
.

~~~~~~
- - - 7 —03—IS—I
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H79—944258—2 mis PAGE IS B~~7 QUAIIT! PQ~CflC1.BLl FIG. A—i
raoa 0011 ri~5ISH~~ TO DDC

PRELIMINARY INTE L 8080 SOFTWARE FOR LOG CONTROLLER
(CONTINUED)

U ~~a: .JNP MULl
p7:IMUL $ N D,ON

LXI H,OH I CL EAR HL

3IIhMULI: ~~ ~~
‘ ~~8V~ 3~~ NL LEFT

- ? 2 :  PAL ;ACC LEFT THRU CARRY
JNC CHNT ;CARRY :?$

a3S :CHNT : 
; YLS , PROD:P POO.MUL T IPL ICA PIO

I 236: J1d4 IMUL 1
L 

~FV6 ; PIJT RESULT IN Ot
239 :SU N: XPA A CL (AR A CC .
~9:SUMD: Ia D0(HL ) T O ICC
2*2: DCR C

~~ 1 i*3: JNZ SUMO
RET ;RET URN —— NEX T TIP( INCRE MENT

2*S: V S UN:  ARA A
ZN6:V SuMD: ADO N

4 ill : IPX H
25$: ADO N

NOV E , A
1~ ~fI~ ~ SUM

2361 RET

U

[-5
-

L
1 )
I ’

- (_ ;

~~ H

- ~~
- - 79-03-IS-A
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R79 04425&2 1~IS PAGE IS B~~T QtXALXfl PRLO2’I~L~TI~ 
FIG. A—2

Th0I COPY 1~mazsa~~~ ro DDC

PRELIMINARY DEC LSI 11/2 SOFTWARE FOR LQG CONTROLLER

1* iDEC LSI IIF2 CODE FOR
5 ;NALNAN FILT(R ICONTROLLI R——PR ELIMINAR Y
* IDEVELOPEO BY P. S. £701145

t 5* ;UTPC ——— 19 79- 
-

4::

~U giyj~~~.R O 11IT~~
R 

~~~i1i. ~ 
OF H-ARRA Y

NOV SH,R3 ST ART lOOP. OF N—ARRAY INAL NA N GAINS )
AR PDY~~ ~~~~~~~ 0 2-ARRAY

12* NOV (R Q),—S R 4 )  PUSH RD
j~~:N MUL3: J

~
R P~ MU LT

* N V I j).,IRO I ~~~~~~ NPY ..R(SIJLT IN Ri

g
~ 
q°°”°°°113’ OF HZ PRODUCTS

17* S YES ,CONT INUE
C OUNT ER

201 $5 2 I YES,N (XT RO~

~~ ~1:~I 1U2~ t~8~: ~I), NOV N,RO ~~~~~ gr X VECTOR
*$LOOPI: NOV N,R3 ; F 2—VECTO R
23: CLR PS
~3tLO0P2: ~~~ ~~1).,R* ;SCALOR ADO , RESUL TS ZN PS

2$: INC LOOPZ ;DONC?
~~~ ~~,IR3). ;STORI RESULTSI9s

311 SNE LOOPI 5 00141 WITH NZ PRODUCT

~ ~rT5~ ~~~~ 0-ARRA Y{ 35:PHZ: NOV $PNJ
&

53 ;$TA R T AODR . OF PHI ISY ST EN MATRIX )
MO? N 25 0)

~b* NOV Si,R1
N

~$:MMUL2: •~~ ~~O~~~ 1Rb) 
~~~ O~

0
MPY.,RE 5UL T IN 52

3~~: MDV I’eI.,l*D) ;POP NO
*0: ~~~ ~~8D,LOOO (R3) R E SU L TS1 - 
4 l t

*2: 810 CT2 a YES
*3* DEC ZIPS’)
SI: WIl l P

~~
Li ;N0

I - 55 C12 NOV 5Mg, I ;ST ART lOOP . OF PRODUCTS
*4* NOV SR~ ,N2 ;ST*RT ADOR . OF RESULT S

NOV N,RQ
:LOOP3: NOV N,R, ~~

*9: CLR RI
~~SLO 0 øSz AOO (DIs.,R* ~ SCA*. OR ADD . PESOS.? IN RN

~rc ~ 3
. .%. LOOP Sj ~Ov ~~~~~~~~ RESULT
DEC 55

55: b’4 LOOP 3 ; O OW C 11TH PHI XNA T
.6: MCI 5~~1, R3 ; P.~EPAR (  FO P V E C T O R  A OD
~~7: MOV Sr2 R7

N OV
5~~:SUM : ADD 5°*)’, I°2) .  a V E C T O P  ADD
~~,: U(

~b14 SUM ;OO NE I l l H  VE CTO R At~D?
NOV P ,IRr.p

42* NOV P~)INT (l~,RO ;PLPEA T LINE S 7 TO U
MEN

~~
1DW

~~ :6• MCv ~,P3 0 G 4CON T cOL GAIN S )
POW N,~~1RO1
M~ V ~P~~ J

R I
.—IP b , -

5b ,NPuL3: dSP P~ ,~ ULT
69: NOV I 4. ,(N~’J
lvt NO V PD Ofl , 3 C ~~~I N ~~,— 71: DEC I”tr~ ~~iL~~

.3:H (cONTINUED)

~‘
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mis nat is t~~T QUAIIXTY p~~~~~ rx~~~~~ Ia FIG. A—2

- ThOI 00?! PURIISHZD TO DDC

t PRELIMINARY DEC LSI 11/2 SOFTWARE FOR LQG CONTROLLER
(CONTINUED)

- -  76 :CT ! :  NOV SPS, R1
77 : MOW 5P3 Ri
76:  N OV -MC ,PC

I 79 :L CO PS : POW N,R 3

L~ ~~~ LoOPb : ~~ #1). ,R*
12: DEC RI

~~~~I 53: DEC RD -

$4: SHE LOOPS ;U IK•11k’1) COMPLETED?
ST* MU L T :  NOV IRI)’,Ri :041CM SIGN MULTIPLIER

- - SB: NM ! NULS
89: NOV (53)•,R* S CHICK SIGN MULTIPLICA N D
90* B MI NUL 3

- 
9p1lU1~3t PC ,IMUL ; INTEGER , UNS IGNED PPY ., RESULT POSITIVE

93*NUL 3: DEC RI 5 2 ’ S  COM PLIN CNT MULt IPLICAND
9*5 CON PS

.ISR PC,IMUL ;ZNTEGER , UNSIGNED MP Y .,RESULT WRONG SIGN
9b : DEC Ri ;2’S COMPLIMENT RESULT
97: CO N P7

I - 98* BR NUL ?
L. 99:P)J%35 DEC 52 ;2’$ COMPLIMENT- MULTIPL IER

100: CON P2
101: NOV IP3I.,RS ;CH(CK SIGN OF MULTIPLICAND
1112: BLP HULl
103 : 0CC RI ~2’S COMP LiMENT MULTI PLICA ND
135: CON ~~ *Li 103: BR MUL l ;INO OF MULTI PLY MAIN
IOb :I$UL : NOV IO,PROD ;PPEPAP( 32 BIT REGISTER FOP PN000C T
107: NOV IO, PROD I
fgs ; IMUL1$ ~~~ U~ö!0 B I T S  L EF T

I - 110: ASL PROD
111 : AOC PRODI ;AOJUST CA RRY
112: GOL Ri - ;C14(CR FOR 1’S IN MULTIPLIER
113: W CC CMII? ;I  IN MULTI PLIE R?

11*: ADO IRS) , PROD ; YES ,PROOUCT:P POOUCT • NULTIPLA IR
155 : AOC PROOI S ADJUST CARRY

I - $$4:CHNT : DEC P0
I 117: BIlE IMUL 1 ~N0[ 11$: PTS PC ; YE S

- - 11 9’ END

-~~~~~~~~ [1
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