AD=A067 551 UNITED TECHNOLOGIES RESEARCH CENTER EAST HARTFORD CONN F/6 972
MICROPROCESSOR REQUIREMENTS FOR IMPLEMENTING MODERN CONTROL LOG==ETC(U)
MAR 79 F A FARRAR:» R S EIDENS FﬁBGZD-?G-C-Dan
UNCLASSIFIED UTRC/R79=944258=2 AFOSR=TR=79=0449

f_,l

END
DATE
FILMED

T

Bbe




mmmmmmm'

A

S

-1 =3 ==

‘ Washington D, C, 20332 71
4. MONITORING ASENCY NAME & ADDRESS(If different from Controlling Ollice) 18. SECURITY CLASS. (of thie report)

SSIFIED
SECURITY CLASSIFICATION OF THIS PAGE (When Date Entered)
READ INSTRUCTIONS
REPORT DOCUMENTATION PAGE aereiaD DISTRUCTIONS
T ':‘i_:_" ili . 9 0 4 4 97 lz GOVT ACCESSION NO| 3. RECIPIENT'S CATALOG NUMBER
4. TITLE (end Subtitle) 8. TYPE OF RIPRT & PERIOD COVERED
Microprocessor Requirements for Implementing Final
Modern Control Logic 1 February 1978 - 31 JanuatM
6. PERFORMING ORG. REPORT NUMBER
3. AUTHOR(s) §. CONTRACY OR GRANT NUMBEN(S)
Florence A. Farrar /
Richard S. Eidens F49620~-78-C~0017
|5 PERFORMING ORGANIZATION NAME AND ADORESS " RROGRAN ELEWENT, PROJECT. ¥ ASK
United Technologies Research Center/ R Y
Silver Lane —+8-00445
East Hartford, Connecticut 06108 2304/A1
1. CONTROLLING OFFICE NAME AND ADDRESS 12. REPORT DATE
Air Force Office of Scientific Research rch 1979

Bolling Air Force Base 3. NUMBER OF PAGES

O 110 X[ Unclassified
. gg&knhstlglclﬂoﬂ DOWNGRADING

16. DISTRIBUTION STATEMENT (of this Report)
Approved for public release; distribution unlimirted 2

17. DISTRIBUTION STATEMENT (of the abatract entered in Block 20, if different from Report)

8. SUPPLEMENTARY NOTES
Preliminary results presented at the Society of Automotive Engineers
Aerospace Control and Guidance Systems Committee Meeting on 28 September 1978
in Cambridge, Massachusetts.

(19, KEY WORDS (Continue on reverss eide Il ary and idontily by block number)
Digital Control Implementation Linear Quadratic Gaussian Control
Accuracy Requirements Modern Control on Microprocessors
Computational Requirements Microprocessor Control

Memory Requirements

gflAc'(mn. olde it ary and identify by block mumber)

Analytical procedures for establishing microprocessor requirements for
multivariable feedback control of linear stochastic dynamic systems were
developed and evaluated. Key issues in microprocessor implementation of
modern estimation and control logic include (1) accuracy, (2) computational
capability including arithmetic as well as interface speed, and (3) memory

requirements. Compatibility of curreat microprocessor technology wit(h the)
over

DD, ‘ oo ,, 1473  zoiTion OF 1 NOV 68 1S ORSOLETE UNCLASSIFIED

-~

\ o f - f'_ b
P 0‘0. .P”}'d ’.? A

>

$/N 0102- LF- 014- 660! H.W




UNCLASSIFIED {J
SECURITY CLASSIFICATION OF THIS PAGE(When Date Entered)

| 205 The analytical method to establish midfoprocessor accuracy quirements
for closed-loop digital control of linear stochastic systems is based upon
defining a quadratic performance index that provides a quantitative measure

1 of performance degradation. This method is employed to determine closed-loop
‘; system time response sensitivity to (1) microprocessor word length and (2)

{ system structure (standard, Jordan canonical or companion forms) within the

’ control logic. ~Jhe technique for determining computational capability re-
quirements includps procedures for (1) defining the maximum controller sample
time as a functioh of system dynamics and (2) calculating controller arith-
metic and interfice computation time per sampling interval. Memory require-~
ments eated as a function of ayéiem model and microprocessor.

'Jrhe developed procedures were evaluated and illustrated by application to ?E
(1) a second-order system and (2) a linearized fifth-order F100 turbofan e
engine model. Results were verified using a digital simulation of a con- , |
tinuous system/microprocessor controller. Microprocessors considered were ‘ 1
the Intel 8080 microprocessor (an 8 bit microprocessor) and the Digital :
Equipment Corporation (DEC) LSI 11/2 microprocessor (a 16 bit microprocessor). A

r——y

| S | A

ED o
SECURITY CLASSIFICATION OF THIS PAGE(Then Date Entered 'd

CRERTY | . Pt ™ TET 5 CRPT Ty
PR 3 v . g
Lo :’vlﬁ-’:"’.}': ,’-' ."'z»- .."'-.":‘Q .




!

R79-944258-2

FINAL TECHNICAL REPORT
REPORT R79-944258-2

T
| MICROPROCESSOR REQUIREMENTS FOR
g
§ IMPLEMENTING MODERN CONTROL LOGIC
E . L{
r I FLORENCE A. FARRAR
] RICHARD S. EIDENS
!
U
[ Research sponsored by the Air Force Office of Scientific Research (AFSC),
J United States Air Force, under contract No, F49620—78—C—0017. The
United States Government is authorized to reproduce and distribute reprints
[ } for governmental purposes notwithstanding any copyright notation hereon,
; §
4 g Approved for public release; distribution unlimited

EAST HARTFORD. CONNECTICUT 06108

79-03-198-8




FOREWORD

This final technical report documents research performed from
1 February 1978 to 31 January 1979 under Air Force Office of Scientific Research
(AFOSR) Contract F49620-78-C-0017. The research program was conducted at United
Technologies Research Center (UTRC), East Hartford, Connecticut 06108. Major
Charles L. Nefzger served as the AFOSR Scientific Officer.

This report is issued as UTRC Report R79-944258-2,
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Microprocessor Requirements for Implementing
Modern Control Logic

SUMMARY

Analytical procedures for establishing microprocessor requirements for
multivariable feedback control of linear stochastic dynamic systems were
developed and evaluated. Key issues in microprocessor implementation of modern
estimation and control logic include (1) accuracy, (2) computational capability
including arithmetic as well as interface speed, and (3) memory requirements.
Compatibility of current microprocessor technology with the established implemen-
tation requirements was assessed.

The analytical method to establish microprocessor accuracy requirements for
closed-loop digital control of linear stochastic systems is based upon def ining
a quadratic performance index that provides a quantitative measure of performance
degradation. This method is employed to determine closed-loop system time
response sensitivity to (1) microprocessor word length and (2) system structure
(standard, Jordan canonical or companion forms) within the control logic. The
technique for determining computational capability requirements include proce-
dures for (1) defining the maximum controller sample time as a function of
system dynamics and (2) calculating controller arithmetic and interface computa-
tion time per sampling interval. Memory requirements are delineated as a
function of system model and microprocessor.

The developed procedures were evaluated and illustrated by application to
(1) a second-order system and (2) a linearized fifth-order F100 turbofan engine
model. Results were verified using a digital simulation of a continuous system/
microprocessor controller. Microprocessors considered were the Intel 8080 micro-
processor (an 8 bit microprocessor) and the Digital Equipment Corporation (DEC)
LSI 11/2 microprocessor (a 16 bit microprocessor).
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RESULTS AND CONCLUSIONS

1. Digital electronic requirements for implementing optimal stochastic
feedback controls designed using linear quadratic Gaussian (LQG) theory were
delineated. These requirements include accuracy, computational capability, and
memory requirements. The effect on these requirements of various system represen-
tations (standard, Jordan canonical and companion forms) within the control logic
was investigated.

2. Accuracy requirements depend upon closed-loop system dynamics. To
establish accuracy requirements a quadratic performance index was defined to
provide a direct indication of transient performance degradation associated with
finite microprocessor word lengths. Results show that performance degradation
as a function of word length depends upon model structure within the controller.
Therefore, the performance index approach is used to determine the model structure
to minimize performance degradation as well as to determine microprocessor word
length.

3. Computational requirements depend upon (1) the maximum sample time and
(2) controller computation time per sampling interval. The computation time per
sampling interval must be less than the maximum sample time.

(a) The maximum sample time is a function of closed-loop system dynamics.
Plotting the z-plane root locus of the discrete controller as a function
of sample time was shown in this study to be an effective way to
determine the effect on system performance of different sample times.

By analyzing the z-plane root-locus plot the maximum sample time is
established.

(b) The computation time per sampling interval includes arithmetic and I/0
computation times. The arithmetic computation time is a function of
the number of system states, inputs, and measurements as well as micro-
processor speed. The I/0 computation time depends upon the number
of system inputs and measurements as well as interface speed. Computa-
tion times for the Intel 8080 microprocessor (an 8 bit microprocessor),
the DEC LSI 11/2 microprocessor (a 16 bit microprocessor), and the
DEC LSI 11/2 microprocessor with hardware multiply option were tabu-
lated for the generic linear system as a function of system order,
number of inputs and outputs. These tables indicate that the DEC LSI
11/2 microprocessor with hardware multiply is significantly faster
than the Intel 8080 and DEC LSI 11/2 microprocessors. For implementing
LQG control logic the Intel 8080 microprocessor is faster than the DEC
LSI 11/2 microprocessor because the Intel 8080 software multiply
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subroutine (8 bits) is significantly faster than the DEC LSI 11/2
software multiply subroutine (16 bits). In addition, the Jordan
canonical structure requires the minimum arithmetic computation

time; whereas, the standard structure requires the maximum arithmetic
computation time.

4, Memory requirements depend upon the system model and microprocessor code.
Memory requirements for the Jordan canonical and companion structures are the
same. The standard structure requires the maximum memory. Memory requirements
for the Intel 8080 and DEC LSI 11/2 microprocessors were tabulated. These tables
show that memory requirements for LQG control logic are not severe. For example,
a controller for a system with 10 states, 10 inputs and 10 outputs requires
less than 1K of RAM and less than 1K of PROM.

5. The developed procedures were validated by application to two systems.
The first system was a single-input, single-measurement second-order linear
system. The second plant was an F1l00 gas turbine engine model linearized about
sea-level static military operation. The engine model has five states, four
inputs, and five measurements. The procedures were verified using a closed-
loop simulation of the continuous plant/discrete controller.

(a) An Intel 8080 microprocessor can be employed to implement the second-
order controller. The requirements for the second-order controller
are (1) 8-bit word length accuracy, (2) minimum and maximum sample
times of 2.73 and 700 msec, respectively, and (3) 347 and 21 words of
PROM and RAM, respectively.

(b) A DEC LSI 11/2 microprocessor with hardware multiply can be used to
implement the LQG F100 engine controller. The requirements for the
F100 engine controller are (1) 12-bit word length accuracy, (2) minimum
and maximum sample times of 9.68 and 25.0 msec, respectively, and
(3) less than 200 words of RAM and less than 200 words of PROM.
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INTRODUCTION

Over the past several years use of modern control methodology -- in particular,
linear quadratic Gaussian (LQG) theory -- has gained increased recognition as an
effective design tool for control of nonlinear multivariable stochastic systems
(Refs. 1-8). The referenced studies have been conducted under a combination of
AFOSR, Office of Naval Research (ONR), Air Force Aero Propulsion Laboratory (AFAPL),
NASA-Lewis and Pratt & Whitney Aircraft (P&WA) support. In these as well as many
other aerospace applications the primary impetus for application of modern LQG
control concepts is improved system performance combined with the advent of digital
electronic control implementation. Digital electronics provide the means by
which complex controllers associated with LQG theory can be implemented. The
current trend both within as well as outside the aerospace controls community
toward increased use of digital electronics -- in particular, microprocessors —--
will lead to increased use of modern control logic including system identification,
modeling, estimation, and multivariable control methodologies (Ref. 9). In addi-
tion, use of microcomputer controllers will lead, in many instances, to reduced
control cost (Refs. 10 and 11), lighter and smaller controls (Ref. 12), lower
power requirements and integrated circuit reliability (Ref. 13). Recent studies
(Ref. 14) have demonstrated that existing microprocessors can be used to imple-
ment algorithms for parameter identification of relatively simple, low-order
dynamic systems.

However, prior to widespread use of microprocessors for modern control logic
implementation, key issues associated with microprocessor implementation of LQG
control and estimation concepts must be addressed and resolved. These issues
include (1) accuracy, (2) computational capability including arithmetic as well
as interface speed, and (3) memory requirements (Ref. 15). These requirements
depend upon system dynamics as well as upon the particular control algorithm
employed. Definir~ these requirements will establish criteria for selecting
the appropriate computer system for control implementation.

Consequently, this study was directed toward establishing microprocessor
requirements for implementing modern control logic. The objective of this
investigation was to define microprocessor requirements of LQG control logic
for linear systems. An analytical procedure to determine accuracy requirements
for LQG control logic was developed. Computational capability, interface and
memory requirements were established for generic representations of system
dynamics. The effects on these requirements of various system representations
(standard, Jordan canonical, and companion forms) within the LQG control logic
were investigated. To evaluate and illustrate the developed methodology, micro-
processor LQG control requirements were delineated for (1) a second-order model
and (2) a fifth-order F100 turbofan engine model.
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Because the linear system model employed in this study is general in nature,
results of this study are not unique to any one particular system. Therefore,
the results obtained in this study have applicability to a broad range of control
problems with which the Air Force and the other military services are concerned.
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CONTROL OF LINEAR STOCHASTIC SYSTEMS

In this section the linear stochastic control problem is presented. The
linear stochastic system model is defined first. This model is general in
nature and is therefore applicable to a broad range of estimation and control
problems. Linear quadratic Gaussian (LQG) control design is then outlined. In
the final part of this section digital implementation of the multivariable control
and estimation logic is discussed.

System Description

The system model is shown in Fig. 1 with provision for estimation and control
algorithms included. The open-loop system consists of a linear plant, control
actuators, and sensois. Open-loop linear system dynamics are described by the
differential and algebraic equations

x() = A x(1) + B u(t) + £(t)
y( = C x(t) + D u(t)

. z(t)=E x(t) + n(t)
where the vectors x, u, y, and z represent the n states, m inputs, p outputs, and
{ measurements, respectively. Note that the vector x includes plant, actuator,
and sensor states. The random process vectors { and n represent white zero-mean
Gaussian n-dimensional process and /-dimensional measurement noise, respectively.
The constant A (nxn), B (nxm),C (pxn), D (pxm) and E (£ x n) matrices
define linear time-invariant system dynamics. The dot notation denotes differen-
tiation with respect to time. The initial state vector is assumed to be a Gaussian
random variable with known mean. The random vectors x(0), £(t), and n(t) are
assumed independent with known covariances. The statistical properties of these
random vectors define the system inaccuracies. The process noise (£(t))
models actuator uncertainties, plant disturbances, and system-to-system parameter
variations. Sensor noise (n(t)) models measurement inaccuracies.

(1)

Linear Quadratic Gaussian Control

Linear quadratic Gaussian theory provides the analytical tools to design an
optimal feedback control for the stochastic system described by Eq. (1). Solution
of the overall LQG problem separates into the solution of (1) linear quadratic
regulator (LQR) and (2) linear Gaussian estimation problems. The key theorem
that demonstrates this property is often referred to as the separation theorem
(Ref. 16). The stochastic control design procedures then involve (1) determin-
istic multivariable feedback control using LQR theory, (2) stochastic filter design
using Kalman estimation logic, and (3) closed-loop regulation based on feedback
of estimated system variables through the deterministic control logic.
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| The solution to the stochastic linear optimal control problem is well-known
and the details can be found in Ref. 16. Under appropriate controllability and
observability conditions the optimal input u* exists. The filter and control

{ dynamics are described by  J(y)= F} (1) + H(z(t) —ER()

(1) =6R(n

Féa+B6

K where the notation (/) denotes the estimate of the variable in parentheses,
E G (m x n) represents the deterministic feedback control gain matrix and H (n x £)
4 ! represents the steady-state Kalman filter gain matrix.

(2)

The deterministic control and Kalman filter gain matrices (G and H, respec-
tively) depend upon (1) the dynamics of the system, (2) the levels of uncertainty
in the system, and (3) performance criteria that specify satisfactory time evo-
lution of the system inputs and outputs. However, since the problem assumptions
B lead to constant gain matrices, these gains can be computed off-line. The result-
I ing stochastic feedback control structure to be implemented using microprocessors
is illustrated in Fig. 2.

Digital Control Implementation

The structure of the stochastic feedback control to be implemented with micro-
0 processor is shown in Fig. 2. Figure 2 indicates that a system model must be
ig employed within the controller. Many mathematically equivalent model representa-
e tions of the linear system dynamics exist (Ref. 17). The model representation
employed will affect the digital electronic requirements. Generally, for physical
systems the matrix F will be standard form. For the standard form all elements

ke

of the matrix F are assumed to be nonzero and F is represented by
H P 3
L fu i ¥ 3 fin
Topolige . = e gy (3)
F= L] ° L] L L]
fo fa2z . fan
. . ¥

To reduce digital electronic requirements for implementing the LQG control
logic (Eq. (2)), state coordinates employed within the controller may be different
from the physical system state coordinates. Several forms obtained by state
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transformation (i.e., by a change of coordinates) will reduce the required number
of arithmetic operations. These forms include the Jordan canonical form and
the companion form.

To change state coordinates the estimated state vector % is transformed
through the equation

(4)

where T is an n x n nonsingular constant matrix. Substituting Eq. (4) into the
state equations for % (Eq. (2)) leads to transformed state equations given by

dm=TFTAMm+ v u[20- ET@]
u) = GTR(),

Equations (2) and (5) represent the same system in different coordinates. Note,
also, that Eq. (5) is of the same form as Eq. (2). That is,

(5)

G N=Fr A(D+HL (2D -Er Wi (6)
ult)=6,w (1)

vhere Fy = T"L(F)T, Hy = T™lH, Ep = ET and G, = GT. However, the matrix Fy depends
upon the selected transformation matrix T. Note that T=I results in the standard
form, i.e., Fp=F.

To transform Eq. (2) to the Jordan canonical form, the eigenvalues of the
matrix F must be employed. For convenience it is assumed here that the matrix
F possesses distinct eigenvalues. This assumption is quite reasonable for most
physical systems. Associated with each eigenvalue xi there exists a nonzero
eigenvector wy (n x 1) defined by

Fui=liwi, %))

When the eigenvalues are distinct the eigenvectors wy form a linearly independent
set. The matrix T to transform Eq. (2) to the Jordan canonical form is the non-
singular modal matrix of F (i.e., the columns of T are the eigenvectors w,). The
matrix T-1 FT is a diagonal matrix with diagonal elements equal to the eigenvalues
of F, 1.e.,

. ®)
T'fT = T Gk o T
o o . . . kﬂ

ST T O i
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where T is the modal matrix of F.

To transform the matrix F to the companion form, the matrix T (which is not
unique (Ref. 16)) may be selected as

hF
L 9
th-|
where 53 =
h(|xn)=[|bolocooo.o ]o (10)
The matrix T'IFT is then the companion form given by
BT L SRR
(0] 0 | . . 0)
L] * L] L] L] o
(11)
T-.FT= L ] ° ° ° °
S A e
Un-q- Qn On Qn
- =

where a , 1i =0, 1.., n are the coefficients of the characteristic polynomial of F.
That is,

Qn X"*'Cln-. XH-......+0°=lF-XI|. (12)

Inspection of the standard, Jordan canonical, and companion forms (Eqs. (3),
(8) and (11), respectively) and the filter equation (Eq. (5)) indicates that the
required number of arithmetic operations (additions and multiplications) is a
function of model representation. The model representation selected on the basis
of minimum number of arithmetic operations would be the Jordan canonical form.
However, the Ref. 18 study shows that accuracy of digital filters varies with
filter structure even though the overall transfer functions of the digital filters
are identical. This variance in accuracy is due to the finite word lengths
associated with digital electronic implementation. Therefore, this study
investigated the impact of filter structure on system performance. The approach
adopted for determining the appropriate structure is discussed in the next
section.

Sttt o
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!; To code the controller on a digital computer the filter equations for state
- estimation (Eq. (5)) are generally represented by (1) state prediction equations

and (2) state update equations. Filter equations -~ obtained by expanding closed-
loop filter dynamics in a Taylor series -- which predict state variables at time
H ~4 (t + At), given measurements to time t, are described by

0 @ 1+ A1/D) = (1+ IO/

{ |

i 1gT)2A42 “1gT)3 A3 (13)
(] 2! 3!

L When the sampling interval has been chosen, ¢ may be computed off-line to the

desired accuracy. The number of terms retained in the series expansion for ¢
{ depends upon the microprocessor word length to be used in implementing the con-
L troller. That is, the number of terms retained is selected so that the sum of
terms beyond the last term retained is less than the accuracy of the microprocessor.
The notation f(t + At/t) represents the value of the function f at time (t + At)
given measurements to time t. The filter update and deterministic control equa-
tions are given by

Q1+ A1+ AN =B (1+ AVD + TIHAL[z (14 A0 - TG0+ A/

14
u(t+At/t+ AN = TR+ At/t+ A . as

Equation (1}) indicates that state prediction computational requirements depend

g upon the sygtem model employed in the filter and the state order; whereas, Eq.

? (14) shows jhat state update and input computational requirements depend on state
[ and measurement orders and input and state orders, respectively. In additionm,

: Eqs. (13) and (14) show that the arithmetic operations for solving the filter

E \ and deterministic control equations are matrix multiplications and additionms.

3 For digital implementation system dynamics are normalized so that the control
law (Eqs. (13) and (14)) may be coded using fixed-point rather than floating-
point arithmetic. Fixed-point arithmetic is employed for digital implementation

4 of the contr¢l logic to increase computational speed. Generally, system dynamics

* are normalized so that the digital numbers in the control computations range

l between -1.0 land +1.0. Then the most significant bit (bit 0) in the computer

_ word is the sign bit and the least significant bit (bit b-1; where b denotes the
; number of bits in the microprocessor word) represents 2(~b+l). For notational

‘ convenience, .e., to avoid introducing new symbols for normalized system vari-
o ables) Egs. (1) through (14) will be used to represent normalized system dynamics
E in the renninddF of this report.

Accuracy oé\the microprocessor estimation and control logic will depend upon
[1 (1) word length of the microprocessor and (2) word length of the input/output
< (1/0) devices. Due to finite microprocessor and I/0 word lengths (where 1/0
I devices include direct digital output effectors such as transducers with frequency
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output and stepper motors as well as A/D and D/A converters) quantization errors
occur in the digital representation of a number. For the scaling described pre-
viously, the absolute value of the maximum quantization error e is given by

(=b+1)

e=2 (15)
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MICROPROCESSOR REQUIREMENTS

Key issues associated with microprocessor implementation of linear quadratic
vaussian (LQG) control logic are addressed in this section. An analytical pro-
cedure to establish microprocessor accuracy requirements is described first.

{ Computational requirements including arithmetic as well as interface speed are
U then set forth. Memory requirements as a function of system order and system
model within the filter are then presented.

Accuracy Requirements

O—

Controller accuracy required to obtain satisfactory system performance will
depend upon (1) the structure of the system model employed within the Kalman filter
and (2) system sensitivity to controller errors. To determine system time response
sensitivity to microprocessor word length (that is, to determine microprocessor
accuracy requirements) a performance index

i

E

‘; = m ° : t 2

s (L J; f [(sYsTEM RESPONSE)*—(sYSTEM RESPONSE)']? Ot (16)
l

!

{ | --where ( )* represents the system response with the controller coded on a 36-bit
floating-point computer (a very accurate controller) and ( )+ represents the
system response with the controller coded using b bits (with b < 36) and fixed-
point arithmetic--was defined to provide a quantitative measure of performance
degradation. Its computed value provides a direct indication of the transient

§ performance degradation associated with microprocessor quantization errors.

The integrand of J was selected as quadratic in system input and output
variables so that the value of J can be analytically computed from the known pro-
blem matrices. That is, the performance index

| 33 Pl -y alyr-yh + (W -ut)’ Rlu*-uh]at an
I o
j where y* = output response vector with 36-bit controller
{‘ { y* = output response vector with b-bit controller
i { u* = control vector with 36-bit controller
£ u? = control vector with b-bit controller
= weighting matrices

| QR

was defined. The performance index J represents performance degradation due to
finite word lengths less than the accurate 36-bit word length. As the number
of bits in the computer word approaches 36, J approaches zero.

i
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Li From Eqs. (1) and (5) the closed-loop system dynamics (open-loop system and
5 controller) are described by
I i ‘; SE ~7 i 7(0):70
- y=C x. (18)
‘ u=G¢ X
| [ s d x
| e[
J w
* 1 where
| | WA B(GT)
p : c
‘ P [ B R
=~ =1 (s} (19)
\ (T H)GEN (TTFT), (T H), (ET),
: i C=[c} otem)]
I g=[o} (em)].
: The notation ( ) ¢ indicates that the matrix is implemented in the digital con-
] troller. The accuracy of these matrices in the controller is limited by the word
i { length of the digital controller. Matrices without the subscript c represent the
‘ : open-loop system dynamics. The solution to Eq. (18) is given by
’ X=ef' Xy
y=Ceft %, (20

U’E eF' ‘;o .

Substituting Eq. (20) for the 36-bit representation (y*, u*) and for the
b-bit representation v, ut) into Eq. (17) and algebraically manipulating the
resulting equation for J as well as taking the expected value of J over x, leads
to

JEtr P+ 21rPy ¢ tr Py (21)
where ol e e . P A
F  P+pF 2-(C aC"+8*rE")
~gl ~al o e
F. Pz’Pz?*l(c. oc* ’a‘ln ef) (22)
Flogery ¥ oot 43" agh

and "tr" indicates the trace of a square matrix. Equations (21) and (22) indicate
that the performance index J is a function of (1) the closed-loop system dynamics
(F, C, G) and (2) the microprocessor word length (number of bits). For a given
closed-loop system the performance degradation J averaged over all possible initial

13
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conditions can be computed by solving the bilinear equations (Eq. (22)) for

) - P2’ and P3. This analytical procedure eliminates the need to run system

time responses and perform numerical integrations over many initial conditions

to determine microprocessor accuracy requirements for implementing the digital
controller. In addition, this procedure for establishing microprocessor accuracy
requirements is not limited to LQG controllers. The procedure is applicable to
any linear closed-loop system expressed in Eq. (18) form.

In addition to using Eq. (22) to establish the required microprocessor
word length, Eq. (22) can also be employed to determine the structure (i.e.,
F -- see Eq. (19)) to minimize performance degradation. That is, time response
y*, u* associated with the high accuracy 36-bit floating-point controller shouid

‘have negligible dependence upon system structure since the system structures F

are mathematically equivalent. On the other hand, time response yt, u® will
depend upon the particular structure selected because of fixed-point arithmetic
operations and small word length (e.g., b = 4 or 8). Results obtained will
assist in establishing the optimum structure for microprocessor implementation
of LQG control logic.

Computational Requirements

In this section computational requirements are discussed. Computational
requirements depend upon (1) the maximum sample time (i.e., minimum sampling
rate) that maintains desired system performance and system stability as well as
(2) arithmetic and I/0 computation time per sampling interval. A procedure for
determining the maximum sample time (i.e., maximum sampling interval) is described
first. The maximum sample time depends upon system dynamics. Computation time
per sampling interval is then presented. The computation time per sampling inter-
val depends upon (1) the number of arithmetic and 1/0 operations per sampling
interval, and (2) the speed of the microprocessor and interface. Computation
time per sampling interval establishes the minimum sample time. If required com-
putation time per sampling interval is less than the maximum sample time that
maintains desired system response, then the microprocessor and interface system
may be used to implement the LQG controller.

Sample Time

To analyze linear, time-invariant, discrete-time systems (Eqs. (13) and (14)),
the z-transform is employed. From Eqs. (13) and (14), discrete controller dynamics
are given by
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wik+1)=¢oW(k) +Hp z(k+1)
ulk+1)=6,Wwik+1)

(23)

where _
o= (I-THETA (1+¢)
-l 2,32 T'l 3733
$ - T FTAt+(T l-;l’!) At R ( FTs)! At e A o
Hp = T'HAt
Go = GT
Kth

and k denotes the sample time. Routh's criterion, the root-locus method,

or frequency response methods -- procedures used to investigate transient re-

sponse and stability of continuous-time systems -- may be extended to investi-
gate transient response and stability of discrete-time systems (Ref. 19).

In this study, the root-locus method was employed to relate sample time
(At) and system performance. This method has the advantage that the z-plane
poles are available on the root-locus plot once the controller has been selected
and the root locus plotted as a function of sample time. The effect on system
performance of different sample times is then easily determined from the root-
locus plot. '

To establish transient response based on system poles in the z-plane, the
relationships

3 = ecA'o'uM

szo+jw
(25)
are employed. Equation (25) shows that
131 = e
3 = eluat (26)

Therefore, for a given At, (1) lines of constant ¢ map into circles and (2) lines
of constant w map into rays originating at the origin. To establish lines of
constant damping (£) in the z-plane the relationships

o. &'ﬂ (27)

w= h'n«/4:]ii‘
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along with Eq. (26) are used. Lines of constant damping (for £ = 0 to 1.0) as
well as lines of constant oAt and wAt are shown in Fig. 3.

The system will be stable for all values of oAt for which the root locus is
inside the unit circle (oAt < 0). For transient response, Fig. 3 shows that:

(1) for a pole on the positive real axis (w = 0) and inside the unit cir-
cle the time response is exponentially decaying. The rate of decay
increases as the pole approaches the origin. There is no decay if the
pole is on the unit circle.

(2) for complex poles in the right-half plane and inside the unit circle
the time response is an exponentially decaying sinusoidal oscillation.
The frequency of oscillation increases as the poles move toward the
imaginary axis. The rate of decay is faster near the origin. Stable
oscillations result if the poles are on the unit circle.

(3) for a pole on the negative real axis (wAt = 7) as well as for complex
poles in the left-half plane (and inside the unit circle) the time
response is an exponentially decaying sinusoidal oscillation. The fre-
quency of oscillation is higher than the right-half plane frequencies.
Decay 1s faster near the origin.

Transient response for a discrete-time system as a function of z-plane pole loca-
tion is summarized in Fig. 4.

The z-transform for the discrete controller to be implemented on
microprocessors (Eq. (23)) is given by

u(;) z K((y) 2(3) (28)

where

K(7) = GpI2- ¢p)™' Hp 3,

Note that the transfer matrix K () is a function of sample time (see Eqs. (23)
and (24)). To relate sample time (At) and system performance a root-locus as a
function of sample time is plotted. That is, the poles of K Q;) as a function of
At are plotted in the z-plane. Accuracy of the gains in the transfer matrix K
are limited by the computer word length established by applying the performance
index discussed previously. From the root-locus plot the maximum sample time for
which system performance is adequate may be determined.
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By examining z-plane poles as a function of At the maximum sample time for
stable controller operation (all poles within the unit circle) may be established.
In addition, controller transient response as a function of sample time may be
investigated (see Fig. 4). The maximum sample time for which all controller real
poles are in the right-half plane (i.e., high oscillations associated with real
poles in the left-half plane are not present in the controller time response) may
be determined. Based on this analysis the control designer may determine the
maximum sample time required for adequate controller response. This sample time
must be smaller than the closed-loop system sample time based upon the Nyquist
criteria. Also, the sample time selected must be long enough to complete all
arithmetic and I/0 computations.

Computation Time

The computation time per sampling interval includes (1) arithmetic compu-
tation time and (2) I/0 computation time. Arithmetic computation time depends
upon (1) the number of arithmetic operations per sampling interval and (2) the
microprocessor time to execute each operation. The I/0 computation time depends
upon (1) the number of inputs and outputs and (2) the speed of the iaterfaces.
In this study, it is assumed that the interfaces are A/D and D/A converters.

To reduce the number of computational operations, Eq. (23) rather than
Eqs. (13) and (14) are coded on the microprocessor. Note that the matrix T
should be selected so that ¢ is the desired structure. z

The software to implement Eq. (23) on a microprocessor consists of matrix/
vector multiplications and one vector addition. For computational speed the
matrix/vector multiplications (p (q x 1) = M(q x r) v (r x 1)) are accomplished
by (1) nultiplying all q elements in the 3t th column of the matrix M by vy (i.e.,

for 1{ = 1 to q) for § = 1 to r and (2) adding the r columns of the

i.*i row of ; to obtain py for 1 = 1 to q. This procedure for matrix/vector
multiplication is more efficient than directly coding py -jgl Hij vj because vy

only has to be addressed once rather than r times for the matrix/vector multipli-
cation.

A block diagram of the matrix/vector multiplication code is shown in Fig. 5.
Figure 5 indicates that, in addition to the time for multiplying or adding the
appropriate numbers, there is logic time associated with each multiplication and
addition. The multiplication, nultiplicntion logic, addition, and addition logic
times are denoted by H. iul- LhZ’ + .1, and L.z, respectively. These times are
a function of microprocessor.
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t‘ The arithmetic computations per sampling interval for the three structures --

; standard, Jordan canonical, and companion forms -- are compared in Table I. The
structure employed within the filter affects only the filter equation. Table I

l) indicates that for n > 1 the Jordan canonical form requires the minimum arithmetic
computations per sampling interval. Also, the effect of structure on computa-

¢ tional requirements is most significant when the number of states is significantly

I; greater than the number of outputs and controls since differences in the filter

e equation computational requirements are a function only of the number of states (n).

e

A/D and D/A conversion times as well as state, input, and output orders is shown &

{ in Table I. The arithmetic and I/0 operation times vary with microprocessor and

‘ A/D and D/A converters, respectively. The characteristics of a representative

. set of microprocessors and A/D and D/A converters are shown in the Appendix

(Tables A-I and A-II, respectively). The microprocessor characteristics include &

word length, internal registers, indexed addressing capabilities, and multiply

instruction capability. The A/D and D/A converter characteristics include word

length, conversion time, and technology. ‘

¥

To compute the arithmetic operation time,code must be written to execute$

. the matrix/vector multiplication (see Fig. 5). This code depends upon the micro-
processor. Two microprocessors were selected to (1) demonstrate the implementa-
tion of LQG control logic on microprocessors and (2) define the computation time

as a function of system order only. An Intel 8080 and a Digital Equipment Corpora-
tion (DEC) LSI 11/2 -- two very different microprocessors -- were chosen.!!Both pro-
cessors are commercially available and extensively used. The Intel 8080 is an
8-bit microprocessor with a limited instruction set and no indexed addressing;
whereas, the DEC LSI 11/2 is a 16-bit microprocessor with a powerful instruction
set and indexed addressing. Table II lists representative microprocessor

{. instructions for the Intel 8080 and DEC LSI 11/2. Note that hardware multiply/

S

{ divide instructions are available for the DEC LSI 11/2. a

, The codes to implement LQG control logic on an Intel 8080 and DEC LSI 11/2
if have been included in the Appendix, Figs. Al and A2, respectively. These codes
g are for the controller with the standard structure in the filter. They would
} have to be modified to take advantage of reductions in computational requirements
(j due to a Jordan canonical or companion structure in the filter. These codes use
a software multiply subroutine. If a hardware multiply were available, the hard-
. ware multiply would replace the call to the software multiply subroutine. Charac-
l} teristics of hardware multipliers are summarized in the Appendix (Table A-III).
Hardware multiplier characteristics include word length, multiply time, and

[] technology.

B gl SO R MR e T O
= _ BRI e o PR ;

W Mitar P, 2




R79-944258-2

Table III shows times associated with executing the matrix/vector multiplica-
tion on an Intel 8080 and DEC LSI 11/2. The add and multiply logic times as well
as the add time are significantly less for the DEC LSI 11/2 than for the Intel 8080.
This decrease in execution time with an increase in word length is due primarily
to the more powerful instruction set and addressing modes of the DEC LSI 11/2.

On the other hand, the software multiply time for the DEC LSI 11/2 is 4.25 times
the execution time for the Intel 8080. This increase is due to the fact that the
word length of the DEC LSI 11/2 (16 bits) is double the word length of the Intel
8080 (8 bits). For comparison, the execution time for a double precision (16 bit)
software multiply on the Intel 8080 is shown in Table III. This time is greater
than the software multiply time on the DEC LSI 11/2. Hardware and software
multiply instruction times for the DEC LSI 11/2 are also compared in Table III.
This comparison indicates that the hardware muitiply instruction time on the

DEC LSI 11/2 is approximately 3.5 percent of the software multiply time.

Intel 8080 and DEC LSI 11/2 arithmetic computation times with software
multiply subroutines are compared in Table IV. Table IV shows that the computa-
tion time per sampling interval for the DEC LSI 11/2 is significantly greater than
the computation time per sampling interval on the Intel 8080 due to the greater
DEC LSI 11/2 multiply time. Table IV also compares DEC LSI 11/2 software
multiply arithmetic computation time with DEC LSI 11/2 hardware multiply arithmetic
computation time. This comparison indicates that the arithmetic computation
time per sampling interval on the DEC LSI 11/2 can be decreased by approximately
90 percent by using a hardware multiply. Table IV also shows that computation
time is more influenced by the number of states (n) than by the number of inputs
(m) or outputs (2).

Computation time per sampling interval as a function of microprocessor, system
structure within the controller, and system order is shown in Fig. 6. It is
assumed that the system has the same number of states, inputs, and outputs.

Figure 6 shows that for a given sampling interval the number of states that can

be in the controller varies with microprocessor. For example, for a sampling
interval of 25 msec the maximum number of states in a standard structure controller
is: 2 states for the DEC LSI 11/2 with software multiply, 4 states for the Intel
8080 with software multiply, and 8 states for the DEC LSI 11/2 with hardware
multiply. Figure 6 also shows that the computation time with the Jordan canonical
structure within the controller is significantly less than the computation time
with the standard structure within the controller.

The arithmetic and I/0 computation requirements per sampling interval (Table
I) establish the minimum sampling interval. If this minimum sampling interval
is less than the sample time required to achieve adequate system performance, then
the microprocessor/interface system may be used to implement the LQG controller.
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Memory Requirements

Memory requirements depend upon (1) the system model and (2) the computer
code including temporary storage to implement the LQG control algorithm. System
model memory requirements are a function of model structure as well as system
state, input, and output orders. System model requirements will not vary with
microprocessor. On the other hand, the computer code and temporary storage
requirements will vary with microprocessor as well as system model.

Memory requirements as a function of system order and structure are shown
in Table V for the Intel 8080 and DEC LSI 11/2. Table V indicates that the system
and temporary storage memory requirements are primarily dependent on the number
of states in the system. The standard structure requirements increase with the
square of the number of states; whereas, the Jordan canonical and companion struc-
tures increase linearly with the number of states. Table V shows that memory
requirements for the Jordan canonical and cempanion structures are the same. The
Intel 8080 computer code memory requirements (341 words) are approximately triple
the DEC LSI 11/2 computer code memory requirements (113 words). This difference
in code requirements is due to the fact that the DEC LSI 11/2 instruction set is
more powerful than the Intel 8080 instruction set.

Figure 7 shows PROM and RAM memory requirements as a function of model struc-
ture within the controller for the Intel 8080 microprocessor. It is assumed in
Fig. 7 that the number of system states, inputs, and outputs sre equal. Figure 7
indicates that memory requirements for the LQG controller are not severe. For
example, if the system has 10 states, 10 inputs, and 10 outputs then the PROM and
RAM memory requirements are 0.641 K and 0.365 bytes, respectively. On the other
hand, the arithmetic computation time per sample interval for this 10 state con-
troller implemented on the NEC LSI 11/2 with hardware multiply (the fastest micro-
processor considered) would be 33,5 msec. Therefore, computation requirements
are a more critical consideration than memory requirements.
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APPLICATION AND EVALUATION OF
MICROPROCESSOR REQUIREMENT PROCEDURES

The application and evaluation of microprocessor requirement procedures are
discussed in this section. To evaluate and illustrate the developed procedures
they were applied to (1) a second-order plant and (2) a fifth-order F100 turbofan
engine model linearized at sea level static military operation. To verify the
results a continuous system/microprocessor controller was simulated on the UNIVAC

1110 at UTRC.

The closed-loop simulation for verifying the procedures is described first.
Use of these procedures to define microprocessor requirements for digital control
of a second-order system are presented next. In the final section results of
applying the procedures to establish microprocessor requirements of a linear
quadratic Gaussian (LQG) controller for the fifth-order F100 turbofan model are
set forth.

Closed-Loop Simulation for Verifying Frocedures

The closed-loop simulation to be used in verifying the procedures for
establishing microprocessor requirements to implement LQG control logic is shown
in Fig. 8. The simulation consists of (1) the open-loop system dynamics (Eq. (1))
and (2) discrete controller dynamics (Eq. (23)). Th& open-loop system was
simulated using floating-point arithmetic and a very small integration step
size (0.001 seconds) so that the plant appears as a continuous system. The
discrete control and estimation logic were coded to simulate fixed-point arithmetic
operation. Coding was developed in the controller so that the word length and
sample time can be varied. The word length can be varied from 1 to 36 bits.

The resulting closed-loop system appears as a continuous plant/discrete controller.

The analysis for establishing the microprocessor requirement procedures is
based on linear system theory. However, when the 1QG control algorithm is coded
on a digital computer the algorithm is nonlinear due to finite word lengths.
That is, the matrix multiply

(29)
Py = Myvi+ MV,

s
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is calculated in the computer as

(P = [('“uc\'lc)c"' (m2¢ Vzc)c]c. (30)

However, in thé analysis it is assumed that

(Phe = (Mycvie + Myac vacle.. (31)

This assumption in the analysis (Eq. (31)) must be taken into account when inter-
preting results for very small word lengths (i.e., the filter is very nonlinear -

(Eq. 30)).

Second-Order System

Normalized plant, control, and filter dynamics (Eqs. (1) and (2)) are shown
in Table VI. In control design the deterministic control weighting matrices
were selected as identity matrices.

The performance index for the second-order plant as a function of word
length and model structure within the controller is shown in Fig. 9. For
notational convenience the performance index is normalized so that the perfor-
mance index scale ranges from O to 1.0. Figure 9 indicates that closed-loop
system performance improves significantly (J decreases rapidly) as the controller
word length increases from 3 to 8 bits. If less than 3 bits are employed in
the controller the closed-loop system is unstable. As the controller word
length is increased from 8 to 16 bits small change in closed-loop system performance
occurs. In addition, Fig. 9 indicates that the model structure employed within
the filter has little effect on the closed-loop system sensitivity to controller
word length for word lengths greater than or equal to seven bits. However, for
word lengths less than seven bits and for this closed-loop system the Jordan
canonical form is slightly less sensitive than the companion and standard forms
to controller errors due to finite microprocessor word length.

Output response of the second-order model with different word-length con-
trollers is compared in Fig. 10. The standard structure was emplcyed in the
controller. Output response with different structures and 6 bit word length in
the controller are shown in Fig. 11. The controller sample time in Figs. 10 and
11 is 0.1 seconds. The response in Figs. 10 and 11 results from initial condi-
tions of 0.5 on the normalized states. Transient response of Figs. 10 and 11
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verify results obtained from analytically computing the performance index J.

In addition, second-order system time responses with different sample times in
the controller were generated. Different controller sample times did not change
the relative effect of different controller word lengths on system performance.
Note that the steady-state bias errors shown in Figs. 10 and 11 for controller
word lengths less than or equal to 8 bits do not affect the performance index
(Eq. (17)). (If they did, the value of the performance index would approach
infinity.) This result is due to the fact that the performance index is com-
puted from Eq. (18); whereas, response of the continuous system/discrete
controller simulation is computed from Eqs. (1), (2), and (23).

To determine the required sample time for the second-order 8 bit controller
a root locus of the controller poles as a function of sample time is plotted.
Recall that the requirement for 8-bit accuracy is established using the perfor-
mance index. The root locus plot is shown in Fig. 12. Poles at selected
sample times (0.1, 0.7 and 1.3 seconds) are displayed. Figure 12 indicates
that for sample times less than or equal to 0.7 seconds the poles are in the
right-half plane and are heavily damped (see Fig. 3). Therefore, for sample
times less than or equal to 0.7 seconds the time response of the controller
should not be oscillatory. In addition, response decay time will decrease as
the sample time increases from 0.1 to 0.7 seconds. Figure 12 shows that one of
the poles is close to the unit circle in the left-half plane when the sample
time is equal to 1.3 seconds. Therefore, for a sample time of 1.3 seconds the
controller response will be stable but oscillatory. The maximum frequency of
the closed-loop system is 0.54 hertz. To satisfy the Nyquist rate the sample
time must be less than 0.93 seconds. Therefore, the sample time of 0.7 seconds
satisfies the Nyquist rate. The maximum sample time for the second-order
controller is 0.7 seconds. With this sample rate the system response will not
be oscillatory.

Second-order output response as a function of sample time is shown in Fig.
13. The standard structure with 8 bit accuracy was employed within the controller.
The output response results from an initial condition of 0.5 on both normalized
states. Figure 13 verifies results obtained from the z-plane plot analysis.

Computation times required per sampling interval for the second-order system
using software multiplicaticn are listed in Table VII. This table indicates
that the minimum computation time is 2.73 msec for the Jordan canonical structure
coded on the Intel 8080. The maximum computation time is 10.12 msec for the
standard structure coded on the DEC LSI 11/2. Both times are well within the
maximum required sample time of 700 msec.




R79-944258-2

Memory requirements for the second-order controller are shown in Table VIII.
Table VIII shows that model structure within the second-order controller has
little effect on memory requirements due to the low system order.

In summary, results indicate that the Intel 8080 with software multiply can
be used to implement the LQG control law for this second-order system. The
requirements for the second-order controller are (1) 8~bit word length accuracy,
(2) a minimum sample time (based on computations) of 2.73 msec and a maximum
sample time (based on controller poles) of 700 msec, and (3) 347 words of PROM
and 21 words of RAM.

Fifth-Order Gas Turbine Engine Model

Closed-loop engine dynamics are shown in Table IX. The plant is a fifth-order
F100 turbofan engine model linearized at sea level static military operation.
The deterministic control design matrices were identity matrices. The process
and measurement noise statistics are shown in Table IX.

The normalized performance index for the fifth-order engine model as a
function of word length is displayed in Fig. 14. The standard model structure
was employed within the controller for the results illustrated in Fig. 14. Trans-
forming the closed-loop standard engine model to the companion or Jordan canonical
structures resulted in a numerically ill-conditioned closed-loop matrix. That
is, the magnitudes of the elements in the closed-loop matrix varied over a wide
range. For example, the magnitude of the companion form closed-loop matrix elements
varied from 0.076 to 5.357 x 10%. As a result of this numerical variation the closed-
loop system dynamics were unstable for word lengths less than or equal to 16 bits.
Figure 14 shows that closed-loop engine performance with the standard model structure
within the controller improves as the word length increases from 7 to 12 bits.
Increasing the word length from 12 to 16 bits does not significantly affect closed-
loop performance.

Afterburner pressure response of the engine model -- representative of
closed-loop engine response -- with different word-length controllers is compared
in Fig. 15. The responses in Fig. 15 result from initial conditions of 0.l on
the normalized engine states. Figure 15 verifies results obtained from
analytically computing the performance index J. However, the technique to
analytically and in closed form evaluate the performance degradation due to a
finite word length in the controller (Eqs. (21) and (22)) eliminates the need
to perform these numerical integrations.

To establish the maximum sample time the poles of the 12-bit discrete
controller as a function of sample time are plotted in the z~plane. Poles
at selected sample times (0.010, 0.025 and 0.046 seconds) are displayed in
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Fig. 16. Figure 16 indicates that for sample times less than or equal to 0.025
seconds the poles of the discrete controller are in the right-half plane. Response
for sample times less than or equal to 0.025 seconds will be non-oscillatory.
Figure 16 shows that for a sample time of 0.046 seconds controller response will
be oscillatory. For sample times greater than 0.047 seconds there is a pole
outside the unit circle (that is, the controller is unstable). The maximum
frequency of the closed-loop system is 5.4 hertz. Therefore, the Nyquist sample
time is 0.09 seconds. The maximum sample time of 0.025 seconds is less than the
Nyquist sample time. Therefore, the arithmetic and I/0 computation time per
sampling interval must be less than or equal to 25 msec to achieve satisfactory
performance. Figure 17 verifies results of the z-plane plot analysis.

Computation times required per sampling interval for the fifth-order engine
model are listed in Table X. The times shown are for the standard structure
within the controller. Recall that controllers with the companion or Jordan
canonical structure were not stable for word lengths of 16 bits or less. Also,
only computation times for the DEC LSI 11/2 microprocessor are shown since a
word length of 12 bits is the accuracy required to implement the controller.
Table X indicates that a sampling interval time of 87.48 msec is required to
complete the control arithmetic and 1/0 computations if a software multiply
subroutine is used. Since the maximum sample time from the z-plane plot analysis
is 25 msec, the DEC LSI 11/2 with software multiply is not fast enough for
implementing the controller. On the other hand, the total computation time
for the DEC LSI 11/2 with a hardware multiply is 9.68 msec. This time is less
than the required maximum sample time of 25 msec. Therefore, the DEC LSI 11/2
with the hardware multiply package can be used to implement this LQG F100 engine
controller.

Memory requirements (see Table XI) for the linearized F100 engine controller
are less than 200 words of RAM and 200 words of PROM. These memory requirements
are very small.

In summary, the DEC LSI 11/2 with a hardware multiply can be used to
implement the LQG F100 engine controller. The requirements for the linearized
F100 engine model LQG controller are (1) 12-bit word length accuracy, (2) a
minimum sample time (based on computations) of 9.68 msec and a maximum sample time
(based on controller poles) of 25.0 msec, and (3) less than 200 words of RAM
and 200 words of PROM.
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CUBRRENT UTRC PROGRAM

The current UTRC program sponsored by AFOSR is a logical extension of the
research reported here. The program is directed toward (1) validating results
presented in this report by demonstrating microprocessor implementation of LQG
control logic and (2) extending the analysis of microprocessor requirements to
nonlinear systems.

To demonstrate microprocessor implementation of LQG control logic, a system
that consists of an analog computer, a microcomputer, A/D and D/A converters,
and a displayunit is being employed. Continuous linear system dynamics are simulated
on the analog computer. Discrete LQG control logic is coded on the microcomputer.
General purpose A/D and D/A converters are employed to interface the microcomputer
controller with the analog computer simulation.

To extend the analysis to nonlinear systems, scheduled-gain nonlinear
estimation and control logic based on LQG theory is being employed. Require-
ments -- including accuracy, computational capability, and memory requirements --
for implementing nonlinear estimation and control logic are being established.
The procedures employed to establish microprocessor requirements for linear
systems are being extended to determine microprocessor requirements for non-
linear systems.
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LIST OF SYMBOLS

Constant n x n matrix used to describe linear system dynamics
Coefficients of the characteristic polynomial of the matrix F
Constant n x m matrix used to describe linear system dynamics
Number of bits in digital word

Constant p x n matrix used to describe linear system dynamics

Constant p x 2n matrix used to describe closed-loop linear system
dynamics

Constant p x m matrix used to describe linear system dynamics

Constant £ x n matrix used to describe 1linear system dynamics
Constant £ x n matrix used to describe transformed linear system dynamics
Quantization'error

Constant n x n matrix used to describe optimal deterministic closed-
loop system dynamics

Constant 2n x 2n matrix used to describe optimal stochastic closed-
loop system dynamics

Constant n x n matrix used to describe transformed optimal closed-loop
system dynamics

Constant m x n optimal deterministic closed-loop feedback gain matrix
Constant m x 2n optimal stochastic closed-loop feedback gain matrix

Constant m x n optimal deterministic closed-loop feedback gain matrix
for microprocessor implementation

Constant m x n optimal closed-loop feedback gain matrix for transformed
system
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LIST OF SYMBOLS (Continued)

H Constant n x £ Kalman filter gain matrix

Hp Constant n x £ Kalman filter gain matrix for microprocessor implementation

Hp Constant n x { Kalman filter gain matrix for transformed system state
model

h 1 x n row vector with hy = 1.0; hy =0, {1 = 2, ... n

I Identity matrix

i General subscript

J Performance index

3 General subscript

K Transfer matrix for discrete controller

k Discrete time

| Dimension of system measurement vector 2z

m Dimension of system input vector u

msec Milliseconds

n Dimension of system state vector x

nsec Nanoseconds

Py Unknown matrices in the bilinear equations for computing the
performance index J (1 = 1,2,3)

P Dimension of system output vector y

Q Constant p x p output weighting matrix in quadratic performance index

R Constant m x m input weighting matrix in the quadratic performance

index
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PROM
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LIST OF SYMBOLS (Continued)

Read/Write Memory

Programmable Read Only Memory

Laplace transform operator

Seconds

Time, sec

Constant nonsingular n x n state transformation matrix
m x 1 system input vector

m x 1 optimal system input vector

n x 1 transformed system state vector

n x 1 system stgte vector

2n x 1 closed-loop system state vector

Closed-loop system state vector at t = 0

p x 1 system output vector

£ x 1 system measurement vector

Discrete transform operator

£ x 1 sensor noise vector

Eigenvalue of closed-loop system (1 = 1, 2, ... n)
Microseconds

m x 1 input (process) noise vector

Real part of complex frequency variable s
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LIST OF SYMBOLS (Continued)
¢D Constant n x n closed-loop system matrix for microprocessor implementation
w Imaginary part of complex frequency variable s
wi n x 1 eigenvector associated with the ith eigenvalue
( )j jth component of vector in parentheses
( )ij Element in the ith row, jth column of the matrix in parentheses
()* System response or controller matrix associated with 36-bit controller j
( )f System response or controller matrix associated with b-bit controller ?
(b < 36 bits)
( )c Matrix in parentheses implemented on digital controller ;
") Time derivative of quantity in parentheses |
d( ) Differential of quantity in parentheses

Finite increment of quantity in parentheses
Estimated value of quantity in parentheses

Inverse of matrix in parentheses

Transpose of quantity in parentheses

Trace operator--trace of square matrix is equal to sum of all
diagonal elements of the matrix

Equals by definition
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TABLE II

REPRESENTATIVE MICROPROCESSOR INSTRUCTIONS

R = Register

(R) = Contents of Register

RP = Register Pair

PC = Program Counter

INTEL 8080: Accumulator is Register When No Register Specified
M Indicates H, L Register Pair

DEC LSI 11/2: R6 is Stack Pointer

Instruction Length (Bytes) Time ( usec)
JRIGEELSR BTN Intel 8080 DEC LSI 11/2 Intel 8080 | DEC LSI 11/2 | 1ntel 8080 | DEC LSI 11/2

Add Data From Memory to Register ADD M ADD(R), R 1 2 3.5 4.9
Call Subroutine Identified by Operand CALL (SUB) JSR PC,(SUB) 3 2 8.5 5.9
Double Precision Add DAD RP i 3 - 5.0 -
Decrement Register by One DCR R DEC, R 1 2 2.5 4.9
Input Data from Location Identified by IN PORT MOV LABEL, R 2 2 5.0 8.4
Operand to Register

Transfer Program Control to Location JMP LABEL BR LABEL 3 2 5.0 8.4
Identified by Operand

Load Tmmediate 16-Bit Data into Register LXI RP, DATA| MOV DATA, R 3 4 5.0 4.9
Move Data from one Register to Another MOV R,R MOV R, R 1 2 2.5 3.5
Move Contents of Register to Memory MOV M,R MOV R,@#ADDR 1 4 3.5 6.6
Move Immediate Data to Register MVI R, DATA MOV R, #DATA 2 4 3.5 4.5
Tovc Immediate Data to Memory MVI M, DATA WVMA._QIADDR 2 6 5.0 8.0
Logical OR Register with Register ORA R XOR R,R 1 2 2.0 3.5
Output Data to Location Identified by OUT PORT MOV R, LABEL 3 2 5.0 4.5
Operand

Place Top of Stack in Register POP RP MOV (R6)+, R 1 2 5.0 4.9
Place Register Contents on Top of Stack PUSH RP MOV R, -(R6) 1 2 5.5 5.2
Return from Subroutine RET RTS PC 1 2 5.0 5.2
One's Complement Register CMA COM R 1 2 2.0 6.2
Arithmetic Rotate Register Right/Left - ASR/L, R - 2 - 5.8/3.8
Rotate Register Right/Left RAR/L ROR/L, R 1 2 2.0 s.2/3.8
Logical AND Register with Register — BITR, R - 2 - 3.5
Pized-Point Multiply‘l) i ML R, R - 2 - 3.0
Fixed-Point Divide'l) — DIV R, R - 2 - n.0
Floating-Point Add(1) — FADD R, R - 2 - 42.1
Floating-Point Multiply(l) -— AL R, R - 2 - 121.1
Plosting-Point Divide(l) — DIV R, R - 2 - 232.0

(1) Extended Arithmetic Chip, KEVI1, Required
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SECOND-ORDER MODEL DYNAMICS

Matrix Matrix Elements
A -3.414 -0.014
0.014 -0.586
B -0.357
0.357
c 1.0 1.0
D 0.
E 1.0 1.0
G -0.037 -0.201
1.240
Covariance of ¢ 0.01
Covariance of 0.01

i
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L TABLE IX
FIFTH-ORDER F100 ENGINE MODEL DYNAMICS
lj Engine Model Linearized at Sea-Level Static Military Operation
] 2; States Qutputs Controls
Fan turbine inlet temperature Airflow Jet exhaust area
. Main burner pressure Fan stability margin Fan inlet guide vanes
3 l' Fan speed Compressor stability margin Compressor variable vanes
E Compressor speed Thrust Main burner fuel flow
¥ Afterburner pressure High Turbine inlet temperature
o Matrix Matrix Elements
| -3.013  -9.303 12.037 -2.398 -1.254
: 4.389  -38.762 -4,221 - 28.480 14,729
01 A -4.755 2.287 -0.400 -1.546 -2.200
L | 2.046 1.062 -0.729 -2.150 -0.624
4.150 -8.814 -0.167 7.477 1.099
[; 0.766 0.546 -0.813 17.095
. 0.056 1.341 7.737 8.641
B 0.156 -1.176 -0.416 2.034
-0.136 -0.024 -0.555 -0.378
-4.729 0.874 1.617 0.223
1.045 0.092 -0.060 -0,028 ~0.050
c 0.386 0.100 -0.217 0.170 ~0.095
n (
“ l 1.044 0.001 ~0.013 0.002
{ -00 015 -0 .003 -00013 -00064
. ' D -0.043 0.278 0.035 -0.155
] | -0.101  0.281 0.137  -0.041
¥ 0.073 0.047 -0.091 0.050
.0
(Continued)
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TABLE IX (Continued)
5
LL L Matrix Matrix Elements
3 :
: { 1 1.602 -1.183 2,224 0.148 5.530
- 0.012 3.074 -0.341 -0.903 -0.223
-2.942 -5.064  5.544 -2,222 8.148
1 | -4.362 0.749 0. 652 -0.092 -0.811
‘ 6.110 1.879 20.560 2.456 0.036
f ‘ 3.341 1.046 12.150 3.728 0.018
bt H 0.822 0.273 3.493 2.523 0.006
0.053 0.045 1.357 3.070 -0.002
| 0.064 0.018 0.282 ~.189 0.001
|
; , 0.01 0 0 0 0
} 0 0.01 0 0 0
: - Covariance of 0 0 0.01 0 0
. £ 0 0 0 0.01 0
| ! 0 0 0 0 0.01
i ‘ 0.01 0 0 0
: i (] 0.01 0 0
i Covariance of 0 0 0.01 0
: n 0 0 0 0.01
! 0 0 0 0 0.01
i
3
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TABLE XI

MEMORY REQUIREMENTS FOR FIFTH-ORDER ENGINE MODEL

Standard Structure Within Controller

DEC LSI 11/2 Microprocessor

Variable Memory 'Mgnory (words)
Type (1 word = 16 bits)

Controller s

variables RAM 121

and

temporary PROM 70

storage

Computer PROM 113

code

Total __RAM 121
PROM 183
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FIG. 3

TRANSFORMATION FROM S—PLANE TO 7 —PLANE

a) LINES OF CONSTANT oAt i
1.0

lm(3)

b) LINES OF CONSTANT wAt
1.0

im(3)

1.0

lm(zi
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DISCRETE-TIME SYSTEM RESPONSE

Im(3) }

6%

RESPONSE WITH POLES ON AXIS IN RIGHT HALF PLANE

POLE 1 POLE2 POLE 3

RESPONSE WITH COMPLEX POLES IN RIGHT HALF PLANE

o O

POLE 4 POLES

RESPONSE WITH POLES IN LEFT HALF PLANE

W b

POLES POLE 7 POLES
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¢

BLOCK DIAGRAM FOR MATRIX/VECTOR MULTIPLICATION
plg x 1) = M(q x r)vir x 1)

[ Tue
i = MY

1 ¥ :

L (1¥SET COLUMN

COUNTER ()
(2) SET UP v,

2 i
(1) SET ROW
COUNTER (i)

(2SET UP M;;

—— s
\ — O —

3

CALL SOFTWARE
" MULTIPLY SUBROUTINE
£ (OR HARDWARE
MULTIPLY INSTRUCTION)

B e I

‘ STORE RESULT
£ I | (P”)

e

: SET ROW
t COUNTER (i)

P——

M = TIME TO EXECUTE BLOCK 3
Tm1 = TIME TO EXECUTE BLOCKS 2,45
Cm2 = TIME TO EXECUTE BLOCKS 1,6
A = TIME TO EXECUTE BLOCK ®

1 = TIME TO EXECUTE BLOCKS 8,10
E, = TIME TO EXECUTE BLOCKS 7,11

70-03-198-6

BRI Dt L 41 T
) b tis Aok o = s
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R79-944258-2 FIG. 6
ARITHMETIC COMPUTATION TIME

n=ms= {

a) COMPUTATION TIME AS A FUNCTION OF MICROPROCESSOR (msec);
STANDARD STRUCTURE WITHIN CONTROLLER

INTEL 8080
e e DEC LSI 11/2
= ew=e DEC LS| 11/2WITH HARDWARE MULTIPLY

b) COMPUTATION TIME AS A FUNCTION OF STRUCTURE WITHIN CONTROLLER (msec);
DEC LSI 11/2 MICROPROCESSOR

STANDARD STRUCTURE
w== <= JORDAN CANONICAL STRUCTURE

400

NUMBER OF STATES

79-03-198-8
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R79-944256-2 i FIG. 7

MEMORY REQUIREMENTS AS A FUNCTION OF STRUCTURE WITHIN CONTROLLER
INTEL wnﬂic:OPFOCESSOR

e STANDARD STRUCTURE
e o= === JORDAN CANONICAL OR COMPANION STRUCTURE

a) PROM (WORDS)
10K

5Ki—

0

b) RAM (WORDS)
10K =

5Kp—

. G NS U SEI O

NUMBER OF STATES 79-03-198—4
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NORMALIZED PERFORMANCE INDEX FOR SECOND—-ORDER SYSTEM

MODEL STRUCTURE WITHIN CONTROLLER
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R79-944258--2 FIG. 10

SECOND—ORDER OUTPUT RESPONSE AS A FUNCTION OF WORD LENGTH

RESPONSE TO INITIAL CONDITION: \Xb = (0.5,0.5)
STANDARD STRUCTURE WITHIN CONTROLLER

At =01 SEC

DIGITAL CONTROLLER WITH

—— 12, 16, OR 36—BITS
-— came oo 8-BITS

0.6

B X

~02 ] 1 mecceassasshassngses sashosssasesed)

0 2 4 6 8 10
TIME - SEC




R79-944258-2 FIG. 11

2 SECOND—-ORDER OUTPUT RESPONSE AS A FUNCTION OF MODEL
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SECOND-ORDER SYSTEM 3—PLANE POLES AS A FUNCTION OF SAMPLE TIME
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F100 ENGINE MODEL PERTURBATIONAL AFTERBURNER PRESSURE RESPONSE
~ AS A FUNCTION OF WORD LENGTH
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F100 ENGINE MODEL J—PLANE POLES AS A FUNCTION OF SAMPLE TIME

\‘ DIGITAL CONTROLLER WITH STANDARD STRUCTURE AND 12 BIT WORD LENGTH

O At=0.010 SEC
Q At=0.025 SEC
A A 1=0.046 SEC

0.04

At INCREASING 0.02

~0.02

nere

-0.04
0.94

e -1.0 -0.5 0 0.5 1.0




f o

p—

P a——

R79-944258-2

F100 ENGINE MODEL PERTURBATIONAL AFTERBURNER PRESSURE
RESPONSE AS A FUNCTION OF SAMPLE TIME
RESPONSE TO INITIAL CONDITION: Xg = (0.1,0.1,0.1,0.1,0.1)
DIGITAL CONTROLLER WITH STANDARD STRUCTURE AND 12 BIT WORD LENGTH
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APPENDIX
MICROPROCESSOR SURVEY AND COMPUTER CODE

Characteristics of (1) microprocessors, (2) A/D and D/A converters, and
(3) hardware multipliers are presented in this Appendix. The characteristics
tabulated here were obtained from Electrical Design News (EDN) 1976-1978 as well
as from TRW product sheets. Microprocessor characteristics -~ including word
length, internal registers, indexed addressing capabilities, and multiply
instruction capability -- are listed in Table A-I. The A/D and D/A character-
istics -~ including word length, conversion time, and technology ~- are shown
in Table A-II. Table A-III displays multiplier characteristics including word
length, multiply time, and technology.

In addition, microprocessor code required for calculating the matrix/vector
multiplication computation times and code memory requirements are presented in :
this Appendix. Codes for implementing linear quadratic Gaussian control logic on
an Intel 8080 microprocessor and on a DEC LSI 11/2 microprocessor are shown in
Figs. A-1l and A-2, respectively. The number of instructions for the Intel 8080
microprocessor is more than double the number of instructions for the DEC LSI 11/2
due primarily to the limited addressing capability of the Intel 8080 microprocessor.
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TABLE A-II

REPRESENTATIVE A/D AND D/A CONVERTERS

Converter Manufacturer Model Word Length Conversion Technology
Type (bits) Time (usec)
TRW TDC1007J 8 35x10~3 Bipolar
TRW TDC1001J 8 400x10~3 Bipolar
TRW TDC1002J 8 1 Bipolar
Analog Devices | AD75705 8 40 CMOS
Datel ADC-MC88C 8 500 Bipolar
A/D Analog Devices | AD7570L 10 120 CMOS
Datel ADC-HX12B 12 20 Hybrid
Analog Devices | AD572BD 12 25 —-—
Micre Networks | ADC80 12 25 Hybrid
National
Semiconductor ADC1210 12 50 Hybrid
TRW TDC1016J 8 35x1073 Bipolar
Analog Devices | AD7523JN 8 100x10~3 S
Datel DAC-UP88 8 2 Bipolar
National
Semiconductor DAC0800 8 135 Bipolar
Datel DAC-~088 8 150 Bipolar
D/A TRW TDC1017J 10 50x10~3 Bipolar
Analog Devices | AD7541KN 12 1 —
Datel DAC~HK12B 12 3 Hybrid
Harris
Semiconductor H1-5612 12 85 Bipolar
Harris
Semiconductor H1-562 12 200 Bipolar
Datel DAC-HA12B 12 500 Hybrid
Analog Devices | AD7531 12 500 Hybrid
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