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SUMMARY

\The objective of Task i~of this program is to evaluate and
characterize laser induced processing of semiconductor materials
and devices, with emphasis on the III-V compount series. The
work described was performed under contract number MDA903-78-C-

0284 during the period of June 1978 to 31 December 1978.

*Laser processing comprises three principal phenomena:
photon absorption, conversion of absorbed photon energy to heat,
and material response to the thermal stimulus. We are examining
each of these phenomena in detail both theoretically and experi-
mentally.

We have developed a model that includes, in addition to
normal band-to-band absorption, absorption due to laser generated
free carriers. The model assumes that the two effects are add
tive, and that the band-to-band absorption coefficient is con-
stant and equal to its small signal value. We have found that,
under these conditions, band-to-band absorption predominates when
the laser wavelength is shorter than the bandgap wavelength.

We regard the use of the small signal absorption coefficient,
however, to be suspect, especially when the laser wavelength is
close to the bandgap wavelength. ~This issue will be addressed
in our on-going analytical studies.

The conversion of photon energy to thermal energy is a two
step process. In the first step the photon energy in excess of
the bandgap energy is converted directly into lattice heat in
times of the order of 10-13 seconds; it is therefore deposited
in the immediate vicinity of the photon absorption. For GaAs
irradiated by ruby laser light, this step accounts for approxi-
mately 40% of the absorbed ruby laser energy. The second step,
non-radiative recombination of the laser created hole-electron
pairs, may, in high quality material, occur far from where the
photons were absorbed.




We have developed a thermal model that treats the spatial
dependence of each step. The results described in this report

are valid for poor quality or damage (as by heavy ion implanta-
tion) material. Predictions for laser irradiated, high quality,
long carrier lifetime material will be presented in the final
report.

We have experimentally demonstrated the superiority of
laser processing over standard thermal processing for a number
of silicon and gallium arsenide material configurations. We
have also devised an experiment having the potential for in-situ

real-time measurements of the laser induced material temperatures.

The objective of Task 2 is to evaluate the laser blow-off
ion implantation source.

This new ion implantation technique utilizes pulsed laser
irradiation of a solid surface of pure dopant material to produce
a high temperature plasma of dopant ions. The plasma expands
into vacuum, reducing the charge density to the point where an
externally applied electric field can be used to extract ions
from the plasma. In principle these ions can be accelerated to
an arbitrarily high energy and can be used to implant semicon-
ductor materials. A subtle aspect of this method is the pulsed
nature of the ion beam current. For reasonable values of ion
energy and ion areal density, it appears that annealing temper-
atures can be reached in the implanted regions for very short
times at each laser pulse.

Measurements have been made and results obtained largely in
the order of laser performance, implant plasma production, plasma
plume characteristics, ion current and areal uniformity, implant
material deposition without acceleration, and implant with high
energy implant ions.




Task 1

LASER INDUCED SURFACE PROCESSING

1.0 INTRODUCTION

The application of laser annealing to semiconductor device
processing has attracted the attention of researchers through-
out the world. During 1978 a considerable amount of experimental

“data was disclosed. In addition to three major conferences in

Catania, Sicily, Budapest, Hungary and Boston, numerous papers
appeared. Two reviewsl’2 pointed up the potential of laser
processing, twenty-one short paperss'z3 in Applied Physics
Letters presented data and one extensive investigation was des-

cribed in the Journal of Applied Ph}/sics.24

Most of the studies involved annealing ion implanted sur-

8,10

faces, although two described laser-assisted doping, two

described the regrowth of deposited amorphous silicon films,ll’12

one the effect of annealing doped polycrystalline silicon layers,
2

~

and one the reaction of metal films with the silicon underneath.

The lasers used were pulsed ruby,3’8’9’16’24 pulsed Nd:YAG
(References 6,7,10,11,12,15,19,20 and 22) cw Ar®»5:14,15,18 4
cw Nd:YAG.21 Since the radiant energy does not have to be co-_
herent, two of the studies investigated the use of flash lampsf’zs
and found that they did indeed result in an annealing effect.

The majority of the studies of laser annealing of ion im-
planted material was performed on heavily damaged material. The
implant energies and dosages employed were sufficient to induce v
amorphous surface layers. Irradiation of the surface by high |
power pulsed lasers caused melting of the amorphous layer, and
liquid phase epitaxial regrowth occurred during re-solidification.
Redistribution of the impl anted dopant also took place. Of
particular interest is the observation that the regrown layers
are largely free of crystalline defects.




e —

When annealing is accomplished through the use of scanned
cw Argon ion lasers, epitaxy occurs without a redistribution
of the implanted species. This suggests solid phase epitaxy,
rather than liquid phase, is the regrowth mechanism.

The production potential of laser processing has not as
yet been established. To do so, the rather spectacular labora-
tory demonstrations must be systematically studied and the
critical processing parameters characterized. For example,
although a number of thermal models predicting laser induced
temperature profiles are available, there exists no direct experi-
mental confirmation of these predictions.

Analytical and experimental studies of the laser induced
temperature profiles represent a significant fraction of our
effort. In addition, we report the results of a number of
exploratory material and device processing experiments.

ol




2.0 LASER HEATING OF SEMICONDUCTORS

2.1 Summary

Laser heating of semiconductors involves a number of physi-
cal mechanisms which may be operative in parallel or in sequence.
It is conceptually convenient to categorize the process as com-
prising two major steps or events:

e absorption of the laser light, and
e conversion of the absorbed optical energy to heat.

The absorption of the laser light by a semiconductor may
be due to a photon-phonon interaction, a photon-free carrier
interaction, a photon-bound carrier interaction creating hole-
electron pairs, or a combination of these mechanisms., When the
photon energy exceeds the semiconductor bandgap energy, the domi-
nant mechanism at low light intensities is the creation of hole-
electron pairs. At the high intensities employed in laser pro-
cessing, however, photogenerated carriers may become extremely
numerous, approaching densities of 1020/cm3, and must be con-
sidered as possible sources of absorption.

We have analyzed free carriers absorption, and conclude that
it is sufficiently small to be neglected in the presence of band-

to-band absorption. At wavelengths longer than the bandgap energy,

however, it is the principal absorption mechanism, and may have
a coefficient as large as 10 cm'l. A detailed discussion of
this phenomenon is given in Section 2.3 and Appendix A.

Absorbed optical energy is converted into heat in two ways:

e relaxation of highly excited electron-hole pairs to
thermodynamic equilibrium with the lattice,

e non-radiative recombination of electron-hole pairs.

The first mechamism takes place rapidly, imparting the ex-
cess energy to the lattice in the immediate vicinity of the
photon absorption, and its contribution to lattice heating is

o




significant (v 37% and ~ 20% for ruby light absorbed in silicon

and gallium arsenide, respectively).

Non-radiative recombination in high quality materials is
a relatively slow process. Recombination may, therefore, take
place over a region considerably larger than the optical absorp- 1
tion volume as a result of carrier diffusion during the recom-
bination lifetime. Thus, when diffusion is appreciable, the
energy deposited per unit volume, and hence the temperature,
are less than those estimated assuming no charge diffusion.

The thermal model presented in Section 2.4 and Appendix B
does not include charged particle diffusion. Thus, it is pri-
marily applicable to short lifetime material. A more complete
model has been formulated but not as yet programmed.

We have applied the results of the thermal analysis to the
study of species diffusion, and conclude that the effect of single
pulse heating is insignificant.

Laser processing is, therefore, precluded as a means of
obtaining sensible solid phase diffusion. Species diffusion in
laser induced liquid phases is not treated here.

An experimental effort to obtain data on temperatures in
laser irradiated semiconductor materials has not been successful. W
A brief discussion of the experiment and reasons for its lack
of success are given in Section 2.5. This section also contains
a description of a proposed new experiment, which if successful, :
will provide temperature-time histories at a finite number of ‘%
planes located beneath the surface of the irradiated material.

2.2 Introduction

Laser heating of a solid is the transformation of photon'

energy to phonon energy. The possible mechanisms are numerous;
their applicability depends upon the particular system, and they




may be operative in parallel or in sequence. The following sections
present detailed discussions of the mechanisms of laser heating

of semiconductors.

2.3 Absorption of Laser Light

k Optical energy may be absorbed by a material through either
of the following reactions:

e photon energy phonon energy

-
-«
e photon energy I charge carrier energy , phonon energy.

The first, important at long wavelengths *(GaAs and Si, A z. 20 u),

will not be considered here because high power lasers operating
in this spectral range do not exist. The second, in which the
photons interact with the electron structure of the material,
is important to laser heating of semiconductors, and will be
discussed in detail.

Photon Energy Z Charge Carrier Energy:

This transfer may occur by direct free carrier absorption,
or, if the photon energy exceeds the semiconductor bandgap energy,
by hole-clectron pair creation. Free carrier absorption is
normally of minor importance compared to pair creation. It can,
however, dominate if the photon energy is less than the bandgap
energy, and indeed is responsible for thermal runaway in germanium
windows used in high power infrared lasers. Heating by free car-
rier absorption in germanium increases the number of thermally
excited carriers, thereby increasing the absorption. This sequence
results ultimately in catastrophic failure of the window.

Free carrier absorption can also dominate when the photon
energy is greater than the bandgap energy, provided the laser
power is high enough to first elevate the carrier concentration
sufficiently by pair creation. Laser processing frequently
+ employs power densities of 107 to 108 watts/cm2
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corresponding to pair creation rates of the order of 10 ? sec 1

o7 # . .
to 1026 secC 1. We have calculated carrier concentrations,

taking into account losses due to recombination and charge car-
rier diffusion. The approach and results are reviewed briefly

in the next paragraph; the analysis is in Appendix A.

The instantaneous concentration of photogenerated carriers
n(x,t) in a semiconductor is the solution to the transport

equation,
on An Dazn
BE BT (1)
X

where T and D are the minority carrier lifetime and diffusion
constant, respectively, and g is the photogeneration rate given
by

g = aFe X ;
where a is the optical absorption coefficient and F = F(t) is
the photon flux incident on the semiconductor (reflection is
ignored). We have calculated the carrier concentrations, n(x,t)
for a variety of values of laser intensity and pulse length,
of carrier photogeneration rate, and of times required for a

carrier to recombine and to diffuse an optical absorption distance.

e 17 -3 20 =3 ;
Our predictions span a range from 10 cm to 10 cm ~. We

have also estimated the free carrier absorption coefficient at
concentrations in this range for several laser wavelengths, and
compared it with the corresponding band-band coefficient. Our
estimates, shown in Table 1, indicate that band-band absorption
remains the primary mechanism for ruby laser light on Si, GaAs
and Ge, and for Nd laser light on Ge and Si (except, perhaps,

by In the absence of losses pair creation at these rates
would deplete the valance band in very short times.
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cm °). Free carrier

at carrier densities in excess of lO2
absorption, however, dominates at CO, wavelengths for all three
materials and at Nd wavelengths for GaAs, and, as discussed

earlier, is the initiating mechanisms for thermal runaway.

2.4 Conversion of Absorbed Photon Energy to Heat

The laser induced temperature distribution in a semicon-
ductor is described in a one-dimensional approximation by the
thermal transport equation,

oT _ 3 K(T) 38T . S(x,t) (2)
3t X Cp(t) X Cp g

where Cp(t) and K(t) are the specific heat and thermal conduc-
tivity, respectively, and S(x,t) is the heat source and power
density. When the laser photon energy exceeds the bandgap
energy, S(x,t) must be decomposed into two terms. The first
describes heating due to relaxation of carriers from photon-
excited distributions to quasi-thermal distributions within the
conduction and valence bands. It is given approximately by

S;(x,t) = (hv - Eg) o F(t) g (3)

where hv is the laser photon energy and Eg is the bandgap energy.

Sl(x,t) is proportional to the optical absorption coefficient,
and therefore has the same spatial dependence, because excited
carriers relax in times of the order of 10'13 seconds, too short
for significant spatial redistribution.

The second heat source term, describing nonradiative hole-
electron recombination, is

[n(x,t) - nol
T ’

Sp(x,t) = Eg (4a)

10
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where n  is the equilibrium carrier density, 1t is the recombi-
nation lifetime, and n(x,t) is the solution to (1), the electron
transport equation. This term must be included for materials

characterized by long carrier lifetimes and diffusion lengths
such as high quality silicon.

Poor quality materials, such as ion-implant damaged Si or
GaAs, have short diffusion lengths; therefore for them Sz(x,t)
like Sl(x,t), is proportional to the optical absorption coef-
ficient,

S,(x,t) = Eg eB(t] &= (4b)

and Equation (2) may be written as

3T _ 5 {«(T) 3T]_ hvaF(t) e ¥ g
T [E;‘(T) 3x cp(T) (3)

Numerical solutions to Equation 5 for silicon and gallium
arsenide are given in Appendix B. These solutions are for C
constant, Kk = «(T) as obtained from empirical data and a laser
pulse shape given by,

t=% 2
Fo 1"(tm) i<t <%
m m
t-t 2
Fo exp - ( o ) t >ty

The pulse length t_ is defined by F(tp) = F(tm)/Z where
T, >ty Figures 1 and 2 derived from Figures 4, 5, 6 and 8,

F(t) =

9 and 10 of Appendix B show temperature profiles at t = tp for
®
various values of tp'

ey Because of the temperature dependence of x these curves are
accurate only for the pulse energies given in Figures 8, 9, and
10. Scaling to different energies will give only approximate
temperatures. This is especially true for the long pulse
lengths, where thermal conductivity has a significant role in
determining the temperature distribution.

11
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These curves demonstrate the efficiency of short pulses
in producing high surface temperature gradients. A pulse is
defined as short if its length is less than or equal to the
time t = C /Kaz, it takes the deposited heat to diffuse one opti-
cal absorption length. For ruby laser wavelengths, pulse lengths
of the order of 5 x 10'9 sec and 100 x 10°9 sec for GaAs and Si
respectively, satisfy this requirement. For Nd wavelengths in
silicon, the absorption depth 1/a is approximately 300 microns
and pulse lengths of the order of 10'3 seconds may be considered
short.

Figure 3 derived from Figures 8 and 8a of Appendix B, show
the effect of assuming x is constant in temperature. The thermal
conductivities of silicon and gallium arsenide decrease with
increasing temperature. Therefore, for a constant input flux,
higher temperature gradients and higher surface temperatures
must be established to maintain continuity of power flow within
the sample as the surface is heated. A long pulse length was
chosen for Figure 3 to emphasize the effect of neglecting the
temperature dependence of «. If the pulse length is short com-
pared to thermal diffusion times, thermal conductivity has minimal
effect on the initial temperature profiles, as evidenced by the
top two curves of Figure 2.

In summary, our analyses have shown:

e Bandgap absorption predominates over free carrier

absorption when hv > Eg.+

® Laser heating efficiency, defined as the ratio of
maximum surface temperature to laser pulse energy,
increases with decreasing pulse length.

t Nd irradiation in silicon is perhaps a borderline case be-
cause of the small separation between the photon energy and the
bandgap energy.

14
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e The diffusion of photogenerated charge carriers can
reduce the thermal energy deposition density in the
semiconductor, a significant effect in high quality
material.

e Temperature profile estimates based on the assumption
of constant thermal conductivity k differ significantly
from those derived on the basis of « = «(T).

2.5 Temperature Measurement

We have performed two different kinds of experiments to
determine laser induced temperature profiles; both -are based
on electrical measurements. The first uses thermally influenced
properties measured after the c0mp1étion of laser processing;
the second provides the real-time temperature variation during
the laser pulse.

2.5.1 Post-processing Measurement

Neutron bombardment transmutes one of the naturally occur-
ring isotopes of silicon to phosphorus, which as an impurity
in a silicon crystal, can be electrically activated by heating.
The distribution of activated phosphorus is then a measure of
the temperature history of the crystal after the neutron bom
bardment; it can be determined as a function of depth from mea-
surements of the spreading resistance. Therefore, the temper-
atures achieved in silicon crystals during laser processing can,
in principle, be inferred afterwards from electrical measurements,

provided the crystal has previously been prepared by neutron
irradiation.

In our experiment high resistivity (104 Q-cm) intrinsic
silicon samples were prepared by neutron bombardment. Because
the transmutable isotope is uniformly distributed and the sample
thicknesses were much less than the neutron mean free path, the

16
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resulting phosphorus distributions were assumed to be uniform.

A number of the samples were activated by oven annealing at
various temperatures and for varying lengths of time. Their
resistivities were then measured, and the activation energy cal-
culated from the measurements.

The remaining samples were irradiated with 2.5 j/cm2 to
5.5 j/cm2 of ruby laser light. According to our thermal model
the silicon surface should have approached or exceeded melting
temperature. Nevertheless, spreading resistance data contained
no evidence of phosphorus activation, and microscopic surface
examination revealed only small area, localized melting.

The failure to achieve uniformly high surface temperatures
can be explained in terms of charge carrier diffusion. Because
of the high quality of the silicon substrates, the lifetimes
and hence the diffusion lengths, of the photogenerc.ed carriers
are probably quite large. Thus, as discussed in Section 2.4,
the absorbed laser energy is deposited over a larger volume
than the absorption volume and the temperature elevation is less-
ened. The observed local surface melting could be due to the
existence of discrete defects acting as non-radiative recombi-
nation centers.

As a preliminary test of the above interpretation, we re-
peated the experiment with silicon in which surface damage had
been introduced to decrease the lifetimes and diffusion distances
of photogenerated carriers; the surface damage was introduced

by implanting neon ions with a fluence of 1015 cm'z. This time
we found surface activation at 1.5 j/cm2 of laser energy density,

supporting the carrier diffusion explanation.

We are continuing these experiments with the emphasis on
achieving high temperatures in high quality silicon. Increasing
the laser flux by focusing the beam is the most direct approach,
but is limited to increases of about a factor of 4 because of

the need to maintain a processed area of approximately 0.25 cm2

17




-

for measurement purposes. Other approaches, such as decreasing
the carrier lifetime through ion implantation, will also be con-
sidered.

2.5.2 Real Time Measurement

The temperature at a fixed distance inside a semiconductor
can be measured during laser pulse illumination by embedding
a planar p-n junction in it, and monitoring the junction's diode
characteristics. The forward biased diode current is

I = 1_(T) [exp(eV/kT) - 1] - (6)
with
' 10T} & exp(-Eg/kT) ,

where E_ is the bandgap energy, k is Boltzmann's constant, and
V is the voltage applied to the diode. It follows from (6)
that, if the diode current is kept fixed, the variation of the
voltage with temperature is given by

av _ 3

Ir= - 2 x 10 volts/°C : (7)
This value is independent of the semiconductor material up to
temperatures of the order of 300°C to SOOOC, and has been experi-
mentally verified. Thus, by monitoring the diode voltages under
fixed current conditions and using Equation (7), one can follow
the temperature variation at known junction depths.

The diode voltage will be influenced by photogenerated
charges appearing at the junction, and this effect must be dis-
tinguished from the thermal effect. A natural separation will
probably occur because of the difference between the diffusion
or drift times of the carriers and the diffusion time of the
thermal pulse. Interference between the two effects may be fur-
ther minimized by such methods as using material with carrier
lifetimes short enough to prevent their arrival at the junction.

18
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A preliminary experiment has been performed. A commercial

silicon solar cell was irradiated with pulsed (10 nsec) ruby
radiation while being operated as a constant current forward
biased diode. Figure 4b shows the diode voltage as a function
of time. The voltage pulse resulting from the photogenerated
carriers is not visible in this photograph, but appears as a
narrow positive peak at the beginning of the trace. The small
negative peak occurring at approximately 10 usec is in the di-
rection expected if the junction were heated.

The appearance of the negative peak at times long after
the termination of the laser pulse, and the fact that it is
negative in contrast to the positive optical signal are encour-
aging. Since we have no information on the structure of this cell,
however, we refrain from analysing these data in greater detail.

We shall obtain planar diodes of known geometry, and repeat
this experiment. If we are successful in this approach, we shall
obtain the temperature history at a known distance from the sur-
face, which may then be compared with theoretical predictions.

To summarize, the preliminary experimental efforts to de-
termine the laser induced temperature profiles did not yield
positive results. We believe that one experiment failed due
to insufficient laser power. The second showed an effect that
may be temperature related, but we have insufficient data to
confirm our hypothesis. We plan to correct the deficiencies
of these two experiments and continue this study.
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3.0 APPLICATIONS OF LASER INDUCED HEATING

-

3.1 Introduction

Thermal processing of semiconductors is widely employed in
the fabrication of solid state devices. Examples include an-
nealing and electrical activation of dopant impurities, sintering
of evaporated contacts and diffusion of dopants. In each case
the processing results in the modification of the surface or a
region located within a few microns of the surface. Because
laser heating is similarily localized, it should be an ideal way
to accomplish these various processings. We have investigated
several such applications, and the results are described below.
The laser employed was a Q-switched ruby oscillator and amplifier
combination. This system delivers 0-3 j/cm2 (unfocused) in a
10°8 second pulse at the rate of one pulse per minute. A com-
'plete description of the ruby system is given in Appendix C.

3.2 Laser Anneal of Implanted Gallium Arsenide

Two sets of experiments have been performed on Si implanted
GaAs wafers, and both sets indicate successful activation of the
implanted species over a broad range of laser pulse energy settings.

The samples were from a semi-insulating GaAs wafer which
had been coated with a three part thin film - Si3N4, SiOZ, AL.
This film was subsequently patterned to give holes approximately
100 mils x 200 mils in the film. The wafer was then ion implanted
with 5 x 1013 P followed by 3 x 1013
200 keV.

Si with energies about

This wafer was broken and 1 part was laser annealed in air
ambient with energies from v .4 to v 2 j/cmz. The second part
was laser annealed in vacuum with pulse energies ranging from
L 5 I o T j/cmz. These samples are referred to by the desig-
nators 10A and 10B, respectively.
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Table 2. Preliminary Evaluation of Si Implanted

GaAs, Laser Annealed in Air

ENERGY SURFACE BREAKDOWN ISOLATION C-V PLOT DATA
2 j/cm2 extensive ISV @ 20 pa excellent data unreli-
orange peel, able
surface loss
1.45 j/cmZ extensive |v6V @ 20 pa excellent data unreli-
orange peel| variable able
7 :
4 j/cm” some orange| 6V @ 20 ua| excellent data unreli-
peel, no able
apparent
material
loss

10A.
contacts.

Table 2 summarizes our preliminary evaluation of samples

The C-V data indicated poor Schottky barriers at the probe

The reason for this is not known at this time.

Evaluation of wafer 10B is not yet complete, but the rol-

lowing statements can be made:

1)

2)
3)

4)

3,

3

The high energy pulses (2-3 j/cmz) evaporate material from

the surface.

The low energy pulses (E <

g 2
.5 j/cm”) cause no surface damage.

All energies tested gave some activation of the implanted

species, but energies less than about .2 j/cm2

less effective than the higher energies.

are

clearly

The isolation between implanted areas was excellent in all

cases.

Ion Implanted Silicon

Several implanted, amorphous silicon structures were studied.

In each case, laser induced regrowth and activation proved supe-

rior to standard thermal processing.

22
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Arsenic Implanted Silicon: Silicon wafers were implanted with

aresnic ion fluences of 2 x 1015, 6 x 1015, and 1 x 1016 arsenic

atoms per cm2 at 50 keV implant energies. The calculated arsenic
2

concentrations within the crystal are 1.1 x 10“1, 3.3 X 1021

and 5.5 x 1021

of interest to emitter technology, cause the silicon surface

per cm”, respectively.f These high fluences,

to become amorphous.

One set of implanted samples was subjected to standard oven
annealing procedures and another set to laser induce thermal
treatment. Sheet resistance measurements were made on all sam-
ples. The results are shown in Table 3. In all cases, the re-
sistance of the laser treated samples is lower than that of the
oven treated samples. This improvement is especially notable

for the highest implant fluence.

Some of these data are plotted in Figure 5 as 1/R versus
implant dosage. This format is especially instructive because
1/R is proportional to conductivity, which is given by ¢ = ney,
where n and u are the number density and mobility, respectively,
of the free carriers. Also shown is the ideal conductivity curve
based on the assumption of proportionality between the number
of free carriers and the arsenic fluence (assuming constant mo-
bility). The failure of the data to follow the ideal curve can
be due to either a sub-linear dependence of n on dosage or de-
creasing mobility with increasing dosage. Both effects are
expected because the equilibrium solubility limit of arsenic
in silicon is exceeded for fluences in excess of 3 x 1015 cm'z,
hence limiting n, and because impurity scattering by undissolved
arsenic tends to decrease u.

13 These are the densities at the maximum of the expected
gaussian distribution. We note that the solid solubility of
As in Si under equilibrium conditions is 1.8 x 102! cm 3.
The higher dosages exceed this limit significantly.
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1/R (ARBITRARY UNITS)

. 2
3.0j/cm LASER
2.0j/em? | ENERGY

OVEN
, | | | | 1
2 4 6 8 10 12
ARSENIC FLUENCE (10'° em™?)
Figure 5. Reciprocal of Sheet Resistance versus Arsenic

Implant Fluences as a Function of Thermal Treatment
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Oven annealing the laser processed samples caused the con-
ductivity to drop to approximately the thermal-anneal-only values,
as shown in Table 4. We infer from this result that laser pro-
cessing obtains solid solution concentrations in excess of equi-
librium limits. Similar results on B, P, Sb and As in silicon

have been reported by C.W. White, et al.16

-

The data in the last column of Table 3 show that less laser
energy is required to obtain large percentage decreases in re-
sistance as the arsenic concentration is increased. This trend
is consistent with the observation that the density of non-radi-
ative recombination sites increases witn increasing arsenic
fluences, thereby increasing the conversion efficiency of laser
energy into heat in the localized damaged region.

Laser Annealed Silicon Diodes: Planar n/p diode structures were

fabricated from arsenic implanted and phosphor implanted, p-type
(5 2-cm) silicon. Implant fluences in both cases were 5 x 10ls cm
Each of the amorphous silicon surfaces was irradiated by a single
laser pulse, with pulse energies ranging from 0.5 to 3.0 j/cmz.
After irradiation, contacts were evaporated onto the structures
and their reverse leakage currents measured and compared to mea-
surements on diodes made by standard thermal processing techniques
with the same implanted material. The results are shown in
Figure 6. These data show again the superiority of laser pro-
cessing over oven processing. They also show that there exists
an optimal laser anneal energy density, below which annealing

is incomplete and above which the laser radiation apparently
causes damage to the material. The resistance data shown in
Table 3 do not indicate an optimum. These data are not in con-
flict, however, since diode performance is governed not only by
the resistance of the constituent layers but also by the quality
of the junction between the layers.
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Figure 6. Reverse Leakage Current Measured at V = -15 Volts
for Laser Annealed and Thermal Annealed P and As
Implanted Silicon Planar Diodes.
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3.4 Silicon on Sapphire Experiments

Experimental studies of laser processing of silicon on sap-
phire were initiated. The laser blow-off concept was employed
in these preliminary experiments to obtain the silcion on sap-
phire deposit. Figure 7 shows a schematic of the experimental
arrangement used for this process (Step 1), and for the sub-
sequent step (Step 2) of laser processing of the silicon film
obtained in Step 1.

Totally unanticipated results were obtained through the
application of Step 1 at high laser blow-off intensities. The
thin silicon films possess extensive long range order as evi-
denced in Figures 8b and 8c. Similar order was not observed in
films deposited by lower blow-off intensities, or at any inten-
sity when glass substrates were substituted for the crystalline
sapphire. Thus the order shown in Figure 8 is definitely relat-
able to the high blow-off intensities and to the presence of
the crystalline substrate. The mechanism responsible for this
high degree of order is not known at this time.

Application of Step 2 to the silicon films of Figures 8b,
and 8c at laser intensities of 10 j/cm2 resulted in a decrease
in the order of the layers. The domains shown in Figure 8c lost

their regular shape, appeared crumbled and were no longer closely
packed.

We also irradiated single crystal GaAs through a glass slide
placed in contact with the GaAs. Figures 9a and 9b are photo-
graphs of the irradiated GaAs surface and the blow-off deposition
on the glass. Both surfaces show a regular periodic structure. *

Similar surface periodicity has been observed by others.7’25’26 I

+ This work was performed on IR§D funds. We include a dis-
cussion of it here because of its potential relevance to laser
processing of semiconductor devices.
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Si WAFER

PULSED
RUBY LASER
RADIATION
SINGLE CRYSTAL SAPPHIRE SUBSTRATE
STEP 1: BLOW-OFF
/SAPPHIRE SUBSTRATE -
PULSED
RUBY LASER
-
RADIATION

AMORPHOUS SILICON LAYER
STEP 2: LASER PROCESSING

Figure 7. Schematic of Experimental Set-up for Laser
Blow-off and for Laser Treatment of Thin
Silicon Layers Obtained in the Blow-off Step.
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Figure 8. Silicon Depgsit on Sapphire with 20 j/cm™ (top)
and 50 j/cm= (center and bottom) Laser Energy.
The 20 j/cm“ deposit has.,nearly no long range
order, while the 50 j/cm”™ has well developed
long range order.
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Figure 9. Photographs of (a) GaAs Surface After Laser
Blow-off and (b) GaAs Deposition on Glass as
in Step 1 of Figure 7 with the Glass Substrate
Replacing the Sapphire.
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2.5 . s . .
Maracus, et al “ascribe the phenomenon to a nonlinear interaction

between simultaneously oscillating axial modes of the laser.
Other526relate it to an interference effect between the primary
laser beam and an optical wave scattered from a surface distur-
bance. Whatever the cause, the presence of these irregularities

are undesirable from a device point of view.

The material deposited on the glass appears to mirror the
structure of the silicon substrate. Photographs at a higher
magnification such as Figure 10 show that the dark lines of
Figure 9b represent highly irregular deposits of material.

3.5 Laser Induced Impurity Diffusion

We have considered the use of laser heating to activate
solid state diffusion of dopants in semiconductors; this method
is potentially superior to bulk heating because of its ability to
yield much sharper impurity profiles. 1In Appendix B we present
a detailed analysis comparing concentration distributions induced
by the two techniques. Here we simply indicate by nondetailed
physical reasoning why sharper profiles are to be expected from
laser heating.

In dopant diffusion the particle flux ? is proportional to
the negative gradient of the concentration C,

j=-pimy e . (8)
The proportionality constant D(T) is the particle diffusivity,
which is very strongly dependent on temperature T. To illus-
trate the strength of this dependence we note that for a dopant
having an activation energy of 1 ev the ratio of D at 1000°K

to D at 300°K is D(1000°K)/D(300°K) = 10'%. Therefore, at tem-
peratures in the vicinity of 1000°K the flow rate is enormously

greater than at room temperature even for smaller concentration
gradients.

In bulk heating the sample temperature is uniform, so D(T)
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Figure 10. High Magnification Photograph of GaAs on Glass.
Scene is enlarged view of a section of a dark
line of Figure 9b.
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is constant throughout the sample and the diffusion rate at any

point depends exclusively on the concentration gradient. By
contrast, in laser processing the diffusivity is extremely large
in the localized heated region and extremely small elsewhere.
Therefore, the impurities diffuse essentially only within the
region of large D(T) and not outside; the result is then a sharp
concentration cut-off at the edge of the heated region.

The dopant concentration C must satisfy the continuity
equation,

2
c J

-ﬁ‘fV' = S > (9)

where S is the source term is particles per unit volume pe} unit
time. Insertion of Equation (8) for the particle flux into (9),
and reduction of the result to one dimension, lead to the dif-
fusion equation,

aC 3 9Cy _
= 2= (B e] =8 ) (10)
whose numerical solution is treated in Appendix B. The detailed
results presented there confirm quantitatively the above con-
tention that laser heating can produce much more sharply defined

dopant profiles than can bulk heating.

Significant diffusion requires in excess of 10" laser pulses.
This number is, for all practical purposes, beyond the capabil-
ities of existing high power pulsed lasers. For this reason
we have not performed experiments on laser induced solid phase
diffusion.

Development of high power, high repetition rate visible
gas lasers is being pursued in a number of laboratories. The
most promising candidate for laser induced diffusion is the
excimer laser. When average powers of the order of 10° watts

are available, further investigation of this application should
be pursued.
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3.6

Summary

° Laser annealing of ion implanted GaAs and Si was
demonstrated to be superior to oven anneal in a i3
number of experiments.

® Laser annealing obtains solid solutions of inpurities
in excess of equilibrium values.

° Laser induced solid phase diffusion produces steep
impurity distribution boundaries. Application is
limited at present time due to lack of availability
of high average power (103 watts) visible lasers.

o e
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Task 2

EVALUATION OF THE LASER BLOW-OFF
ION IMPLANTATION SOQURCE

1.0 INTRODUCTION

Ion implantation of dopants in semiconductor materials has
become a standard practice in the manufacture of solid state
electronic devices. Ion implantation is a non-equilibrium pro-
cess that permits a degree of control over the spatial distribution
of dopant atoms in the host crystal that cannot be achieved
through thermal diffusion. Dopant species with low diffusion
rates even at elevated temperatures can often be handled with
relative ease through ion implantation. However, a deleterious
side effect of ion implantation is damage to the host crystal
caused by the high energy ions necessary to penetrate to the
desired depths. High temperature annealing is commonly used to
repair implant-induced damage. In some cased the annealing
process itself causes a degradation of the implanted material.
For example, high temperature annealing of implanted GaAs results
in migration of As atoms from the crystal. 1In large scale inte-
grated circuits, heat treating may alter the properties of the
intrinsic material at locations remote from ion implanted sites.
The following part of this report describes progress towards
developing a new ion implantation technique which shows promise
of providing a self-annealing feature as well as being relatively
simple, fast, with large areal coverage and amenable to a very
wide range of dopant species.

This new ion implantation technique utilizes pulsed laser
irradiation of a solid surface of pure dopant material to produce
a high temperature plasma of dopant ions. The plasma expands
into vacuum, reducing the charge density to the point where an
externally applied electric field can be used to extract ions
from the plasma. In principle these ions can be accelerated to
an arbitrarily high energy and can be used to implant semiconductor




materials. A subtle aspect of this method is the pulsed nature

of the ion beam current. For reasonable values of ion energy
and ion areal density, it appears that annealing temperatures
can be reached in the implanted regions for very short times at
each laser pulse. Thus the possibility presents itself that the
use of high intensity short duration ion beam pulses for ion
implantation may be accompanied by self-annealing of the implant
damage. One of the main objectives of this program is to care-
fully examine this possibility experimentally by systematically
evaluating the characteristics of semiconductor devices implanted
with this laser blow-off technique over a variety of practical
conditions. This report describes the progress to this time.
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2.0 EXPERIMENTAL APPARATUS

A schematic diagram and picture of the ion implantation
system used in these tests is shown as Figures la and 1lb. This
system is an adaptation of the high intensity metal ion beam
source described in Reference 27. The ions to be implanted are
created by pulsed laser irradiation of a solid block of the im-
plant material. 1In the present case a Nd:YAG laser is Q-switched
with a Pockels cell, producing a 1 joule laser pulse with less
than 0.1 microsecond length at a wavelength of 1.06 micron. The
laser beam passes through steering prisms and vacuum system win-
dows and is focused to a 2 mm diameter spot on the implant material
by a 60 cm focal length lens. Tests thus far have utilized a
solid boron target. This laser target is located in an electric
field-free region, with the normal to its surface directed approxi-
mately toward the silicon wafer to be implanted. The laser beam
strikes the surface from an angle of about 25° to the normal.
The position and angle of the boron target are adjustable to
optimize the intensity and uniformity of the ion beam in the
direction of the silicon wafer, since these parameters are compli-

i
cated functions of the laser beam energy and angle.27"8

The result of the rapid deposition of laser energy on the
implant material surface is to produce a high temperature plasma
"bubble'" of implant material ions and electrons, which "blow-off"
from the surface. 1In the present configuration this plasma bubble
expands freely until it reaches the ion acceleration region.

This distance is presently 37 cm. In the first measurements no
acceleration was utilized, and the silicon wafers and an array
of current measuring Faraday cups were placed at this position.
This set-up allowed the measurement of implant ion fluence and
areal uniformity. This configuration may prove to be valuable
in its own right as a method for depositing a thin layer of cer-
tain materials for subsequent laser diffusion processing, since
atoms of essentially any solid dopant can be deposited under
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vacuum conditions. The ion energies are a few hundred electron
volts in this case, and thus barely penetrate the surface.

In the case where high energy implantation is to be used,
acceleration of the implant ions is necessary as they reach the
acceleration region. In the present configuration, this accel-
eration occurs between the grids shown. The first grid is held
at the same potential as the field-free plasma expansion region.
The second is held at a high negative voltage equal to the ion
kinetic energy in eV desired. The silicon wafer is held at the
same potential as the second grid at a distance approximately
one centimeter beyond. This "drift' distance is intended to
wash out any non-uniformity in implant caused by grid shadows
or focusing effects. The drift distance cannot be too long be-
cause space charge spreading becomes severe because the plasma
electrons are rejected by the ion acceleration region. The grids
are presently 100 mesh stainless steel.

For initial tests, two types of silicon wafers have been
obtained from Monsanto. Both types are 3 inches in diameter
and 0.015 inches thick, are oriented 100, and have resistivities
of 10 ohm-centimeters. One type is N doped with phosphorus
and the other type is P doped with boron. 1In order to economize
on wafer material, the wafers are cut into cm-size chips for use
when the measurements permit.

The accelerating voltage is supplied by a Plastic Capacitors
Inc., 50 kV power supply, which charges an 0.05 microfarad capac-
itor across the accelerating grids. In the event of arc break-
down, the grids would have to dissipate 60 joules of energy.

If an accelerating region area of 100 cm2 and an implant ion
density of 1 microcoulomb/cmz/pulse is considered, the acceler-
ating voltage drops from 50 kV to 48 kV during the pulse. A
larger capacitance value would reduce the voltage change, but
the present value is safer during development.

The vacuum system consists of fairly standard components




including a 10 inch oil diffusion pump with water-cooled baffle
and mechanical forepump. This system should be adequate for de-
velopmental purposes, but final definitive quantitative device
tests may necessitate an ultra-high vacuum system to minimize
surface contamination.




3.0 RESULTS

Measurements have been made and results obtained largely
in the order of laser performance, implant plasma production,
plasma plume characteristics, ion current and areal uniformity,
implant material deposition without acceleration, and implant

with high energy implant ions.

The Nd:YAG laser is operating at an output energy up to
1 joule per Q-switched pulse. This is lower than anticipated
and appears to involve a problem with the polarizer and Pockels
cell. The output energy also varies more from shot to shot than
had been expected, about 15 to 10 percent. This leads to a.
roughly similar variation in implant ion fluence from shot to
shot. Although the laser energy and stability are less than
might be desired, they should be sufficient to carry out the
present tasks. So long as each ion pulse is monitored, and a
number of shots are used per implant dose, it should be possible
to control the total implant dose within the necessary limits.
It was therefore decided to accept the laser performance as is
for now, and move ahead with other aspects. It is certain that
better laser performance is possible, and that eventually when
high pulse repetition rates are needed a different laser will
be necessary in any event.

A piece of pure, solid boron of dimension of order 1 cm
was obtained for the laser blow-off target, that is, the source
of implant ions. The actual purity is thought to be high, but
this will be checked mass spectrometrically during analysis of
the blow-off deposite& material, as described below. Even with
many laser shots, very little cratering of the boron occurred.
This is consistent with earlier work, which indicated that less
than one micron of material is removed per shot. No apparent
difficulty was encountered in the implant ion plasma production.

In order to examine the characteristics of the expanding
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plasma plume with regard to ion energy, current and number den-

sity, and angular distribution, an array of 5 Faraday cups was
placed symmetrically along an arc perpendicular to the normal

to the boron laser target in a plane containing the normal. The
cups were 41 cm from the target and were spaced 4.2° apart with
respect to the target, that is, the 5 cups observed the target
at angles of 8.40, 4.2° and 0° each side of the normal. The
distance between centers of the outer cups was 12 cm. The Fara-
day cups detected ions within the expanding plasma plume as the
ions reached the cup collectors. These cups were designed and
tested for high current operation at the plasma densities en-
countered. The effective detection area was 1 cmz. These cups
were of planar construction so that the ion transit time within
the cup was negligibly small compared to the transit time from
the laser target to the cup. Elements within the cup were electri- !
cally biased to suppress secondary electron emission. The Faraday ;
cups could be operated in either the current sensing mode or the
total charge collection mode, with the signals displayed directly
on an oscilloscope in either case. The present results with

boron ions are consistent with earlier theoretical and experi-
mental work2 done in this laboratory on laser blow-off plumes.
This work involved a model based on the following physical as-
sumptions.

It was assumed that the deposited laser energy vapori:zes
and ionizes No particles from a small region of the source mate-
rial surface. This hot plasma "bubble'" of N, ions begins to
expand against the substrate and imparts momentum to it, thereby
giving the center of mass of the No ions a velocity Vem in the ;
laboratory coordinate frame. Because of symmetry, Vem is normal ’
to the surface. After the center of mass of the N0 ions has
moved a distance from the surface, the number density of ions
remains high enough so that most of the No ions equilibrate at E

a temperature T relative to their center of mass, which continues
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to move at v .. That is, an observer moving with the center of
mass would observe an essentially spherically symmetric plasma
"bubble'" in equilibrium at T, and freely expanding. As the number
density continues to decrease, the ion velocity distribution
corresponding to equilibrium at temperature T becomes "frozen"
in the center-of-mass system. A laboratory observer at a larger
distance from the source laser spot observes ions arriving with
velocity essentially along a line from source spot to observer,
but with a plume-like angular distribution due to the center-of-
mass velocity Vem superimposed on the purely thermal velocity
distribution.

The theory thus consists simply of calculating the number
density p and current density ? of ions to be observed in the
laboratory frame resulting from No ions expanding with spherical
symmetry and having equilibrium velocity distribution corresponding
to T in their center-of-mass system, and with a superimposed

center-of-mass velocity ¥ oy

Figure 2 shows the coordinate system for the theoretical
model. The present adaptation differs in that a solid target
is struck by the laser beam on the front surface. The current
density of ions } in ions per unit area per unit time is given

by
’ 3/2 1/2 N Ly -4

-j’(rggy)\pﬂ) = (%)(%) (%) :g- exp( 3; ). (dm)

X exp { [;%3 (¢n)-2][1-3(k cos e)(¢n)/4]$ 7

where

9=§J()\C059)2+§2-(>\c059)$ .

thax * 3/8 8 Vm/3KT r .

s t/tmax ’

and
A Vams * Vem = X V3KT/m
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gives the relation defining the '"blow-off' parameter -A. Small A

implies small v and hence a broad angular distribution, while

cm
large A implies a narrow "plume". The other parameters above
include time t, ion mass m, Boltzmann's constant k, temperature
i ; i 3 ult raphi-
T, and time of Jmax’ R A Figure 3 shows these res s graph

cally in terms of J/J versus n, and therefore represents an

expected picture of Jmsgrsus t on an oscilloscope trace of a
current sensing Faraday cup. Picture A of Figure 4 shows an
actual trace of a boron ion pulse from the present measurement.
The points on Figure 3 are the same data plotted there. The
skewness away from the theoretical curves has been noted befpre28
for ions, while the agreement is quite good for neutral atom
blow-off.28 The X values depends on laser energy density and
the target materials, and are thus subject to some control. The
general agreement with theory is sufficiently good to predict
currents and densities as functions of time, distance and angles.
Of particular importance is the sensitivity of the angular dis-
tribution to X, as seen next. The total number of ions passing

across unit area normal to r per pulse is given by

-]

+ N0 2 2
J/. j dt e exp(-31°/2)

o 4mr
2) il
X x + /T(1/2 + x°)(1 + erf x) eX° r
where X = V372 (X cos 8)
2 X
and erf x =

7% J/.exp(ouz) du
)

Figure 5 shows these theoretical angular distributions as functions
of X. Also included are previous experimental points obtained
for aluminum ions and present points obtained for boron ions.
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It is obvious that small values of XA are necessary if one is to

implant large areas with high uniformity without ''rastering"

the wafer between shots. The ion arrival time profiles may also

be very important in self-annealing aspects, since the thermal

pulse will reflect the arrival time pulse. Figures 4 and 5 from
Reference 27 show examples of widely differing angular distributions
depending on laser beam conditions. The presently obtained angu-
lar distributions are adequate for present purposes and will be
optimized further, but it is clear that variations in ion fluence

as a function of angle put eventual limits on the size of wafers
which can be implanted with high uniformity over the surface.

Measurements have been made to determine the actual ion cur-
rent and areal implant ion density by combining Faraday cup array
current measurements with implant ion deposition without accel-
eration. The currents and charge collected are displayed directly
on an oscilloscope for the two outer and the middle Faraday cups
in the array. The apertures of the other two cups are covered
with silicon wafer chips. A number of laser shots are then made
to deposit boron on the silicon chips, at the same time summing
the charge collected on either side of the chips. Table 1 shows
the results of one such run. In this particular case, cup A was
on the side of the normal toward the laser beam, and the results
show the asymmetry toward the laser beam which was reported
earlier.27 The uniformity of 1 2% over the 3 cm interval between
cups A and M is acceptable for now, but the 1 8% variation between
cups B and M is not. This run shows a particular strong depedence
on angle, a dependence itself dependent on laser conditions as
noted above.

The silicon chips deposited with boron in runs like Table 1
are presently being analyzed on an Applied Research Laboratories
IMMA (Ion Microprobe Mass Analyzer). A schematic diagram of
this instrument is shown as Figure 6. It will be used extensively
in early work before actual semiconductor devices are implanted,
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in order to determine implant uniformity, purity, and depth pro-
files. Actual semiconductor device implants will of course be
necessary to prove the effectiveness of the blow-off implant
method in the final analysis.

Tests using high energy accelerated ions have just commenced
and no meaningful report can be made at this time.
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APPENDIX A

CONTRIBUTION OF FREE ELECTRONS TO
OPTICAL ABSORPTION IN SEMICONDUCTORS




I. INTRODUCTION

The purpose of this report is to establish whether free carrier
contribution to optical absorption in semiconductors will significantly
modify absarption characteristics of intrinsic semiconductors. The work
which is described in this report has been stimulated by an idea of using
lasers for processing of surface regions of semiconductor materials.

Laser-induced surface processing (LISP) is based on the notion that,
when irradiated by a laser whose radiation is strongly absorbed in the
processed material, the surface of the irradiated material is elevated to
high temperatures in controllable manners. In the usual mode of operation,
LISP uses a high-power laser whose frequency is higher than the semiconductor
band gap frequency, thus causing in it band-to-band transitions. High densi-
ties of free carriers may result due to photoexcitation of electrons into
the conduction band. One then asks whether these high densities will
contribute significantly to the optical properties of the absorbing material,
specifically, to its absorption characteristics. Significant changes in the
optical properties of the semiconductor would in turn affect absorption.
of the laser beam, i.e., the process through which the carriers have been
created.

[t is well known that high concentrations of free carriers in
metals may cause significant absorption in visible or infrared, due to
collective motion of the carriers. The absorption peaks up just below the
plasma frequency. In semiconductors, high carrier concentrations may be ob-
tained by heavy doping of the semiconductors, thermal excitation at elevated
temperatures, carrier photo-generation and current injection, among other
things. The relative importance of the contribution of the free carriers to
optical absorption will depend on the radiation frequency. In the frequency
region below the band gap energy, free carrier absorption may be the major
mechanism of optical absorption. In the frequency region above the band gap
energy, band-to-band transitions may be expected to be stronger than collec-
tive excitations unless the carrier concentration is very high. Thus, the
strength of the absorption is expected to depend on the number of free car-
riers, carrier lifetimes and frequency. It is the carrier contribution to

optical absorption in the frequency region above the bandgap frequency
which is of interest in LISP.




The increase in the number of free carriers in strongly absorbing
semiconductors during LISP is due to (i) carrier photogeneration and
(1) thermal excitation of a large number of free carriers. As has already
been noted, the primary mechanisms for optical absorption in strongly-
absorbing semiconductors are band-to-band transitions, creating (for long
pulse length and long carrier lifetimes) large instantaneous concentrations
of photo-electrons. The source of the thermally excited electrons is heat:
thermal excitations occur after carriers photo-excited into the conduction
band relax back into the valence band, transferring optical energy to
thermal vibrations of the lattice.

It may be of interest to note here that thermal runaway in semiconductor
laser windows is caused by thermal excitations. These windows are fabricated
from intrinsic semiconductors transparent to the laser frequency. However, for
high power lasers, even a very low residual absorption causes the window to
heat up, thus thermally exciting carriers into the conduction band and rapidly
increasing absorption with temperature.

This report will be organized as follows. The number of photo-excited
and thermally-generated carriers during LISP will be calculated in Section II.
The diffusion equation will be used for estimating values of instantaneous
densities of the photogenerated carriers. A theory of optical absorption
through collectiye motion of free electrons is developed in Section III. In
Section IV we calculate the absorption coefficient due to the free electrons as
a function of frequency and further discuss our results.




II. CARRIER CONCENTRATION

II.1 TRANSPORT OF PHOTOGENERATED CARRIERS

The instantaneous concentration of photogenerated carriers n(x,t) in a
semiconductor in the absence of an accelerating electric field is obtained
in the low carrier concentration approximation by solving the following
diffusion equation,

—=9""‘+D—2' ’ (])

where the generation function g gives the photogeneration rate of the carriers,

R T (2)

where o is optical absorption coefficient and F = F(t) gives the rate of the
photon flux incident at a unit surface of the semiconductor.

sn = n(x,t) = n_ (3)
where o is the equilibrium carrier concentration, t and D are minority carrier
lifetimes and diffusion constant, respectively.

Assuming that g, t and D are independent of carrier concentration, Eq. (1)
can be solved by using Green function techniques. For the boundary conditions,

j(x=0,t) =-p& =0 (4)
¥ [ x=0
and
n(x = ¢) = N (5)
the Green function is
' ) 1
G(x,x ,t-t ) = (6
JaaD(t-t") )
+eo _{x=x'-2n2 - _{x+x'-2ng 2\ (t-t")
:E : (e 4o(t=t") , ,  4D(t-t") ) .
n=-w
3




where % is the semiconductor thickness. The boundary conditions (4) and (5)

describe the physical situation when there is no flux of carriers across
the semiconductor front surface, and carrier concentration at the slab back
boundary is constant (no is the equilibrium minority carrier concentration).

The solution of Eq. (1) is then given by

- %
n(x,t) = fd" fdt' Glxax' s t:t') glx'st') & (6)
0 0

where the generation function g(x,t) is given by Eq. (2).
For the slab thickness £ such that
g >>1/a (7)
the semiconductor can be replaced by a semi-infinite medium, with the result

that the summation £ in Eq. (6) is reduced to one term, namely, term n=0.
n
Carrier concentration is then equal to

1
-aX

@ t
n(xst) . _[dx. fdtt G(X,x's t't') aF(t|)9« ’ (8)
0 0

where the Green function is

Bt e (x-x")? C_(x)?
; o WE-t) " Wt
G(x,x' ,t-t') = —— & T e +e (9)
YanD(t-t )

Our reason for solving the transport equation is to find out whether the
instantaneous concentration of photoexcited carriers is sufficiently large so
that the strength of free carrier-induced optical absorption becomes comparable
with band-to-band absorption. In order to estimate the strength of the effect,
we have evaluated the concentration of carriers photoexcited at the
semiconductor front surface for a square shape laser pulse (see Figure 1).
Carrier concentration at x = 0 gives an upper estimate for concentrations
inside the semiconductor (x > 0). |




Light Absorption

Pulse F(t) F

a(x,t)
aF

hv

Carrier Transport

n(x,t)

Figure 1. Photogeneration and transport of carriers in a semiconductor slab.
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For the square-shape laser pulse, the generation function F(t) is
equal to

F(t)
F(t)

Fy ettt , (10)

0

where tp is the length of the laser pulse and Fo is a {constant) number of
arriving photons at the semiconductor front surface. Using Egs. (9) and (10),
Eq. (8) then reduces to

-t
n(x=0,t) = J(.dt' e (T erf ¢ (o/Dt') (11)

where erf ¢ (z) is the complementary error function.

Clearly, the number of the photogenerated carriers is largest at the end
of the laser pulse. Since, for our purposes, we are interested in the maximum
values of the concentration of the photo-excited carriers, in what follows,
we shall be concerned with the integral,

tp -t(‘; s )
n(O,tp) = aFofdt e erf ¢ (a/Dt) . (12)
0

Inspecting Eq. (12), we find that there exist various physical regimes of our interest
characterized by relative length of three time constants: laser pulse length (tp),
carrier lifetime (tr) and "diffusion" time (1/Da2). In order to obtain approximate

expressions for the concentrations, in what follows, we shall therefore evaluate
Eq. (12) in the following limits:

1. Steady state or a very long pulse limit: gp >> 1T, tp >> 1/Da2.

Setting the integral upper boundary to infinity, tp + =, Eq. (10)
yields

aF 1
R [
n(ootp) = +GL ’ (13)

1




where the diffusion length L = VDt . That is, photocarrier concentration
is limited by the length of the carrier lifetime or the length of the diffusion time,
whichever is smaller. Here, the "diffusion time" is defined as the length of time

it takes the carrier to diffuse away from the surface region (of the depth
1/a), where the carrier was originally created, jnto the semiconductor interior.

2. Short pulse.

2.1 Pulse shorter than diffusion time: ?p < 1/Da2.

Expanding the error function for small arguments, Eq. (12) yields

1 2
) = o (e'tp(? Sl l>

p 0 Daz

n(0,t ' (14)

In order to better understand the physical content of this result, we
further reduce Eq. (14) in the following limits:

2.1.1 1 < tp(tp < 1/aZD).

n(O,tp) = a For . (15)

For the carrier lifetime shortest of the three time constant, carrier
concentration is carrier lifetime~limited.

2.1.2 tp <t (1< 1/u20 or T < 1/a20 > tp).

n(O,tp) = a F0 tp : (16)

For the pulse length shorter than the carrier 1ifetime, the concentration
is pulse length-limited.

2.2 Pulse longer than diffusion time: tp > 1/Da2.

In this limit, the integral in Eq. (12) is broken into two intervals,
namely, t < 1/Dc2 and t > 1/Da2. In the first interval, the error function
is expanded for small arguments. In the second interval, the error function
is expanded for large arguments. We obtain




n(O,tp) =
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A further insight into Eq. (17) is obtained by reducing it intc simpler

expressions for the following limiting cases:

2.2.1 EL< T (tp > 1/00.2).

Equation (17) reduces to

t
n(O.tp) = FO‘A;; . (18)

This result, Eq. (18), can be better understood by rewriting it into the
following form,
( o (
n(0,t. ) = . 18')
P* /bt
Salap)

P

t

Notice that the denominator of Eq. (18') has the dimension of velocity. That
is, for tp<1,carrier concentration is 1imited by carrier diffusion within the
time interval equal to the length of the laser pulse.

2.2.2 1/0a% < 1 < t,-

Equation (17) reduces to

n(0,t,) = ro‘/*; , (19)

which can be rewritten as




—
T AT L

That is, by analogy with Eq. (18"), for t < tp, the concentration is limited
by carrier diffusion within the time interval equal to the carrier lifetime.

2
2.2.3 1t < 1/Da” < EP

Equation (17) reduces to

n(O,tp) = aFor . (20)

That is, carrier concentration is limited by carrier lifetime. (It should
be noted here that Egqs. (19) and (20) in fact reproduced the steady state
result, viz., Eq. (13)).

The results, Eqs. (13) through (20), are summarized in Table 1. It is
seen that the following "rule-of-thumb" applies. The surface concentration
of the photoexcited carriers is limited by the length of the shortest time
interval in the problem, tp or t, if these are the shortest time intervals;
or, in the case of fast carrier diffusion, by diffusion of carriers within the
time interval tp or t, whichever is shorter. Comments in the third column of
Table 1 refer to real physical cases to which the respective 1imiting expres-
sions apply. The values of the representative parameters (i.e., time constants,
mobilities, diffusivities) used for identifying the various physical regimes
are also listed in Table 1. In the last column of Table 1 are listed plasma fre-
quencies corresponding to the maximum concentrations (column four). The plasma
frequencies were obtained by evaluating the expression,

: 2 1/2
& mne
wp (€ m ) ) (2~I )

e

where ¢ is the dielectric constant and Mo is electron effective mass. The maximum

concentrations were evaluated for the photon flux Fo = 3x1025 cm'zs-1, where

F = Polhv. P0 is the peak power of the ruby laser (A = .6943 um) and was taken

0
P° = IO7N/cm2. The pulse width was 30 nanoseconds. The pulse was square-shaped.

I1.2 SURFACE RECOMBINATION VELOCITY

The effect of the presence of the surface in the vicinity of the active
region is to introduce additional carrier-loss mechanism into the problem. It
is customary to define an effective surface recombination velocity s of minority
carriers by the expression:

D2/ =5 an(0) = s(n(0) - . 22
9*/x=o an(0) = s(n(0) - ny) (22)
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the previous section.

the source term Eq. (2) applied over a long period of time, is

i aFt (_ (s + aD) e-x/L o e-c.x) ;

pine QERVE

where all parameters were defined in Section 2.1.

x = 0 to the simple expression:
F
= 0
an{0) = ST ¥ T7La)

characteristic velocities in the problem, i.e., if

1 s > (]_’ L aD)

et
at T' QO p

the corresponding velocities, viz., Eqs. (15) through (20).

IF.3 THERMAL EXCITATIONS

N

| where U is equilibrium concentration of minority carriers. Thus, if one

wishes to account for the effect of the surface recombination on carrier

concentration, Eq. (22) will replace the boundary condition, Eq. (4), of

The transport equation, Eq. (1), with the boundary conditions, Eqs. (5) and
(22) may be solved using again the Green function techniques. We have not
constructed complete Green function for this problem. However, we have
solved Eq. (1) directly for the case of the steady state. In the steady state,

solution to Eq. (1) with the boundary conditions Eq. (5) and (22) and with

Taking the 1imit of large s, s > aD and s > L/t, Eq. (23) reduces at

Thus, in the case of a rapid surface recombination, concentration of
photoexcited carriers is limited by surface recombination velocity, s, as
expected. Intuitively, one expects a similar result also for the transient
case: For a finite pulse length, carrier concentration will be surface re-
combination-limited if the surface velocity is higher than any of the other

In the other cases, i.e., for the surface recombination slower than any
of the characteristic velocities, carrier concentrations will be limited by

Heating the semiconductor to high temperatures will have a threefold
effect on the semiconductor properties: (i) increase of intrinsic carrier




densities, (ii) increase of extrinsic carrier densities, and (iii) tempera-
ture dependance of carrier lifetimes, mobilities and diffusivities.

11.3.1 Intrinsic Carrier Densities

Intrinsic carrier densities of Ge, Si and GaAs as a function of
reciprocal temperature are shown in Figure 2.

11.3.2 Extrinsic Carrier Densities

In the 1imit of low temperature (kT < Eg - Ed)_or a high doping concentra-
tion, the ratio of ipnized dopants at temperature T] and T2 is

SUSHRNN e TR
- 2 1
AT,y exp ' (26)

where Eg - Ed is the position of the dopant level below the bottom of the conduction

band. In the limit of high temperature, or low doping, the ionized dopant con-
centration is approximately constant, equal to the total dopant concentration,

n=N

Thus, at elevated temperatures, the maximum concentration of extrinsic electrons
is equal to the dopant concentration, yielding the following plasma frequencies

(wp = (47 nez/em )]/2);
GaAs wp = 6.2 X 10* N (27a)
: 4

[11.3.3 Temperature Dependence of Physical Constants

Temperature dependence of semiconductor parameters such as lifetimes,
mobilities and diffusivities is rather complex. In the context of the present
investigation, changes in temperature will modify intervals of physical
regimes defined in Table 1 of Section II.2. Due to their complexity, and

their comparatively small effect, we shall neglect these temperature changes
in the present problem.

12
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III. EFFECTS OF FREE ELECTRONS ON SEMICONDUCTOR ABSORPTION

III.1 PROPAGATION OF ELECTROMAGNETIC WAVES IN A LOSSY MEDIUM

Attenuation of electromagnetic waves in semiconductors follows from
solving Maxwell Equations in a conducting medium. Solving the Maxwell Equa-
tions for the electromagnetic wave,

E = E0 exp [i(kx - wt)] ; (28)

propagating in a lossy medium, one obtains for the complex (frequency-dependant)
wave vector Kk,

2
=gy (29)

|E

(2}

where w is the angular frequency and the generalized complex dielectric constant
T is

gt j 4mo

e =¢e + i . (30)
Alternatively, since the generalized complex conductivity is

T=o+ %;r“i(we) P (31)

Equation (31) can be rewritten as

T ldio : (32)

w

In Eqs. (29) - (32), €,0 and e,0 are compiex and real quantities, respec-
tively, and are functions of angular frequency w. Using Eq. 30, the gener- i
alized refractive index n ,

n: Vﬁg =n+ic , (33)

can be written as




where n is the real part of the generalized refractive index n and « (the
imaginary part of n) is related to the extinction coefficient a (extinction
of energy carried by the electromagnetic wave), by

a = 2k 3:- : (36)

Hence, the absorption coefficient 8 (describing attenuation of the amplitude
of the electromagnetic wave) is equal to

=% -
8 = 2. K c (37)
and the electromagnetic wave is
. k e -
grup gVERAmERE = B (38)

o

We note that Eqs. (34) and (35) can be rewritten alternatively as

[ 2
%—e +\-'e2 * 160 9-2- (39) . 14
g .

3
n

2
KZ ']é‘- 3 +Ve2 + 161‘r2 -0—2- s (40)

w

giving n and x directly in terms of ¢ and ¢. Once the dielectric constant and
conductivity are known, the above Equations completely describe dispersion
and attenuation of electromagnetic waves propagating in a lossy medium.

II1.2 ELECTRON SUSCEPTIBILITY AND CONDUCTIVITY )

In a radiation field, the current of the free carriers has a component in
phase and a component out of phase with the electric field. The in-phase
current contributes to the conductivity and the out-of-phase component con-
tributes to the susceptibility. -In order to estimate the free carrier con-
tribution to o and ¢, it is convenient to employ a model of a damped
oscillator. In this model, carrier motion is described by the following
equation of motion,

15




e e

2 . e-'iut ,
where the damping constant t is electron "relaxation" time and wy is the
~restoring force, Since, for free carriers, there is no local restriction on
; their motion, in what follows, the restoring force will be neglected.
Putting Wy = 0, and using the definitions polarization P = nex and current

J = nex, we obtain

m(x + T, ug

x) = eE (41)

2

fw. "<
et P _ :
. E:€°+4WE-(1+mllim>so ’ (42)
| i nezr
| TEECRT - ey L2
% 2 41rne2
| where wp is the plasma frequency, wp = (-Eﬁ"_)’ and n is the free electron

density. It is straightforward to verify that Eqs. (42) and (43) satisfy
the relations of Section III.1. Rewriting Egs. (42) and (43) as

2 2
N | (44)
o =Y e et o
1 + wz‘rz .
and
2
g ne ‘t'2 s ) (45)
m(l + w1

and substituting them into Eqs. (39) and (40, the absorption coefficient can now
be evaluated.
The final remark will concern time constant t. =t is the relaxation time,

which, in the context of the damped oscillator model, is related to carrier |
mobility,

t=ul (46) |

where m and e are glectron effective mass and charge, respectively.
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IV. ABSORPTION COEFFICIENT

The refraction and absorption coefficients associated with free electrons
are calculated by substituting Eqs. (44) and (45) into Eqs. (39) and (40).
The results are sketched in Figures 2 through 4.

In Figure 3, we plot the qualitative behavior of both the real and
imaginary parts of the generalized refractive index versus frequency for the
case of t = =, This is a rather illustrative case. It shows that, in the
absence of any loss mechanism, there is a total reflection at frequencies
w < wp. At w < Wy » the wave is evanescent with the skin depth &(§ = B'])
approaching infinity as frequency w approaches W In the frequency region
above the plasma frequency, w > wyo there is zero absorption (x = 0), the wave
being partially reflected and partially transmitted. There is a practically
complete transmission at very high frequencies.

In Figure 4, we sketch the qualitative behavior of real and imaginary
parts of the generalized refractive index, n and x, respectively, versus
frequency for both, the case wp > r'] and wp < 1'1. Also noted in Figure 4
are leading terms of expansions of n and ¢ versus w in various frequency
regimes; that is, regimes defined by relative magnitudes of parameters w,
wp and r']. The leading terms were obtained by expanding expressions for
n.and ¢ in terms of smallness parameters appropriate to the various regimes.
It is seen that finite values of n and « are obtained at all frequencies
indicating partial transmission, reflection and absorption of electromag-
netic waves in all the frequency regions.

In Figure 5, we sketch qualitatively the imaginary part of the refractive
index, «, and the absorption coefficient g; Figure 5.1 shows the case of wy < T
and Figure 4.2 the case wp > r-]. By comparing Figure 5.1 and 5.2, it is seen
that the qualitative behavior of g in the two cases is the same. The absorption
coefficient starts from zero at w = 0 and grows approximately with frequency
as (w)]/z until  approaches frequency w = w_ or 1'], whichever is smaller.
Absorption then levels off (attains maximum value) until the frequency reaches
T-] or W whichever is larger. Thereafter, 8 decays inversely proportional
to the second power of the frequency, 8 ~ oe,

1

Thus, we can see that there exist several frequency regions in which the
absorption coefficient behaves differently. It is easy to verify that, for
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semiconductors, unless the semiconductor is intrinsic, the limit of

1'1 < mp usually applies. Using Eq. (46), one finds that typical values

of t range from 4 x 10']3 to 4 x 10']2 seconds (Si, InAs, GaAs and Ge);
therefore, 1'] < wp for electron concentrations above, typically, 10]4 cm'3.
Hence, for most semiconductors, the absorption coefficient 8 = w_/c in the
frequency region of r'] < w < wy and g = mp2/2CTw2 for frequenciZS W oW

A list of calculated values of g at the ruby frequency (A = .694 um) and at
7um for silicon, InAs, GaAs and germanium for doping concentrations of 1017,

10'8 and 10'9 ¢p3 is given in Table 2.

In Table 2, the effect of frequency and carrier concentration
on values of 8 is clearly seen. Absorption peaks up in the vicinity
of w = W With frequencies increasing into the near infrared
region of the spectrum, the absorption decreases until, in the visible region
of the spectrum, it becomes very small. We note that this region also coin-
cides with the region of the onset of strong band-to-band transitions, hence,
in semiconductors, the effect of free carriers on the optical properties be-
comes important really only at frequencies lower than the bandgap frequency.

Whereas at frequencies w S w_, the absorption coefficient 8 = mp/C = 104 cm']

P
for electron concentration of n = 1019 cm'3, the value of the absorption
coefficient at the band gap frequency is lower than this maximum value by

several orders of magnitude.
We note, finally, that in the near infrared region, where the frequency
w > Wy, it holds that
W6n2ef/u® < e (47)
and hence,

n=ve . (48)

In addition, if the carrier concentration is not too high, the dielectric
constant ¢ may be approximated by its value in the absence of free electrons,
E=g. =n 2. Therefore, electrons affect optical properties only through

0 0
their contribution to conductivity, influencing « or g, but not n:
n w =
gl alliy Bl (49)
c n_c 2
] Zc W T

which is the expression written in Figure 4 for the limit of w > (1'1. wp).
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In the usual mode of its operation, LISP utilizes lasers whose radiation

is strongly absorbed in the processed material, necessitating frequency
The ruby laser is used for irradia-

regimes above the band gap frequencies.
The instantaneous concen~

tion of semiconductor surfaces in our laboratory.
trations of free electrons induced at the semiconductor surface by the laser
19

irradiation were calculated in Section I to be on the order or less than 10
cm'3. Hence, as has already been noted, in the frequency regime above the

band gap frequency where the semiconductor is strongly absorbing (a 2 104 cm']),
optical absorption due to the photoexcited electrons is less than the band-to-
band absorption, and hence, the effect of free electrons on the ahsorption

coefficient can be neglected.
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APPENDIX B

NUMERICAL SOLUTION OF THERMAL AND
IMPURITY DIFFUSION DURING LASER-INDUCED PROCESSING

Abstract

The temperature profiles obtained in heavily damaged
semiconductors after the application of a strongly absorbed
laser pulse to the semiconductor surface have been evaluated
numerically. The profiles were obtained for several pulse shapes,
widths and powers. The laser power required to raise the surface
temperature close to the semiconductor meiting temperature is a
strong functior of the optical absorption ccefficient, a, of the

semiconductor. For q = 104 cm'], the required powers are an the

order of 107 H/cm2 for a 10 nsec pulse. The temperature profiles
were evaluated with the help of an advanced code PDECAL which
solves a set of nonlinear partial differential equations. This

was the first time PDECPL was used in DSSG.

The impurity profiles in the semiconductor after the applica-
tion of the laser pulses to the semiconductor have also been
obtained. However, impurity diffusion in the semiconductor solid
state is very slow. Therefore, numerical methods have been devel-
oped which seek redistribution of impurities as a function of the
number of the applied pulses, rather than of time. A typical
number of the pulses required to induce impurity diffusion of
100 X is on the order of 105 pulses. This large number practically
eliminates the use of pulsed lasers for inducing impurity diffusion
tn the semiconductor solid state.




B,

1.  TEMPERATURE DISTRIBUTVICN

PROBLEM

The temperature distribution in the semiconductor after the application

of the laser pulse in the one-dimensional approximation is obtained by solving
the thermal transport equation

3T 2.(&..21 - Sl

- 3t T ax < ax) c 2 : (1)

where cp and « are the specific heat and thermal conductjvity, respectively,
and where the source function S is equal to the rate of the density of the
absorbed power per unit length,

S(xst) = oF(t) e , (2)
where o is the optical absorption coefficient and F(t) describes the shape of
the laser pulse. Equation (2) assumes that the laser energy converts to the
thermal energy instantaneously, wuch as in heavily damaged materials. Thus,

for the square, trianagular, and "Gaussian" pulse shape, respectively, F(t) is,

Square Shape Pulse
F 0<tct .
o
F(t)<::: ‘ (3)
0

otherwise 3

Triangular Pulse

Fo(t/t) O<te<t
tg - t
=Peor .
F(t FO tp = tm tn < t < tp 5 (4)
0 otherwise
"Gaussian" Pulse
(t-t,)°
Fgll » S==cm= ]} 0 <% < t,
F(tk<:: tn (5)
-(t-t.2)/t, 2
F° e otherwise 3

where tp is the pulse length and tn designates peaks of the triangular and
"gaussian” pulse. Neglecting the loss of the heat irradiated from the

2
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front surface (it has been estimated to be typically six orders of
magnitude smaller than the incoming flux), Eq.(1) is solved subject to
the following initial and boundary conditions:

T(x,t=0) = TO (6)

3T§;=0,t2 =0 (7)
X

T(X=£.t) = TO ’ (8)

where & is the sample thickness and T0 is temperature of the heat sink at
the back side of the sample.

It is possible to develop analytical methods for solving Eq. (1) by
using Green's function techniques if Cp and « are constants; however,
these are not applicable if ¢_ or « are functions of temperature. There-
fore, in order to solve Eq. (1), computational methods were used.

These are described in Attachment 1, "Program THDIFFS." The shapes of the

thermal conductivity « = «(T) used for silicon and GaAs, are shown in
Figure la and 1b, respectively.

RESULTS

Thermal distributions for several cases of interest were obtained. The
distributions were obtained for GaAs and silicon for various values of the
optical absorption coefficient, incident laser power, pulse length and shape.
The temperature was calculated as a function of the distance away from the
semiconductor surface,for various times after the application of the laser
pulse. Several representative cases are listed in Table 1. The corresponding
graphical plots are shown in Figures 2-10.

The first case (Figure 2) is for o = 'IO2 cm']. This comparatively weak
absorption corresponds to the tail of the silicon absorptidn edge, such as
for the absorption of Nd:Yag laser in silicon. Figures 3-6 correspond to .
ruby laser absorption in silicon (a = 5x103 cm'1). and Figures 7-10 to ruby 1
laser absorption in GaAs (a = leo4 cm']). The cases shown are for the 3
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Table I

THERMAL DISTRIBUTION CASES

: -1
Material a (em™ ) tm(sec) Fo(wlcmz) Pulse Shape
2 0 !
10 5x10™° 5x10° Gaussian ;
5x107° 3x10’
ey 3 B0 2 2x10’ i
ilicon 5x10 X x10 Gaussian
1.5x10°8 2x10’
2.5x10"7 25107
1,550 5x10°
4 1.5x10°8 10/
GaAs 5x10 i Gaussian
5x10™2 1x107
1x1072 1x10’ ’

"Gaussian" pulse shape.
pulse have also been evaluated.

Temperature profiles created by the triangular

As expected, there is no significant

difference between profiles created by the various pulse shapes. No
losses such as the reflection losses were considered; therefore, the
listed powers are the actually absorbed powers.

The profiles are shown as a function of the distance away from the
front surface, with time (in fractions and multiples of the pulse length,

t_ ) as a parameter.

after the end of the laser pulse are clearly seen.

The initial rise and decay of the temperature pulse
In the cases shown,
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the surface temperature reaches the maximum value at the "end" of the

laser pulse, i.e., at the time tp = Ztm. where t designates the pulse peak.
After the end of the laser pulse, the surface temperature rapidly drops,

to about 1/3 of its maximum value in the time interval of 10 t_. Simul-
taneously with the application of the laser pulse, the createdpheat propa-
gates into the crystal bulk. In all cases shown (except Figure 2), the
thermal profile broadens after the end of the laser pulse, according to the
thermal - transport relation, x2 = 4zpt/cp. Figure 2 does not show this

type of broadening of the thermal pulse; this is because of the overall
rather wide temperature distribution, in this case due to the comparatively
weak absorption.

Inspecting Figures 2-10, the effects of varying the laser power, pulse
1en§th. and optical absorption coefficient are clearly seen. Comparing
Figures 3 and 4, and 7 and 8, it is clear that for all other parameters
being equal, the maximum surface temperature increases linearly with the
laser peak power. Comparison of Figures 4, 5 and 6, and 8, 9 and 10 shows
the effect of pulse length on halfwidth of the thermal distribution and
the surface temperature. The maximum surface temperature follows the

approximate relationship,
T.T:L.E_]._ , (9)

where ‘eff is the effective halfwidth of the thermal distribution at t = tp,

t.x
teff J ?’E— ’ (10)

That is, Lets is the larger of the quantities (Za)_1 and (x t /2c )”2

For fast thermal diffusion (a'1 < k tp cp ), the region of the h\gh
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temperature is limited by the thermal diffusion length (within the pulse
duration). For slow thermal diffusim, the region is limited by the pene-
tration depth of the laser radiation. The widths of the profiles (silicon)
in Figures 3, 4 and 5 are optical absorption depth-limited (tD -7 10‘7 sec).
The profile in Figure 6 is thermal diffusion-limited (tp 2 10’7 sec). For
GaAs, the widths of the curves in Figures 7, 8 and 9 are thermal diffusion-
limited (t_ 2 1072 sec), and in Figure 10 optical penetration depth-1limited
(tp 5 109 sec), The.aptical peretration depth-limited profiles {short
pulses) are generally narrower than the thermal diffusion-limited profiles.

Equations 9 and 10 say that for sufficiently short pulses, Ts grows
linearly with tp. That this is indeed the case is immediately seen by com-
paring Figures 4 with.'5 and 8 with 9. For long pulses, this increase is
slower, the surface temperature approaching saturation for very long pulses.
Clearly, the heating is most efficient when tp = tth = Cp/<a2.

II. IMPURITY REDISTIRBUTION

PROBLEM

Redistribution of impurities induced by the elevated temperature during
the application of the Taser pulse to the semiconductor surface is obtained
by solving Fick's laws for impurity diffusion,

N _ 3 N
where the diffusion coefficient D is a material parameter characterizing the
rate of the diffusion, which, for solids, increases steeply with temperature
according to the exponential law,

Ex
D(t) = D, exp(- ) o (12)

where EA is activation energy for impurity diffusion and the temperature inside
the semiconductor, T = T(x,t),is the solution of Eq. (1). Equation (11)
describes time development of the impurity concentration, whatever the initial
distribution may be. In the absence of an external source of the impurities,
Eq. (11) is subject to the following boundary conditions,

16
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3N§x=0,t2 =0 (13)

ax

aN(x =g¢,t)

™ =0 . (14)

The initial condition is distribution of impurities before the application
of the laser pulse,

N(x,t=0) = No(x) A (15)

Since Eq. (11) is a nonlinear second order partial differential equation,
it again has to be solved numerically.

NUMERICAL METHODS

Equation (11) can be solved by using the same numerical code which was
used for computation of the thermal diffusion, Eq. (1), and described in the
preceding section. However, there is one important difference between the
thermal and impurity diffusion. Whereas there is a very rapid thermal diffu-
sion after the application of a single laser pulse, the impurity diffusion
is very slow. Before applying the code to Eq. (111), it is therefore very
important to realize that Eq. (11), with the initial condition, Eq. (14),
describes time development of impurity distribution during the application of
one laser pulse. Due to the very slow impurity diffusion (in the solid
phase of the semiconductor), the diffused distances during one laser pulse
will be very small. Assuming an average‘diffusion .constant of
D = 10'10 cm2 s'] during the pulse duration of tp = 25 nsec, the number of
pulses, n, which have to be applied to the semiconductor in order to achieve
impurity diffusion of, say, 100 K. is

- F cig 10 .
0ty 4x10710 x 2.5x10°8

12
w ., (16)

which is rather large. Since it is quite unreasonable to ask the computer
to solve Eq. (11) repeatedly 105 or more times, we have reformulated the
problem such that, in the new formulation, we seek development of impurity
concentration as a function of the number of the applied pulses, rather
than in time. This has been done as follows.
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Assuming that solution of Eq. (10) t time t = t, is N(x.to). the formal
solution of distribution N(x,t) at some later time t is

9 32
N(X,t) = U(t’to’ ‘87 Y —2-. .-.) N(X,to) FY 07)
X

where the time-development operator U is

t
U= exp,fdt‘ & g—x)‘ : (18)
tO

Assuming that the n-th laser pulse was applied at time t, = 0, and (n+1)th
pulse at the later time t, and that the length of the laser pulse t_ is much
shorter than the time interval between the application of the pulses,

tp << t ) to 'y (‘19)

the distribution which is obtained as the result of the application of the
nth pulse is then equal to
32

"'_2’---) N(X,O) » (20)

N(x,=) = U(=,0, 2"’
X ax

where N(x,=) and N(x,0) are the final distribution resulting from the appli-
cation of the nth arnd {n-1)th pulse, respectively (final distribution after
the application of the (n-1)th pulse is the initial distribution before the
apolication of the nth pulse). Equation (20) may then be rewritten as

3 32
Nn(X) = U(Q’O, ?x-, __2"’...) Nn_] (X) s (2])
X
where the operator
i '3 /p3
U = exp / dt =H{05) ) » (22)

0

and where Nn(x) is the final distribution after the application of the nth

pulse. Equations (21) and (22) describe the development of impurity distribu-

tion as a function of the number of applied pulses.
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Equation (21) is evaluated by expanding the time development operator U
into the power series,
U=1+ [dt' g—x (Dg—x) + higher order terms . (23)
0

Using Eq. (23), Eq. (24) then becomes

@©

N (x) = 1+37Jdt'(0%) N () 2e)

where we have neglected the higher order terms of Eq. (23) due to the extreme
slowness of the diffusion. Defining "integrated diffusivity" M(x) by the
expression,

M(X) = fdt| D(X,t') ’ (25)
0
Equation (22) is finally rewritten as
aN(x,v) - L( | :
v ax r(x) ax N(xv) : (26

where, for small changes in Nn_1(x) to Nn(x), we have replaced the discrete
steps in n by the continuous variable v.

Equation (26), with the integrated diffusivity, Eq. (23), is our final
equation used for computation of the impurity distribution. It gives dis-
tribution of impurities as a function of the number of the applied pulses, v,
and is solved numerically by using the same numerical code which was used for
solution of the thermal equation, Eq. (1). The computational methods are
described in Attachment 1, "Program IMPDIFS."




- " N—

RESULTS

Impurity distributions were obtained for several cases of interest.
Three examples of the calculated distributions are shown in Figures 11, 12
and 13.

Figures 11 and 12 show distributions obtained after the application
of 104 laser pulses to silicon in the absence of an external impurity
source. The initial impurity profiles were assumed Gaussian with halfwidths
of 0 = 0.1 and 0.5 um, respectively. The activation energy for diffusion,
Q, was assumed to be 2 eV, and the diffusion constant, D , was 1 cm /sec
The peak laser power utilized for heating the material was F = 1.5 x 10
w/cm , the pulse was triangular with length t_ = 30 nsec. The optical ab-
sorption coefficient a = 104 cm 1. The material was silicon. The distri-
butions are plotted as a function of the distance away from the semiconductor
surface. Both the initial and the final (104 pulses) distributions are
shown. ‘

The common feature of Figures 11 and 12 is the qualitative change in
the shape of the modified distributions. In both cases, the impurities dif-
fuse away from the semiconductor surface into the bulk, However, since
the semiconductor interior is "cold", thus preventing it in any significant
impurity diffusion, impurity profiles tend to "bulge" beneath the semicon-
ductor surface at a distance which depends on the optical penetration depth,
pulse length and halfwidth of the initial impurity distribution. This re-
sults in profiles which (after application of many laser pulses) are steep,
approaching an abrupt "step" junction.

There are quantitative differences between Figures 11 and 12. The
figures differ in the degree of modification of the initial profiles. For
the initial halfwidth much smaller than the optical penetration depth, the
high temperature affects all impurities. For the initial halfwidth on the
order of, or wider than, the optical penetration depth, impurities located
somewhat farther away from the surface will not be affected by the high
temperature. Thus, in the former case (Figure 11), the profiles will be
modified considerably more than in the latter case (Figure 12). In the latter
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Impurity profiles before and after laser-induced diffusion.
Laser parameters: F_ = 1.5 x 107 W/cm?, t_ = 20 nsec, number
of laser pulses 10 Bu]ses. Optical absorBtion coefficient

a = 10* em=!. Diffusion activation energy Q = 2 eV, diffusion
coef;i?ient Vg = ! cm? s~!. The initial distribution halfwidth
c=0.1um.
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Figure 12.
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10’
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Impurity profiles before and after 1aser-1nduced diffusion.
Laser parameters: F.o=1.5 x 107 W/em?, = 30 nsec, number of

laser Bu1ses 10* pu?ses Optical absorpt?on coefficient
a=10 Diffusion activation energy Q = 2 eV, diffusion
coeff1c1ent D =1 cm? s-1. The initial distribution halfwidth

o= 0.5 um.
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case, impurities located at the distance a'] beneath the semicondictor
surface will in effect, have been stopped. We have calculated profiles for
the initial depths a']. and also thicker than a'1. For 104 pulses, there

was practically no change in the initial impurity distribution.

Figure 13 shows the distribution obtained after the application of
104 and 106 pulses. The material was GaAs with Q = 2 eV, D° =1 cmz/sec,
and o = 2 x 10® en™!. The initial impurity profile was gaussian with half-
width ¢ = .5 um. The laser pulse shape was gaussian, the effective pulse
length was tp = 10 nsec, and the peak laser power was Fo =3 x 107 N/cmz.
The maximum temperature achieved in the semiconductor was its melting tem-
perature.

The common feature of the 104 and 106 pulse curves is the qualitative

change in the shape of the modified distribution. After the application of
many laser pulses, the profiles become more abrupt than the initial dis-
tribution. Similarly, as in Figures 11 and 12, there is little quantitative
change for 104 pulses. The provile clearly becomes an abrupt "step" junction
after the application of 106 pulses. Thus, the application of many laser
pulses with the optical absorption depth, a'], matching the impurity pro-
file halfwidth, o, results in abrupt impurity profiles.
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Figure 13.
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Impurity profile before and after laser-induced diffusion.

Laser parameters: F_ = 3 x 107 W/em?, t_ = 10 nsec, a = 2 x 10" cm™!
Material parameters? GaAs, Q = 2 eV, D P= 1 cm? s=!. The

initial impurity distribution halfwidtR o = .5 um (o = a!).

The laser pulse length is equal to the thermal diffusion time,

tp = tth = cp/mz.
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APPENDIX C

RUBY LASER SYSTEM USED IN
LASER PROCESSING EXPERIMENTS

1.0 REQUIREMENTS

Desirable properties in a laser system for semiconductor
processing are: controllable and spatially uniform energy den-
sity of 0 to 2.5 j/cm2 at the semiconductor surface. Pulse
widths should be less than 50 or 100 nanoseconds, with even
shorter pulses preferred. With the possible exception of beam
uniformity, the ruby laser used in the LISP program performs
nicely on all these counts.

2.0 LASER SYSTEM DESCRIPTION

Figures 1 and 2 illustrate the optical layout of the laser.
Not shown in the diagram are the flashlamp and Kerr cell drivers
and the refrigerator and pump for the cooling water. The laser
itself, the sample to be exposed and the beam monitoring instru-
mentation mount on one steel rail and a He-Ne alignment laser
and an autocollimator mount on a parallel rail.

The laser consists of two parts, an oscillator and an ampli-
fier. The mode of operation which has proved most effective in
this program is to drive the oscillator hard to keep the pulse
short and to obtain outputs of varying energy density (but con-
stant pulse width) by adjusting the drive to the amplifier.

The pulse width is unusually short for a laser of this type.

By intention, the laser cavity was made as short as possible

(40 cm), the outcoupling fraction is high (72% transmission)

and the oscillator flashlamp is driven very hard. The pulse
width from the oscillator varies from 8 nanoseconds at 4.8 kilo-
volts drive to 20 nsec at 4.3 kv drive (see Figure 3).
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4.8 kv drive

45 v/div, 20 nsec/div

4.3 kv drive

18 v/div, 20 nsec/div

Pulse Shape vs Oscillator Drive Voltage




The amplifier provides 3X gain at 4.0 kv drive and 1X at

: 3.0 kv. Below 3 kv, the output is attenuated about a factor of
two per 500 volts reduction in amplifier band voltage. Table 1
shows the range of energy densities available. The exact numbers
for pulse width and output energy vary considerably when ruby
rods or flashlamps are changed, but the qualitative behavior
stays the same.

Table 1.

Energy Density of Laser Pulse vs Amplifier Bank Voltage
With Oscillator Drive at 4.8 kv.

Pulse Width = 10 nsec FWHM For All Shots

Amplifier Drive Energy Density

kv ilem*

4.0 2.51

3.5 1.56 .

3.0 .83 ;

2.5 .36 §
]
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