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SUMMARY

\\ifi 4

This report describes the research ted under the
Office of Naval Research Contract No._ﬂggi37127§93 to in-
vestigate algorithms for locating simultaneously multiple
signal sources/jammers using linear antenna arrays and digi-
tal signal processing. Specifically, the signals impinging
on each of the antenna elements are converted to base band
and digitized. The digital samples from all the antenna ele-
ments are fed to a computer which carries out direction find-
ing, and later beam forming and signal extraction,(Figure S-1).

~> The problem of multiple signal source location with a
linear array eeéiie formulated, ollows. Consider the
linear array wifh n isotropic antenna elements spaced at in-
tervals of d units. The array is operkted in a narrowband
mode at a center frequency whose wavelength is y. There are
located with inclina-

normal (Figure S$-2)
ces Spe Let the
internal noise

i Assume E{gi}

m signal sources/jammers Jl, JZ, SO
tions of el, ez, SOty em with the antenn
and complex envelope amplitudes Sys Sp»
complex envelope amplitude of the antenn
generated by the ith antenna element be
= 0, E{g?gj} = Gijg2 and E{g?s.} = 0. 1so assume for
simplicity E{s,} = 0 and A = |fE{§# ¢ [|. Let z; be the
combined signal output of antenna i due to the signal sources
and internal antenna/noise and C = ||E{z§zj}||. Given C the
problem is to eva]ua{e the number of signal sources and their
angular locations. Once this problem is solved, it is a
simple matter to extend to the case where two mutually per-
pendicular linear arrays are used to determine azimuth and

elevation angles of signal sources&.f::\\\\\\
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In order to solve the problem of multiple source loca-
tions, a theoretical basis is developed using the properties
of Vandermonde determinants and vectors and several algorithms
are formulated utilizing this basis. Basically these algorithms ‘
consist of three computational phases. In the first phase, ]
eigenvalues/eigenvectors of a complex covariance matrix
formed from the sampled output signals of the elements of
the linear array are computed. 1In the second phase, a poly-
nomial is formed from the eigenvectors computed in the first
phase and in the final phase the polynomial is solved on the
unit circle to find the angular locations of the signal sources.

L)

The proposed algorithms are applicable to cases where the
source signal covariance matrix A is singular as well as non-
singular. The source signal covariance matrix is singular,
for instance, in the presence of the multipath phenomenon.
Using a first order perturbation analysis, the effects of
errors due to quantization and unidentical variances and non-
zero covariances of antenna internal noise signals are dis-
cussed and a method is suggested to minimize these effects.
Also an upper bound is derived on the computational errors
in the estimates of angular locations.

A computational analysis is presented to show that the
proposed algorithms have a computational complexity of 0(n3)
multiplication. The most complex and generalized version
of the proposed algorithms requires approximately 175 million
multiplications for n = 100 and around 50 million multiplica-
tions for n = 60. Thus if angular location of targets has
to be performed every 10 milliseconds, we require a proces-
sing rate of approximately 17500 and 5000 million multiplica-
tions/second for n = 100 and 60 respectively. (These rates
have to be multiplied by 2 if elevation and azimuth angles

vi




of the sources are required). In view of the present tech-
nological trend in computing, it is feasible to implement
the algorithms for real time angular location on high speed
parallel processing computers within the next decade when

n is in the range 10 - 100.

Simulations are performed to investigate the behavior
of the algorithms in terms of their accuracy, resolution and
convergence. The signal sources/jammers and the internal
noises are simulated by generating independent normally
distributed random numbers. Specifically experiments were
conducted to illustrate that in general as the number of
samples and/or the number of antenna elements are increased,
accuracy of angular estimates improves. Also, the experi-
ments illustrate that higher number of elements and/or
higher signal power levels result in better angular reso-
lution of signal sources. Preliminary experimental results
indicate that for four antenna elements, for widely separated
signal sources, an accuracy of approximately 10 milliradians
can be expected after 30-40 samples. Also for four elements,
a resolution of approximately 7 degrees may be expected with
the source signal to antenna internal noise ratios around 10
db.

In order to assess the effectiveness of the algorithms
under real life conditions, actual test data tapes were
obtained from the Naval Research Laboratory and the algorithms
were applied to process data. These tapes contained covariance
matrices obtained from a 4-element linear array. The number
of sources varied from 0 to 10 and an analog-to-digital con-
version scheme with 512 samples was used. To compute the
covariance matrices, 1024 samples were used.

vii
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The covariance matrices for the cases where the number
of sources is from 1 to 3 were processed. The results are
encouraging for one and two sources (except for certain two
source cases) and the angular errvors are below 5 degrees.
However for three sources, the algorithm performs less satis-
factorily in terms of resolution coalescing two or three
sources which are separated approximately by 10 degrees into
one. This is mostly due to the reasons that the data is ac-
curate only up to the second decimal digit and that there
are only four antenna elements.

The proposed entirely digital approach to multiple source
location (as opposed to the hybrid analog-digital approach de-
veloped by Berni and Swarner of the Ohio State Universityl)
should be of interest to radar system engineers who are
faced with the problem of detecting targets in the presence
of heavy jamming and to electronic navigation specialists.

Swarner, W.G. and Berni, A.J., An Adaptive Antenna Array

for Angle of Arrival Estimation System for Sensor Com-
munications, Report No. ESL3435-2, Electro Science Laboratory,
Department of Electrical Engineering, The Ohio State University,
Columbus, Ohio. Also see Berni, A.J., “Angle of Arrival Esti-
mation Using An Adaptive Antenna Arvay", IEEE Trans. Aero-

space and Electronic Systems, Vol. AES-11, No. 2, March,

1975.
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1. INTRODUCTION

This report describes the results of a research study
conducted to find and explore algorithms for angular loca-
tion of multiple signal sources employing digital signal
processing and linear antenna arrays. A theoretical basis
is presented using the properties of Vandermonde determinants
and vectors and several algorithms are developed using the
basis for simultaneous angular location of multiple signal
sources. For the algorithms it is assumed that the internal
antenna noise signals in the individual elements of the linear
array have identical variances and are uncorrelated. Basically
the algorithms consist of determining the eigenvalues/eigen-
vectors of a complex covariance matrix obtained from the
sampled output signals of the linear antenna array and solv-
ing a polynomial equation whose coefficients are obtained
from the eigenvectors.

The proposed algorithms are applicable to cases where
the source signal covariance matrix is singular as well as
nonsingular. (The source signal covariance matrix is singu-
lar when the multipath phenomenon is present). The effects
of errors due to quantization and unidentical variances and
nonzero covariances of antenna internal noise signals are
discussed using a first order perturbation analysis. A
computational analysis is presented to show that the proposed
algorithms have a complexity of 0(n3) multiplications where
n is the number of elements in the linear array and that it
is feasible to implement them on high speed parallel proces-
sing computers for real time angular location in the next
decade. Simulations are performed to investigate the be-
havior of the proposed algorithms in terms of their accuracy,
convergence and angular resolution. Actual test data was
obtained from the Naval Research Laboratory to test the al-
gorithms and the results are reported. The report is concluded
with suggestions for future research in this area.




2. GENERAL THEORY OF MULTIPLE SOURCE LOCATION

The problem of simultaneous angular location of multiple
sources with a linear antenna array can be formulated as fol-

ments spaced at intervals of d units. The array is operated
in a narrow band mode at a center frequency whose wavelength
is v. There are m signal sources/jammers Jl’ JZ’ etey) Jm
located with inclinations of 61, 62. viesy em with the antenna
normal (Fig. 2-1) and complex envelope amplitudes Sys Sps cee
Sm* Let the complex envelope amplitude of the internal noise
generated by the ith antenna element be 9;- The following
first and second order statistics are assumed for the signal

and antenna noise waveforms:

o

E {91} =

1}
o
«

E {g$9j} i3

1]
o

E {ggsj}

Assume for simplicity E{si}=0 and let A be the source signal
covariance matvix:

A= Hlaggll = [1EGsgs 3|

Associate a direction vector Ei with J,i as follows:

y lows. Consider the linear array with n isotropic antenna ele-

]




Figure 2-1.

W.W.GAERTNER
RESEARCH INC.

ANTENNA
NORMAL

Geometric details of the linear array
and the noise/signal sources.
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exp {j(2nd/v) sin ei}

exp {j(4nd/v) sin ei}

o
o
"

)

exp {j(n-1) (2nd/v) sin ei}

e

Sl

Let zT = (zl. Zgs eees zm) where z, is the combined signal

output of antenna i due to the signal sources and internal

antenna noise and gT = (gl, 9o v gm). Then z can be
written as:




and the covariance matrix of the combined signal vector
as:

(w)
n

||E{z§zj}||

¢oF & Py 8" (1)
)]

i

Given C the problem is to evaluate the number of signal
sources and their angular locations using the relation

(1).

To solve this problem we make use of certain remark-
able properties of the vectors of the form (1, o, az, o lolls
ak'l) referred to as Vandermonde vectors in the following.
(Note the direction vectors are Vandermonde vectors.) We
denote such vectors by Vk(a) or simply V(a). We need the
following properties of Vandermonde vectors for our de-
velopment.

Lemma 1: Vectors Vk(ai), i=1,2, ..., &, are linearly
independent for k > & and o # aj, A

The lemma is a consequence of the properties of Vander-
monde determinants (NERI 67). This simple lemma has certain
interesting consequences. Let {xl, Xos +oes xz} be a set
of linearly independent vectors with k components, k > 2,
and S be the space by these vectors. Assume that S possesses
a basis V which consists entirely of Vandermonde vectors,
vV = {yk(al), Vk(az), >d Vk(azi}. Such a basis will be re-
ferred to as Vandermonde basis and it can be seen from Lemma
1 that if a Vandermonde basis exists, it is unique.




iIE € Theorem 1: Let {X;s Xp» -..» x,} be a set of linearly in-
E dependent k-tuples with Vandermonde basiS‘{Vk(al), vk(az),
ﬁ . s Vk(“z)}' k> 2, Let

o Eom kgl i)

1 r— —

I4 T
4 w1
W
! = T =
0 w
k

Construct polynomials:
6(x) = we (W)~ lufy, _ (x) - x*-1
S Ty =1yt i-1
gi(x)- Wy (W'W) "W Vk-l(x) - X
i=l’ 2’ c e ey k‘l ]

Then f(x) = g.c.d.{G(x), gl(x), - gk_l(x)} possess a,,
Gps +oey @y AS its only roots.

Proof: The existence of Vandermonde basis iniplies the

existence of & (2+1)-tuples (a, Yir Yo «ees yz) satisfy-
ing the following k nonlinear equations: ‘

S i B




Vk(“) B 2 yixi
i
.e. V (a) = Fy (2)

where y = (yl, Yos e yz)T. Rewrite (2) as:
Wy = Vk-l(a)
wzy =g (3)

Since a consistent solution y exists, y can be written as y
(WTN)NINTVK_I(a) and hence (3) becomes

6(a) = wp (W) TPy, (@) - k7D

G(a) possesses as its roots I ) and (k - 2 - 1)
extraneous roots. To eliminate the extraneous roots, we note
for the desired roots:

Wy = Vk-l(a)
e, W) Tty (@) = v ()

)"t - 1) v () = 0
from which one can obtain polynomials gl(a). gz(a). . S0
gk_l(u). Thus f(x) = gcd{G(x), gi(x)} has as its roots
Qps Gpy weey Q. It can be seen that if a* is a root of
f(x), then y can be found so that Fy = Vk(a*) and in view
of Lemma 1, a*e{al, Ays eves “2}' Thus the only roots of

f(x) are Gys Gpy eens O

e s i
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We refer to G(x) as the principal polynomial and g;(x)
as auxiliary polynomials in the sequel.

Corollary 1: For k = 2 + 1, gi(x) = 0 and hence f(x) = G(x).
Hence a set of 1.i. (&+1)-tuples {Xl, X2, R Xz} always pos-
sess a unique Vandermonde basis (for f(x) is of degree 2).

The corollary is interesting since it uniquely character- )

izes & vectors by means of an 2-tuple (al, Ups oo az).

Corollary 2: If vectors Xl’ Xz, paR Xl are orthonormal,
then

G(x) = WIWTVk-l(X) - (1-)\)xk-1
g3 (x)= wit1+(1-0) " hwewliutvy L (x) - x102 |
where A = |wklz.

This follows by noting w*w = (I—w*wT) and applying
Sherman-Morrison formula (DAHL 74) to obtain its inverse.

The implication of Corollary 2 is that it is computational-
ly simpler to obtain f(x) when the vectors Xl, X2,

«9 xz
are orthonormal.

i ) o A i S L.

et it el N 2 e N



2.1 Multiple Source lLocation for Non-Singular Source
Signal Covariance Matrix

The problem of multiple source location when the source
signal covariance matrix A is non-singular is simpler and
will be considered first. We show that there are exactly
m eigenvalues of C which are greater than 92 and that for
their corresponding m eigenvectors, the m source direction
vectors form a basis. Then we apply Theorem 1 to obtain
the direction (Vandermonde) vectors and consequently angular
locations.

Consider the combined signal covariance matrix C which
can be written as:

2 i)
C=g"1+ ) a,.B.E,
i, 1J°17)

= gzl + ;A:T

where & = [£1|g2|E3|...|gm]. To show that C has m eigen-

we show that the received signal
t

values greater than g,

covariance matrix B = ZAZ" has m positive eigenvalues and

n-m zero eigenvalues. We also show that the eigenvectors

of B (and hence C) can be expressed as } 2.8, where 2| =
i

(21. Zys eees zm) is an eigenvector of AE+E= AA.

Let n = § 28, In order that n is an eigenvector
i
of B, we should have:

e




H“AAz = AEZ

S(AA-AI)z = 0
g==> (AA-A1)z =0

Thus the eigenvalues of B are the same as those of AA.
It may be noted that A is Gramian of 5 (GANT 60) and has a
rank m and since A also has a rank m (for it is non-singular)
it follows that B has m nonzero eigenvalues. It also follows
that these eigenvalues are positive since A and A"l are both

positive definite (WILK 65).

v Let Lys Gpo wees - bg the eigenvectors of B that have
eigenvalues greater than g-. Since these eigenvectors can

be chosen to be orthonormal (for B is Hermitian), we apply
Corollary 2 to obtain the direction (Vandermonde) vectors.
(Note n > m for the theorem and corollary to be applicable).
We first obtain G(x) and then solve the polynomial equation
to obtain its roots. In this case since the roots happen to
be of the form exp {-j(2rd/v) sin 0}, we restrict our search
for the roots to points on the unit circle. This simplifies
matters considerably. (It is our experience that the extran-
eous roots of the principal polynomial G(x) rarely lie on the
unit circle. Thus the auxiliary polynomials and their roots
are not usually computed. Later on we consider the entire
set of polynomials {G(x), gi(x)} as an overdetermined non-
linear system (in one variable) and compute least squared
error solutions.)

10




Example 1: Five antenna elements are assumed spaced at half
wavelengths. To simplify matters the covariance matrix of
antenna internal noise is assumed to be an identity matrix.
Three sources are simulated at inclinations of 0, .1lw and
-.1ln to the antenna normal. The source signals are assumed
to be samples from white Gaussian noise and generated by
using Box-Muller's transformation (DAHL 74). The signal
variances are assumed to be 5 power units. After 10 samples,
the received signal covariance matrix is evaluated and an
identity matrix is added to obtain the combined signal co-
variance matrix. The eigenvalues of the combined signal
covariance matrix are 32.8, 14.34, 8.67, 1.0, 1.0 and the
eigenvectors corresponding to eigenvalues having a value
greater than 1 are:

.02368 +3.37984 |
-.09574 +j.11358
= | -.26674 -3.33110
-.34044 -j.56700
| -.25265 -§.38871 |

[ -.42832 -j.38035

-.53024 -j.37964

= -.41012 -j.17065

-.17255 +j.06464

| -.02439 +j.12137

11
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| [~ . 52973 + j.03854 |

.16043 - j.01170

Xy, © .40649 - j.0096

-.00581 + j.04302

-.71746 + j.10033_J ' i

The principal polynomial G(x) is computed as:

G(x) = .19458 - .16938x - .10721x°
+ .32695x3 - .24493x*
There are three roots ejo, 6 = 0, .97081, 5.31238, for which
. G(x) vanishes and the three angular locations are obtained v

with seven digit accuracy.

Now we consider the situation where there is 'noise'’
present in the system of non-linear equations due to such
factors as receiver noise and the non-whiteness of antenna
noise. In this case the desired roots of G(x) and gi(x) do
not exactly lie on the unit circle and we seek to find the
least squared error solution satisfying the system of non-
linear equations. We write the system of nonlinear equa-
tions as the following matrix equation:

ka(x) = 0

12




We minimize ¢ = V:(x)FTFVk(x) subject to the constraint that
. x Ties on the unit circle. Let x = e3° and FF = [IqikeJeikll.

Then ¢ = 7} qikexp{j[oik-(i-k)el}. To find minima, we
ik '
set 3¢/306 = 0 and 32¢/802>0 to obtain:

$'(0) =2 7§ qik(i-k)sin(eik-(i-k)e) = 0 and
i>k
8"(0) = -2} ay (i-k)%cos(o,,-(i-k)o)>0.
i>k

In next section, we explain a method which does not
entirely rely on the values of eigenvalues.

1 3 \\' \.

!

— -




2.2 Multiple Source Location for Singular Source
Signal Covariance Matrix

The problem of multiple source location becomes complex
if the source signal covariance matrix A happens to be singu-
lar. The singularity of A may be because of the multipath
phenomenon or the deliberate enemy control and transmission
of jamming or signal waveforms. The complexity of the prob-
lem is due to the fact that there will be only m'<m eigen-
values of C which are greater than g2 and the corresponding
m' eigenvectors do not form a basis for the m source direc-

tion vectors; here m' is the rank of A. Our approach to the
problem is to generate eigenvectors for different covariance
matrices obtained by considering n,n+l,... antenna elements
and select independent vectors from these sets of eigenvect-
;qr§71 These vectors form a basis for the source direction
vectors and hence Theorem 1 can be applied to obtain angular
locations. It should be noted that this approach is appli-
cable when A is non-singular and the eigenvalues of AA are
‘ small and comparable to gz, thus making it difficult to apply
the algorithms suggested in the preceding section.

L

Consider:

We show that C has m' eigenvalues greater than 92 where m' =

rank(A) by proving that B = EAE* has m' postive eigenvalues
and n-m' zero eigenvalues. As before, we can prove that

L z,84 is an eigenvector of B with an eigenvalue of A if
i
(zl.zz. PRERpp zm)T is an eigenvector of AA with an eigenvalue

of A\. Since A is of rank m' and A has a rank m, there are

m' non-zero positive eigenvalues of AA and consequently m'
positive eigenvalues of B. Also, one may note that any eigen-
value of B which has a non-zero eigenvalue is expressible as

X ziE‘.

-,

14
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Let Yys bos wvs ¥ be the vectors Zzi{,i where (zl,

i
Zys ween 2 )T is in the null space of AA and Ops Pos wan O

m-m'

m
be the vectors orthogonal to the m direction vectors g

n-m

1’ 52’

.» £ . Also let Pys Pos +een P be the eigenvectors of

*m n-m'
B (C) with an eigenvalue of zero (g?). Then it follows
(s Vs voen Yy 0o drs dos oees ¢p.m} forms a basis for
{pl. Pos +ns pn-m'}' It should be noted that vy is orthogonal
tO ‘bj‘ i L 1, 2' “ s ey m"m' dl\d j - l) 2’ « ey n-m'.

Now we consider the situation where two sample covariance

matrices C" and C are generated from n and n+l antenna ele-

ntl
ments and let the gramians of the sets of direction vectors

. .
be An and An+1 y 3 n+1 An+L ) |
where =(°T' Uops ween am) and hence that the eigenvectors of {
Cn and Cn+l are in general different. Because of the nature

of the direction vectors it is also clear that the two vectors

respectively. It is clear that A

vy and v, formed from the first and last n componentszof an .
eigenvector of Cn+1 belong
to the linear space spanned by the m direction vectors (with
n components). This suggests our algorithm. Generate eigen-
vectors for Cn and Cn+1 and select those eigenvectors whose
eigenvalues are greater than T (>gz). From the thus selected
set of eigenvectors of Cn+l’ generate two sets of vectors

Vl. V2 by choosing the first.and last n components from each
eigenvector. Augment the selected eigenvectors of Cn with
vectors from V1 and V2 using Gram-Schmidt orthogonalization
procedure. Once this is done we apply the techniques de-

veloped in 2.1 to obtain estimates for angular locations.

with an eigenvalue greater than g

15
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; 2.3 Effect of Evrors on Computational Accuracy

There are two primary sources of error which affect
accuracy of estimates of angular locations. The first source
is the A/D converter which introduces errors due to finite
levels of quantization. The second source is the antenna
elements whose internal noise waveforms may not be uncor-
related white Gaussian noises with identical variances after
a finite number of samples. The effect of this error is
that the antenna internal noise covariance matrix will not
be a diagonal matrix with identical elements but a matrix
with unequal diagonal elements and non-zero off-diagonal
elements.

A simple first order perturbation analysis (WILK 65)
yields useful insight into the effect of errors.

Initially, we will only consider the effects of errors
on eigenvectors and show how to minimize them. Let A be
a Hermitian matrix with eigenvectors Xpe Xpo even X whose
corresponding eigenvalues are xl, xz, Vi g An. For the
perturbed matrix (A + €B) let xi(s) and Ai(e),'i w 1 s

.» n be the eigenvectors and eigenvalues. For a first
order perturbation analysis we assume xi(e) = Ai + kis and
xi(e) =x te {3 Sijxj}‘ then it follows:

it

(A + eB)xi(e) = Ai(e)xi(e)

collecting first order terms in € we have:

AT

16




k.

ALY sijxj} + Bxy = A4 ) Sijxj} + kixy
J#i j#i

it

Since for a Hermitian matrix we can choose Xis Xos +ees X
to be orthonormal we have
1-

S.. = X

j)
j P T xi(e) = x; te ) Bjixj/(xi - xj)
Jj#i

where Bij = x:ij. Thus the eigenvectors are sensitive to
the separation of eigenvalues.

In our case it may be noted that we are interested in
eigenvectors that are linear combinations of direction vectors
and concerned only when the vectors orthogonal to the direc-
tion vectors can contaminate the desired eigenvectors. This
immediately suggests that in general the larger the eigen-
value, the more accurate its corresponding eigenvector will
be. Thus in the algorithm described in 2.2 where multiple
eigenvector sets are computed and a threshold T is set to
select eigenvectors, T reflects the accuracy of eigenvectors
containing the desired information.

17




Now we consider the effects of errors on the roots of
the principal polynomial G(x) using first order perturbation
analysis. We assume that the obtained eigenvectors of the
combined signal covariance matrix C is orthonormal and Coral-
lary 2 is applied to find G(x). We indicate the first order
errors in the eigenvectors as

and in A as A + exe and obtain the following perturbed princi-
pal polynomial GP:

GP(x) = G(x) + eGe(x)
where Ge(x) = (wzewf + wIwZ) Vk-l(x) # xexk_l. Note the co-
efficients of Ge(x) cannot exceed in magnitude 2£. Now we
consider the roots of GP(x) and their relation to those of
G(x). We have by Taylor's theorem

GP(x+A) G(x+A) + sGe(x+A)

R

G(x) + 4G'(x) '+ eGe(x)
+ eA'Gé(x)

If x
have

R and xp+A are roots of G(x) and GP(x) respectively, we

18
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. Bw el (o B0 () & e
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2.4 Computational Analysis for Multiple Source Location

In this section we perform a computational analysis of
the algorithms presented in preceding sections in order to
assess the feasibility of implementing digital multiple
source location in real time. These algorithms have the
following three phases of computation:

1. Eigenvalue/Eigenvector Computation
2. Polynomial Formation
3. Polynomial Solution on the Unit Circle

For computational analysis we select two specific algorithms
which are described in the following. In the first algorithm
only one eigenvalue/eigenvector computation is performed (for
an nxn Hermitian matrix) and the principal polynomial G(x) is
computed and solved on the unit circle. To find the zeros of
the principal polynomia] on the unit circle, the quantities
IG[exp(Jko)][ » 0= 2u/Kps k = 0, 1, ..., kp-1, are computed
to locate the approx1mate ranges of the minima of ]G(x)l

Then a Fibonaccian scheme with KF searches (ORTE 70) is con-
ducted to locate minima of |G(x)| and hence zeros of G(x).

In the second algorithm which is more general than the
first, eigenvalue/eigenvector computations are performed for
nxn and (n+l1) x (n+l) Hermitian matrices. Eigenvectors
whose eigenvalue: exceed a preset threshold T(>gz) are
selected and Gram-Schmidt orthogonalization procedure is
performed. Then principal and auxiliary polynomials are
computed and least squared error solutions are determined
(Section 2.1).




For eigenvalue/eigenvector computations, one may use
Householder's transformations to tri-diagonalize the

Hermitian matrix and apply QR transformations to obtain

eigenvalues/eigenvectors (WILK 65, DAHL 74). Assuming

two QR-iterations per eigenvalue (DAHL 74) an eigenvalue/

eigenvector computation for an nxn Hermitian matrix re-

quires 20n3/3 + 0(n2) complex multiplications or approxi-

mately 28n3 real multiplications. For polynomial solution

in the first algorithm, we require approximately (KD + KF)n

complex or 4(KD + KF)n real multiplications. Assuming that

the algorithm has to be performed R times every second, we

require a processing rate of [28n3 + 4(KD h KF)n]R multi-

plications/second for real time implementation. (We re-

tain the linear term in n since KD is usually large, say

around 1000). Figure 2.4-1 shows this processing rate in

MMPS (million multiplications/second) against the number

of elements for KD = 1000, KF = 60 and R =1, 10, 100 1000.
For the second algorithm a similar computational analysis

reveals that we require approximately [68n3 + (KD + KF)'

(2 + ktrig) nz]R real multiplications/second if the algorithm

has to be performed R times cvery second. Kk is the ratio

trig
of computing times to perform the sine function and multiplica-
tion. Figure 2.4-2 shows the required processing rate against
the number of elements for KD + KF = 1060, k = 8 and R =

1, 10, 100, 1000.

trig

From our computational analysis and the preseni and
future trends of computing technology (TURN 74), it is
clear that real time implementation of digital multiple
source location procedures is feasible within this decade.
(The only technological obstacle may lie in economic con-
struction of A/D converters with required precision). Also
the algorithms underlying the procedures are amenable to

21
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parallel processing and Appendices 2 and 3 show how to ex-
ploit parallelism inherent in matrix operations on a par-
ticular parallel processing computer described in Appendix

1 to speed up computation. A simple computational analysis
shows that for the algorithms proposed for multiple source
location, a speed up proportional to p may be expected using
parallel processing where p is the number of processors in
the computing system and is in the range 20 - 100.
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3. COMPUTER IMPLEMENTATION AND NUMERICAL EXPERIENCE

A FORTRAN program was written to implement the multiple
source problem on a PDP-11/35. Only the first algorithm de-
scribed in 2.4 has been completely implemented and in this
section we report on the numerical experience gained by using
the algorithm. The signal sources/jammers and the internal

antenna noises are simulated by generating independent normal-
ly distributed random numbers (using Box-Muller's transforma-
tion on uniformly distributed numbers in [0, 1] (DAHL 74))
with zero mean and prespecified variances. The program was
written in double precision arithmetic (56 bits of mantissa,

8 bits of exponent) and can handle up to 16 antenna elements
and 10 sources. A listing of the program is attached as
Appendix 4 of this report.

Various numerical experiments were conducted to observe
the behavior of the algorithm in terms of its accuracy in de- s
termining signal source locations. In the first experiment,
a linear array of 4 antenna elements with interelement spac-
ing of half wavelengths is assumed and two sources are simulated
at angular locations .25w and -.3m radians. The signal source
variances are assumed to be 10 power units and the internal
antenna noise power in each element is taken to be 1 unit.
Table 3-1 shows the accuracies obtained as the number of
samples is varied from 10 to 100. The inaccuracies in esti-
mates of angular locations are due to the fact that the in-
ternal antenna noise covariance matrix is not an identity
matrix as assumed. (In the simulation if the internal noise
covariance matrix is assumed to be an identity matrix, exact
angular locations were obtained.) Table 3-2 shows the internal
antenna noise covariance matrices after 10 and 50 samples and
the eigenvalues of these matrices.
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In the next experiment, the effect of the number of
antenna elements on the accuracy of estimates is investi-
gated. The number of samples is fixed at 30 and three
signal sources are simulated at .lw, .27 and .3r radians
with mean power levels at 10 units. The internal antenna
noise power is again fixed at 1 unit. Table 3-3 shows
the results obtained as the number of elements is varied
from 4 to 8. One can immediately see that increasing the
number of antenna celements results in improved estimates
of angular locations.

In the final experiment the angular resolution capa-
bilities of the algorithm are observed as the source sig-
nal powers and the number of antenna elements are changed.
Two signal sources are assumed and the number of samples
is fixed at 30. Initially the signal powers are fixed
at 10 units and the angular locations at .lw and .2«
radians. Table 3-4 shows the results of this experiment.
As the second source is moved closer to the first, the
algorithm coalesces both sources into one. (The extrane-
ous minima of |G(x)|2 on the unit circle are marked by
asterisks). Thus one can see from the table that when
the sources are located at .lw and .13w or closer, the
algorithm cannot resolve the sources satisfactorily.
However, increasing the power levels of the sources or
the number of elements results in the sources being re-
solved.

In Table 3-5 we show an example of coalescing two
sources into one and the results of choosing various
thresholds. Two sources are simulated at .1 and .12w
with power levels fixed at 10 units. As before the in-
ternal antenna noise power is assumed to be 1 unit and a
four element linear array is assumed. By setting threshold

28
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at various levels, the number of eigenvectors selected is
varied from one to three. The extraneous minimas are marked
with an asterisk. The same experiment is repeated with
sources located at .257 and ~-.3m and as can be noted, no
extraneous minima appeared when three eigenvectors are
selected. Though extraneous minima can be eliminated
theoretically by considering auxiliary polynomials, it is
not clear whether such is the case when the data is con-
taminated by error noise.

In order to test the effectiveness of the algorithm
when data was obtained from an actual antenna array, mag-
netic tapes were obtained from NRL through the courtesy of
Mr. Fred Staudaher and processed. These tapes contained
covariance matrices obtained from a 4-element linear array.
The number of sources varied from 0 to 10 and an analog-to-
digital conversion scheme with 512 samples was used. To
compute the covariance matrices, 1024 samples were used.

The covariance matrices for the cases where the number
of sources is from 1 to 3 were processed and the results
are shown in Tables 3-6 to 3-9. As can be seen, the re-
sults are encouraging for one source where the angular
errors are below 4 degrees (Table 3-6). For two sources
except for two cases (File Numbers 17 and 18 in Table 3-7), |
the angular errors are below 5 degrees. For File Numbers
17 and 18, it appears that the algorithm coalesces two
sources into one. These cases and File Numbers 14 and 15
were run again selecting different numbers of eigenvectors
for polynomial formation (Table 3-8). (The extraneous
minima as before are marked with an asterisk). For the
three source cases (Table 3-9), the algorithm appears to
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perform less satisfactorily. These cases were run under
the assumption of one, two and three sources and as Table
3-9 shows, in only one case (File Number 22) were the
three sources resolved satisfactorily.

The main source of computational errors is in the A/D
converter which uses only 512 levels. Hence the data is
accurate only up to the second decimal digit and this seems
to introduce significant errors in estimates. Also, the
number of antenna elements (4) is quite small to resolve
sources close to each other satisfactorily. It is hoped
that we may obtain in the near future data from an antenna
receiver system with more elements and precision.
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4. CONCLUSIONS AND SUGGESTIONS FOR FUTURE RESEARCH

This report presented algorithms for locating simultaneous-
ly multiple signal sources by means of linear arrays and digital
signal processing. Computational complexity analysis of these
algorithms shows that it is possible to implement them in real
time on high speed parallel processing computer systems with-
in the next decade. Simulations of the algorithms yield satis~
factory results after a small number of input samples (30-50)
and preliminary results indicate that one can be optimistic in
expecting high resolution and good accuracy when a relatively

small number (16-32) of antenna elements is used.

At this time it is appropriate to compare the proposed
algorithms with that of Berni (BERN 75). For Berni's algorithm,
one is forced to restrict the number of elements to m+l where
m is the number of sources to be located. As indicated in
Section 3, better accuracies and resolution can be expected
by having a large number of antenna elements (refer to Tables
3-3 and 3-4) and thus Berni's algorithm may not be preferable
in this sense. Also it may be clear from the description of
his algorithm that it is not applicable when the sources are
correlated and the signal source covariance matrix is singular.

For future research, it is suggested that a thorough
experimental investigation be conducted to study the behavior
of the proposed algorithms in terms of accuracy, resolution
and convergence at various signal source power levels and
angular locations and at various numbers of signal sources.
The future research should concentrate on evaluating the
effects of errors (due to A/D conversion as well as the non-
whiteness of antenna internal noise) on computational accuracy

38
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and methods of minimizing these effects. The intriguing
problem of extraneous minima (mentioned in Section 3) should
also be examined to see whether they can be completely elimin-
ated. The effectiveness of the proposed algorithms in locat-
ing signal sources that have a singular covariance matrix is
an area that is yet to be explored and the future research
may focus on the methods of using the proposed algorithms to
combat the tracking errors caused by multipath propagation.
It would also be of interest to investigate whether circular
and conformal arrays may be used instead of linear arrays for
multiple signal location. Finally the problem of recovering
multiple signals with different angles of arrival should be
of major interest in the fields of communication and defense
and hence be pursued in the future.
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§ Glossary of Symbols

{ No. of Antennas: n

No. of Signal Sources: m

Signal Sources/Jammers: Jl’ J

; Angular Locations of Sources: 61, Bys v )

2’ RO ) Jm

Wavelength of the Carrier §ignal: v

1 Direction Vectors: 51, 52, slsie s €m

— =
1

exp { j(2nd/v) sin ei}

i
|
i? €; = |exp { 3(4nd/v) sin 0.}

exp { j(n-1) (2nd/v) sin 6.}
| 1

b
e

-1.

83

= [Eqlg,].- 18] A =

[83]

m

- (1]

]'[:

-

Complex Envelope Amplitudes of Signal Sources:

51, 52’ o e 0y S

m
Source Signal Covariance Matrix:
i A= Jlag;ll = [1E(s3s)] |
' Received Signal Covariance Matrix:
; i L +
! B = ‘Ibijll i | aiiEiEj
. §43
Antenna Internal Noise Covariance Matrix:
1 2
q g1
| 8
| 4
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Combined Signal Covariance Matrix:

& . 2

€ = llegyll = 6%+ 8
Eigenvectors of C: Cl’ 52, ey B
pln 02. ceesy P
Eigenvalues of B: Bl’ 32, c oot Bi’

Eigenvalues of C: Yir Yo coes Yy
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A BRIEF DESCRIPTION OF G-471,
A PARALLEL PROCESSING COMPUTER
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KEY FEATURES OF THE G-471, A NEW PARALLEL/ASSOCIATIVE COMPUTER

; 8 INTRODUCTION
The G-471 is a 4th generation parallel/associative
computer whose architecture and technology produce signifi-
cant improvements in performance and maintainability over
earlier designs, at considerably lower cost. It is des-
cribed in more detail in Chapter 2.
Its most important advantages are:
Extremely high processing rates (64 - 4096 MIPS)
Extremely high memory bandwidth (512 Mbytes/sec for
every 32 Processing Elements, 16,384 Mbytes/sec for
1024 PEs)
Main-stream technology
Much lower cost than conventional scientific computers
Minimal learning time for programming
Microprogrammability
Higher-order languages (FORTRAN, BASIC, COBOL)
Multiprocessing for higher speed and resource utilization

Parallel pipeline capability

Operation as a stand-alone unit or as a peripheral to
other computers

Operation with off-the-shelf disks and tapes as mass
memory

High reliability through fault tolerance and easy
maintainability.
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2. DETAILED DESCRIPTION

The figure on the following page shows the block
diagram of the G-471. The Sequential and Control Computer
(SCC) is a standard or militarized minicomputer or a larger
machine if desired. It controls the operations of the Proc-
essing-Element and Data-Routing Element Arrays (PE&DREA), and
it also performs sequential computations. The optimum size
of this Sequential and Control Computer depends on the size
of the array to be controlled (16 to 1024 Processing Elements);
on the number of control actions required (if the processing
elements perform mostly routine operations which are programmed
in the PE local memories the demand on the control computer
is small; if the PE programs require frequent changes, the
demand on the control computer is higher); and on how many
sequential operations must be performed in addition to the
array-control functions. The Sequential and Control Computer
can be supplied with the overall system, or it can be a cus-
tomer-owned computer for which only the necessary interfaces
to the PE and Data-Routing Element Arrays and the mass-memory
controllers are supplied. The Sequential and Control Computer |
has standard peripherals such as a CRT terminal and high-speed ‘
printer, and it normally runs under a real-time disk-operating
system.

woidanila, o

The Processing Elements (PEs) in the PE Array contain
standard minicomputers, each of which processes 16 bits in
parallel. The local memory associated with each PE is expand-
able to at least 56 kbytes. This storage area can be assigned
to data or program, RAM or ROM, in any mix.

The PE designs have been enhanced significantly as com-
pared to standard minicomputers to make the most frequent
operations in the PE Array particularly fast. For example,
DMA (direct-memory access) to portions of the PE memory is pos-
sible while other portions are simultaneously accessed by the CPU.
Each microprogrammabie high-speed arithmetic enhancement pro-
cessor carries out 32-bit floating-point multiplications at a
rate of 4 MIPS (128 MIPS for 32 PEs).

yon

PEs can be readily paralleled, with arrays ranging from
16 to 1024 PEs (256 to 16,384 bits in parallel).

Each PE can directly address up to 16 Mbytes of semiconductor
RAM Central Working Storage (CWS). The CWS is partitioned into
at least as many memory banks as there are PEs to permit parallel
access. Each PE and each Memory Bank is provided with a 64-bit
wide memory transfer channel allowing a transfer rate per channel
of 16 Mbytes/sec. Each group of 32 PEs therefore has a memory
bandwidth of 512 Mbytes/sec.
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Each PE also has access to the mass memory, typically a i

bank of disks, using controllers which are opervated by the
Sequential and Control Computer.

In some applications the data to be processed may not be
supplied from mass memory but from real-time sensors with a
high data rate, such as video sensors, radar, sonar, large
distributed sensor arrays etc. For this purpose Real-Time I/0
Channels, each with a transfer rate of 16 Mbytes/sec, are pro-
vided.

function among the PEs, the Real-Time I/0 Channels, the CWS
Memory Banks and the Mass-Memory Modules. It is basically a
programmable cross-point switch whose switch settings are deter-
mined dynamically by the memory addresses from the PEs, the Real-
Time 1/0 Channels, the Mass-Memory Controllers, and the Control
Computer. The DRE Array operation is transparent to the programs.

The Data-Routing-Element Array performs the communication ‘ u

The overall operation of the PE and Data-Routing-Element
Arrays is controlled by the Control Computer. The control
functions are as follows:

a. Activate any single PE or any group of PEs. ,
b. Transmit instructions to any PE, singly or in a

broadcast mode (instructions can also be loaded
from CWS and Mass Memory).

c. Transmit data to the PEs (in the majority of appli-
cations most of the data would come from the Mass
Memory and from the Real-Time I/0 Channels).

d. Receive data and "response signals" from the PEs.

e. Control the system reconfiguration to achieve fault
tolerance.

f. Allocate tasks and subtasks to available processing
elements.

g. Set up protection registers to limit the PEs to
permissible portions of the Central Working Storage (CWS).

A striking feature of the design is the large amount of
off-the-shelf hardware used, specifically the control computer,
the disk controllers, the mass memory (disk, drum, tape), the
control console and printer, and the processing elements *them-
selves (except for the high-speed hardware enhancement options).

A major side benefit of this architecture is that it runs
under standard real-time disk operating systems and has all
higher language capabilities, as well as console and printer
software. Remote access via modem could also be standard.

4
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3. ADVANTAGES OVER EARLIER DESIGNS
Extremely High Processing Rates (64 - 4096 MIPS)

The minimum confiquration of 16 PEs will process up to
256 Mbytes/sec. The corresponding number for the "jumbo"
1024-PE array is 16384 Mbytes/sec.

Extremely High Memory Bandwidth (512 Mbytes/sec
Per 32-PE Array)

The G-471 design recognizes that the high processing power
of the PEs must be supported by the ability to move data very
rapidly in and out of a large Central Working Storage (CWS).
Thus it is possible for each PE to directly address 16 Mbytes
of CWS and to transfer data at a rate of 16 Mbytes/sec. Since
PEs can operate in parallel, the effective memory bandwidth
for a 32-PC Array is 512 Mbytes/sec.

Main Stream Technology

The G-471 is the first parallel/associative processor in
main-stream technology using off-the-shelf microprocessor
assemblies, minicomputers, controllers and disks. The amount
of custom circuitry is minimized. The benefits of millions of
dollars of minicomputer R&D in hardware, software, diagnostics
and education are incorporated into the G-471.

Low Cost

Because it utilizes many fully designed and debugged
system modules which are in mass production, its hardware and
software development costs are drastically lower than a machine
designed from the gate level up. With the packaging schemes
for most of the components worked out, and with spares readily
available, the manufacturing and maintenance costs are also
greatly reduced.

The cost reduction over other machines with similar |
capability amounts to a factor between 6 and 10. f

Minimal Learning Time For Programming

The G-471 jis an associative/parallel processor computer
which "you can program on Day One". Rather than requiring its
own fundamental machine language, the instruction repertoire
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of the G-471 is derived from the instruction repertoires of
the minicomputers used. Thus, a programmer familiar with

minicomputer software can use the G-471 with a minimum of
learning time. The execution times of all instructions are
nown.

Microprogrammability

The processing elements in the array are individually
1 microprogrammable, thus allowing the ready tailoring of the
G-471 to a given application.

Higher-Order Languages

Programs written in FORTRAN, BASIC, and COBOL can be
run on the G-471.

Multiprocessing for Higher Speed and
Resource Utilization

Different processors in the G-471 can carry out different
programs simultaneously, a major difference from conventional
parallel processors which usually perform only one instruction
at a time on all data in parallel.

Fault Tolerance and Easy Maintainability

The special architecture of the G-471 with its high degree
of modularity, and the large amount of diagnostics available
from the minicomputer systems components, makes the G-471
highly fault tolerant and maintainable, producing a much great-
er availability than is customary in machines of this complex-
ity.

Easy Expandability

The G-471 is expandable in four directions:

a. Expansion in the number of parallel processing
elements (up to 1024 PEs, processing 16K bits
in parallel).

b. Expansion of the fast local semiconductor memory
associated with each parallel processing element
up to 56 kbytes (58 Mbytes in 1024 PE machine).

c. Expansion of Central Working Storage to 16 Mbytes
per 32 PEs.
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1 ‘ d. Expansion of Mass Memory by adding parallel disks
and controllers.

Operation As a Stand-Alone Unit Or As a Peripheral
to Other Computers

The G-471 is configured to operate as a stand-alone |
unit, or the Processing-Element and Data-Routing-Element ]
Array, the Central Working Storage and the Mass Memory can be
interfaced with another computer to operate as a peripheral
which carries out specific parallel or associative functions.
The software is separable in the same way as the hardware. This
is of advantage when the associative capability is to be added
to an operational computer system with a large amount of other
fully debugged software which must not be disturbed.

| Operation With Off-The-Shelf Disks As Mass Memory

The G-471 has been configured to operate with standard
off-the-shelf disk units as mass memory. This has the advan-
tage that standard disk controllers can be used with their de-
bugged diagnostics and maintenance procedures. It also allows
programming of the G-471 on other machines, and the transfer
of the programs via removable disk cartridge.

ii

j
3
1
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A TYPICAL APPLICATION AREAS

The advantages of the G-471 come into play in applications
which require very high processing rates and large fast memory,
and where the processing algorithms allow a high degree of
parallelism,

A few typical examples in this area are:

Image (picture) processing, especially restoration
and enhancement, including non-standard algorithms.

Radar signal processing.

Sonar signal processing.

Fast Fourier Transforms (FFT) and other array processes.
Real-time beam forming.

Post processing of image, radar, sonar signal-processor
output data.

Seismic signal processing.

Correlation of signals from large distributed sensor
arrays.

Weather prediction.
EW/ECM problems which involve high data rates.
Mapping algorithms.

Character string (associative) searches of large data
bases.

Multicriteria searches of large files.
Missile-tracking and air traffic control problems.
Monte-Carlo analysis.

High-speed simulation.

Partial differential equations.

Matrix manipulations.
High-speed simulation.

The G-471 is not only a data processor but can also be
used as a large array controller since the outputs from the
individual PEs can individually control a variety of external
devices.

8
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5. RELIABILITY/MAINTAINABILITY

The G-471 has been specifically designed for high reliability,
maintainability and availability, using a combination of per-
formance monitoring, fault location, self-repair, redundancy
and on-line maintenance. The design is taking advantage of many
years of pioneering expertise in fault-tolerant digital system
development at W. W. Gaertner Research, Inc.

The Control-Computer Complex can be made dual or triple
redundant, with voting if necessary. The mass memory (bank
of disks) and its controllers are electrically and mechanically
segmented allowing for redundant storage of data and programs
where desirable. The PEs and their memories as well as the portion
of the Data-Routing Network which services the particular PE are
mounted on individual beoards which can be electrically bypassed
and mechanically removed. The Central Working Storage is par-
titioned into separate memory banks and it can be electronically
reconfigured to neutralize hardware faults.

Performance monitoring and fault location software are
provided, and on-l1ine maintenance is possible (i.e. replacement
of a faulty module can take place with the rest of the system
operating).

6. SIZING OF A SPECIFIC G-471 SYSTEM

A G-471 system is sized by analyzing the algorithms
which are used in the particular application area (e.g. image
processing) and by determining the required maximum execution
rate and therefore the number of processing elements, the
amount of high-speed local storage, semiconductor Central
Working Storage and Mass Memory ?disk, tape), real-time I/0
facilities, as well as the desired peripherals for the control
computer.

W. W. Gaertner Research, Inc. is available on a con-
sulting basis to analyze customer applications and to rec-
ommend an optimum configuration for a G-471.

ol o
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APPENDIX 2

MATRIX MULTIPLICATION ON A PARALLEL
PROCESSING COMPUTER SYSTEM ‘
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1. MATRIX MULTIPLICATIONS

Matrix multiplications possess a large degree of paral-
lelism and lend themselves to parallel processing. Consider
the multiplication of two square matrices A and B of order
nxn. Partition the matrices into k submatrices:

Ay A8 |A8, |- A8, |

A2 AZBl AZBZ -- AZBk

. -

RN B

[ ] [ ] [ ] L]

o0
° 0 0 °
°
(-] -] o

[

A A,B.|A,B.]--]A,B
5 k o E =1 k=2 k kJ

It can be seen that k2 independent matrix multiplica-
tions have to be performed and each matrix multiplication
requires n3/k2 multiplications and additions.

Assuming there is no conflict in accessing Ai and Bj’
the time required to perform the matrix multiplication on

p processors is

(n3/k?) |'k2/p']

where mtu (multiplication time unit) is the time required to
perform a single real multiplication. (We estimate the com-
putational complexities in terms of mtu's).

n3/p mtu

R

1
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: In matrix multiplication the main problem lies in
storage organization of matrix elements to ensure con-
flict-free access rather than the exploitation of com-
putational parallelism. In the following we consider
multiplication of 1000x1000 matrices and 10,000x10,000 _

i matrices to illustrate the organizational problems one 3
encounters. To simplify the presentation of algorithms
we assume the following computer configuration:

CWS: 10 banks BKI’ BKZ’ cge BK10 of 256

Kbytes each. (2 Mbytes of Central
Storage).

PEs. 10 PEs each with a local storage of 48 i
Kbytes in three memory banks.

Disk Units: 1 - 2 units with a transfer rate
of 10 Mbytes/second.

1000 x 1000 Matrix Multiplication

Partition the matrices as follows:

1000 100 100 100
R r M o
2 [ & A8y A48, Ao
2 | A, A8, A8, |--[A,8.,
[31 Iszl_-_lam] 1000 =| o > A
b ° o0 °
[ ] [ (-]
i
| 2 LAsoo Aoy [ M0B2] - [A10810
? ~ L -
|
i
| 2
E UNCLASSIFIED
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1. Load Bl’ 82’ iy BIO into the ten banks of CWS.
1
2. Set i = 0.
3. Load Ai+1' Ai+2' S e A‘.+10 into the local storage

(PELS) of the ten processors.

4. Perform 10 computational steps described in the follow-
ing. (The procedure is described for i = 0).

1 2 3 10

’\ step 1 [A;B; JAB, | AjBy | ---- AoBio
:f step 2 AIBIO AZBI A382 -——- A1089

[ ] ° [ ] o doe b °

-] 9 [ ] Qo [
{ o ° ) o °

Q o ] o [ )

step 10 AlB2 AZB3 A3B4 ——=- AIOBI

[\ In step 1, Pi performs AiBi and stores the result in

the bank containing Bi; in step 2, Pi performs A].Bi_1 (mod 11)
and stores the result in the bank containing Bi 1 (mod 11)

and so on.

‘ 5. Transfer the partial products accumulated in CWS to
the disk unit(s).

6. If i = 490, stop. Otherwise i < i + 10 ana go to step 2.

3
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Estimation of Time Requirements
1]
'ﬂ tM: Time in nanoseconds to perform a single real 1
1 multiplication (~~ 250).
A tc: Time in nanoseconds to store (fetch) in (from)

CWS without conflicts (A~ 500).
ret Disk transfer rate in Mbytes/second ( ~10).

It is assumed 2ty>t. and that each matrix element is
8 bytes long.

S 55 N S

To perform AiBj’ we fetch (1000x100) matrix elements

y and store (2x100) elements. We execute (2x1000x100) multi-
;; plications. Since Zthtc, the process is computational

K bound.

|

§ Time 7(1000)

MATMUL required for the entire multiplication
can be given as

(1000) =
?% TMATMUL (tM/IO) + (24/rt) seconds.

Hence for typical tM(ru 250) and rt(nu 10) we have

‘ T&A?ﬁﬂ& ~~ 30 seconds.
; In general if we have p processors and equal number of banks
f in CWS,

T(1000) -

MATMUL (tM/p) + (24/rt) seconds.

4
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10,000 x 10,000 Matrix Multiplication
'

Partition the matrices as follows:

i o " zft ?
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1000 1000 1000 1000 1000 1000 1000 1000
{ Wy e e L s h.8 M9 [P
i.
:
XRa .1 1R2,2 1%2.3 [P2,4 [P2,5 Ar.s [R2,9 [R2.10
X A3’1
xAs.1 >10x
S >
A A A
x[Ag 9,8 [P9,9 |A9,10
x1810,11%10,2"10.3[*10.4 10,5 Alo,8|*10,9]*10,10 ]
3
CS sl e TSl S e S E
|

10000

5
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: 3
y %
' #
IV 3
| 1000 Bl,l ]
f Ar
{u 1000 Bz,l'
! A
2 1000 | B4
| .
E 1000 |8, ,
s
!
‘ S S S S
o
1000 88,1
I\
1000 Bg,1
A\r
| 1000 310,1 :
A,
The values for x and y will be determined based on
disk transfer rates. The algorithm for matrix multiplica-
1 tion can be described as follows:

1. Transfer Bil to bank BKi of CWS.

|

2. Transfer Aii to BKi of CWS.

6
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> 3. Perform steps a) and b) in parallel.
a) Assign'processor PEi to BKi and compute AiiBil
(of dimensions x X y) using the outer product
expansion:
1 1 1
L [ ) | 4 l l *1000 ] £
Y| Y
Y = y Y2 XY = XlY1 + X2Y2 + .+ X1000 Y 1000
(]
Y| Y1000
b) Transfer Ai, i+1 (mod 10) from the disk to
BKi+1 (mod 10)°
} Figure 1-1 shows the contents and assignment of the

banks.

4. Perform steps a) and b) in parallel.

a) Assign Py to BKi+l (nod 10) to compute Ai. §+1 (mod 10)°
Bi+1 (mod 10), 1 using outer product expansion.

b) Transfer Ai. i+2 (mod 10) from the disk to BK,,, (mod 10)°

Figure 1-2 shows the contents and assignment of the
banks.

®606000
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After the processors compute the x X y products

(shown hatched) proceed to the next 1
peat the process.

f?!:!l!:kwl,:
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Ox rows of A and re-

N -

VA
X //‘ $ 10x

‘(:j

AB

After exhausting the rows, repeat the process by
selecting next y columns until B is completely processed.

Determination of x and y and Time Est

imates

x and y are determined as follows:

Number of multiplications

performed by a processor
in each stage
10
UNCLASSIFIED
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?

Number of memory accesses ~\
1000 (x + y)
necessary to compute the product/
\ 1
Number of fetches from the |
1000 px g
disc to buffer the elements of A) i

For complete overlap of disc transfers:
(1000 xy) ty>1000 (x+y) t. o+ [(1000 px) tD/D].

Here D is the number of disks and tD is the time in nanoseconds
to transfer a byte. To accommodate three submatrices in each | 4
bank:

8(2x+y) > MB
where MB is the capacity of each bank in Kbytes (assumed to
be 256).

For tM = 250, tC = 500, tD = 800 and 10 processors, com-
plete overlap of disk transfers can be achieved for D = 3.
For this case x and y can be given as:

23y 22
19, 20
18

Njoajo ) X

" 5
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and time for matrix multiplication:
(10,000) 3
tNATMUL ~ 10 tM/p seconds
~ 7 hours.
For p = 20 and D = 6,
(10,000)
tMATMUL ~ 3.5 hours.
For D/p < . 3 (p: no. of processors)
(10,000) 3 e
tMATMUL ~ MAX J10 ty/ps 10 (tc+tD/D)/y
For x = 6, y = 20 and D = 1:
t(10,000) ~ 16 hours
MATMUL r )
{
12
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3. MATRIX EIGENVALUE/EIGENVECTOR COMPUTATION

We consider real symmetric matrices and analyze the
speed-ups achievable in eigenvalue/eigenvector computa-
tions by means of parallel processing. (Our analysis is
applicable to Hermitian matrices since they can be con-
verted to real symmetric matrices [1].) There are two
main steps involved in finding the eigenvalues/eigenvec-
tors of a symmetric matrix:

1) Reduce the matrix to tri-diagonal form by
Householder transformations. This requires
approximately 2n3/3 multiplications for a
nxn matrix.

2) Apply Francis-Kublanovskaja QR transforma-
tions iteratively to diagonalize the tri-
diagonal matrix and obtain eigenvalues.

Each iteration takes 3n multiplications and
3n divisions, and experiments show that 2 QR
iterations are required per eigenvalue [2].

First, we explain Householder transformations briefly,
and show how the computation in Step 1 can be speeded up
by a factor of approximately p, the number of processors.
In Step 1, n-2 Householder transformations are applied and
after r-1 transformations, we have

Nog= B ok P

r-1 r-1"r-2 r-1

r-2 = Proofro3Pros

A1 = PIAOP

1
1
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* *x %
Ar‘-1= ***@@@
* | *x x x «

@**** i :

@**** L i
@****

o |
T
cr-l br-l
0 |b B | 3
B r-1]"r IJ !
Pr is selected to be symmetric and orthogonal and in the prod-
uct P AL P,s the circled elements in An_1 are annihilated.
Note if
{
I]0 r
P =
¥
0 Qr n-r
' E
then %
[~ - S
T :
cr-l Cp i
Ap = Prhp Py =
_0 cr QrBr-IQrJ
where €, ® Qrbr-l .

Householder showed that for any given column

1 ‘!

a, ]
a= |. ,
ar
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There exists a symmetric, orthogonal matrix P = [-2ww
such that w is a nx1 vector of unit length (i.e., wTw = 1)

and
" ]

Pa =1]0

a.. 9 s

where the non-zero element is (a1 + a, L aﬁ)
Thus Qr can be selected to be a Householder transformation
matrix. (For an excellent discussion of Householder trans-
formations, refer to Wilkinson [1]1.) i

The major computation involved in each stage is the ; ; .
evaluation of the product QrBr-IQr' Thus we consider:

A = (I—2wa)B(I-2wa)

and analyze the algorithmic aspects of evaluating A. Let
C = Bw D = 2C-2w(CTw)

Then it follows:

A = B-wDl-Dw'

If A and B are mxm matrices, computation of C = Bw and wDT
requires Zmz multiplications. Hence, in the rth stage there
are approximately 2(n-r)2 multiplications, and Step 1 requires
2n3/3 multiplications on a sequential processor. However, in
the present computer with p processors, the number of mtus
required to perform computation in the rth stage is:

Z[hﬁi] (n-r)

3
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and hence Step 1 requires:

n-2
2 :E; [hﬁﬁ] (n-r) = 2n3/3p+0(n2) mtu
r=

In Step 2, QR transformations are applied to diagona-
lize the tri-diagonal matrix. In sth stage we decompose

As 5 QsRs
where QS is orthogonal and Rs is upper-triangular, and
recombine to obtain

: e a1 = nl % "
since RS = QS As QSAS, we have AS+1 QsAst' This pro-
cess is repeated until AS converges to a diagonal matrix.

In each stage, it may be necessary to introduce shifts to

accelerate convergence, as in the following fashion:
A~k I = QR
RsQstksI = Agyy

Ortega and Kaiser [l1] gave a method for simultaneous

decomposition and recombination in QR algorithm for tri-
diagonal matrices. Let
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L & 82 0g 83 (:)
: Rg = By a3 By

! AR
; ::: Bn %n

a, b

i 2
{
| b2 a, b

‘ Aoy by ag b

4

- . . -
. . .

bn an
Then 3
¥ " R Y
| g :
{ By =gt At W
=c; ,/8% (ifc; , =0)
i-2/8j i-1
g - 2 .
| By = Geiiiy ¢ gt PR
,-i = g2 2. y, A 2
3 S.i Bi+1/(pi + B.i+1)9 Ci = pi/(pi + Bi+1)

uj = silyy *agy)

a.=y1.+ui

These equations are executed seriatim, for i + 1,2,..., n,

starting with Co =

1 and ug = 0.

5

Also the value of Bn and
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o are both taken as zero.

n+l
At present, there is no known method for exploiting
parallelism in non-linear recursion equations and hence
we do not expect a speed-up of p in this case. However,
as Step 1 requires 0(n3) operations as compared to O(nz)
operations in Step 2, the overall speed-up appears to be
primarily decided by the speed-up of Step 1. Since a
speed-up of p is achievable in the first step, we can con-
clude that, in general, the speed-up for obtaining eigen-
values is p.

A similar analysis applies for finding eigenvectors.
Since matrix multiplications of the form

T [ :

T
(I-Zwrwr)(I-ZWr_lwr_l) e © o o e

are involved, we expect a speed-up of p in the first step. :
In the second step, we perform multiplications: '

T al
Qg Qs-l s e

Thus, using the techniques presented for matrix multiplica-
tion, we can achieve a speed-up of p.

References:

[1] Wilkinson, J. H., The Algebraic Eigenvalue Problem,
Clarendon Press, Oxford, 1965.

[2] Dahlquist, G., et al, Numerical Methods, Prentice-Hall,
New Jersey, 1974. ' }
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SIGL 4M. FOR 26-0CT-77 14:23:05 PAGE | 1

oo

cQaQa
Q

5000

5201

5005

30

MAIN ROUTINE | .
st RIS PAGE 1S BRST QUALTTY PRACTICABLE
SIGL 4M=SI GL4M, SYSLIB/F/C 13 PACE s s QLT

S1G01170:21/C
S1G0O12s0:1/C
S1G01370:1/C
SIGO15/0:1
SIGO16,S1G014/0:1/C
S1GO1770:1/C
S1G01870:2 1

IMPLICIT DOUBLE PRECISION C(A-H:»0-2)

LOGI CAL*1 TIMEI S(8)

INTEGER CASNUM, REINI T, UPDATE

COMMON/ANSWER/ COMPUTC 10, 10),ICOMP1,ICOMP2

COMMON/ SAVE / DIRVECC1651652)5XMC1651652),SIGVAR(16), DELFAC
1, SIGLOCC16)» WLIMIT

COMMON/COMCOL/COEFF(1652), THRESH, ANTNI S

COMMON/ JACO /XMUC 32, 32)5 EI GENC 32)

COMMON/ CONSNT / PI,TWOPI,ONEOPI

COMMON/H2H /CASNUM, T ANDs JRND» REINI T, UPDATE, ITTY » NUMANT, ILOOP
1,NUMSIG,MSET,METHOD

COMMON/NRLTAP/I FILNO> I FILN2

CASNUM = @
1RND = 26949
JRND = =194061

PI = 3141592653589 79 DO

TWOPI =2. 9 D@* PI

ONEOPI =1.0D@/PI

TYPE 10 '

FORMATC* INPUT FILE FOR POLYNOMIAL COMPUTATIONS ON THE UNIT
1 CIRCLE?',7)

CALL ASSIGN(3, 'COEFF.FIL',9)

TYPE 5000

FORMATC(' TYPE 1 FOR INPUT FROM TERMINAL OR 2 FOR INPUT FROM
{FILE. "y

ACCEPT "5001,1TTY

FORMAT(I 3)

TYPE 5005

FORMATC(///5 "' SELECT ONE OF THE FOLLOWING AL GORI THMS: *»7/7/

1, TYPE 1 FOR ALGORI THM THAT SELECTS EIGENVECTORS

2 BASED ON EIGENVALUES. ',/

3»' TYPE 2 FOR ALGORI THM THAT SELECTS EI GENVECTORS

4 BASED ON INNER PRODUCTS.',”/

5" TYPE 3 FOR ALGORI THM THAT SELECTS INDEPENDENT VECTORS FROM'
6, " MULTIPLE'>/,8X, 'EIGENVECTOR SETS BY GRAM=-SCMIDT PROCEDURE.")
ACCEPT 5001,METHOD -

I FLAG=1
I1FCIFLAG.NE.1) GOTO 30

CALL SUBA
IFCITTY.EQ«4) GOTO 9990

Cade o i b oo i Sl 4 . pan gt g ot i F
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990

SIGL4M. FOR

IFCITTY.EQe2) GOTO 40
CALL SUBRB(IFLAG)
IFCIFLAG.NE.1) GOTO 40
CALL SIGOPT

GOTO 20

CONTINVE

CALL SIGO12

IFCMETHOD. EQ« 1) CALL SIGOi18
IFCMETHOD. EQ.2) CALL SIGO17
IFCMETHOD. EQe3) CALL SI1GO16

CALL SUBCIR(NUMANT-1)

GOTO 20

CONTINUE

STOP

END

BLOCK DATA

COMMON/NRLTAP/I FILNO, I FILN2
DATA IFILNO/-1/

END

SUBROUTINE CMPLXMCA,BsCs Ds E, F)

DOUBLE PRECISION A, B, Cs Dy E, F
E=AxC=BxD

F=Ax D+ BxC

RETURN

END

26~0CT=-77 14:23:05 PAGE 2
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S1GO011.FOR 26-0CT-17 13:07:21 PAGE! 3

i SUBROUTINE SUBRA
- IMFLICIT LOUELE FIECISIONCA-H,0-7Z)
& REAL FLOAT
r INTEGER KEINI T, UPDATE, CASNUM
COMMON/ANSWER/ COMPUTC1051@),ICOMP1,1COMP2
COMMON/ SAVE / DIFVECC1651652),XMC16516,2),SI GUAR(C16), DELFAC
1,SIGLOCC16), WLIMIT
COMMON/ COMCOE / COEFF(16,2), THRESH, ANTNIS
COMMON /JACO/XMUC 325, 32) » EIGENC 32)
COMMON/ CONSNT / Fl,TwOPI,ONEOPI
COMMON/HH/Z AINC1652)5SIGC1652)5SNC165,2)
1, X1C16,16,2)
COMMON/H2H/CASNUM, I INDs JRNDs REINI T>» UPDATE, I TTY»NUMANT, ILOOP
1,NUMSIG,M SET,METHOD
COMMON /NRLTAP/I FILNO, I FILN2

c
GOTO ¢ 100@, 1260, 1300,999¢) 1TIY
1000 CONTINUE
TYPE 3000
3000 FORMATC/////51X, '"NUMBER O} ANTENNA ELEMENTS? *)
ACCEPT 3001,NUMANT
3201 FORMATCIT)
c
C SET FOR MULTIFLE ANALYSIS
c
I FCMETHODs GT+ 1) NUMANT=NUMAN T+ 1
IF(NUMANT.GT«15) GOTO 1000
c
TYPE 3002
3002 FORMATC 1X, ' DELAY FACTOR 2%D/LAMBEDA 2°')
ACCEPT 3010, DELFAC '
3010 FORMATC k144 7)
TYPE 3003
3¢e3 FORMATC IX, ‘NUMRER OF SIGNAL SOURCES?')
ACCEPT 3001,NUMSIG \
TYPE 3004 s
30e4 FORMAT( 1X, *SIGNAL SOURCE LOCATIONS THETA/PI?")
ACCEPT 30@5,(¢SIGLOCCI)»1=1,NUMSIG)
3005 FORMATC 5C k144 7))
TYPL 3006
3006 FORMAT( 1X, *SIGNAL SOURCE VARIANCES?")
ACCEPT 3005 (SIGVAR(I),1=1,NUMSIG) ‘
TYPE 3007
3007 FORMAT( 1X, 'UPLATE INTEFVAL IN NUMBER OF SAMPLES? ')
ACCEPT 3001, UPDATE
TYPE 3008
3005 FORMATC 1X» *REINITIALIZATION INTERVAL IN NUMBER OF SAMPLES? %)
ACCEPT 30@1,RLINIT
TYPE 3307
3307 FORMAT( * INTERNAL ANTENNA NOISE FACTOR? *)
ACCEPT 3010, ANTNIS
I THRSS=2

I FCMETHOD. EQ.2) GOTO 3530

A L 4 e e e
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SIGO11.FOR ' 26-0CT-77 13:07:21 PAGE,

3505

3630

C33e8

3338
3530
Ci200

1200
1300

13010
1301

50901
50549
50550

50551
S9510

58511

S0500
50003

S0004

1400

ﬁHISPIGEISBESTQUALITYPBACTICABEI

FROM 0OPY FURRISHED T0DDC
TYPE 50550
ACCLPT 50551, THRSS
IFCITHRSS.LTele ORe ITHRSS.GT.2) GOTO 3505
I+C(ITHRSS.EQ.1) THEESH=@.QD@
IFMITHRSS.EQ.2) TYFPE 50510
FORMATC * THRESHOLD - ANTENNA INTERNAL NOISE POWER? ')
IFCITHRSS.EQ. 2) ACCEPT 3010, THRESH
1FCMETHOD.LT.3) GOTO 3530
TYPE 3330
FORMAT( /> ' TOLERANCE FOR GRAM-SCHMI DT OFRTHOGONALIZATION '
1* PROCEDURE 7°)
ACCE?T 3010, WLIMIT
CASNUM = CASNUM+1
LELFAC = DELFAC*PI
GOTO 1400

EXPANSION FOR FILE INPUT.
CONTINUE
CONTINUE

NUMANT=4

DELFAC=1.0D0

DEL FAC=DEL FAC*PI

IFCIFILNO.GT. @) GOTO 50500

TYPE 1301

FORMATC////75 "' MAG TAPE FILE NUMBERS FROM ¢e¢¢ TO oeee? ")
ACCEPT 5S0@01,IFILN1,IFILNS

FORMAT( 21 5)

TYPE 50550

FORMATC(' TYPE 1 FOR INTERACTIVE THRESHOLD SELECTION. *,/
1, TYPE 2 FOR NON-INTERACTIVE THRESHOLD SELECTION. ')
ACCEPT 5055151 THRSS )
FORMATC(I 1)

I1¥(ITHRSS<LE«@+OR«1THRSS. GT«2) GOTO 50549
IFCITHRSS«EQe1) THRESH=0.0D0

IFC(ITHRSS.EQ.2) TYPE 50510

FORMAT(' THRESHOLD FOR SELLCTING EI GENVECTORS? ")
IFCITHRSS.EQ+2) ACCEPT 50511, THRESH ’
FORMATC( D14« 7)

IFILNO=IFILN1-1

IFILNO=IFILNO+1

IFCIFILNO.GT.IFILN2) GOTO 13010

TYPE S5¢¢@3,1FILNO

FORMATC//7, ' NRL MAG TAPE FILE NUMBER : ' ,I12)

TYPE 5S¢004,NUMANT, DELFAC/PI
FORMATC /775" ANTENNA ELEMENTS ¢ * ,11,7,
L]

1 ' DELFAC 2%D/LAMEDA :' 5>1PD3.1,7/,
2 ' NUMBER OF SAMPLES : 1@24°")

CALL SIGMTR

RETURN

CONTINUE

IFCREINIT/UPLATE «LEe1@) GOTO 1420

4
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1420
1440

4002

4203

4204

4a2es

40Q6

1500

10

9990

. 0T1CABLE

STOP *TOO MANY STEPS' ,;@ISBESTQ““L’“M
: X 5 WIS SHED TO DG —

[FCNUMSI GeLEe1€) GOTO 1440 mmﬂr\m&lb

STOP *TOO MANY SIGNAL SOURCES'

CONTINUE

WHI TEC 2, 4002) CASNUM

FORMATC1H1, /77, ' SIMULATION OF MULTI=-SOURCE DIRECTION FINDING

1 PROELEM',///,' CASE NUMEER t '515,//7)

WRI TEC 2, 4003) NUMAN T

FORMATC * ANTENNA PARAMETERS :',7//,'  NUMBER OF ELEMENTS =°,

112 ' ' ‘

WRI TEC 2, 4@04) DEL F ACx ON LOPI

FORMATC '  DELAY FACTOR =", 1PL10. 3) %

WRI TEC 2, 4005)

FORMATC'  THE COVARIANCE MATRIX OF INTERVAL ANTENNA

1 NOISES IS ASSUMED TO BE'>/»' AN IDENTITY MATRIX.") ,

WRI TEC 2, 4006) » THRESH

FORMATC /77, ' ALGORITHM PARAMETER : ', //,3X, 'THRESHOLD -

! ANTENNA INTERVAL NOISE POWER = ', 1PD10.3)

ILOOP = 0

ICOMP1=0Q

1COMP2=@ , '
LO 4 1 = 1, NUMSIG

SIGLOCCI) = PI*SIGLOCCI)

PO S 1 = 1, NUMANT

DO 5 J = 1, NUMANT

DO S K = 1,2

XMCILJsK) = 0.QLQ

gt

MODULE DI K-VEC-GENe GENLRATES DIRECTION VECTORS OF SIGNAL
SOURCES.

DO 1@ IDIR = 1, NUMSIG

AX = =LRELFACXDSINCSIGLOCCIDIR))

DO 1@ JLIR = 1, NUMANT

XY = DELECFLOATCJDLIR=-1))*XX

DIRVECCIDI F» JPIR, 1) DCOSCXY)

DIRVECCIDI I, JDPIR, 2) DSINC(XY)

CONTINUR

won

MFLAG=0

RETURN

ITTY=4

RETURN

END

SUBROUTINE fUEREB(IFLAG)

IMPLICIT DOUBLE PRECISIONCA-H,0-7)

REAL RAN, FLOAT

INTEGER REINIT, UPDATE, CASNUM

COMMON /COMCOE/ COLFFC 165 2)5 THRESH, ANTNL S
COMMON/ SAVE 7/ DIRVECC16516,2),XMC1651652),S1 GUARC16), DELFAC
1, SIGLOC( 16)

COMMON/JACO/XMUC 325 32)» ET GENC 32)

COMMON/ CONSNT 7 PI,TWOPI,ONLOPI
COMMON/HHZ AINC1652)5SIGC165,2),SNC16,2)
1> X1€16,16,2)




2000

20

30

aQaQ

QO

3000
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COMMON/HE&H/CASNUM, I RN D, JEND, REINI T, UPDATE, I TTY , NUMANT, ILOOF
1,NUMSI G

IFLAG=9Q
ILOOP = ILOOP + 1

MODULE ANT-INT-NOISE. GENERATES ANTENNA INTERNAL NOISE SAMFLES.
DO 20 IANT = 1, NUMANT

ANT1 = DBLECRANCI IND,JRND))

ANT2 = DBLECRANCIRND,JRND))

CALL GAUSCANT!,ANT2, AINCIANT, 1), AINCIANT, 2),ANTNIS)

CONTINUE

MODULE SIG-GENe GENERATES RECEIVED SIGNAL SAMFLES.
DO 30 ISIG = 1, NUMSIG

SIGl = DBLECRANCIEND, JRND))

SIG2 = DBLECRANCIEND, JRNLD))

CALL GAUSCSIG1,SIG2,SIGCISIG,1),SIGCISIG,2), Be500%
1SIGVARCISI G))

CONTINUE

DO 40 ISIG = 1> NUMANT
SNCISIG»1) = @.0D0
SNCISIG»2) = @.000

DO 49 JSIG = 1, NUMSIG

CALL CMPLXM(SIGCJSIG»1)5»SIGCJSIGy2), DIRVECCJSIG,ISIGs1),
1DI FVECCJISIG,ISTIG,2)5 A1, A2)

CALL CMFLXACSNCISIG»1)»SNCISIG,2)5A15A2,SNCISIG,1)»
1SNCISIG, 2))

CONTINUE

MODULE COMBINE. COMBINES ANTENNA INTENAL NOISE AND RECEI VED
SIGNALSe

DO 50 I1COM = 1, NUMANT

SNCICOM» 1) = AINCICOM»1) + SNCICOM>1)
SNCICOMs2) = AINCICOM,2) + SNCICOM,2)
CONTINUE

MODULE COM-COVAR-MAT. COMPUTES THE COVARIANCE MATRIX OF THE
COMBINED SIGNAL SAMPLES. ¢

DO 60 1COM = 1, NUMANT

DO 60 JCOM = 1, NUMANT

CALL CMPLXM( SNCICOMs 1), =SNCICOM,2), SNCJCOM» 1), SNCJCOM, 2)»
1A1,A2)

XMCI COMs» JCOM» 1)
XMCICOM,JCOMs 2)
CONTINUE

XMCICOM,JCOM, 1) + Al
XMCICOM, JCOM» 2) + A2

MODULE UPDATE-COVAR-MATe UPDATES COVARIANCE MATRIX OR
REINITIALIZES TO ZERO MATRIX.

IF (MOLCILOOP, REINIT)«NE.Q) GOTO 3000

IFLAG=1

RETURN

CONTINUE

IF (MODCILOOP, UPDATE) «NE.@) GOTO 2000

DO 70 1UPD = 1, 2%NUMANT

v s
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\ 4 DO 70 JUPD = 1, 2%NUMANT
; 70 XMUCTUPD, JUPD) = @.0D2
i DFLOOP=DBLEC FLOATCILOOP)) ‘
\ D TYPE 79, (CC(XM(IUPD, JUFPD, KUPL) /DFLOOP, KUPD=1,27,JUPD=1,NUMANT) » .
11UPD=1,NUMANT) ‘
1% FORMATC(8C 1X, F 7 4))
DO 8@ IUPD = 1, NUMANT
DO 80 JUPD = 1, NUMANT
A XMUCIUPD, JUPD) = XMCIUPD,JUPD,1)/DFLOOP
, XMUCT UPD+NUMANT, JUPD+NUMANT) =XMC I UFD, JUPD, 1)/ DFLOOP
| XMUCTUPD, JUPD+NUMANT) = =XM(IUPD, JUFDs2)7/DFLOOP
3 80 CONTINUE ;
k. 1FLAG=0
| RETURN
END
SUBFOUTINE CMPLXACAs B, Cs Ds £y F)
DOUBLE PRECISION A,B,Cs D, ks F
E=A+C
F=R+D
RETURN ‘
END ,
SUBROQUTINE CMPLXDCA»B,Csr Ds £y F) ;
DOUBLE PRECISION A»RB,Cs Dy ks ks G
G=CxC+ DxD
E=A%*C+Bx D
F=BxC-A%D
E=E/G
F=}+/G
RETURN
END
SUBROUTINE CMPLXTCA>E,C>D)
DOUBLE PRECISION A,B,C,D )

C=DSQRTC A% A+Fx R)

D=DATAN2C B, A)

RETURN

END

SUBROUTINE GAUSCAL,A2,E1, B2, SIG)

IMPLICIT DOUBLE PRECISIONCA-H,0-2)

COMMON/ CONSNT 7 PI, TWOPI,ONEOPI

A==-2. @DE* SI Gx DLOGC A1)

A=DSQRT( A)

Bl = A*DCOSC TWOPI*A2)

B2 = AxDSINCTWOPI*A2)

RETURN |

END - i

SUBROUTINE CMFLX CC A, Bs Cs D) |

DOUELE PRECISION AsB,C,D

C=A* DCOSC B) 1

D= A% DSINC B) !

RETURN 1 i
3

END |
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SUBROUTINE SI1GO12
IMPLICIT DOUBLE PRECISION C(A-H,0-7)
REAL FLOAT

COMMON/SAVE/DIRVECC 165 16, 2),XMC16,1652),SI GVARC16), DELFAC
1, SIGLOCC 1 6)
COMMON/ JACO/XMUC 325 32) 5 EI GENC 32)

INTEGER CASNUM, REINI T, UPDATE
COMMON/H2H/CASNUM, I RN D> JRN D, REINI T» UPDATE, I TTY , NUMANT
1,ILOOP,NUMSIGsMSET>METHOD

USE XMU2 TO GEN EIGEN2 VIA JACOBI

CaLL JACOBIC2%*NUMANT, 5025 1.0D-1051.0D-10,1.0D-1
IFCMETHODe £Qe 1) RETURN

CALL ASSIGNCls 'SIGP2.TMP',9)

WRITEC 1, 1@0)NUMANT )

FORMAT(1 3)

WRITEC 15 19)CCXMUCT,U)»d=152%xNUMANT), I=1, 2kNUMANT)
FORMAT(C 1X» 4D15.8)

WRITEC1, 15 CEIGENCI)»1=1,2¥NUMANT)

CALL CLOSEC1)

GEN FASS 1 DATA NOW

DFL=DRLEC FLOATCILOOP))
NMANT1=NUMANT-~ 1

DO 80 I=1,NMANTI1

DO 80 J=1,NMANTI1
XMUCI»J)=XM(1,J,»1)/DFL

XMUCI+NMANT1, J+NMANTI)=XM(1,J,1)/DFL
XMUCT 5 JENMANT1)==XMC 15 J52) /DFL
CONTINUE

CALL JACOBIC2%NMANT155051.0D-1051.0D-10, 1.@3D~-10)
RETURN

END

SUBROUTINE JACOBI(N,I TMAX, EPS1, EPS2, LPS3)
IMPLICIT LDOUBLE PRECISIONCA-H,O0-=7Z)
COMMON/7JACO/AC 32, 32) 5 EI GEN( 32)

DIMENSION T(32,32),A1K(32),N0(32)

LOGICAL FINE

TYPE 6666,A

FORMAT( ' JACO', /(5(1PE9.3)))

DO 4 1 1, N~

DO 4 4 1» N

TCI,J) = Q000

NMi=N=-1

SIGMA1=0.0

OFFDSQ=Q.0

DO S I=1,N

SIGMAl=SIGMAL+ACI>1)%%2

TCI,1)=1.0
[Pi=1+1

n o

-
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? IFCI.GE.N) GOTO 6 mxs?AGEISBEs'rQUAHTYmcnw
DO S J=1IPI1,N mwmeHEDTODDC S ;
S OFFDSQ=0FFDSQ+ACI,» J)*%2
6 S=2. 0% OFFDSQ+SI GMAL

DO 26 ITER=1,1TMAX |
LO 20 I=1,NM1 ;
IPl=1+1 |
DO 20 J=IP1,N
Q@=DARSCA(I,I)-ACJ>J))
IF (Q.LE<EPS1) GOTO 9 b
IF (DABSCACI,J))LE.EPS2) GOTO 20 3
P=2+ 0% ACI,J)*Q/CACI,I)-ACJI»J))

SPQ=LSQRT( PxP+Q% Q) 1
CSA=DSQRT(( 1« B+Q/SPR) /2. Q) i
SNA=P/( 2. @%xCSA* SFQ)

GOTO 10
9 CSA=1.0/DSQRT( 2. @D@)

SNA=CSA ]
10 CONTINUE - :

DO 11 K=1,N
HOLDKI=TC(K,1)
TCK» I)=HOLDKI*CSA+T(KsJ)*SNA 3
11 TCK» J)=HOLDKI * SNA- TCK» J) * CSA
DO 16 K=I,N
IF (K«GTed) GOTO 15
AIK(K)=ACI,»K) *
ACI»K)=CSA*AIK(K)+SNA*A( K, J)
IF (KeNEedJ) GOTO 14
ACJ>» K)=SNA*AI KCK) -CSA*%A(CJ» K)
14 GOTO 16
15 HOL DI K=AC I » K)
ACT » K) = CSA*HOL DI K+ SN A% AC J» K)
ACJs K) = SNAXHOL DI K- CSA*AC J» K)
16 CONTINUE
ATKCJ)=SNAXATKCI ) - CSA*AI KC J)
DO 19 K=1,J
IF (KeLE<I) GOTO 18
ACK» J) = SNA*ATK(K) - CSAXACK» J)
GOTO 19
l 18 HOLDKI=ACK,»1)
ACK,1)=CSA*HOL DKI +SNA*AC K> J)
ACK » J) = SNA*HOL DKI - CSA* ACK» J)
19 CONTINUE
20 ACL»J)=0e0
SIGMA2= 0. 0
DO 21 I=1,N
EIGENCI)=ACI,»1)

21 SIGMA2=SI GMA2+EI GENCI) %% 2
IF C1.0-SIGMA1/SIGMA2.LT.EPS3) GOTO 100
26 SIGMA1=SI GMA2
TYPE 200
200 FORMATC( 1X, *CONVERGENCE DID NOT OCCUR")
RETURN
c PROGRAM TO SORT THE LEIGENVALUES IN DESCENDING ORDER.
100 LO S@E@ I = 1, N
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NOCI) = 1 FRO# OQPY FURMISHED T0 DDC e
FINE = «TRUE.
L0 519 J = 2, N
IF CEIGENCJ-1).GE.EIGENCJ)) GOTO Si@
FINE = .FALSE.
TMP = EIGENCJ-1)
EIGENCJ-1) = EIGENCJ)
EIGENCJ) = TMP
NTMP = NOCJ-1)
NOCJ-1) = NOCD)
NOCJ) = NTMP
CONTINUE
IF ¢C.NOT.FINE) GOTO S@1
TYPE 700sN/2,CEIGENCI)»I = 1,N)
FORMATC(//5> * EIGENVALUES FOR ',13,*' ANTENNA ELEMENTS 2 ',/
1,C1Xs5F 144 7)) - 5
DO 650 1 = 1, N
DO 650 J = 1, N
ACJsI) = TCJsNOCID)
RETUERN
END

s
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TICABLE
THIS PAGE IS BEST QUAI(-’IS:MC ;
FROM COPY FURRISHED T T
SUBROUTINE SUECIRCN)
IMFLICIT DOUELE PRECISION CA-H,0-Z)
REAL FLOAT
INTEGER CASNUM,REINIT, UFDATE
COMMON/ANSWER/ COMPUTC 1@» 1), 1 COMP1,1COMP2
COMMON/ COMCOE / COEFFC16,2), THRESH
COMMON/ CONSNT / PI» TWOFI, ONEOPI
COMMON /SAVE/ DIRVECC 165165 2),XMC 165 1652) 5 SIGUARC 163, DELFAC
1,SIGLOCC16) WVLIMIT
COMMON /H2H / CASN UM, 1 RN D> JRN Ds REINT T, UFDATE, I TTY , NUMANT, 1LOOP
1,NUMSI G, MSET :
REAL AC1¢24,2)
DIMENSION RESLT(15),PHIVALC15)

TYPE 5500,MSET

FORMATC* SUBCIRs MSET=',13)
INDX=0 ~ i
ICOMP1=1COMP1+1

I1COMP2=¢

TPI DNU=TWOPI /1824

CALL ASSIGN(3, 'COEFF.FIL'59)
REWIND 3 i ;
READC(3) A

CALL  CLOSE( 3)
X1=DBLECAC 18245 1))
X2=DBLECAC 1024, 2))
RESSAV=CALFUN(X1,X25N)
SLPSAV=1.0Dg@

DO 3062 LOOP = 1, 1024

X1 =DBLE (ACLOOP, 1))

X2 =DBLE CACLOOP,2))

Rl = COEFF(N+1,1)

R2 = COEFF(N+1,2)

DO 18I = N» 1, -1

R11 = RI*X1 - R2%x2

R12 = R1%X2 + R2%X1

R1 COEFF(I,1)> + R11

R2 COEFFCI»2) + R12
CONTINUE

RES R1%*R1 + R2%R2
SLOPE=RES-RESSAV
I1F(LOOP«EQes1) SLPFST=SLOPE
1 FC SLOPE.LT.3.02D@) GOTO 290
I FCSLOPE. EQe @« 3D3) GOTO 200
1 FCSLPSAV. GE. 8. 2D@) GOTO 29¢
DFL=DBL E( FLOAT(LOOP-1))
DFLM2=DFL~ 2. DG

CONTINUE

X 1=TPI DNU*DFLM2

X 2= TP1 DNUx DFL

INDX=INDX+1

CALL FBONAC(X1,X2, REL TCINDX))
X1=DCOSCRESLTCINIX))
X2=DSINCRESLTCINIX))
PHIA=CALFUN(X15X2,N)

Lol asian s b ar s dd o gt L 2 4 dMJn. el B Labindd b gaa .
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THIS PAGE IS BEST QUALITY PRACTICABLE t
Y FURNISHED T0 DOC o™

: p FRON COP
1 Z D TYPE 6@6€, PHIA, RESLTCINDX)
3 He66 FORMATC ' PHIA="',1PD16+8s "' RESLT="',016.8)
¢ & - :

| FHIVALCINDX)=PHI A
IFCINDX.LE.MSET) GOTO 290

DO 240 I1=1,MSET
IF(PHIA.GE.PHIVALCI)>) GOTO 240

acte

PHIVALCI)=PHIA tFOUND A LESSER VALUE
! RESL T¢I)=RESLTC INDX) .
;‘ GOTO 245
240 CONTINUE
c
>
245 INDX=INDX~1
GOTO 299
251 CONTINUE
D TYPE 6029, RESLTCINDX),PFHI A
6029  FORMATC ' A=',1PD16+95'> PHI OF A=',D15.9)
0 SLPSAV=SLOPE g :
RESSAV=RES
300 CONTINUE \
1F(SLOPE.GE.0.0) GOTO 310 '
I1FCSLPFST.LE.Q.0) GOTO 31@
DFL=0.0
DILM2=-2. QD0
GOTO 219
310 CONTINUE
C
TYPE 3390
3396 FORMATC 7/, ' ESTIMATES OF ANGULAR LOCATIONS : ')
DO 340 I=1,INDX :
A1=RESLTC1)/DELFAC
1FCA1.GT+1.0D@) Al=Al-2.0D0
Al=DATANCA1/DSQRTC 1+ 0D@~A1%A1) ) * ONEOFI
c 1COMP2=1COMP2+1
c COMPUT( I COMF2, I COMP1)=A1
SQRPHI =DSQRTC PHI VALC 1))
TYPE 345, 1, A1, SQRPHI
345 FORMATC /, 5X» "SOURCE *,12,° : ',/
1> 5X,' ESTIMATED ANGULAR LOCATION IN RADIANS/PI : *»Flle7,/
2, 5Xs ' KRESIDUAL ERROR ON UNIT CIRCLE t ', IPD11+4)
) CONTINUE p
c
RETURN
END

DOUBLE FRECISION FUNCTION CALFUNCX1,X2,N)

IMPLICIT DOUBLE PRECISION CA=-Hs0-2)

COMMON/ COMCOE / COEFF( 165 2)s THRESH

Rl = COEFFC(N+1,1)

R2 = COEFF(N+1,2) ;
DO 10 I = N» 1, -1 t
R11 = R1*X1 - R2x%Xx2 ‘
R12 = R1*X2 + R2%x1 ‘
R1 = COEFFC(I,1) + RI11

R2 = COEFF(I,%) + R12
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PY FURMISHED TODDC _——
CONTINUE FROM OOPY

CALIFUN= Rix*xRl + R2*K2

RETURN

END

SUBROUTINE FBONACCAIN, BIN, RESLT)

FIBONACCI SEQUENCE
INPUTS AIN,BIN
OUTPUT REET

IMPLICIT DOUBLLE PRECISION (A-H,0-2Z)

INTEGER CASNUMs REINI T, UPDATE

COMMON/ COMCOE 7/ COEFF(16,2), THRESH

COMMON/H2H /CASNUM, I RND» JRND, REINI T>» UPDATE, I TTY ,NUMANT, ILOOP
1,NUMSI G

DIMENSION T1C6@),T2C 60), TAUC 60) s AC 60) » BC 6@)

DATA IKSTFL/@/

DATA MAX 760/

COMPUTE FIBONACCI SEQUENCE

1FCIRSTFL.NE.@) GOTO 29
IRSTFL=1 ,

TAUC1)=1.0D0
TAU(C2)=1.0DQ

DO 20 K=3,MAX !COMPUTE TAU
TAUCK) =TAUCK=-1)+TAU(K-2)

AC1)=AIN
BC1)=BIN

N=NUMANT-1

DO 40 K=1,MAX-2
TICK+1)=C TAU(MAX~1-K) /7TAU(MAX+1-K) )% ( BCK) =ACK)Y ) +ACK)
T2C(K+1)=C( TAUCMAX ~K) /TAUCMAX+1-K) ) *( BCK) - ACK) )+ ACK)

X1=DCOSCTI(K+1))
X2=DSINCT1C(K+1))

R1 COEFF(N+1, 1)

R2 COEFF(N+1,2)

DO 10 I = N» 1, -1
R11 = R1*X1 - R2xX2
R12 = R1%*X2 + R2x%X]|
R1 = COEFF(I,1) + RI11
R2 = COEFF(I,2) + R12
CONTINUE

PHI 1= R1%Rl + R2xR2

X1=DCOSC T2(K+1))
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X2=DSINC T2CK+1)) mmrm.smrowq S
Rl = COEFF(N+1,1) ;

R2 = COEFF(N+1,2)

DO 11 I =N, 1, -1

R11 = RI1%X1 - R2xX2

R12 = RI1%X2 + R2*X1

Rl = COEFF(I,1) + Rl1

R2 = COEFF(I,2) + Rl2

CONTINUE

PHI2= R1*R1 + R2%R2

IF(PHI 1.GE.PHI2) GOTO 30
ACK+1)=ACK)
B(K+1)=T2(K+1)

GOTO 39

ACK+1)=T1CK+1)
BCK+1)=BCK)

CONTINUE

TYPE 320,Ks ACK) s BCK)» T1CK+1), T2(K+1)5PHI 1, PRI 2, ACK+1) > ECK+1)
FORMATC ' K=',13

1,' ACK)="',1IPD15.9, "' E(K)=',D15.9

2," TI(K+I)="'5D15.9,"' T2(K+1)="',D15.9,/

35" PHI1="',Di5.9,* PHI2=", D15.9

4,7 ACK+1)="',D15.9,"* B(K+1)="',D15.9)

CONTINUE

RESLT1=ACMAX-1)
RESLT2=B(MAaX-1) , .
RESLT=f RESLT1+RESLT2)*@. 5S0D0
RETURN

END
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THIS PAGE 1S BEST QUALITY PRACTLCABLA
FRON OOFY FURRISHED 70 DOC o™
SUBROUTINE SIGABT

ABOVE THRESHOLD EIGEN SELECTION

IMPLICIT LOUBLE PRECISIONCA~H,0-7)

REAL FLOAT

INTEGER REINIT, UPDATE, CASNUM

COMMON/ COMCOLE/ COLFFC1652), THRESH

COMMON/ CONSNT / PI,TWOPI,»ONEOPI

COMMON/016/ AINC165,2),SIG(16,2),SN(16,2)

1, XI1C16,16,2)

COMMON/H2H /CASN UM, I RN Dy JRND, REINI T» UPDATES I TTY » NUMANT, ILOOP
IsNUMSI G, MSET

COMPUTE LAMBDA, "fUM OF THE SQUARLS OF W

TYPE S,NUMANT,MSET

FORMAT( ' SICABT-NUMANT=',13,' MSET="',13)

TYPE 65 CCCXICIsJoK)sK=152)5J=1,MSET), I=1,NUMANT)
FORMATC ' SIGABT-XI=',/,C1X,4D15.8))

DO 6173 I=1,NUMANT-{

DO 6170 J=1,MSLT

XICI»Jr2)==-XI1C1,J,2)

CONTINUE

SUMSQW=0. gD

1=NUMANT

DO 6180 J=1,MSET
SUMSQW=SUMSQW+XTICI,Js 1I*XICI»Js 1I+XICI-Js2)%XIC15J52)
CONTINUE

TYPE 6181, SUMSQW

FORMAT(C ' SUMSQW="', 1PD20.12)
I}¢DABSC1.0DA- SUMSQW) e LTe1+0D-5) TYPE 6185

FORMAT( />, * WARNING ABSOLUTE VALUE OF [-SUMSQW IS LESS THAN [.@D-
15%) K

COMPUTE COEFF

COEFFC(NUMANT, 1)=1.0D0

Ck==(1.0DO- SUMSQW)

COEFF(NUMANT, 2)=0@. 0DO

MP1=NUMANT

DO 6199 1=1,NUMANT=-1

COEFF(1,1)=0.0D0

COEFF(1,2)=0.0D0

DO 6190 J=1,MSET

COEFF(I,1)=COEFFCI, 1)+XI(MP1,Js 1)*XICI5Js 1)

1 “XI(MP1,Js2)%XIC1,J»2)
COEFFCI,2)=COEFFCI,»2)+XI(MP1,Js 1)*XI(1,J,2)

| +XICMPL1sJs 2)%X1C(1,5J5 1)
CONTINUE

COEFF(I,1)=COEFIF(1,1)/CF
COEFFC(1,2)=COLFrFKCI,2)/CF
CONTINUE

TYPE 6195, CCCOEFFCI»J)»d=1,2)51=1,NUMANT)

g Ve




SI1GO14.FOR

Do19S FORMATC* COERF',/, 2¢F20+15))
s c = -

RETURN

END
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THIS PAGE IS BEST QUALITY PRACTICABLE I
SUBROUTINE SIGOPT FRON 0OPY FURNISHED T0 DOC  ——r

o

REPORT THE SIMULATION RESULTS

(e Mo Ny

IMPLICIT DOUELE PRECISION ¢ A=-H,O0-Z)

INTEGER CASNUM, REINI T, UPDATE

COMMON /CONSNT/PI » TWOPI , ON EOFI

COMMON/ANSWER/ COMPUT( 10, 10), I1COMP1,1COMP2
COMMON/SAVE/DIRVECC 165 16, 2) »XMC 16516, 2),SI GVAR( 16) » DELFAC
1, SIGLOCC 16)

COMMON/H2H/CASNUM, I RNDs JRN D, REINI T, UPDATE, I TTY , NUMANT, ILOOP E
1,NUMSI GoMSET . 4
DIMENSION IORDC16517),IREC16),ILBC16)

(¢}

D TYPE 1000, (CCOMPUTC(I,J)»1=1,1COMP2),J=1,1COMP1)
D100 FORMAT( 5C 1 PD14. 7))

3 DO 20 I=1,NUMSIG
SICGLOCCI)=SIGLOCCI)>*ONLOPI
iﬁ 20 CONTINUE
CALL SORTI SIGLOC,NUMSIG,IORKDC1,17),1HB,ILB)

DO 40 I=1,ICOMPI *
CALL SORTIX COMPUTC1,1),NUMSIG,»IORD(1,1),IRB,ILB)
a0 CONTINUE

DO S0 1=1,NUMSIG
WRITEC2, 20101
2010 FORMATC/7/5°* SIGNAL SOQURCE '512,' PARAMETERS & *,/)
WRI TEC 2, 2020) SIGLOCCIORIX1,17))5,SIGVARCIORIXI,17))
2020 FORMATC * ANGULAR LOCATION =',F10.7,"' * Pl RADIANS®',
17,° VARI ANCE ¢ POWER) =',1PD10Q«3,77) e
WRI TEC 2, 2030)
2030 FORMATC * COMPUTED VALUES FOR ANGULAR LOCATION ¢ '»//
1,°* SAMPLES T™ETA/PI ERROR/PL 57
2, " RADI ANS RADIANS ', 7) ]
c s 3
NUMTMS=REINI T/UPDATE
NSAM=@Q
DO 70 J=1,NUMTMS
NSAM=NSAM+UPDATE
Cc ACC=COMPUTCI,IORIXJ»1))=-SIGLOCCIORD(I, 7))
D TYPE 2074,10RD(J»1),10RDCI» )
2074 FORMATC ' 10RIXJ,»1)="5,13,"'s IORIXI»J)="',13)
Cc ACC=COMPUTCI,IORIX1,U))=SIGLOCCIORIXI,17))
ACC=COMPUTCIORIX 1,J)»J)=-SIGLOCCIORD(I,17))
WRITEC2,207C)NSAM, COMPUTCIORIXI»J)»J) s ACC
2070 FORMATC(CX» 15, 10X, F1@eTs 6Xs F1Qe )

70 CONTINUE

50 CONTINUE

C | 3
RETURN |

END i
SUBRROUTINE SOFTDC(X,M»ICRDs I KBy ILE)
DOUELE PRECISION X
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FROM OOFY FURBISHED 10 DD0 e

DIMENSION X(M)»IORIXM), I hKE(M),ILK(M)

TYPE 100.,X
FORMAT( * X=',3F10.7)

IF(MGTe1) GOTO 1
IORDC 1) =1

RETURN

CONTINUE

ILKC1)=0

IkB(1)=0

DO 14 I=2,M

ILBCI)=0

IRK(1)=0

J=1

TF(XCI)eGTeXCJ)) GOTO 10
IFCILBCJ)« EQe ®) GOTO 8
J=ILECJ)

GCT0 4

IRK(I)=~J

ILBC(J)=1

GOTO 14
IFCIRBC(JY.LEe) GOTO 12
J=IRB(J)

GOTO 4

IRBCI)=1hECU)

IRB(J)=1

CONTINUE

L=1

J=1

GOTO 20

J=1LBC(J)
IFCILBCJ)«GT« @) GOTO 18
I ORE(L) =J

L=L+1

I1FCIRBCJ)) 28,30,26
J=IRB(J)

GOTO 20

J==1RB(J)

GOTO 22

CONTINUE

TYPE 31,X

FORMATC * XS="',3F107)
RETURN ~ %

END

N e iyl e
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SUERQUTINE SIGO16
APOVE THRESHOLD EIGEN SELECTION

IMPLICIT DOUELE PRECISIONCA-H,0-2)

INTEGER REINIT, UPDATE, CASNUM

COMMON/COMCOE/ COLEFFC1652), THRESH

COMMON/JACO/XMU(C 325, 32) » EI GENC 32)

COMMON/ CONSNT 7/ PI, TWOPI,ONEOPI

COMMON/0167 AINC16,2),S1GC16,2),SNC16,2)

1, V(16,16,2)

COMMON/HSH/CASNUM, IRNDs JRNDs REINI T> UPDATE, I TTY »NUMANT, ILOOP
1,NUMSI G, MSET,METHOD

DIMENSION WC1651652)

SELECT EIGEN VALUES ABOVE THERESHOLD
LET THE NUMBER OF SETS BE MSET

I FCTHRESH.NE.@.@D@) GOTO 4¢00

TYPE 4010

FORYMATC(/, ' THRESHOLD FOR SELECTING EI GENVECTORS ? ', $)
ACCEPT 4015, THRESH ;
FORMAT(F10.2)

GOTO 4020

CONTINUE

TYPE 6121@> THRESH

FORMAT( /> ' THRESHOLD FOR SELECTING LI GENVECTORS : ', 1PD8. 1)
CONTINUE ~ T

PASS 1 DATA

NMANT2=NUMANT

NMANT1=NMANT2-1

I FC(METHOD. EQe 1) NMANT1=NUMANT
TYPE 11,NMANT]

FORMATC ' NMANTI="',14)

MSET1=0

DO 6100 M=1,2%«NMANT1,2

I FCEI GENCM) « GE« THRESH) MSET1=MSET1+]
CONTINUE

IFCMSET1.GT-@) GOTO 6120

TYPE 61105 THRESH» CEI GENCI),»I=1,2%NMANT1)

FORMATC * NO EIGEN VALUES ABOVE THRESH OF ', 1PD20+13»
1,75, EIGEN VALUES ARE', 7/, 4(D2@.13)) ;

STOP * THRESH ERROR' ~

CONTINUE

TYPE 61211,MSET1

FORMATC(///,*' ESTIMATED NUMBER OF SOURCES ¢t '»13)
TYPE 6121, THRESH,MSET1,NMANT1 :

BT o Lo o
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FROM OOPY FURNISHED TODDC

: ColL1 FORMATC * SIGO1 6~ THRESH=', D158, " MSET=",16,'» NMANT1="',1%)
DO 6150 1=1,NMANT] i
K=@
DO 6150 Jm), 2«MSET1, 2
K=K+ 1
VCI,Ke 1)=XMUCT»J)
VCIL K, 8)=XMUCT+NMANT, )
6150 CONTINUE
6170 CONTINUE
c TYFE 6670, CCCVCI JsKIoK=1,2),Js1,MSETI),»I=1,NMANT)
Co670 FORMATC® V="', /,C1IX,4D1%8))
1FCMETHOR. EQ. 1) GOTO 9000

READ IN PASS 2 DATA

TYPE 2
FORMATC ' NOW READ P2 bLATA')
CALL ASSIGNC 1, 'SIGP2. TMP',9)
REAIDC 1, 1INMANTR
\ 10 FORMATC(1 3

READC 1, 1) CCXMUCT»U) 2 U5 15 O%NMANTE) 51 =1, SXNMANTS)
FORMATC 1X» 4D15.8)
READC 1, 1) CEIGENCI), I=1, SxNMANTO)
CALL CQLOSEC D)
TYPE 3
FORMATC * FINISHED READ®)
TYPE 4, CEIGENCI), I=1, 2%xNMANTD)
FORMATC * EIGEN2',/,4F10e7)

gnnnn

o

SELECT PASS TWO DATA GREATER THAN THRESH

CGOS.OBG

MSET2=0

DO 7100 M=1, 2«NMANT2, 2

IFCEIGEN(M) e GEe THRESH) MSET2=MSLT2+1
7100 CONTINUE

IFCMSET2. GT. @ GOTO 7120

TYPE 7110, THRESH, C EIGENCI)» =1, 2*NMANT2)

mnie FORMATC * NO EIGEN VALUES ABOVE THRESH OF *, 1FPD20.13,
157,' EfGEN VALUES ARLE', 7, 4( D20.13))
STOP ' THRESH ERROR' '

Cc

7120 CONTINUE

C TYPE 71811,MSET2

Cr1211 FORMAT(///,* ESTIMATED NUMBER OF SOURCES 2 '513)
C TYPE 7121, THRESH,MSET2, NMANTR :

Cr121 FORMATC ' SIGO16- THRESH= ', DISe%, ' MSETR2=2'5,165 ', NMANTE= ', 1%)
DO 7150 I=1,NMANT2 3 ) )
K=
DO 7150 J=1, 2«MSET2, 2 '
K=K+ |
WCIsKs 1)=aXMUCLI, ) \
WCTL K, 2)=XMUCTI+NMANT2, J)

7150 CONTINUE

70 CONTINUE
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IWCOL=0

DO 2¢@0 J2=2, 2¢«MSET2+1

1wWS=1

IFC(MODCJ2,2) «NE. @) GOTO 5@0 'RETAIN COLUMN TWICE
IWCOL=IWCOL+1

1WS=0

CONTINUE

CALL. ORGCW,NMANT1,MSET1,IWCOL,IWS)

CONTINUE

TYPE 1626,CCC(VCI,JsK)»K=1,2)5J=1,MSET1),1=1,NMANT1)
FORMATC * RESULANT VU='5/5C1X5>4D15.8))

NUMAN T=NMANT1 i

MSET=MSET1

TYPE 81211,MSET

FORMAT(///,"* ESTIMATED NUMBER OF SOURCES 2 '>13)
CALL SIGABT" -

RETURN

END

SUBROUTINE ORGCW,NMANT,MSETV,IWCOL,IVS)

IMPLICIT DOUBLE PRECIS10ON (A-H,0-2)

COMMON/SAVE/DIRVECC 165 1652)5XMC1651652)5,SI GVARC16), DELFAC
1, SICLOCC16),VLIMIT
COMMON/016/AC1652)5BC16,2)»SNC165,2)5,V(1651652)

DIMENSION WP(1652),W(1651652)

TYPE 9005CCVUCL,»1,K)sK=152),1=1,NMANT)

FORMAT(* ORG-V(1 TO NMANT»151 TO 2',74C1X51PD15.8))
TYPE 91@5CCWCI,IWCOL,K)sK=1,52)51=1+1 WS,NMANT+]I WS)
FORMATC * ORG=W',7,4C 1X» 1PD15+8))

XR1i=0.000 A

XR2=0.PDD

DO 920 1=1,NMANT

DO 920 J=1,MSETV

XR1=XR1+W1,J> 1)

XR2=XR2+W1,J,»2)

CONTINUE

TYPE 925,XR1,XR2

FORMAT( ' ORG-SUM OF V="',2(1X, 1PD15.8))

DO 1800 J=1,MSETV ) )

ACJs 1)=0.0D0

ACJ»2)=0.0D0D

DO 100 I=1,NMANT

CALL CMPLXMC(WCI+IWS,IWCOL, 1) WCI+IWSsIVCOL,2),WIsdsl)
1,-VC1,Js2),XR1,XK2)

ACJs 1)=A(Js 1)+XR]

ACJs 2)=A(J, 2) +XR2

CONTINUE

CONTINUE
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C
< c SET B = SUM ACJ) V(J)
c

DO S@ I=1,NMANT

B(I,1)=0.0D0

B(I,2)=0.0D0

DO S0 J=1,MSETV

CALL CMPLXMCACJ»1)5,ACJs2)5 W I5Js1)5V(1,J,2),XR1,XR2)
BCI»1)=B(I,1)+XRl

B(I,2)=B(1,2)+XR2

CONTINUE

WP=W-SUMOFC B(J)V(J))]

DO 70 I=1,NMANT

WPCI, 1)=WCI+IWS,IWCOL,1)=-BEC(I,1)
WP(I,2)=W(I+IWS,IWCOL,2)~-B(I,2)
TYPE 3€S5S,CC(WP(I1,J)»J=1,2),1=1,NMANT)
FORMATC ' WP=',/,(4D12.5))

agng
aQ
w

INNER PRODUCT

DO 3000 1=1,MSETV
ACI»1)=0.0D0
ACl,2)=0.0D0
DO 3000 J=1>NMANT
CALL CMPLXMCWPCJs»1)5=WP(Js2)5VU(JsI51),5,U(Jr1,2),XR1,XR2)
ACI»1)=AC1,1)+XR]
ACI»2)=AC1,2)+XR2
(%1%1%) CONTINUE
TYPE 3010,CCACI,K)»K=1,2)51=1,MSETV)
010 FORMATC * INNER PRODUCT OF WP%xVU="',/,4C1PD15.8))

08080000GOOOG

1 WX1=08.0
b\ DO 400 1=1,NMANT ‘
WX1=WX1+WPCI, 1)*WPCI, 1)+WPCI,»2)%WP(I,2) :

4“0 CONTINUE

, I=1 :

IFCWX1LT«WLIMIT) 1=0 |
TYPE 405,WX1,1

25 FORMATC ' INNER PRODUCT="',G102,"'s 1=',12)
1F(I.NE<1) GOTO 2000 7 B j

MOVE WP INTO V

MSETV=MSETV+1

ODSWX 1=1.0DB/DSQRTC WX 1)

DO 80 J=1,NMANT

V(J>MSETV, 1)=WP(J» 1)%0DSWX 1

VCJsMSETV, 2)=WP(J,» 2)*x0DSWX 1
80 CONTINUE

2000 CONTINUE L
RETURN ,
END
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FROR OUPY FURALSHED T0 DDC

SUBROUTINE SIGO17
METHOD TWO
IMPLICIT DOUBLE FReCISION C(A-H,0-7)

INTEGER CASNUM, REINI T, UPDATE

COMMON/ZCOMCOL/COEFFC 165 8) 5 THRESH, ANTNI S
COMMON/HEH/ZCASNUM, T RN D, JRVD, REINI T UPDPATE, I TTY » NUMANT
1, ILOOP, NUMSTI G» MSET,METHOD

COMMON /JACO/XMUC 325 38)» EI GENC32)

DIMENSTON XMURC3E,32), EIGENDCIDILAC16, 2)A2C 16,0
DIMENSION V(16,165 W(16,2)5ASC16)5AS2(C10)

}\‘LAD FASS 1‘KL) D“\‘rAQ.....'..O....N....I"...‘..Q..

CALL ASSIGN(C 1, 'SIGP2e TMP';9)

READC 1, 1OONMANTR :

FORMATCI )

READC 1, 1) COXMUDCTI L) 2d=15 2%NMANTO) 5 11, 2xNMAN T2)
FORMATC 1X» 4D158)

REALC 1, 1) CEIGENSCI) s I=1, OxNMANTR)

CALL CLOSECD)

NMANT1=NMANT2-1

DO 6150 I=1,NMANT]

K= @

DO 6150 J=1,2«NMANTIL, 2
KoK+ |

VCILK, 1)=XMWI,I

VCTI,Ks 2)=XMUCI+NMANTL, J)
CONTINUE

DO 7150 J=1,NMANTR

WCJ, 1)=XMU2(J5 1)

WCJ, &) =XMUSCJ+NMANTES 1)
CONTINUVE

INNER PRODUCT

DO 100 J=1,NMANTI]

ACJr 1) =0. QDO

ACJs 2)=0. ODO

A2CJs 1)=0« QDO

A2CJs 2)=0. QDO

DO 100 I=1,NMANTI

CALL CMPLXMCWCI> 1)o=WCIo2)5V(1,oJr1)5VU(15Us2)5XRILXRD)
ACJr 1) =ACJs 1) +XRI1

ACJs D) =ACJs 2)+XKE

CALL CMPLXMCWCI+1, D)o =WCI+152), UWTsJs1)sV(Isds2)sXRISXR2)

ALCJs 1)=2A2C0Js 1) +XRI

A2CJ, 2)=ALCJs R)+X K2

CONTINUVE

TYPE 101,CCACTI K)o K=1,8),1=1,NMANT])
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FORMATC ' INNER PRODUCT AT VECTOR 1°',/5C1Xs,4D015.8))

TYPE 1082,(CA2CI>K)»K=1,2)51=1,NMANT1)

FOEMATC ' INNER PRODUCT AT VECTOR 2°',/,(1X,4D15.8))

DO 8100 1=1,NMANT] g
ASCII=DSQRTCACI, 1)4ACI, 1)+ACI,2)%ACI,2))

AS2CI1)=DSERTCASCI, 1)%A2(I,»1)+A2(1,2)%A2(1,5,2))

CONTINUE

TYPE 8105,CASCI)>I=1,NMANT1)

FORMATC/, ' INNER PRODUCTS WITH TEST VECTOR 1 2 ',/4(1X>D15.8))
TYPE 81065CAS2CI)51=1,1MANTI) ‘

FORMATC/, ' INNER PEODUCTS WITH TEST VECTOR 2 :'5/74C1X>D15.8))
TYPE 3010° 5

FORMATC//, ' NUMBER OF EI GENVECTORS TO BE SELECTED BASED ON°*,
1,* INNER PRODUCTS ?2%) )
ACCEPT 3@15,MSET 2

FORMAT(I2)

CONTINUE

DO 6170 I1=1,NMANTI-1

DO 6170 J=15MSET

UV(I5J52)==WI5J52)

CONTINUE

SUMSQW=0.2L0

I=NMANT]

DO 6180 J=1,MSET
SUMSQW=SUMSQW+V(I,Jr1)*%UCIsJdr 1)+VUCI»Js2)%VU(I5J52)
CONTINUE

TYPE 6181, SUMSQW

FORMAT( ' SUMSEW="', 1PD20@.12)

IF(DABSC1.ADP-SUMSQW) «LT«1+€D-5) TYPE 6185
FCEMAT(/, ' WARNING ARSOLUTE VALUE OF 1-SUMSQW IS LESS THAN 1.0D-
15%) f

COMPUTE COEFF

COEFF(NMANT1,1)=1.0D0

CF==-(1.@2Dg-SUMSQW)

COEFF(NMANT1,2)=0.0C0

MP1=NMANT1

DO 6199 I=1,NMANT1-1

COEFF(1,1)=@.0D0

COEFF(1,2)=0.2D0

DO 6190 J=1,MSET
COEFF(151)=COEFF(CI»1)+V(MPl1,Js1)%VCIsdJs 1)

1 ~UWMP1sJs2)%UCI>Jds 2)
COEFF(CI1,52)=COEFFCIs>2)+VU(MPlsJs1)%xVC(I,J52)

| +V(MP1,Js2)%VUCI5Js 1)
CONTINUE

COEFF(1,1)=COEFF(I,1)/CF
COEFF(1,2)=COEFF(1,2)/CF
CONTINUE :

TYPE 6195,(C(COEFF(IsJ)»J=1+2)51=1,NMANT1)
FORPMATC * COEFF_’_; /75 2(F20+.15))

JP—————
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4 NUMANT=NMANT1
RETURN
END
i
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SUBROUTINE S1GO18 FROM COPY FURKISHED T0 DDC o

ABOVE THRESHOLD EI GEN SELECTION

IMPLICIT DOUBLE PRECISIONCA-H,0-2)

INTEGER REINI T, UPDATE, CASNUM

COMMON/COMCOE/ COEFF(1652)s» THRESH, ANTNI S

COMMON/JACO/XMUC 32, 32) » EI GENC 32)

COMMON/ CONSNT / PI, TWOPI, GNEOPI

DIMENSION XIC16,16,2)

COMMON/H2H /CASNUM, I KND, JRN D, REINI T, UPDATE, I TTY , NUMANT,ILOOP
1sNUMSI G, MSET,METHOD

SELECT EIGEN VALUES ABOVE THRESHOLD
LET THE NUMBER OF SETS BE MSET

IFCTHRESH«NE.@.0D@) GOTO 4000

TYPE 4010 §

FORMAT(/, ' THRESHOLD FOR SELECTING EI GENVECTORS ? ‘', $)
ACCEPT 4@i5, THRESH i
FORMATCF10. @)

GOTO 4020

CONTINUE

TYPE 61213, THRESH

FORMAT( 7/, ' THRESHOLD FOR SELECTING EI GENVECTORS : ‘> 1PD8.1)
CONTINUE ~ ik
MSET=0

DO 6100 M=1,2¢xNUMANT, 2

I1FCEI GENCM) « GE« THRESH) MSET=MSET+1

CONTINUE

IFC(MSET.GT.@) GOTO 6120

TYPE 6110, THRESH,CEIGENCI)»I=1, 2¢«NUMANT)

FORMATC ' NO EIGEN VALUES ABOVE THRESH OF ', 1PD2¢.13,
17, ' EIGEN VALUES ARE', 7/, 4( D20.13)) i

STOP™* THRESH ERROR®' ~

CONTINUE

TYPE 61211,MSET

FORMATC///, "' ESTIMATED NUMBER OF SOURCES :°',13)

TYPE 6121, THRESH,MSET,NUMANT & _
FORMAT(*' SIGABT- THRESH='5D15¢8, ' MSET="'516,"'s NUMANT="',15)
DO 615071=1,NUMANT - i a = i
K=0

DO 6150 J=1, 2%MSET, 2

K=K+ 1

XICI»K»s1)=XMUCI,J)

XICIsKs2)=XMUCI+NUMANT, J)

CONTINUE

DO 6170 I1=1,NUMANT=-1
DO 6170 J=1,MSET
XICI1,Js2)=~X1(C15J,2)
CONTINUE
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COMPUTE LAMBDA, SUM OF THE SQUARLS OF W

sSuMsSQvw=@g. Do

I=NUMANT

DO 6180 J=1,MSET
SUMSQW=SUMSQW+XTICI>Js 1)%XICI»Js 1)+XICI,J,2)%XIC1,J,2)

CONTINUE

TYPE 6181, suMsQw

FORMAT(C * SUMSQW="', 1PD20.12)

IFCDABSC1.@D2~SUNSQW) .LTe1.2LU-5) TYPL 6185

FORMAT(/, ' WARNING ABSOLUTE VALUE OF 1-SUMSQW IS LESS THAN 1.0Db-
15%) 2

COMPUTE COEFF

COEFFNUMANT, 1)=1.0D0

CF=-(C1.0@D@-SUMSEW)

COEFF(NUMANT, 2)=0. 0D0O

MP1=NUMANT

DO 6199 I=1,NUMANT-1

COEFF(151)=0-0D@

COEFF(I,»2)=0.0D0

DO 6190 J=1,MSET

COEFF(I51)=COEFF(I, 1)+XI(MP1,J> 1)%XIC1,J51)

1 “XICMP1,J,2)xXIC1,J52)
COEFF(I,2)=COEFFCI,2)+XI(MPlsds 1)%XICLsJs2)

1 ; +XI(MP1,J,»2)%XIC1,J5 1)
CONTINUEL

COEFF(1,1)=COEFFCI,1)/CF
COEFF(I,2)=COEFF(1,2)/CF
CONTINUE

TYPE 6195, (C(COEFF(I,J)»J=1s2)51=1,NUMANT)
FORMATC * COEFF';(: 2(F20.15))

RETURN
END




