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4me system was designed with t)e following capabilities: (1) control and
monitor the Water Processing System through a remote satellite controller,
(2) acquire and store the Water Processing System testing data, (3) retrieve
and generate testing reports and (4) develop new computer programs by
project engineers without interruption of the Data Acquisition System.

A distributed processing technique was used in the design. Real—time tasks
such as data acquisition arid monitor and control functions were implemented
on the foreground computer. Data retrieval,, report generation and program
development were implemented on the background computer for batch processing.
The system mainframe was equipped with moving head cartridge disk drives,
floppy disk drives and magnetic tape transports for data and program storage.
Peripheral devices including line printer, card reader, paper tape reader
and paper tape punch were multiplexed to the foreground/background ccmputers.~~
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EXECUTIVE SUMMARY

The U. S. Army Medical Research and Development Conmiand has been developing a
waste water reuse system applicable for use in the A rmy field environment.
The system is called the Water Processing Element . Under Contract No.
DAMD17-76-C-6063, Life Systems, Inc . designed and fabricated a full-scale
Wate r Processing System pilot plant and delivered it to the U. S. Army Medical
Bioengineering Research and Development Laboratory , Fort Detrick , Frederick ,
MD. As part of the development ef fo rt , a Data Acquisition , Monitor and Control
System was designed and fab r icated to collect the pi lot pla nt testing da ta
with minimal operation intervention. The system was designed with the capabili-
ties to:

• Control and monitor the Water Processing System through a remote
satellite controller

• Acquire and store the Water Processing System testing data

• Retrieve and generate testing reports

• Allow development of new computer programs by project engineers
without interruption of data acquisition

With those capabilities the system provides the user with the following benefits:

• Reduction of people-power requirements in pilot plant operation

• Reduction of people power requirements in pilot plant data reduction
and analysis

• Ease of modifying the control and monitor instrumentation and thus
increased effectiveness of the pilot plant

• Use of the system as a general-purpose computer

The Data Acquisition , Monitor and Control System consists of a foreground
system, a background system , a built-in monitor and a remote satellite con-
troller with provision to be expanded to 15 satellite controllers . Foreground
refers to computer real-time tasks which require inmiediate system attention.
Background refers to computer tasks which do not require real-time service and
thus have lower priority in computer task scheduling . For example , control/
monitor and data acquisition are real-time tasks and , therefore, belong to the
foreground . On the other hand , report generation and data analyses are nr~treal-time tasks and , therefore , belong to the background . A remote satellite
controller is a self-contained , computerized control/monitor instrumentation
linked to the Data Acquisition , Monitor and Control System via a co unication
channel.

The system mainframe was equipped with moving head cartridge disk drives,
floppy disk drives and magnetic tape transports for data and program storage.
Peripheral devices including line printer , card reader, paper tape reader and
paper tape punch are multiplexed to the foreground/background computer.
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The foreground system is capable of monitoring 160 analog sensors and 512
digital sensors through its built-in monitor or one of the satellite controllers.
It has the capacity of 384 digital control points . The data acquisition scan
rate is adjustable by the user at 5, 15, 30 and 60 minutes for each sensor.

The background system can be used as a general-purpose computer to develop
user written computer programs in assembly language or Fortran. It can also
be used to retrieve the testing data acquired by the foreground system and
generate sensor data reports. Three such report formats were supplied with
the system . The on-call report lists operator-selected sensor data in engineer-
ing units with the date and time when they are acquired . The 24-hour report
lists the averaged sensor data , high and low peaks of data and the number of
excursions beyond sensor setpoints. The comeand log report lists the operator-
initiated actions on the satellite controller such as modifications of scale
factors, allowable ranges, setpoints and timing sequences and coninands to
activate/deactivate the Water Processing System.

The Data Acquisition , Monitor and Control System was designed with coimnunication
links to six terminals with provisions for inmiediate expansion to eight
terminals. Five of the terminals are within one mile of the mainframe and
were therefore designed with hardwired links. The sixth link is equipped with
a modem which can be used for terminals located hundreds of miles away such as
the manufacturer ’s site in Cleveland , OH. These remote links allow users at
the remote terminals to operate the Data Acquisition, Monitor and Control
System as if the operator were at the mainframe.

With the built-in monitor and a satellite controller the system has a capacity
to store two days ’ sensor data on the cartridge disk and 16 days ’ sensor data
on the backup magnetic tape transport at a sampling period of five minutes .
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FOREWORD

This program was conducted for the U. S. Army Medical Research and Development
Conunand, Fort Detrick , Frederick , MD , under Contract No. DAND17-76-C-6063.
The program manager was Dr. R. A. Wynveen. Technical effort was completed by
Dr. P. Y. Yang, Dr. J. Y. Yeh, J. D. Powell, Jr., G. G. See, C. T. Burger,
Y. Shimono, D. Etling, D. C. Walter , J. W. Schmidt and P. Reagan. The adminis-
trative and documentation support was provided by B. A. Ginunas, C. A. Lucas
and 8. M. Jaras.

Mr. W. J. Cooper and Major W. P. Lambert, Environmental Protection Research
Division, U. S. Army Medical Bioengineering Research and Development Laboratory,
Fort Detrick , Frederick , MD , were the technical monitors of this program . The
technical contributions , assistance and program guidance offered by Lt. Col.
L. H. Reuter , Mr. M . J. Small , Capt. B. W. Peterman and Mr. R. Pace are grate-
fully acknowledged.

Results of Contract No. DAMD17-76-C-6063 have been published in six technical
reports as follows :

Title Report No.

Pilot Plant Development of an Automated , ER-314-7-1
Transportable Water Processing System for
Field Army Medical Facilities

Water Treatment Unit Development for Field ER-314-7-2
Army Medical Facilities

Water Purification Unit Development for ER-314—7-3
Field Army Medical Facilities

Advanced Instrumentation Development for ER-314-7-4
a Water Processing Pilot Plant for Field
Army Medical Facilities

UV/Ozone Oxidation Technology Development ER 31475
for Water Treatment for Field Army Medical
Facilities

Data Acquisition , Monitor and Control ER-314-7 6
System Development for Field Army Medical
Facilities
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INTRODUCTION

Ihe Data Acquisition , Monitor and Control System (DAMCS) was designed as a
part of the pilot plant developmental effort of the transportable Water Process-
ing System (WPS) for the U. S. Army Medical Bioengineering Research and Develop-
ment Laboratory (USANBRDL) of the U. S. Army Medical Research and Development
Command (USAMRDC). The ¶,IPS, also known as the Water Processing Element (WPE),
was developed for a mission-oriented medical treatment system known as the
Medical Unit , Self-contained , Transportable (MUST). The DAHCS was designed to
permit data acquisition and retrieval of the WPS pilot plant which was an
experimentation leading to the complete mechanical , hydraulic , electrical and
instrumentation design of an automated WPS prototype for the field Army medical
facilities.

The purpose of this report is to describe the design , configuration and opera-
tion of the DANCS. This report is intended to be supplementary to Life Systems ’
Final Report entitled “Pilot Plant Development of an Automa~~~, TransportableWater Processing System for Field Army Medical Facilities .”

Background

The mechanical portion of the WPS is an integration of several complex chemical
processes such as equalization , prescreening , ultrafiltration , depth filtration ,
ion exchange , carbon adsorption , reverse osmosis , ultraviolet—activated ozone
oxidation and hypochlorination. The WI’S pilot plant was heavily instrumented
for process automation , system and personnel protection and scientific data
collection . There were 86 electrical actuators and 106 electrical sensors of
the WPS pilot plant in addition to mechanical gauges , pressure regulators ,
hand valves and other manua l adjustments . Among the 106 electrical sensors ,
67 were used for process automation and monitoring and 39 were used for valve
position indications . The WPS pilot plant was designed , fabricated and packaged
into three pallets . They were installed in a laboratory area of approximately
900 sq ft in Building 1054, Fort Detrick , Frederick , MD. The DANCS mainframe
was installed at a location approximately 20 ft from the pilot plant area .
Figure 1 depicts the DANCS layout at Fort Detrick-.

Figure 2 is the WPS/DANCS block diagram. The mechanical portion of the WPS
pilot plant consists of three pallets: Water Treatment Unit (WTU), Water
Purification Unit (WPU) and UV-activated Ozone Oxidation Unit (O.~/UV). They
are designed to process natural fresh, brackish and medical compTex wastewater
for potable or reuse water production . During the pilot plant phase of the
WPE, two types of Control/Monitor Instrumentation (C/M I) were designed for
the WPS: semiautomatic and automatic. The semiautomatic and automatic instrumen-
tation could be converted back and forth rapidly . This enabled the project
engineers to perform unit process testing under the semiautomatic operation
and integrated system testing under automatic instrumentation . The automatic
C/M I is a functionally remote satellite controller of the DAHCS. The DAIICS
also has a built-in monitor which can be used to bypass the automatic C/M I
and acquire sensor data directly from the semiautomatic C/M I. The DANCS was

(1) References cited are at the end of this report.
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designed with provisions for other inputs through additional satellite control
lers up to a total of 15 satellites . The automatic C/M I hardware was physi-
cally packaged in a separate enclosure and located between the WPS pilot plant
and the Data Acquisition System (DAS) of the DAMCS . This report covers the
DAS and treats the automatic C/H I as merely a functional block of the DAHCS .

The major operationa l requirements of the DAIICS are:

• Data acquisi t ion of the WI’S pilot plant

• Data retrieval and report generation

• Computer program development using the DAMCS without interruption of
the data acquisition function

• Operation by a single operator at the operator ’s station or a remote
terminal

Program Objectives

The overall objective of Contract No. DANDI7-76-C-6063 was the development of
a fully-operational WI’S p i lo t  p lant incorpora t ing  the DAI~1CS to gather testing
data required for the complete mechanical , hydraulic , chemical and electrical
design of the fully-operationa l , automated WPS for the Army field medical
facilities.

The specific objectives of the DAMCS development program were:

1. Develop a foreground/background technique whereby real-time data acquisi-
tion tasks could be executed in the foreground and report generation/
software development tasks could be run in the background .

2. Design , fabricate , install and check out the hardware with foreground/
background capability and terminals at the pilot plant site , Project
Engineer ’s Office , Biological Treatment Laboratory , Chemistry Laboratory ,
Computer Laboratory and other sites equipped with modem links .

3. Design, program and check out the software for the foreground system to
gather the pilot plant testing data .

4. Design , program and check out the sof tware  for  the background system
capable of generating testing data reports , modifying the control/monitor
algorithms and developing new software .

SYSTEMS CONFIGURATION

This section describes the DAIICS hardware and software architecture . Table I
shows the DAMCS characteristics.

11
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TABLE 1 DAMCS CHARACTERISTICS

Parameter Characteristics

Dimensions (Length x Width x Heigh t ) ,  f t  5.5 x 2.6 x 5.7

Weight , lb <1,600

Power, kW 6.0

Capacity
a. Sensors, Analog 160
b. Sensors, Digital 512
c. Control Points 384 Digital

Scan Rates, mm 5, 15, 30, 60

Scan Rate Selection Individual

Data Storage Capacity, hr 100 (Worst Case, One Satellite)

Expandability
a. Sensors, Analog 2,560 by Satellite Expansion
b. Sensors, Digital 8,192 by Satellite Expansion

Operational Requirements
a. Number of Personnel 1
b. Communication . Interactive

Reporting 24—Hour
On—Call
Command Log

Formats Scaled Data and Time
F High and Low Peaks (24 hr)

Excursions Beyond Setpoints
Averages (24 hr)

Distances Between DAB and Satellites Limited Only by Availability
of 19.2K Baud Telephone Lines

L~~~..~~TTI ~~~~~~~~~~~~~~~~~~~~~~~~ . ..
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Hardware Architecture

The DAS hardwa re architecture is a foreground/background distributed processing
structure with capabilities to handle a built-in sensor data monitor , 15
satellite controllers and eight remote user terminals. One satellite controller
and six user terminals were implemented in the current design.

One of the DAS design requirements was to run data acquisition in the foreground
and other lower priority tasks in the background . This foreground/background
capabili ty was achieved with a design utilizing multip le Central Processing
Units (CPU’s) wit h each of the CPU ’s designed to handle specific tasko . The
foreground CPU is designed to collect sensor data from the built-in monitor or
any of the sa telli te controllers , the background CPU is designed to retrieve
senso r da ta and generate reports upon the user ’s request. When the background
CPU is not used for report generation , it is available for program development
as a general-purpose computer. The satellite CPU’s are dedicated to control
and monitor functions and to transmit sensor data periodically to the DAS
foreground CPU.

Figure 3 is a functional block diagram of the DAMCS , inc lud ing  its expand-
ability . Figure 4 is the DAMCS hardware block diagram . Figure 5 is a photo-
graph of the DAS.

Foreground System

The heart of the foreground system is Computer Automation ’s LSI-2/60, a
16-bit minicomputer , with 32K core memory . The minicomputer has built-in
hardware multipl y/divide , priority interrupt , power fail/restart , real-time
clock , automatic bootstrap loader , Direct Memory Access (DMA) and other Input/
Output (I/O) interface capabilities. The foreground system has a five-megabyte ,
dua l pla tter , moving head cartridge disk and a 23-megabyte , 8½- inch reel , 1600
bits/ in (BPI ) ,  Phase-Encoded (PE) magnetic tape transport . It has a built-in
Analog/Digital (AID) interface for 160 analog and 128 digital inputs. There
is an Automatic Calling Unit which can be used to dial telephone numbers under
computer program control. The foreground computer can communicate with one of
the six Cathode-Ray Tube (CRT)/keyboard terminals through the private communica-
tion exchange switch. The foreground computer can also interface with the
line printer , card reader , high speed paper tape reader and h igh speed paper
tape punch through the peripheral sharer . The peripheral sharer is a unique
p iece of ha rdwar e designed for the foreground /back ground computers to share a
common pool of peripheral devices. The connection of the periphera l devices
to either of the computers can be selected by the user at the operator ’s
station by activating a toggle switch.

Background System

The background system has a Computer Automation ’s LSI 2/20 CPU which is si.ilar
to that of the foreground system. It has 64K core memory , a moving head
cartr idge disk , a magnetic tape transport , a communication link through the
private communication exchange switch to the six CRT/keyboard terminals and
an in terface through the peri pheral sharer to the common peripheral devices
pool. The background compu ter , however , does not have an Automatic Calling

13
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Unit nor an A/D interface . Instead , it has a dual floppy disk subsystem for
program storage.

Satell ite Controll er

Satellite t ntroller No. 1 is the automatic C/H I of the WPS pilot plant. It
has a CPU stmilar to the foreground/background system with a 16K core memory
and a built-in A/D interface . Detailed information of this satellite controller
can be found in Life Systems ’ technical report entitled “Advanced Instrumenta-
tion Developip~~t for a Water Processing Pilot Plant for Field Army Medical
Facilities.”’ 1

Computer Links

There are two computer-to-computer links in the DANCS : one between the fore-
ground and background computer and the other between the fo reground computer
and the satellite . Electronically these two links are identical. Functionally
the link be tween the fo reground compu ter and the back ground computer was
designed to (1) transmit sensor data and operator commands f rom the foregr ound
cartr id ge disk to the foreground computer and then to the background computer
during a data retrieval operation and (2) transmit a new program or a new
sensor def inition f i l e  f rom the back ground comput er to the foreground computer .
The link between the foreground computer and the satellite controller was
designed to (1) transmit digitized sensor data from the satellite controller
to the foreground computer and then to the cartrid ge disk or the magnetic
tape , (2) transmit operator commands from the foreground computer to the
satellite controller and (3) transmit a new program from the background computer
to the foreground computer and then to the satellite controller during a
program loading operation .

Software Architecture

Al though the hardware configura tions of the fo reground and background systems
are simila r to each other , their sof tware arch itectures are completely different.
The foreground software is a real-time system called the Data Acquisition and
Retrieval Control System (DATARCS) designed for controlling the tasks of data
acquisition/storing and retrieving the collected data relating to the built—in
monitor or an externa l satellite controller. The DATARCS includes software
for monitoring a sing le process and has the ability to communicate with up to
15 additional process monitor and/or control computers . The background sof tware
is primarily composed of a Disk Operating System (DOS) which is a disk-oriented
programming system designed to eliminate costly, tedious , and time-consuming
tasks normal~~~,~associated with program preparat ion , debugging, execution and
maintenance . / The DOS provides the user with the necessary tools for efficient
program development using both the assembly language and the Fortran programing
language . The background software also includes satellite controller loading
programs and report generation programs designed to be executed under the DOS.

• Foreground Software - DATARCS

The foreground DATARCS software employs a design philosophy usual ly  referred
to as Functional Module Programming (FM?), a technique tha t uses a hi ghly
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reliable and flexible software system. Functional Module Programming requires
that the system be considered in terms of the functions it performs as opposed
to the classical considerations of the data to be handled . In general , these
functions can be divided into four categories:

1. I/O functions - ~ trol the interfaces between the program modules
and the outside world (i.e., the operator , storage devices , othe r
computers and peripherals)

2. Process functions — translate data collected from an input function
into a form expected by an outpu t function .

3. Utility functions - perform operations useful to several other
functions (e.g., sum a table of numbers, calculate a square root ,
etc.).

4. Control functions - control the sequence in which other functions
are performed.

The four functional categories can be expanded to produce hierarchial-type
structures within an FMP system. For example , a true FHP system has a single
main control function that sequences the entire system but there may be several
auxil iary control func tions wh ich control the sequence of rela ted process
functions . The definition of which category a specific function belongs to
depends on its relationship to the other modules in the system.

Since the DATARCS was designed to operate in a real-tine environment , it was
designed to be an FMP system capable of performing several functions concur-
rently. In keeping with the fliP philosophy, the DATARCS has defined a hierarchy
of control functions that , within the DATARCS , is referred to as a partition
structure. To the DATARCS , the term partition refers to a collection of
program modules which rela te to a sing le , general function. In general each
partition fits into a contiguous segment of core memory and operates on one or
more common data areas. Each partition also has access to the base page, the
first 256 words of memory , wh ich constitutes a general data area that allows
communication among partitions .

Figure 6 is the DAS foreground software block diagram . The DATARCS includes
eight partitions :

1. Partition I is the nucleus of the entire DATARCS system. It includes
the main control function module of the entire system which actually
controls the operator communication subsystem , provides the mechanism
for controlling all other partitions and provides the linkage between
the base page and all other partitions . Partition 1 also includes a
Real-Time Executive (RTX) program , a general base page and a col-
lection of utility function subroutines for use by the entire system.

2. Partition 2 (CLOCK) contains all of the functions related to the
• DATARCS timing sequence and the Real-Time Clock (RTC).
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3. Par t i t ion  3 (SATCOM) handles a l l  sa te l l i t e  communications .

4. Par t i t ion  4 (BGCOM) handles all back ground communications .

5. Par t i t ion  5 (N-SCAN ) controls the normal scan samp l ing functions .

6. Pa r t i t ion  6 (BACKUP ) controls the funct ion of the DATARCS data base
backup .

7. Parti t ion 7 (F-SCAN) handles the fast  scan samp ling function.

8. Par t i t ion  8 (SATO) is the in te rnal  DATARCS bu i l t-in  moni tor .

The eight par t i t ions  share a common data base consis t ing of base page address
tables , DATARCS s tatus f lags , I/ O bu f fe r s , I/ O records and RTX tables. All
I/ O act ivi t ies  are handled by par t i t ion  I on an in te r rupt -dr iven  bas is .  The
I/O activities include internal power fail/restart interrupt and real-time
clock interrupt as well as external background computer commun ica tion , sa telli te
computer communication and per ipheral device I/O activities.

Background Software - DOS

Figure 7 is the DAS background software block diagram . The background sof tware
is a DOS package wh ich cons ists of the fo l lowing  sof twa re modules :

I . Executive (EXEC) - the nucleus of the background sof tware which
controls the entire system via operator commands. This module
contains all the utility subroutines required and provides a comple te
set of prog ramm ing services .

2. I/O Control System (IOCS) - the control module which drives all
periphera l devices. The IOCS is a complete device independent ,
logical unit oriented , con trol sys tem suppo rting dynamic I/O device
assignments.

3. Disk File Manager - the control module which provides access by name
to files on the disk subsystems .

4. Assembler - a two-pass assembler with Macro utilities.

5. Fortran IV Compiler - a compiler supporting the standard Fortran
language p lus extensions .

6. Report generators - the software program which provides access to
— the fo reground sensor da ta f i l e  on the car trid ge disk and genera tes

data reports via operator commands.

7. Satellite Control Program Loader - the software program which transmits
a control program to the foreground computer and then to a satellite
controller.
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8. Sensor Tables Builder - the software program which t ranslates sensor
def in i t ion  cards into computer readable forms for transmission to
the foreground and the satellite control ler .

9. Ut i l i ty  programs - DOS sof tware u t i l i ty  programs for  the user ’ s
computer program development .

Among the Back ground sof tware  packages , items 1 through S and item 9 were
off- the-shelf  programs . Items 6 through 8 were customized for the DANCS.

DATA ACQUISITION SYSTEM DESIGN

This section covers the DAS sof tware and hardware desi gn. The design informa-
tion is g iven in the fo l lowing  areas:

• System commands

• Disk and tape f i l e s

• Sensor table bui lder

• Satell i te control program loader

• Report generation programs

• Data flow

• Data s torage capaci ty

System Commands

The DATARCS system commands are as fol lows :

• BEGIN - s tar t s  the ex~ cution of a DATARCS par t i t ion or in some cases
modif ies  the s ta tus  of a pa r t i t i on  that is already executing .

• CANCEL - stops the execution of a DATARCS pa r t i t i on  or in some cases
modi f ies  the parameters  on which a par t i t ion is operat ing .

• DATE — allows the user to set or disp lay the present date .

• RA TE - allows the operator to modif y or disp lay the rates at which
the DAS collects data for  each sensor.

• SEND - allows the operator to transmit a message from the DAS to a
satellite controller. This is the, mechanism whereby the DAS operator
can control a sa tellite controller .

• STATUS - displays the operating condition of the DATARCS .

• TIME - allows the user to set or disp lay the present time .

22
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The DATARCS commands are summarized in Table 2. When each command is entered ,
the keyword may be abbreviated to the first two characters . For example , DA
for DATE , SE for SEND, etc. The keyword must be preceded by a slash (/ )  at
all times. For example , /DA or /DATE .

BEGIN Command

The BEGIN Command is used to start  or modify  a pa r t i t ion .  It has the following
format :

BEGIN name ( ,  parameters)

If the p a r t i t i o n  is a l ready running the operator must supply parameters relating
to a nonexecu ting option of the p a r t i t i o n .  If the pa r t i t i on  is not running
the parameters may or may not be supplied , depend ing on the par tition , as
described in the following.

1. BEGIN CLOCK , date , time - Starts the RTC at the date and time specified .
Note that  the values  supp l ied must be greater than or equal to the current
DATARCS date and time and in the following fo rmat :

date  = mm/ dd/yy
time = hh :mm.minm

If a power f a i l u r e  occurs wi th in  the DATARCS system , the operator may
restar t  the system by entering the command “/ BEGIN CLOCK , date , time” at
the current  date and t ime .

2. BEGIN SATCOM ( ,  s a t,  no. ( ,  sat .  n o . )  . . .)  - Enables sa te l l i te  communica-
tion to the speci f ied  sa te l l i t e .  If SATCOM is not already runn ing the
parameters  need not be included , in which case DATARCS w i l l  use the l i s t
of sa te l l i tes  that  were enabled when SATCON was cancelled . If  SATCOM is
not a l r ead y running  and the parameters  are  included , only the satellites
named in the parameters  w i l l  be enabled . If  SATCOM is running , the
parameters  must  be included and the named sa te l l i t e s  wi l l  be added to the
l ist  of enabled satellites.

3. BEGIN BGCOM - Enables communication to the Background CPU . No parameters
are required . Note that  whi le  al l  foreground/background communication is
in i t ia l ized by Background , BGCOH must be running to allow DATARCS to

• respond .

4. BEGIN N-SCAN ( ,  sat. no. ( ,  sat. no.) . . .)  - Starts normal sampling of
the specified satellite . The list of satellites has the same intent and
restrictions explained under SATCOM. Note that SATCOM and CLOCK must be
running for N-SCAN to begin.

5. BEGIN BACKUP - Starts automatic backup of the DATARCS Data Base stored on
. the ca r t r id ge disk to magnetic tape. No parameters are required. Note

that BACKU P and F-SCAN use magnetic tape and are , theref ore , mutually
exclusive , only one may be running at a time .
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TABLE 2 DATARCS C(1*IMANDS

(a)
BEGIN name (, parameters)

CANCEL (name (, parameters))

DATE (imn l dd/y y)

RAT E sat .  no. (, type (. code (. c o d e . . . ) ) )  — sample rate

SEND sat , no . ,  message

STATUS (name )

TIME (hh:mm .mmm)

where name = a valid par t i t ion  name as follows :

CLOCK

SATC~ 4

BC CON

N—SCAN

BACKUP

F-SCAN

parameters a list of options associated with a
given par t i t ion

(a) Parenthesis indicate non—mandatory specifications to command .

24

___________ - -.- --— 
~~r - ~’i’~ ~ 

• T • 
.

_ _ _ _ _ _ _  _ _ _ _ _ _ _  

~~~~ ~~~~~~~~~~~~~~~~~~~~~~ ~~~-- - -~~~~~~
- -



_ _ _ _ _ _  _ _ _  -• • -— • • •--5 —~~~~~~—-5

Lift S,ysteas, live.

6. BEGIN F-SCAN ( ,  sat. no., type . code ( ,  type . code) ...) - Starts fast-
scan samp ling of the specified satellite includ ing only the sensors on
the list. There may be up to f ive sensors on the list and each one is
spec ified by sensor type (A = Analog, D = Digital) and sensor code. Note
that for F-SCAN to begin , SATCOM must be running with communication to
the appropria te sa tell ite enabled , CLOCK must be running and BACKUP must
be cancelled . Since BACKUP and F-SCAN use the same tape drive it is the
opera tor ’s responsibili ty to ensure that the correct tape is mounted .
The F-SCAN function was designed for laboratory analytical data collection
purposes . It requires a significant amount of CPU time and therefore may
not be operational unless the satellite controller is dedicated to trans-
mitting F-SCAN data to the DANCS .

CANCEL Command

The CANCEL Command hal ts  the execution of the specified partition. It has the
following forma t:

CANCEL name ( ,  parameters)

If a name is not specified in the input command it will stop all par titions
that are currently executing . If a name and/or parameter(s) are entered by
the opera tor then onl y this entry will be cancelled . The CANCEL Command can
be used as follows:

I. CANCEL CLOCK - Stops the RTC .

2. CANCEL SATCOM ( ,  sa t .  n o . )  - Disables satellite communication to the
specified sa te l l i te. If the name is not present d isable  al l  satel l i te
communication ; otherwise disable  the specified s a t e l l i t e .  If  the satel l i te
has already been disabled the message “SAT . XX ALREADY CANCELLED” is
disp layed on the CRT , where XX is the sa t e l l i t e  number.

3. CANCEL BGCOM - Disables communication to the background processor. The
same constraints  as specified in the BEGIN command apply here .

4. CANCEL N-SCAN (,  sa t .  no. ( ,  sat.  no . )  . . .)  - Stops normal sampling of
the specified satel l i te. The same intent and conditions apply here as
explained under N-SCAN in the BEGIN command .

5. CANCEL BACKUP - Stops the store of data on the backup magnetic tape. The
intent and constra ints  which were discussed in the BEGIN backup command
apply here as well.

6. CANCEL F-SCAN ( ,  sat.  n o . ,  type . code ( ,  type . code) ...) - Cancel the
• 

. fast-scan sampling of the specified satellite including the sensor list
which app lies to the satellite . There may be up to five sensors in the
list and each one is specified by sensor type and code. In order to
cancel F-SCAN, satellite communication must be linked to the appropriate
satellite and be in the running mode . The RTC must be running and BACKUP
must not be in use. The operator must ensure that BACKUP and F-SCAN
tapes are not both mounted .

25

• - • • ••



-

Lift $~skw:. live.

DATE Command

The DATE Command is used to display and/or modify the date. It has the follow-
ing format:

DATE (mm/dd/yy )

The DATE Comma nd can be used as f ollows :

1. DATE - This command , when initiated by the operator, displays the date on
an alphanumeric CRT.

2. DATE (mm/dd/yy) - This command changes the date to the operator-entered
date.

RATE Command

The RATE Command is used to display and/or modify the DATARCS sample rates.
The forma t is:

RATE sat . no. ( ,  type ( .  code C . code) . .. ) )  = Samp le Rate

There may be only one sampling rate specified . However , it may apply to more
than one sensor of the specified satel l i te. The a l lowable  sampling rates are :

• 15 samples/mm
• 30 samp les/mm
• 60 samples/mm

Each sensor will have a sensor type of Analog or Digital and the code identifies
the sensor with a unique four-place alphanumeral. The first character of the
sensor code must be alphabetic , the remaining three characters will be numeric.
Note that to set the sampling rate , SATCOM does not need to be operational and
communication does not need to be established with the appropriate satellite .
Also CLOCK must be running for tbis command to be executed.

Note that the sampling rate may be set for a specified sensor within a specified
satellite. If the samp ling rate is not specified then the sampling rate will
be displayed for a specified satellite number and selectable sensors , possibly
all sensors within the satellite complex .

SEND Command

The SEND Command is used to transmit an operator~s command to a satellite. It
has the following format:

SEND sat, no., message

Note that communication with the satellite must be enabled , SATCOM running and
the CLOCK operational. The message may be any alphanumeric string within the
limitation of I/O format control and the constraints of the sending device.
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STATUS Command

The STATUS Command is used to display the DATARCS status. It has the following
format:

STATUS (name)

The variable states of a partition include resident , swappable , run enabled ,
no t enabled , running and not running . If no partitions are loaded the command
is not executed . If a name is not specified the status of all preselected
system var iables are disp layed on the CRT. The STATUS Command can be used as
foll ows :

1. STATUS - Display all DATARCS system status indicators .

2. STATUS CLOCK - Display RTC status .

3. STATUS SATCOM - Disp lay the status of a l l  satellites.

4. STATUS N-SCAN - Disp lay status of normal-scan sampled data. This includes
the samp ling rate and the list of satellites with communication enabled/
disabled .

5. STATUS BACKUP - Display the status of the BACKUP tape; that is , has the
DATARCS BACKUP tape been utilized or is the BACKUP tape currently in use?

6. STATUS F-SCAN - Disp lay the s ta tus  of the f a s t - scan  sampling . This
includes disp lay of samp li ng rate curren tly in use , display of the satellite
communica tion sta tus , display of the sensor type (analog or digital) and
sensor code .

TIME Command

The TIME Command is used to display and/or modify the time . It has the follow-
ing fo rmat :

TIME (hh:mm .mmm)

The TIME Command can be used as follows :

1. TIME - Displays the current time in the format hh:mm.simn , where h is an
hour digit and m is a minute digit. Note that time is displayed to the
nearest thousandth of a minute .

2. TIME (hh:ums.ninm) - Changes the time in the DATARCS system to the operator
input time within the parenthesis.

Disk Files

The DATARCS maintains three files on the cartridge disk. They are Sensor
Definition , Sample Control and Data Base. All of these files are random
access in a bi na ry forma t, they are not accessible directly from the standard
DOS.
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Sensor Definition File

This is a file of sensor definition records , one record for each sensor on
each satellite . These records are either 32 or 64 bytes , depending on whether
the sensor is digital or analog. The records are grouped in blocks of 512
bytes (1 sector) and the blocks are arranged in the sequences as shown in
Table 3.

Note that space is reserved for all 160 analog and 512 digital sensors on all
satellites. Records are written initially to this file by the Satellite
Control Program Loader in the background computer during the satellite load
function .

Records in this file follow the format shown in Figure 8. This file is generated
from the sensor definition cards which follow the format shown in Figure 9.
The translation from the sensor definition cards to the sensor definition file
is described later in this report.

Sample Control File

This file contains one 2,048 byte record for each satellite . These records
are used to store the norm al scan sampling rate assigned to each sensor on
each satellite. Records are arranged as shown in Table 4.

The format of each record is shown in Figure 10.

Data Base File

The DATARCS Data Base is a random access file containing chained , var iable
length records in 2 ,048 byte blocks .

The DATARCS maintains a Chain Control Table in the core memory which contains
head and tail  pointers for each record chain and each record contains a next-
in-chain pointer for the next record in the same chain. Each of these pointers
cons ist of two words , word one points to the relative block address (RBLA),
and word two points to the relative byte address (RBYA) of the record within
the block. The chains are arranged sequentially according to the time at
which the record was written on the data base . Therefore, the head of chain
po inter in the core table points to the earliest record in the chain , the tail
of chain pointer points to the latest record .

Data base blocks are numbered sequentially as shown in Table 5.

Even though the number of blocks is finite, the DATARCS is designed to update
the data base indefinitely. To do this the DATARCS uses the Logical Block
concept. Initially , when the DATARCS is first loaded the first Logical Block,
which contai ns the earliest record on the da ta base , corresponds to Relative
Block I and the last Logical Block , which contains the latest record , also
corresponds to Relative Block 1. As more and more records are written the
last Logical Block moves down the data base through Relative Blocks 1, 2, 3,
etc. Eventually the last Logical Block will correspond to Relative Block
1,200 and when that block is filled the data base must then begin to write
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TABLE 3 SENSOR DEFINITION FILE

Relative Relative Built—in Sensor
Sector Block Monitor Channel
Number Number Satellite Number

1 1 Built—in Monitor 1 to 8
2 2 Built—in Monitor 9 to 16

20 20 Built—in Monitor 153 to 160
21 21 Built—in Monitor 161 to 168

22 22 Built—in Monitor 169 to 176

52 52 Built—in Monitor 665 to 672

53 53 Satellite 1 1 to 7

104 104 Satellite 1 665 to 672
105 105 Satellite 2 1 to 7

— 
I 512 512 Satell i te 15 665 to 672
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TABLE 4 SAMPLE CONTROL FILE

Relative Relative Built-in
Sector Record Monitor or
Number Number Sat~1lite

1 to 4 1 Bui l t— in Monitor
5 to 8 2 Satellite 1
9 to 12 3 Satell i te 2
13 to 16 4 Satellite 3

61 to 64 16 Sa te l l i t e  15
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TABLE 5 DATA BASE BLOCK

Relative Relative
Block Sector
Number Number

1 l t o 4
2 5 t o 8
3 9 t o l2
4 13 to 16
5 17 to 20

1, 200 4 , 797 to 4 ,800

I
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over i t s e l f .  When this happens all of the records in the f i r s t  Logical Block
are deleted from the data base , with the associated head of cha in  po inters
corrected , and the f i r s t  Logical Block wi l l  then correspond to Re la t ive  Block
I .  As even more records are wr i t t en , both the f i r s t  and last logical  blocks
wi l l  move down the data base .  This process can continue i n d e f i n i t e ly ,  w i th
the data base always containing the most recent 1 , 200 blocks of data .

The actual  time span covered by the data base depends on the amount of data
wri t ten  per uni t  time which is a func t i on  of the n umber of sa te l l i tes  col lect ing
data and the length oi. each record generated .

Figure 11 shows the general format  of a data base block , including the control
i n f o r m a t i o n  contained in a l l  records .  C u r r e n t ly ,  the DATARCS mainta ins  three
types of records on the data base wi th  separate chains for  each type on each
sa te l l i t e .

Type 1, shown in Figure 12 , contains  command log messages received from the
s a t e l l i t e .

Type 2 , shown in Fi gure 13 , con ta ins  a n a l o g  sensor data  collected dur ing  the
normal scan process .

Type 3 , shown in Fi gure  14 , c o n t a i n s  norma l scan di g i t a l  data .

Tape Fi les

The DATARCS can genera te  two f i l e s  on magnet ic  tape , a l t houg h not s imul taneous l y.
They are the Data Base Backup tape file and the Fast Scan tape file. Both
files are written in binary format in 2,048 byte blocks.

Data Base Backup Ta1~ File

This file is in identical format with the DATARCS data base but it should be
treated as a sequential file since the next-in—chain pointers in each record
become meaningless.

Note that the first block written on the tape is always the first Logica l
Block on the data base when BACKUP is begun . Since each block contains a
pointer to the relative byte address of the first record starting in the
block , and each record contains a count of the number of bytes it contains , it
is not difficult t’ treat this file sequentia11~’.

Fast Scan Tape File

The format of the Fast Scan tape file is shown in Figure 15.

Sensor Table Builder

The sensor definition cards contain the following information:

1. Satellite controller number in which the sensor :s located
2. I/O channel number whereby the sensor is transmitted

35 
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3. Sensor code
4. Sensor description
5. Sample rate

• 6. Engineering unit
7. Scale factor (offset and slope)
8. Allowable range
9. Control setpoints
10. Caution/Warning/Alarm setpoints

The format of the sensor definition cards was shown in Figure 9. Type 1 cards
include information of items 1 through 7 and Type 2 cards include that of
items 8 through 10. Each analog sensor requires two 80-column cards , a Type 1
and a Type 2, to define the sensor characteristics. A digital sensor does not
require allowable range, control setp3ints and caution/warning/alarm setpoints
and needs only one 80-column card (Type 1 only) .

After the sensor definition cards are prepared the sensor definition file can
be generated automatically by the Sensor Table Builder program. This operation
is described by Figure 16.

The sensor def in i t ion  f i l e  has basically the same information as the sensor
definition cards but in a different format (See Figures 8 and 9). The allowable
range and setpoints are in engineering units on the sensor definition cards
but are in a computer-readable binary form in the sensor definition file. The
sensors in the sensor def ini tion f i le are arranged in chronological order with
digital sensors f o l l o w i n g  the analog sensors . Each analog sensor requires 32
words of computer memory and each digital  sensor requires 16 words .

Satellite Control Program Loader

The C/H I program of a satellite controller can be modified or even redesigned
by a user on the DAS back ground computer. When a new C/N I program is ready
to be loaded into the sa te l l i te  controller the Satellite Control Program (3)Loader can be called by the operator using a standard operating system coimnand.
When the Loader is executed the C/N I program is transmitted from the background
computer to the foreground computer and then to the designated satellite
controller .

After the C/H I progra m is loaded in a satellite controller , the DAS background
compute r then queries the user to initialize the DATARCS sample control and
sensor definition records. If the user decides to do so the sensor definition
file in the background computer is then transmitted to the foreground, replacing
the old f i l e .

• Repo rt Generation Progra ms

There are three programs in the background system that produce reports of the
testing data stored in the foregroun d system. The testing data consist of the
sensor data and the operator commands recorded on the DATARCS data base for a
given satelli te. The three report generation programs are:

4’
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FIGURE 16 SENSOR DEFINITION PROCESS
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• The On-Call Report Generator
• The 24-hour Report Generator
• The Command Log Generator

On-Call Report Generator

The On-Call Report Generator lists the individual sensor values recorded for
each sensor attached to a given satellite . An example is shown in Figure 17.

The On-Call Report Generator Program was designed to communicate with the
operator in an interactive manner. Once the report generator is called by a
user the program will  beg in with a ser ies of ques tions intended to establish
the time period the report should cover. These question and answer interchanges
should then establish the beginning and end ing po int of the samp les . Only the
samples recorded after the beginning point , but before the ending point , will
be included in the report printout . When requesting a report printout the
operator may also specify some of the sensors be excluded from the report . In
addition , the operator may specify that only one ou t of a number of records be
printed out in the report. For example , the oper ator may elect to repor t
every fourth record and thus cut down the :~umber of records printed by 75%.

24-Hour Report Generator

The 24-Hour Report Generator collects and summarizes all sensor data stored on
the DATARCS data base over a specified period of time . It does not print out
the individual sensor reading as the On-Call Report Generator would. Instead ,
the average , minimum and max imum sensor da ta values w it h in the specified
beginning/ending time are listed . In addition , the n umber of excursions
beyond limits are included in the report . These numbers are calculated by
comparing the sensor data values against the hig h and low alarmi warning/caution
setpoints of that particular sensor. Figure 18 is an example of the 24-hour
report .

Command Log Report Generator

The Command Log Report Generator lists all the operator commands entered to a
given satellite. Figure 19 is an example of the Command Log Report .

DAS Data Flow

Figure 20 depicts the major data flows in the DAS .

The sensor definition cards prepared by the user are read by the card reader
in to the back ground computer . The information is then stored on the background
disk in the form of a sensor sample control file and sensor definition file.
These two files are also linked into the satellite controller program and
become part of it. During the satellite controller program loading , the
satellite controller program , which contains the sensor definition , is trans—
mitted from the background disk to the background computer , then to the fore-
ground computer and finally to the satellite controller. At the same time ,
upon the operator ’s ini tiation , the sensor samp le control/sensor definition
files are transmitted via the background computer to the foreground computer.
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During a normal data acquisition operation , testing data from the WPS Pilot
Plant are collected by the satellite controller and transmitted to the fore-
ground computer to be stored on the foreground disk. The testing data consists
of analog sensor data , digital sensor data and operator command messages. The
stored testing data on the foreground computer , during da ta retrieving and
reporting opera tions , are transmitted from the foreground disk via the fore-
ground computer and the background computer to the line printer. The operator
may enter commands to the background computer or the foreground computer
through a CR1/keyboard unit .  The operator may enter commands directly into
the satel l i te  controller using its front panel. When the operator uses the
foreground CR1/keyboard unit with the SEND command (described p reviously ) ,  the
Pilot Plant operation can be controlled as if the operator is at the satellite
controller site. Opera tor commands entered from the background CRT/keyboa rd
unit are limited to sensor definition cards processing , sa tell ite controller
program loading and report generation requests.

Data Transfer Rates and Storage Capacity

Figure 21 shows the DAS data transfer rates of the eight different types of
communication channels. Among them , the mov ing head car tr idge d isk has the
highest data transfer rate of 312K bytes per second . Because each sensor data
record requi res less than 4 ,096 bytes , 76 sets of re cord s can be transferred
from the moving head disk to the computer within one second at the worst case.
To transfer the same amount of sensor data would take approximately 5.2 seconds
between the magnetic tape and the computer , 10 seconds between the floppy disk
and the computer , 4 minutes between the line printer and the computer and 35
minutes between the computer and the CR1/keyboard unit. Accordingly, to
transfe r  a set of sensor data record of 4 ,096 bytes long would take approximately
0.01 seconds from the moving head cartrid ge d isk , 0.07 seconds from the magnetic
tape , 0.13 second from the floppy disk , 0.44 seconds through the analog/digital
interface board , 1.71 seconds through the foreg round/ sa te ll ite l ink , 3.10
seconds on the line printer , 11 seconds from the card reader and 27 seconds to
the CRT/keyboard unit.

Fi gure 22 shows the storage capacity of the DAS moving head car tr id ge disk and
the magnetic tapes. The single cartrid ge disk can store up to 2•S million
words of data . With a built-in monitor and an externa l satellite (i.e., two
satellites from the viewpoint of DAS data storage) and a typical sample rate
of one set of samples every f ive minu tes , a car tr idge disk can store more than
two days ’ testing data. The magnetic tape used for the DAS backup storage are
8k-inch reel magnetic tapes with a 23 megabyte storage capacity . The storage
capacity of a reel of magnetic tape is approximatel y eight times of the cartrid ge
disks. Approximately 16 days of tes ting da ta can be stored on a ree l of
magnetic tape when operating at a sample rate of five minutes with two satellites .

CONCLUSIONS

The goals of this development program were to design , f abrica te , install and
check out a DAIICS with the capability of data acquisition , retrieva l , repor t
generation , program development and remote operations from the WPS Pilot Plant
opera tor ’s station , biological treatment laboratory , chemistry laboratory ,
computer laboratory , project engineer ’s off ice and any remote term inal equ ipped
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with  a modem communication l ink . These goals were successfully achieved and
the fol lowing conclu sions reached :

• 1 . Distributed processing is an effective technique in realizing a fore-
ground/background system . The design was based on task distribution to
multiple CPU’s as oppo sed to dynamic sof tware task scheduling on a sing le
CPU . This technique f ull y utilized off-the-shelf hardware components for
more cost effectiveness and better performance .

2. Multiplexing periphera l devices among computers in a distr ibu ted process ing
system is a cost effective design which allows flexible usage of peripheral
dev ices .

3. The design using the p r i v a t e  communication switch , local data sets and
modems to l ink  remote t e r m i n a l s  to the DAS mainf rame is a f lexible and
cost effective design which provides convenient remote control of the DAS
f rom m u l t i p le po in t s  of command en t ry .

4. The f a s t  scan samp l ing  can run in a satellite controller only when the
CPU time p e r m i t s .  For t h i s  reason , fu r the r  d i s t r i bu t ion  of the tasks is
necessary in which a s a t e l l i t e  con t ro l le r  is dedicated to the fast  scan
task on ly .  P r e s e nt l y ,  the f a s t  scan task is handled at the same pr iori ty
level as the control  and m o n i t o r  tasks  by S a t e l l i t e  I which has experienced
task abor t ions  when the CPU time ran out .

5. The modular  programming approach to par t i t ion  the DAS software is an
e f fec t ive  design techni que .

6. The DAS u t i l i t y  programs , inc lud ing  the sensor table  bu i lde r , sa te l l i te
control  program loader and report  generat ion programs , are use fu l  to the
Pilot Plant projec t  eng ineers .  Fur ther  data anal yses programs are needed
to process the t e s t ing  da t a .
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