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Let $A$ be an m-accretive operator in a Banach space E. Suppose that $A^{-1} 0$ is not empty and that both $E$ and $E^{*}$ are uniformly convex. We study a general condition on $A$ that guarantees the strong convergence of the semigroup generated by -A and of related implicit and explicit iterative schemes to a zero of A. Rates of convergence are also obtained. In Hilbert space this condition has been recently introduced by A. Pazy. We also establish strong convergence under the assumption that the interior of $A^{-1} 0$ is not empty. In Hilbert space this result is due to H. Brezis.
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# STRONG CONVERGENCE OF CONTRACTION SEMIGROUPS 

AND OF ITERATIVE METHODS FOR ACCRETIVE OPERATORS
IN BANACH SPACES
Olavi Nevanlinna* and Simeon Reich**

1. Introduction.

In his recent study [14] of strong convergence of nonlinear contraction semigroups in Hilbert space, A. Pazy has introduced a general condition on the generator of a semigroup $S$ which guarantees the strong convergence of $S(t) x$ as $t \rightarrow \infty$ for each $x$ in the domain of S. One of our goals in the present paper is to show that his approach also works outside Hilbert space. For simplicity, we assume throughout most of the paper that both the Banach space and its dual are uniformly convex.

In Section 2 we define the convergence condition and present some examples. In Section 3 we establish the strong convergence of trajectories of contraction semigroups whose generators satisfy the convergence condition. 'In Sections 4 and 5 we consider discrete implicit and explicit iterative schemes for finding zeros of accretive operators $A$ that satisfy the convergence condition. The implicit scheme replaces the problem $O \in A x$ by a sequence of easier problems, each of which has to be solved only approximately. No boundedness assumption on A are needed to establish convergence in this case. The result for the explicit method, on the other hand, is restricted to bounded operators (or more generally, to locally bounded operators in the presence of a priori information on the location of the zeros). In each case we also study the rate of convergence. Some of our results are new even in Hilbert space and may be applied, for example, to convex programming (cf. [18]).

In Hilbert space there are two notable cases where strond convergence occurs even though the convergence condition need not be satisfied. In the first case the semigroup is generated by certain odd operators, and in the second it has a fixed point set with a nonempty interior. The first case was partially extended to Banach spaces in [1, Corollary 4.1]. In Section 6
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we assunie that the interior of $A^{-1} 0$ is nonempty and extend the second case outside Hilbert space. In Hilbert space the result is due to H . Brezis [2] (see also [13]).

In Section 7 we indicate possible extensions and generalizations of our results to other Banach spaces.

For previous results on the implicit and explicit schemes in Hilbert space see, for example, $[4,6,12,14,18]$ and the references mentioned there. Banach space results can be found in $[8,17]$. See also $[6,11,15,16]$.

Our terminology and notation follows that of [10].
2. The convergence condition.

Let $E^{\star}$ be the dual of a real Banach space $E$, and denote the norm of both $E$ and $E^{*}$ by $|\cdot|$. For simplicity we shall assume in the sequel that both $E$ and $E *$ are uniformly convex. In Section 7 we show how some of our results can be extended in some sense to an arbitrary Banach space.

In our setting, the duality map $J: E \rightarrow E^{\star}$ (defined by $(x, J x)=|x|^{2}$ and $\left.|J x|=|x|\right)$ is single-valued and continuous. If $C$ is a closed convex subset of $E$, then also the nearest point mapping $P: E \rightarrow C$ (defined by $|x-P x|=\inf \{|x-y|: y \in C\}$ ) is singlevalued and continuous.

We recall that a possibly multivalued operator $A \subset E \times E$ with domain $D(A)$ and range $R(A)$ is accretive if for each $x_{i} \in D(A)$ and each $y_{i} \in A x_{i}, i=1,2,\left(y_{1}-y_{2}, J\left(x_{1}-x_{2}\right)\right)$ $\geq 0$. It is m-accretive if, in addition, $R(I+r A)=E$ for all $r>0$. We shall always assume that $0 \in R(A)$, so that $A^{-1} 0$ is nonempty, closed and convex (see [3, Theorem 1.2] and notice that $A^{-1} 0$ is the fixed point set of the resolvent).

Let $A$ be m-accretive and let $P: E \rightarrow A^{-1} O$ be the nearest point mapping. We shall say that $A$ satisfies the convergence condition if $\left[x_{n}, y_{n}\right] \in A,\left|x_{n}\right| \leq C,\left|y_{n}\right| \leq C$, and $\lim _{n \rightarrow \infty}\left(y_{n}, J\left(x_{n}-P x_{n}\right)\right)=0$ imply that $\underset{n \rightarrow \infty}{\lim \inf }\left|x_{n}-P x_{n}\right|=0$.

Every strongly accretive $A$ (i.e. operator of the form $B+\alpha I$, where $B$ is m-accretive and $\alpha>0)$ satisfies this condition, and pazy's perturbation theorem [14, Theorem 2.6] holds in our setting too. Since both $J$ and $P$ are continuous, the following proposition is also true (cf. [14, Proposition 3.2]).
proposition 1. Let $A$ be $m$-accretive with $A^{-1} O \neq \emptyset$. If $(Y, J(x-P x))>0$ for every $[x, y] \in A$ with $x \in A^{-1} O$, and the resolvent $(I+A)^{-1}$ is compact, then $A$ satisfies the convergence condition.

Using this result one can extend some results of pazy [14] on nonlinear parabolic equations in $L^{2}$-spaces to $L^{p}$-spaces for $1<p<\infty$.

In some cases operators actually satisfy a stronger convergence condition. We shall say that an m-accretive operator satisfies the uniform convergence condition of order $\gamma>0$, if
for each $C>0$ there exists a constant $\Gamma_{C}>0$ such that if $[x, y] \in A,|x| \leq C$ and $|y| \leq c$, then
(2.1)
$(y, J(x-P x)) \geq \Gamma_{C}|x-P x|^{2 \gamma}$

This condition will be used to obtain convergence rates.
It is clear that if $B$ is $m$-accretive then $A=B+\alpha I$ satisfies the uniform convergence condition of order 1 for any $\alpha>0$. Certain substitution operators also satisfy this condition. We also observe that if $A^{-1} O=\{z\}$ and the origin is in the interior of $A z$, then $A$ satisfies the uniform convergence condition of order $1 / 2$. In fact, let $\rho u \in A z$ for all $|u|=1$ and some $\rho>0$. Then $(y-\rho u, J(x-z)) \geq 0$ for all $[x, y] \in A$. Taking $u=(x-z) /|x-z|$, we obtain $(y, J(x-z)) \geq \rho|x-z|$.
3. The continuous case.

Let $A$ satisfy the convergence condition. Since $A$ is m-accretive, $-A$ generates a semigroup $S$ of nonlinear contractions on $c l(D(A))$, the closure of the domain of $A$. If $x \in D(A), S(t) x$ is a strong solution [10] of the initial value problem

$$
\left\{\begin{array}{l}
u^{\prime}(t)+A u(t) \geqslant 0  \tag{3.1}\\
u(0)=x
\end{array}\right.
$$

Theorem 1. Let $-A$ generate the semiqroup $S$ on $c l(D(A))$. If $A$ satisfies the convergence condition, then for each $x \in c l(D(A)), S(t) x$ converges strongly as $t \rightarrow \infty \quad$ to a zero of $A$.

Proof. We may restrict our attention to $x$ in $D(A)$. Denote $S(t) x$ by $u(t)$, $-u^{\prime}(t)$ by $v(t)$, and $J(u(t)-P u(t))$ by $j(t)$. For almost all $t>0$ we ha $\quad$. $(t))=$ $\frac{1}{h}(u(t-h)-u(t), j(t))+(\varepsilon(h, t), j(t))$, where $h>0$ and $\underset{h \rightarrow 0}{ } \lim _{h} \varepsilon(h, t)=0$. $u(t-h)-u(t)=P u(t)-u(t)+u(t-h)-P u(t-h)+P u(t-h)-P u(t)$, and $(y-P u(t), j(t)) \leq 0$ for all $y \in A^{-1} 0$, we obtain $(u(t-h)-u(t), j(t))=-|u(t)-P u(t)|^{2}+(u(t-h)-P u(t-h)$, $j(t))+(P u(t-h)-P u(t), j(t)) \leq-|u(t)-P u(t)|^{2}+\frac{1}{2}\left\{|u(t-h)-P u(t-h)|^{2}+|u(t)-P u(t)|^{2}\right\}$ $=\frac{1}{2}\left\{|u(t-h)-P u(t-h)|^{2}-|u(t)-P u(t)|^{2}\right\}$. The mapping $t \rightarrow|u(t)-P u(t)|$. is Lipschitzian. Consequently, $(v(t), j(t)) \leq-\frac{1}{2} \frac{d}{d t}|u(t)-P u(t)|^{2}$ for almost all $t>0$. Since A is accretive we have $(v(t), j(t)) \geq 0$ and we conclude that $|u(t)-P u(t)|$ is nonincreasing and $\lim \inf (v(t), j(t))=0$. By the converqence condition the latter implies that $t \rightarrow \infty$
$\lim _{t \rightarrow \infty}|u(t)-P u(t)|=0$. But since $|u(t)-P u(t)|$ is nonincreasing we also have $\lim |u(t)-P u(t)|=0$. Finally notice that $|u(t)-p|$ is nonincreasing for any $p \in A^{-1} 0$ and therefore we can write

$$
\begin{aligned}
|u(t)-u(t+h)| & \leq|u(t)-P u(t)|+|P u(t)-u(t+h)| \\
& \leq 2|u(t)-P u(t)|
\end{aligned}
$$

from which the convergence of $u(t)$ follows, and in particular, if $z=\underset{t \rightarrow \infty}{ } \lim \quad(t)$,

$$
\begin{equation*}
|u(t)-z| \leq 2|u(t)-P u(t)| . \tag{3.2}
\end{equation*}
$$

It is not difficult to see that if $A$ satisfies the uniform convergence condition of order $\gamma$, then convergence occurs in finite time if $\gamma<1$, is exponential if $\gamma=1$, and is $O\left(t^{-\frac{1}{2(\gamma-1)}}\right)$ if $\gamma>1$. More precisely, we have $\left(z=\lim _{t \rightarrow \infty} u(t)\right)$,
(3.3) $|u(t)-z| \leq 2|x-P x|\left\{1+|x-P x|^{2(\gamma-1)} 2(\gamma-1) \Gamma t\right\}^{-\frac{1}{2(\gamma-1)}}, \gamma \neq 1$
and
(3.4)

$$
|u(t)-z| \leq 2|x-P x| e^{-\Gamma t}, r=1
$$

Here $\Gamma$ denotes the constant $\Gamma_{C}$ appearing in (2.1). In fact, using (2.1) we see from the proof of Theorem 1 that
(3.5)

$$
\frac{1}{2} \frac{d}{d t}|u(t)-P u(t)|^{2}+\Gamma|u(t)-P u(t)|^{2 \gamma} \leq 0
$$

for almost all $t>0$. This gives a bound for $|u(t)-P u(t)|$ and (3.3) and (3.4) then
follow from (3.2).
4. The implicit scheme.

In this section we consider the implicit scheme defined by

$$
\begin{equation*}
x_{n+1}+\lambda_{n+1} A x_{n+1} \ni x_{n}+e_{n+1}, \quad n \geq 0 \tag{4.1}
\end{equation*}
$$

where $x_{0} \in E$, and $\left\{\lambda_{n}\right\}$ is a positive sequence.
Theorem 2. Let $A$ be m-accretive and let $\left\{x_{n}\right\}$ be defined by (4.1). If $A$ satisfies the convergence condition, $\sum_{n=1}^{\infty} \lambda_{n}=\infty$, and $\sum_{n=1}^{\infty}\left|e_{n}\right|<\infty$, then $\left\{x_{n}\right\}$ converges strongly to a zero of $A$.

Proof. If the conclusion is true with $e_{n} \equiv 0$, then it is true if $\left\{e_{n}\right\}$ has a compact support. Approximating any $\left\{e_{n}\right\} \in \ell^{l}$ by a sequence with a compact support and using the facts that the resolvents $J_{\lambda_{n}}$ are contractions and $A^{-1} 0$ is closed, we see that we may assume in the remainder of the proof that $e_{n} \equiv 0$.

$$
\text { Let } j_{n}=J\left(x_{n}-P x_{n}\right) \text {, and denote }\left(x_{n}-x_{n+1}\right) / \lambda_{n+1} \text { by } y_{n+1} \in A x_{n+1} \text {. We have }
$$

$$
\left|x_{n+1}-P x_{n+1}\right|^{2}+\lambda_{n+1}\left(y_{n+1}, j_{n+1}\right)=\left(x_{n}-P x_{n+1}, j_{n+1}\right)=\left(x_{n}-P x_{n}, j_{n+1}\right)
$$

$+\left(P x_{n}-P x_{n+1}, j_{n+1}\right) \leq\left|x_{n}-P x_{n}\right|\left|x_{n+1}-P x_{n+1}\right| \leq \frac{1}{2}\left\{\left|x_{n}-P x_{n}\right|^{2}+\left|x_{n+1}-P x_{n+1}\right|^{2}\right\}$. Hence

$$
\begin{equation*}
\left|x_{n+1}-P x_{n+1}\right|^{2}+2 \lambda_{n+1}\left(y_{n+1}, j_{n+1}\right) \leq\left|x_{n}-P x_{n}\right|^{2} \tag{4.2}
\end{equation*}
$$

and $\sum_{n=1}^{\infty} \lambda_{n+1}\left(y_{n+1}, j_{n+1}\right)<\infty$. Since $\left\{\lambda_{n}\right\} \ell \ell^{1}$ and $\left(y_{n+1}, j_{n+1}\right) \geq 0$, it follows that
 creasing. Therefore we can invoke our convergence condition and conclude that
$\underset{n \rightarrow \infty}{\lim }\left|x_{n}-P x_{n}\right|=0$. But $\left\{\left|x_{n}-P x_{n}\right|\right\}$ is decreasing, so that $x_{n}-p x_{n} \rightarrow 0$, and $\left\{x_{n}\right\}$ converges strongly because $\left|x_{n+m}-x_{n}\right| \leq\left|x_{n+m}-P x_{n}\right|+\left|P x_{n}-x_{n}\right| \leq 2\left|x_{n}-P x_{n}\right|$. Here we used the fact that $\left|x_{n}-p\right|$ is nonincreasing for all $p \in A^{-1} 0$.

To obtain convergence rates we assume now that $A$ satisfies the uniform convergence condition, and let $e_{n}=0$. We denote $\left(x_{n}-x_{n+1}\right) / \lambda_{n+1}$ by $y_{n+1} \in A x_{n+1}$ and $\lim _{n \rightarrow \infty} x_{n}$ by $z$.

When $\quad \gamma=1$ we obtain immediately from (4.2) that

$$
\begin{equation*}
\left|x_{n}-z\right| \leq 2\left|x_{0}-P x_{0}\right| \prod_{j=1}^{n}\left(1+2 \Gamma_{c} \lambda_{j}\right)^{-1 / 2} \tag{4.3}
\end{equation*}
$$

where $C=\max \left\{\left|x_{0}\right|+2\left|P x_{0}\right|,\left|y_{1}\right|\right\}$. Note that this is essentially the rate obtained for the continuous case (3.4).

$$
\text { For } \gamma \neq 1 \text { we shall assume for simplicity that for some } B \geq-1 \text {, }
$$

$$
\begin{equation*}
\lambda_{n}=\lambda_{0} n^{\beta} . \tag{4.4}
\end{equation*}
$$

For $r<1$ we obtain from (4.2) that

$$
\begin{equation*}
\left|x_{n+1}-P x_{n+1}\right| \leq\left(2 \Gamma_{C} \lambda_{0} n^{\beta}\right)^{\sim 1 / 2 \gamma}\left|x_{n}-P x_{n}\right|^{1 / \gamma} . \tag{4.5}
\end{equation*}
$$

Since $\left|x_{n+1}-P x_{n+1}\right| \leq\left|x_{n+1}-z\right| \leq 2\left|x_{n+1}-P x_{n+1}\right|$, we get the following rates:

$$
\left\{\begin{align*}
\left|x_{n+1}-z\right| & =O\left(\left|x_{n}-z\right|^{1 / \gamma}\right) \text { if } B>0  \tag{4.6}\\
& =O\left(\left|x_{n}-z\right|^{1 / \gamma}\right) \text { if } B \geq 0 \\
& =O\left(\left|x_{n}-z\right|^{1 / \gamma^{-\varepsilon}}\right) \text { for } \varepsilon>0 \text { if } B \geq-1 .
\end{align*}\right.
$$

While the continuous semigroup converges for $\gamma<1$ in finite time (3.3), the implicit scheme does not generally converge in a finite number of steps. This, in fact, is impossible if $x_{0} \neq P x_{0}$ and $A$ is single-valued at $A^{-1} 0$. However, the following is true:

Proposition 2. Assume that $A^{-1} 0=\{z\}$ and $0 \in \operatorname{int}(A z)$. If $e_{n} \equiv 0$ and $\left\{x_{n}\right\}$ satisfies (4.1) so that $\left(x_{n}-x_{n+1}\right) / \lambda_{n+1} \rightarrow 0$, then there exists $N$ such that $x_{n}=z$ for $n \geq N$.

The proof is obvious. A case where $\left(x_{n}-x_{n+1}\right) / \lambda_{n+1}$ always tends to zero is the following: if the modulus of convexity of $E$ satisfies $\delta(\varepsilon) \geq k \varepsilon^{s}$ for some $s \geq 2$ and
$k>0$, and $\left\{\lambda_{n}\right\} \not e^{5}$, then by [8, Theorem 2.6] $\left|x_{n}-x_{n+1}\right| / \lambda_{n+1} \leq M\left(\sum_{j=1}^{n+1} \lambda_{j}^{s}\right)^{-1 / s}$.

If $\gamma>1$, (4.6) is of no interest and we proceed differently. For $\beta>-1$ we set $\left|x_{n}-P x_{n}\right|^{2}=k_{n} n^{-\alpha}$ and determine the largest $\alpha$ for which $\left\{k_{n}\right\}$ remains bounded. From (4.2) we then have

$$
\begin{equation*}
k_{n+1}(n+1)^{-\alpha}+2 \Gamma c^{\lambda} 0^{n^{\beta}} k_{n+1}^{\gamma}(n+1)^{-\alpha \gamma} \leq k_{n}^{n^{-\alpha}} . \tag{4.7}
\end{equation*}
$$

By an induction argument we see that $\left\{k_{n}\right\}$ is bounded if $\alpha \leq(1+\beta) /(\gamma-1)$, and we obtain the rate

$$
\begin{equation*}
\left|x_{n}-z\right|=O\left(-\frac{1}{2} \frac{1+\beta}{\gamma-1}\right), \quad \gamma>1, \beta>-1 . \tag{4.8}
\end{equation*}
$$

For $\beta=-1$, we obtain similarly
(4.9)

$$
\left|x_{n}-z\right|=0\left((\log n)^{-\frac{1}{2(\gamma-1)}}\right), \gamma>1, \beta=-1
$$

Note that the rates (4.8) and (4.9) coincide with the rate for the continuous problem.
By Theorem 2, at each step the equation $x_{n+1}+\lambda_{n+1} A x_{n+1} \quad x_{n}$ has to be solved only approximately. If $\lambda_{n}$ is sufficiently small this can often be done by using some locally convergent iteration method (e.g. Newton's). The initial guess for $x_{n+1}$ may be taken to be $x_{n}$.

When $A$ is continuous and defined on $E$ (or more generally when $I-A$ maps a closed convex subset of $E$ back into itself), one can actually use the explicit method to produce both the step size sequence $\left\{\lambda_{n}\right\}$ and the sequence $\left\{x_{n}\right\}$ itself in such a way that (4.1) is satisfied with summable errors and $\left\{\lambda_{n}\right\} \ell \ell^{l}$. This can be done by using the method of [11].

## 5. The explicit scheme.

In this section we consider the explicit scheme defined by

$$
\begin{equation*}
x_{n+1} \in x_{n}-\lambda_{n} A x_{n}, \quad n \geq 0 \tag{5.1}
\end{equation*}
$$

where $x_{0} \in E$, and $\left\{\lambda_{n}\right\}$ is a positive sequence. We shall study the convergence of $\left\{x_{n}\right\}$ under the assumptions that $\left\{x_{n}\right\} \subset D(A)$ and that $\left\{\left(x_{n}-x_{n+1}\right) / \lambda_{n}\right\}$ is bounded. This is always the case if $D(A)=E$ and $R(A)$ is bounded. It can also be quaranteed for suitable $\left\{\lambda_{n}\right\}$ if $A^{-1} O$ is contained in the interior of $D(A)$ and $x_{0}$ is close enough to $A^{-1} O$.

Since $E^{\star}$ is uniformly convex, there is [15, p. 89] a continuous nondecreasing function $b:(0, \infty) \rightarrow[0, \infty)$ such that $b(0)=0, b(c t) \leq c b(t)$ for $c \geq 1$, and

$$
\begin{equation*}
|x+y|^{2} \leq|x|^{2}+2(y, J x)+\max \{|x|, 1\}|y| b(|y|) \tag{5.2}
\end{equation*}
$$

for all $x$ and $y$ in $E$.
We shall assume that $\sum_{n=0}^{\infty} \lambda_{n}=\infty$ and $\sum_{n=0}^{\infty} \lambda_{n} b\left(\lambda_{n}\right)<\infty$. For any given continuous nondecreasing function $b(t)$ with $b(0)=0$ such sequences $\left\{\lambda_{n}\right\}$ always exist. In particular, if the modulus of convexity of $E^{\star}$ satisfies $\delta_{E^{\star}}(\varepsilon) \geq k \varepsilon^{r}$ for some $k>0$ and $r \geq 2$, then $b(t) \leq c t^{s-1}$ with $s=r /(r-1)$. Therefore if $E=L P, 1<p<\infty$, we can take any $\left\{\lambda_{n}\right\} \in \ell^{s} \backslash \ell^{1}$ with $s=p$ if $1<p \leq 2$ and $s=2$ if $p \geq 2$.

Theorem 3. Let $A$ be m-accretive and let $\left\{\lambda_{n}\right\}$ be a positive sequence such that $\sum_{n=0}^{\infty} \lambda_{n}=\infty$ and $\sum_{n=0}^{\infty} \lambda_{n} b\left(\lambda_{n}\right)<\infty$. Assume that $\left\{x_{n}\right\}$ satisfies (5.1) and that
$\left\{\left(x_{n}-x_{n+1}\right) / \lambda_{n}\right\}$ is bounded. If A satisfies the converqence condition, then $\left\{x_{n}\right\}$ converges strongly to a zero of $A$.

Proof. Let $j_{n}=J\left(x_{n}-P x_{n}\right)$, and denote $\left(x_{n}-x_{n+1}\right) / \lambda_{n}$ by $y_{n} \in A x_{n}$. Using (5.2)
we have

$$
\begin{aligned}
& \left|x_{n+1}-p x_{n+1}\right|^{2} \leq\left|x_{n+1}-p x_{n}\right|^{2}=\left|x_{n}-p x_{n}-\lambda_{n} y_{n}\right|^{2} \\
& \leq\left|x_{n}-p x_{n}\right|^{2}-2 \lambda_{n}\left(y_{n}{ }^{\prime} j_{n}\right)+ \\
& \max \left\{\left|x_{n}-p x_{n}\right|, 1\right\}\left|y_{n}\right| \lambda_{n} b\left(\lambda_{n}\left|y_{n}\right|\right) .
\end{aligned}
$$

Since for $c \geq 1, b(c t) \leq c b(t)$, this yields, for some $M$,

$$
\begin{align*}
\left|x_{n+1}-P x_{n+1}\right|^{2} & \leq\left|x_{n}-P x_{n}\right|^{2}-2 \lambda_{n}\left(y_{n}, j_{n}\right)  \tag{5.3}\\
& +M \max \left\{\left|x_{n}-P x_{n}\right|, 1\right\} \lambda_{n} b\left(\lambda_{n}\right)
\end{align*}
$$

This inequality implies that $\left\{\left|x_{n}-P x_{n}\right|\right\}$ is bounded. In fact, if we set $d_{n}=\max \left(\left|x_{n}-P x_{n}\right|, 1\right)$ then

$$
d_{n+1}^{2} \leq d_{n}^{2}+M d_{n} \lambda_{n} b\left(\lambda_{n}\right)
$$

and consequently, since $d_{n+1}^{2}-d_{n}^{2}=\left(d_{n+1}-d_{n}\right)\left(d_{n+1}+d_{n}\right)$,

$$
d_{n+1} \leq d_{n}+M \lambda_{n} b\left(\lambda_{n}\right)
$$

which implies the boundedness of $d_{n}$ and hence of $\left|x_{n}-p x_{n}\right|$. But then (5.3) actually implies that

$$
\begin{equation*}
\left|x_{n}-P x_{n}\right|^{2} \leq\left|x_{k}-P x_{k}\right|^{2}+\varepsilon_{k}, n>k \tag{5.4}
\end{equation*}
$$

where $\varepsilon_{k}=C \sum_{j=k}^{\infty} \lambda_{j} b\left(\lambda_{j}\right) \rightarrow 0$ as $k \rightarrow \infty$. Hence $\lim _{n \rightarrow \infty}\left|x_{n}-P x_{n}\right|$ exists. Furthermore

$$
\begin{equation*}
2 \sum_{i=0}^{\infty} \lambda_{i}\left(y_{i}, j_{i}\right) \leq\left|x_{0}-p x_{0}\right|^{2}+c \sum_{i=0}^{\infty} \lambda_{i} b\left(\lambda_{i}\right) \tag{5.5}
\end{equation*}
$$

Since $\sum_{n=0}^{\infty} \lambda_{n}=\infty$ and $\left(y_{i}, j_{i}\right) \geq 0$ this implies that $\liminf _{n \rightarrow \infty}\left(y_{n}, j_{n}\right)=0$. Now we can apply the convergence condition since, by assumption, $\left\{y_{n}\right\}$ is bounded and repeating the boundedness argument for $x_{n}-P x_{n}$ with a fixed $p \in A^{-1} 0$ in the place of $P x_{n}$ we also have $\left\{x_{n}\right\}$ bounded. Thus $\lim \underset{n \rightarrow \infty}{ } \operatorname{in} f\left|x_{n}-P x_{n}\right|=0$, and, since $\lim _{n \rightarrow \infty}\left|x_{n}-p x_{n}\right|$ exists, $\lim _{n \rightarrow \infty}\left|x_{n}-P x_{n}\right|=0$. Finally, we have for all $n>k$,

$$
\begin{equation*}
\left|x_{n}-P x_{k}\right|^{2} \leq\left|x_{k}-P x_{k}\right|^{2}+c{ }_{1} \sum_{i=k}^{\infty} \lambda_{i} b\left(\lambda_{i}\right) \tag{5.6}
\end{equation*}
$$

Consequently, $\left|x_{n}-x_{k}\right| \leq\left|x_{n}-P x_{k}\right|+\left|P x_{k}-x_{k}\right| \leq 2\left|x_{k}-P x_{k}\right|+\varepsilon_{k}$, is small when $k$ is large and the proof is complete.

In order to obtain convergence rates, we again assume that $A$ satisfies the uniform convergence condition of order $\gamma$. We also assume that $b(t) \leq c t^{s-1}$ for some $1<s \leq 2$, and that $\lambda_{n}=\lambda_{0} n^{\beta}$ with
$(5,7)$

$$
-1 \leq B<-1 / s
$$

so that $\sum_{n=0}^{\infty} \lambda_{n}=\infty$ and $\sum_{n=0}^{\infty} \lambda_{n}^{s}<\infty$. For the explicit scheme the rates depend on $\gamma$ and $B$ in a more complicated way than in the case of the implicit scheme. If the order $\gamma$ is very small, then the rate of convergence is independent of $\gamma$ and is determined by $B$ and . The rate is better if $\beta$ is smaller. On the other hand, if $\gamma$ is large the rate is independent of $s$ and equals the rate for the implicit scheme. In this case, the larger $B$ is, the better the rate is. In general, for any fixed $\gamma$ and $s$, there exists a unique optimal choice $B=\beta^{\star}$, defined by

$$
\beta^{*}=\left\{\begin{array}{l}
-1, \quad \text { if } \gamma \leq 1  \tag{5.8}\\
\gamma\{(1-\gamma) s-1\}^{-1}, \text { if } \gamma \geq 1
\end{array}\right.
$$

We shall obtain the following convergence rates $\left(z=\lim _{n \rightarrow \infty} x_{n}\right)$.
(5.9)

$$
\left|x_{n}-z\right|=\left\{\begin{array}{l}
\left(\frac{1+\beta s}{2}\right), \beta \in\left[\beta^{*},-1 / s\right) \\
0\left(n^{-\frac{1+\beta}{2(\gamma-1)}}\right), \gamma>1, \beta \in\left(-1, \beta^{*}\right] \\
\left.0(1 \log n)^{-\frac{1}{2(\gamma-1)}}\right), \gamma>1, \beta=-1
\end{array}\right.
$$

(For $\gamma=1, \beta=\beta^{*}=-1$, choose $\lambda_{0} \geq 1 / \Gamma_{C}$, where $\Gamma_{C}$ appears in the definition of the uniform convergence condition.)

Since for $\gamma>1$ and $\beta \leq \beta^{*}$ we obtain the same rates that were obtained for the implicit scheme and the continuous problem, we do not expect to be able to improve the rate by using other sequences. We shall also show below that in Hilbert space with $\gamma=1$, the rate $O\left(n^{-1 / 2}\right)$ obtained with $\lambda_{n}=\lambda_{0} / n$ is in some sense optimal over all possible choices
$\left\{\lambda_{n}\right\} \in \ell^{2} \backslash \ell^{1}$. This shows that the result of Bruck [6] is, in some sense, the best possible. On the other hand, for $r<1$ the rate (5.9) may be pessimistic. In fact, if $A^{-1} 0$ is a singleton, then the convergence is faster.

We shall now establish (5.9) . From (5.3) we obtain

$$
\begin{equation*}
\left|x_{n+1}-P x_{n+1}\right|^{2} \leq\left|x_{n}-P x_{n}\right|^{2}-2 \lambda_{n}\left(y_{n} \cdot j_{n}\right)+C \lambda_{n}^{s} \tag{5.10}
\end{equation*}
$$

Let $\lambda_{n}=\lambda_{0} n^{\beta}$ and $\left|x_{n}-P x_{n}\right|=k_{n} n^{-\alpha}$. By (5.10),

$$
\begin{equation*}
k_{n+1}(n+1)^{-\alpha} \leq k_{n} n^{-\alpha}-2 \Gamma \lambda_{0} n^{\beta} k_{n}^{\gamma} n^{-\alpha \gamma}+C n^{\beta s} . \tag{5.11}
\end{equation*}
$$

Let $\alpha=-(s-1) \beta / \gamma$. Then
(5.12)

$$
k_{n+1} \leq\left(1+\frac{1}{n}\right)^{-\frac{(s-1) \beta}{\gamma}}\left\{k_{n}-\left[2 \Gamma \lambda_{0} k_{n}^{\gamma}-C\right] n^{\delta}\right\}
$$

with $\delta=\beta(1-s+s \gamma) / \gamma$. If $\gamma>1$ and $\beta \geq \beta^{*}(\delta \geq-1)$, then $\left\{k_{n}\right\}$ must be bounded.
The same is true if $\gamma \leq 1$ and $\delta>-1$ which holds for all $\beta$ if $\gamma<1$, and for $\beta>-1$ if $\gamma=1$. If $\gamma=1$ and $\beta=-1$, then (5.12) yields ( $\quad \leq 2$ )

$$
\begin{align*}
k_{n+1} \leq k_{n} & +\left[k_{n}\left(1-2 \Gamma \lambda_{0}\right)+C\right] n^{-1}  \tag{5.13}\\
& +\left[C-2 \Gamma \lambda_{0} k_{n}\right] n^{-2}
\end{align*}
$$

Since $\Gamma \lambda_{0} \geq 1,\left\{k_{n}\right\}$ must again be bounded. For $\gamma>1$ and $\beta<\beta *$ one proceeds as in the implicit case. Hence we have
(5.14)

$$
\left|x_{n}-P x_{n}\right|=\left\{\begin{array}{l}
\left(\frac{(s-1) \beta}{2 \gamma}\right), \beta \in\left[\beta^{*},-1 / s\right) \\
0\left(n^{\left.-\frac{1+\beta}{2(\gamma-1)}\right),}, \gamma>1, \beta \in\left(-1, \beta^{*}\right]\right. \\
0\left((\log n)^{-\frac{1}{2(\gamma-1)}}\right), \gamma>1, \beta=-1
\end{array}\right.
$$

To obtain rates for $\left|x_{n}-z\right|$, note that $\left|x_{n}-z\right| \leq\left|x_{n}-P x_{n}\right|+\left|P x_{n}-z\right|$, and by (5.6), $\left|z-P x_{n}\right|^{2} \leq\left|x_{n}-P x_{n}\right|^{2}+C \sum_{i=n}^{\infty} \lambda_{i}^{s} \leq\left|x_{n}-P x_{n}\right|^{2}+C n^{1+B s}$.

The rates (5.9) now follow from (5.14).
Let $B$ be a maximal monotone operator in Hilbert space such that $0 \in B O$ and $|\mathrm{Bx}|=1$ for $\mathrm{x} \neq 0$. Consider the explicit scheme for $\mathrm{A}=\mathrm{I}+\mathrm{B} . \operatorname{clearly} A^{-1} 0=\{0\}$ and we have

$$
\left|x_{n+1}\right|^{2} \leq\left(1-\lambda_{n}\right)^{2}\left|x_{n}\right|^{2}+\lambda_{n}^{2}
$$

It is therefore natural to ask how fast the solutions of the equation
(5.15)

$$
\left|x_{n+1}\right|^{2}=\left(1-\lambda_{n}\right)^{2}\left|x_{n}\right|^{2}+\lambda_{n}^{2}
$$

can decay when $\left\{\lambda_{n}\right\} \in \ell^{2} \backslash \ell^{1}$.
Proposition 3. If $\left\{\lambda_{n}\right\} \in \ell^{2} \backslash \ell^{1}$ and $\left\{x_{n}\right\}$ satisfies (5.15) with $\left|x_{n}\right| \leq K^{-q}$ for all $n$, then $q \leq 1 / 2$.
proof. If $\left\{\lambda_{n}\right\} \in \ell^{2} \backslash \ell^{1}$, then for every $\varepsilon>0$ there are infinitely many $k$ such that $\sum_{j=k}^{\infty} \lambda_{j}^{2} \geq 1 / k^{1+\varepsilon} \quad[9$, Lemma 1]. By (5.15)

$$
\begin{aligned}
&\left|x_{k}\right|^{2} \leq 2 \sum_{j=k}^{\infty} \lambda_{j}\left|x_{j}\right|^{2}-\sum_{j=k}^{\infty} \lambda_{j}^{2} \leq \\
&\left(\sum_{j=k}^{\infty} \lambda_{j}^{2}\right)\left\{\frac{2\left(\sum_{j=k}^{\infty}\left|x_{j}\right|^{4}\right)^{1 / 2}}{\left(\sum_{j=k}^{\infty} \lambda_{j}^{2}\right)^{1 / 2}}-1\right\}
\end{aligned}
$$

The term in the brackets must of course be positive. Using $\left|\mathbf{x}_{j}\right| \leq K j^{-q}$ and $\sum_{j=k}^{\infty} \lambda_{j}^{2} \geq 1 / k^{1+\varepsilon}$, we obtain $q \leq 1 / 2+\varepsilon / 4$ and the result follows.

## 6. Another sufficient condition for convergence.

In this section we study another sufficient condition for strong convergence.
Let $S$ be a contraction semigroup in $E$, and let $F$ be its fixed point set. In [2], Brezis proved that in Hilbert space, if int $(F)$, the interior of $F$, is nonempty, then for each $x$ in the domain of $S, S(t) x$ converges strongly as $t \rightarrow \infty$ to a point in F. Using the idea of pazy's proof [13] of this result we show here that the result can be extended outside Hilbert space. We also show that it is not true in all Banach spaces.

Theorem 4. Let $E$ be a Banach space and assume that both $E$ and $E *$ are uniformly convex. Let $S$ be contraction semigroup in $E$ with a fixed point set $F$. If int $(F) \neq \varnothing$, then for each $x$ in the domain of $S, S(t) x$ converges strongly as $t \rightarrow \infty$ to a point in $F$.

Proof. Let a ball with center $x_{0}$ and radius $r>0$ be contained in $F$. Since, by (5.2),
$2(y, J x)+|x|^{2} \leq|x+y|^{2} \leq|x|^{2}+2(y, J x)+\max (|x|, 1)|y| b(|y|)$ for all $x$ and $y$ in E, we obtain for $t \geq s, 0<\rho \leq r$, and $|u|=1$, $-2 \rho\left(u, J\left(S(t) x-x_{0}\right)\right)+\left|s(t) x-x_{0}\right|^{2} \leq\left|s(t) x-x_{0}-\rho u\right|^{2} \leq\left|s(s) x-x_{0}-\rho u\right|^{2}$ $\leq\left|S(s) x-x_{0}\right|^{2}-2 \rho\left(u, J\left(S(s) x-x_{0}\right)\right)+M \rho b(\rho)$. Hence $2 \rho\left(u, J\left(S(s) x-x_{0}\right)-J\left(S(t) x-x_{0}\right)\right) \leq\left|S(s) x-x_{0}\right|^{2}-\left|S(t) x-x_{0}\right|^{2}+M \rho b(\rho)$. Denote $J\left(S(t) x-x_{0}\right)$ by $y(t)$, and let $u=J^{-1}(y(s)-y(t)) /|y(s)-y(t)|$.

We obtain
$|y(s)-y(t)| \leq\left\{\left|s(s) x-x_{0}\right|^{2}-\left|s(t) x-x_{0}\right|^{2}\right\} / 2 \rho+\frac{1}{2} M b(\rho)$.

Given $\varepsilon>0$, choose $\rho$ such that $M b(\rho)<\varepsilon$, and then choose $s_{0}$ such that
$\left\{\left|s(s) x-x_{0}\right|^{2}-\left|S(t) x-x_{0}\right|^{2}\right\} / \rho<\varepsilon / 2$ for all $t \geq s \geq s_{0}$. Then $|y(s)-y(t)| \leq \varepsilon$, so that $\lim _{t \rightarrow \infty} y(t)$ exists. Since $J^{-1}$ is continuous, $\lim _{t \rightarrow \infty} S(t) x$ also exists and it clearly belongs to $F$.

If $A$ is m-accretive and $\operatorname{int}\left(A^{-1} 0\right) \neq \varnothing$, then a similar argument shows that the implicit scheme (4.1) will always converge. It is not difficult to see that if $\sum_{n=1}^{\infty} \lambda_{n}=\infty$, then the limit will belong to $A^{-1} 0$. The same is true for the explicit scheme (5.1) if, in addition, $\sum_{n=0}^{\infty} \lambda_{n} b\left(\lambda_{n}\right)<\infty$ and the operator $A$ is, for example, bounded.

Theorem 4 does not hold in all Banach spaces. To see this, consider the space $C[0,1]$ with the max norm. Let $A$ be the operator
$A u(x)=\max \{a(x) u(x), 0\} \quad u \in C[0,1], 0 \leq x \leq 1$,
where $a(x)$ is a continuous function satisfying $a(0)=0, a(x)>0$ for $x>0$. $A$ is m-accretive and $A^{-1} 0=\{f \in C[0,1]: f(x) \leq 0$ for $0 \leq x \leq 1\}$. Let $S$ be the semigroup generated by $-A$. For $u_{0} \equiv 1, S(t) u_{0}(x)=e^{-a(x) t}$ which does not converge in $c[0,1]$.
7. Extensions and Refinements.

In this section we show that under certain rather restrictive assumptions that always hold if $E$ and $E *$ are uniformly convex, versions of Theorems 1 and 2 hold in any Banach space. We also observe that the hypotheses of Theorems 3 and 4 can, in fact, be weakened.

Let $E$ be a real Banach space with dual $E \star$. The duality mapping $J$ from $E$ into the family of nonempty weak star compact conves suisels of $E^{*}$ is defined by

$$
J(x)=\left\{x^{*} \in E^{*}:\left(x, x^{*}\right)=|x|^{2} \text { and }\left|x^{*}\right|=|x|\right\}
$$

for each $x$ in $E$. Denote the distance between a point $x \in E$ and a set $V \in E$ by $d(x, V)$. A point $z \in V$ is said to be a best approximation to $x \in E$ if $|x-z|=d(x, V)$.

Recall that a set $V$ in $E$ is called a sun [19] if whenever $z \in V$ is a best approximation to $x \in E$, then $z$ is also a best approximation to $z+t(x-z)$ for all $t \geq 0$. Every convex set is a sun. If $V$ is $a$ sun and $z \in V$ is a best approximation to $x \in E$, then there exists $j \in J(x-z)$ such that $(y-z, j) \leq 0$ for all $y \in v$. The set $v$ is said to be proximinal if each $x$ in $E$ has at least one best approximation in $V$.

An operator $A \subset E \times E$ is said to be accretive in the sense of Browder $[5]$ if for each $x_{i} \in D(A)$ and each $y_{i} \in A x_{i}, i=1,2,\left(y_{1}-y_{2}, j\right) \geq 0$ for all $j \in J\left(x_{1}-x_{2}\right)$. This stronger notion of accretibility is needed in the generalization of Theorem 2 but in Theorem 1 it is superfluous since we have to assume that the semigroup is differentiable.

Let $A \subset E \times E$ be an accretive operator in the sense of Browder (in certain cases only the fact that $A$ is accretive is really needed) with $0 \in R(A)$, and assume that $A^{-1} 0$ is a proximinal sun. If $P$ is a selection of the nearest point mapping onto $A^{-1} 0$, then for each $x \in E$, there is at least one $j \in J(x-p x)$ such that $(y-P x, j) \leq 0$ for all $y$ in $A^{-1} 0$. We will denote this $j$ by $J_{P}(x-P x)$.

In this general setting, A will be said to satisfy the convergence condition if there is a selection $P$ of the nearest point mapping onto $A^{-1} 0_{0}$ such that if $\left[x_{n}, Y_{n}\right] \in A$, $\left|x_{n}\right| \leq C,\left|y_{n}\right| \leq C$, and $\lim _{n \rightarrow \infty}\left(y_{n}, J_{p}\left(x_{n}-P x_{n}\right)\right)=0$, then $\lim _{n \rightarrow \infty} \inf \left|x_{n}-P x_{n}\right|=0$.

With this extension of the convergence condition. Theorem 1 is true as stated if the senigroup $S$ is differentiable. Theorem 2 is true as stated. In Theorem 3 one only needs
to assume that $A^{-1} 0$ is proximinal. Theorem 4 is true if $E^{\star}$ is uniformly convex with a Frechet differentiable norm.

The following example may be of some interest in connection with the convergence condition in general Banach spaces. Let $E=C[0,1]$, and let $a(x)$ be a nonnegative continuous function. Let $(A u)(x)=a(x) u(x)$ for $u \in E$ and let $S$ be the semigroup generated by -A. It is clear that $S(t) u_{0}$ converges for all $u_{0} \in E$ if and only if $a(x) \equiv 0$ or $a(x)>0$ for $x \in[0,1]$. We show that for these operators the convergence condition is not only a sufficient condition but also necessary. Assume therefore that $a(x) \geq \alpha>0$ for $x \in[0,1]$. Then $A^{-1} O=\{0\}$ and $P$ is trivial so that in the convergence condition we can use any $j_{n} \in J\left(u_{n}\right)$. Let $x_{n} \in[0,1]$ be a point such that $\left|u_{n}\left(x_{n}\right)\right|=\left|u_{n}\right|_{\infty}$, where $\left\{u_{n}\right\}$ is any bounded sequence in $E$. Assume then that

$$
\lim _{n \rightarrow \infty}\left(A u_{n}, j_{n}\right)=0
$$

But $\left(A u_{n}, j_{n}\right)=a\left(x_{n}\right)\left|u_{n}\right|_{\infty}^{2}$ and since $a(x) \geq \alpha>0$ we conclude $\left|u_{n}\right|_{\infty}^{2} \rightarrow 0$, i.e. A satisfies the convergence condition. If on the other hand $a(x) \equiv 0$ then $A$ satisfies trivially the condition, and hence in this case the strong convergence of the trajectories of the semigroup is equivalent to the convergence condition on its generator. This is in contrast with the situation for similar operators in Hilbert space (cf. [14], or consider A in $\ell^{2}$ given by $\xi_{n} \mapsto \alpha_{n} \varepsilon_{n}$ where $\left.\alpha_{n} \nmid 0.\right)$.

Finally we remark that if $A$ does not satisfy the convergence condition, the problem $0 \in A x$ can still sometimes be solved iteratively by approximating $A$ by $A+p_{n} I$ and letting $P_{n}$, 0 slowly during the iteration. See, e.g. $[7,15,16]$.
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