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THE EFFECTS OF AN IMMISCIBLE BINDER COMPONENT ON 
THE RHEOLOGICAL AND MECHANICAL PROPERTIES OF 

A COMPOSITE SOLID PROPELLANT (U) 

*HENRY C. ALLEN and MARJORIE T. CUCKSEE 
US ARMY MISSILE RESEARCH AND DEVELOPMENT COMMAND 

REDSTONE ARSENAL, ALABAMA 35809 

The Improved HAWK antiaircraft missile is powered by the M112 
rocket motor.  This motor operates in boost and sustain modes derived 
from concentric booster and sustainer composite solid propellant grains 
(Figure 1).  The booster propellant is relatively fast burning to pro- 
vide the thrust level necessary to accelerate the missile to intercept 
velocity, while the sustainer propellant burns slowly over a much 
longer time to maintain missile velocity and maneuverability during the 
mission.  The booster grain is fully bonded to the sustainer grain 
which in turn is fully bonded to the steel motor case by means of an 
adhesive case liner. 

The chamber pressure of Improved HAWK motors during firing is 
governed by the ratio of burning surface area to the area of the nozzle 
throat.  The internal perforation of the booster grain is shaped to a 
predetermined surface area.  If additional area is exposed to combus- 
tion, an overpressure condition results which can burst the motor case. 
Another type of aberration which can defeat the mission is that flame 
may reach the steel case prematurely and burn a hole through it, caus- 
ing the motor to lose thrust and become unstable in flight.  A condi- 
tion which can produce both of these malfunctions is that in which a 
normally bonded propellant interface is unbonded.* 

*Ihe term "unbond" denotes a condition in which there is no bond where one 
was intended, whether or not the intended bond ever existed.  The term 
"debond" denotes a condition where a bond existed but is now broken. 
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The stresses which tend to debond the grains from one another or 
from the liner are due to temperature variations in the motor envir- 
onment coupled with coefficients of thermal expansion for the propel- 
lants which are an order of magnitude greater than that of the steel 
case.  As the motor is cooled, strains are induced in the propellant 
with concomitant stresses on the bond interfaces.  If the stresses 
exceed the bond strength, a debond occurs. 

Several thousand Improved HAWK motors were produced without a 
significant unbond problem.  Then, rather abruptly, a substantial num- 
ber of unbonded motors appeared in one production lot.  Both booster- 
sustainer and sustainer-liner unbonds were found, some of which were 
extensive in area.  Because prior production had not exhibited the 
problem, it was assumed that a change had occurred in either motor 
processing or propellant raw materials. 

IDENTIFICATION OF THE ANOMALOUS MATERIAL 

Tests made on propellants removed from unbonded motors showed 
that sustainer propellant mechanical properties were significantly- 
different at low temperatures in comparison to prior production. 
However booster propellant properties were normal; this isolated the 
problem to the sustainer propellant,,  Two materials are used in the 
sustainer propellant which are not components of the booster propel- 
lant.  One of these is a solid oxidizer (nitroguanidine) while the 
other is a liquid polyester, poly-neopentyl glycol azelate (NPGA), a 
component of the propellant bindero  Preparation and testing of pro- 
pellants containing'various lots of these two components showed that 
NPGA was responsible for the inferior properties found in propel- 
lants from unbonded motors. 

PROPELLANT COMPOSITION AND PROCESSING 

HAWK sustainer propellant consists of solid oxidizer particles 
imbedded in a rubbery polyurethane binder.  The polyurethane binder 
controls the structural properties of the propellant and serves as a 
fuel during propellant combustion.  Three hydroxy-functional liquid 
polymers comprise the major constituents of the rubber precursor: 
(1) a difunctional polyether (B2000), (2) a trifunctional polyether 
(TP4040), and (3) the polyester NPGA which has been found to have an 
effective functionality of 1.7.  Isodecyl pelargonate is added to 
facilitate processing and to plasticize the cured propellant.  The 
hydroxy-functional polymers are cured by reaction with hexamethylene 
di-isocyanate (HDI) under catalysis by ferric acetyl acetonate to 
form the polyurethane rubber0 
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In propellant manufacture, the liquid polymers and isodecyl pel- 
argonate are blended to form a submix.  The powdered solid oxidizers 
are then added until a homogeneous paste of high viscosity is formed. 
HDI and cure catalyst are added to start the cure reaction and the 
propellant is poured into rocket motor cases and test specimen con- 
tainers before the cure reaction increases the viscosity beyond pro- 
cessable limits.  Cure is complete after several days at a temperature 
of 430C0 

CHARACTERIZATION OF NPGA 

Contacts with the NPGA manufacturer revealed that recent lots of 
the polymer, beginning with the lot that went into unbonded motors, 
were produced in a new facility.  However, these lots met all speci- 
fication requirements for use in HAWK motors (Table 1). 

Samples of old and new lots of NPGA were characterized by gel per- 
meation chromatography (GPC) to determine whether molecular weight 
changes had resulted from the facilities switch.  The results (Figure 
2) showed that the average molecular weight of the new lot was signif- 
icantly higher than that of the old lot and that the molecular weight 
distribution was broader in the new lot, increasing the higher molecu- 
lar weight fraction.  However, the low molecular weight region which 
contains most of the hydroxyl groups was not decreased. 

The effective functionality of NPGA was determined by finding the 
isocyanate/hydroxyl (NCO/OH) ratios required for incipient gelation 
in a mixture of the binder polymers cured with HDI.  The results 
(Table 2) showed the new lot to have a significantly lower effective 
functionality than the old. 

The viscosities of the new and old lots of NPGA were measured at 
250C and 430C; the ratios of viscosities at these temperatures were 
compared as an indication of whether there was a difference in chain 
branching.  It was found that the ratios were not significantly dif- 
ferent (Table 2).  This indicated that the higher molecular weight of 
the new lot was due to chain extension rather than branching, which 
was in agreement with the functionality data. 

EFFECTS OF NPGA DIFFERENCES ON SOLUBILITY 

The new lot of NPGA produced a decidedly cloudy submix indicating 
incomplete solubility.  Submix formulations were prepared with old and 
new lots of NPGA and the quantities of the insoluble fractions were 
determined by centrifuging samples in graduated tubes. 
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In the submix formulation associated with the unbonded motors, 
the new lot of NPGA produced an immiscible fraction equal to 39.8% of 
the NPGA added. The old lot of NPGA in the same formulation gave an 
immiscible fraction equal to 31.8% the NPGA added.  Samples then were 
prepared to the submix formulation associated with the old lot NPGA, 
and the insoluble fraction of the old lot of NPGA amounted to 24% of 
the NPGA added. Thus it became clear that factors other than NPGA vari- 
ability were affecting its solubility. 

The major difference between submix formulations associated with 
the old and new lots of NPGA was in the relative amounts of TP4040 
and B2000 in each formulation.  TP4040, being trifunctional, strongly 
influences the binder cross-link density and thus the modulus of the 
propellant.  Consequently, the amount of TP4040 is deliberately varied 
with different lots of raw materials as a means of controlling pro- 
pellant modulus within specified limits. 

Submix samples were prepared with TP4040 contents ranging from 
2% to 67o (based on propellant weight), and the insoluable fractions 
of the old and new lots of NPGA were measured.  The data are shown in 
Figure 3=  Two things were immediately obvious from these data:  the 
insoluble fraction differed for the old and new lots of NPGA at all 
TP4040 levels; and the insoluble fraction for both lots was a strong 
function of TP4040 content. 

COMPOSITION   OF  THE  INSOLUBLE FRACTION 

The insoluble fraction from a submix sample made with the new lot 
of NPGA was analyzed on the GPC,  The results are given in Table 3 
with comparative data for neat NPGA.  It was seen that both the number 
average and weight average molecular weights were much higher for the 
insoluble fraction than for neat NPGA.  This showed that the high 
molecular weight fraction of NPGA was the immiscible fraction in the 
submix and explained why the new lot of NPGA, with a larger high 
molecular weight fraction (Figure 2), was less soluble than the old 
lot. 

The compositions of the insoluble fractions were determined 
spectrophotometrically using samples of known composition for cali- 
bration.  The results are shown in Table 4; approximately two-thirds 
of the insoluble fraction was found to be NPGA.  Since the insoluble 
fraction of the submix with the new lot amounted to 39.87o of the NPGA 
added, and 69% of that fraction was NPGA, the amount of NPGA alone 
not in solution in the submix was 27.5% of the quantity added.  Simi- 
lar treatment of the data for the old lot showed 21.37o of the quantity 
added to be insoluble.  These data reflect solubility of NPGA with 
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27o TP4040 (propellant basis) in the submix, as was the case with the 
new lot of NPGA.  Taking into account that the submix formulation 
associated with the old lot of NPGA contained 3.1% TP4040, reference 
to Figure 3 and Table 4 shows that 16.1% of the old lot of NPGA was 
insoluble as actually used,.  Thus the comparison of solubilities in 
the actual production submixes reveals that 27.5% of the new lot of 
NPGA was insoluble while only 16.1% of the old lot was not in 
solution. 

EFFECT OF IMMISCIBLE FRACTION ON PROPELLANT RHEOLOGY 

A plausible cause for motor unbonds was that the uncured sustainer 
propellant might not adequately wet the booster grain and chamber liner 
during motor processing because of the immiscible material.  Since the 
quantity of the insoluble fraction of the submix was a function of 
TP4040 content, a means was available to determine how the amount of 
insoluble fraction affected uncured propellant flow characteristics, 
Propellant mixes were made containing various amounts of TP4040.  Vis- 
cosity data were taken with a viscometer capable of applying a range 
of shear stresses to the sample.  Viscosities were measured at 430C 
immediately following a fixed mixing cycle.  Measurements were made at 
high and low shear stresses.  The results are shown in Figure 4 for 
propellants made with the new lot of NPGA. 

The data showed that insoluble fractions amounting to less than 
approximately 20% of the NPGA produced low propellant viscosities at 
both levels of shear stress.  The ratio of viscosities at the two shear 
levels was small at this solubility, indicating near-Newtonian flow 
behavior.  As the insoluble fraction was increased, the viscosity at 
infinite shear increased only slightly, but the low shear viscosity 
increased rapidly.  The ratio of viscosities increased correspondingly, 
indicating an increasing degree of thixotropy in the flow behavior. 
The ratio of viscosities, which was 1.6 at an insoluble fraction of 
18%, was 9.6 at a 40% insoluble fraction.  Taking appropriate data from 
Figures 3 and 4, a viscosity ratio of 1.7 is predicted for propellant 
with old NPGA and 9.6 for propellant with the new lot.  Control data 
from production mixes agreed reasonably well with these findings, show- 
ing a viscosity ratio of 1.7 for propellants made with the old lot of 
NPGA, and 4.5 for propellant with the new lot. 

EFFECT OF THE IMMISCIBLE FRACTION ON PROPELLANT 
MECHANICAL PROPERTIES 

Certain mechanical properties of the propellants are specified 
control points for Improved HAWK motor production. One of these is 
the initial modulus (E ) at 250C, which should be in the range from 
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500 to 800 psi.  The level of the trifunctional polymer TP4040 is the 
primary means permitted for controlling this property.  The amount of 
TP4040 required with a given set of raw materials is determined exper- 
imentally by preparing and testing a series of small mixes with dif- 
ferent TP4040 contents. 

The new lot of NPGA and other raw materials associated with it 
in production required that 2% TP4040 be used in the sustainer pro- 
pellant, which is the minimum amount permitted by the propellant spec- 
ification.  Even so, the modulus at 250C was just under the maximum 
limit, effectively preventing the use of more TP4040 to reduce the 
insoluble submix fraction in production mixes. 

Stress analysis of the Improved HAWK motor showed that the stresses 
on the bonded interfaces were a function of propellant modulus.  Modu- 
lus and temperature are inversely related, so the greatest stresses 
occur at the lowest temperatures.  Indeed, motor unbonds were found only 
after exposure to temperatures below -30oC.  Mechanical property data 
on sustainer propellants removed from dissected motors showed that the 
new lot of NPGA and its associated raw materials had produced propel- 
lant with significantly higher modulus at low temperature than the old 
lot. 

Experimental 6-kg propellant mixes were made with the old and new 
lots of NPGA at TP4040 levels of 2.0%, 3.57o, and 5.0%.  After cure, 
the propellants were tested for mechanical properties at 250C and 
-40oC„  Die-cut tensile specimens with a gauge length of 2.70 in. were 
strained at a rate? of 2.0 in./min.  The properties are listed in 
Table 5; the moduli are shown graphically in Figure 5o 

The most striking feature of the data is that the -40oC modulus 
decreased with increasing TP4040 level, while the 25CC modulus 
increased as expected.  Inspection of the -40oC stress-strain curves 
showed that the curve shape changed with TP4040 content (Figure 6). 
This effect was attributed to the insoluble submix fraction, with the 
-400C modulus responding in a manner somewhat analogous to the vis- 
cosity at low shear stress. 

Another feature in the data was puzzling on first inspection: 
the new lot of NPGA, with a lower effective functionality, gave higher 
25CC moduli at all TP4040 levels than the old lot.  This was explained 
by the fact that the insoluble fraction was chiefly NPGA and B2000 
with functionalities of 1.66 and 2.0, respectively.  Removal of these 
lower functionality materials through immiscibility increased the aver- 
age functionality of the remainder, thus increasing the 250C modulus. 
When the new, less soluble lot of NPGA was introduced, the 250C modulus 
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of the propellant increased.  In response, the TP4040 level was reduced 
to stay within the specified modulus range, which in turn further 
decreased the solubility of the NPGA.  Simultaneously, the -400C modu- 
lus increased markedly, placing heavy stresses on the bonded interfaces. 

Discussion of the foregoing data with stress analysts led to the 
conclusion that it would be preferable to accept higher 250C moduli 
to reduce the -400C moduli.  Subsequently, the maximum modulus limit 
at 250C was raised from 800 to 1000 psi, permitting the use of 4% 
TP4040.  This greatly reduced the -406C modulus, which increased the 
bond safety margin calculated from the stress analysis.  No unbonded 
motors have been found among several hundred produced since this change 
was incorporated. 

PROCESS CHANGES TO ACHIEVE SOLUBILITY 

Despite the success achieved through raising the TP4040 content 
by waiving the 250C modulus requirement, it remained very desirable to 
eliminate all effects of an immiscible binder component on propellant 
processing and mechanical properties.  Because the motor is in produc- 
tion internationally, major changes to material specifications were 
not considered as viable options.  Only process changes were viewed as 
acceptable approaches to increasing the solubility of NPGA,, 

A review of the chemical kinetics of the cure reactions suggested 
that changing the order of certain reactions might be effective.  NPGA 
has primary hydroxyl groups which are far more reactive toward HDI 
than the secondary hydroxyl groups of TP4040 and B2000.  Therefore, 
the first principle products of the submix-HDI reaction would be HDI- 
capped NPGA and chain-extended NPGAo  Because high-molecular weight 
NPGA was shown to be the insoluble portion, any chain extension would 
aggravate the problem.  Therefore, mixtures which contain both NPGA 
and HDI at their maximum concentrations should be avoided. 

The approach to minimizing NPGA chain extension was to withhold 
the NPGA from the mix until a substantial amount of reaction had 
occurred between HDI and the other polymers.  This reduced the amount 
of difunctional HDI which would be available to chain extend the NPGA, 
and simultaneously changed the solvent nature of the submix by intro- 
ducing urethane linkages.  Thus the NPGA, when added late, was intro- 
duced into a different chemical environment than in the regular 
procedure. 

The technique of late NPGA addition had a pronounced effect on 
propellant processing and mechanical properties.  Propellant viscosity 
at the end of the mix cycle was drastically reduced and thixotropy 
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was essentially eliminated.  Viscosity data are shown in Table 6 for 
the same formulation made by the two processes, using the new lot of 
NPGA.  The very low viscosities resulting from late addition of NPGA 
would be expected to eliminate the possibility of poor wetting by the 
sustainer propellant, and provide a number of other processing advan- 
tages as side benefits„ 

The effects of late NPGA addition on mechanical properties are 
shown in Figures 7 through 10 as a function of temperature.  Figure 7 
shows that late addition greatly reduced the initial modulus of the 
propellant across the temperature range.  The 507.  reduction at 250C was 
attributed to a reduction in average binder continuum functionality 
resulting from greater solubility of the NPGA.  This reduction in modu- 
lus is the desirable direction of change, because it would permit more 
TP4040 to be used without exceeding the 250C modulus limit. At -400C 
the relative reduction in modulus was even greater than at 250C.  This 
was interpreted to be a result of a smaller insoluble submix fraction. 
As previously discussed, low temperature modulus is a determinant of 
bond stresses; the low value resulting from late addition was decidedly 
advantageous. Figure 8 shows the effect of late NPGA addition on pro- 
pellant tensile strength. The reduction in tensile strength was the 
expected result of the reduced modulus but the values remained well 
above specification requirements.  The response of tensile strength to 
temperature was not significantly different for the two processing 
techniques.  Figure 9 shows the effect of late addition on the ratio of 
tensile strength to modulus.  In the investigation of motor unbends this 
property proved to be an indicator of the tendency of the propellant to 
debond.  It was seen that late NPGA addition markedly increased this 
ratio over the temperature range of interest. Figure 10 shows the 
effect of late addition on propellant strain capability.  Again, a very 
large difference was seen for the two processing techniques. A portion 
of the increase resulting from late NPGA addition is attributed to the 
reduction in modulus shown in Figure 7. However, the magnitude of the 
difference was too great to attribute to this one factor. A large part 
of the increase was thought to be due to improved binder properties 
resulting from the NPGA being in solution.  Late addition of NPGA is 
being evaluated further in anticipation of incorporating this process 
change into the production procedures for Improved HAWK motors. 
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TABLE  1.     SPECIFICATION FOR NPGA AND ANALYTICAL DATA 
FOR OLD AND NEW LOTS 

Specified 
Characterist ic L i m i t s Old   Lot New Lot 

Water   (%) 0,04 maximum 0.028 0.030 

Hydroxyl   No. 52.5   to   57.5 56.8 53.9 

Acid  No. 1 .5  maximum 0.40 0.39 

Tin   (ppm) 50 max imum 5 5 

Volatiles   (7.) 0.5   maximum 0.09 0.10 

Refractive   Index 1.466   Co   1.468 1.466 70 1.46670 

Viscosity,   250C   (cps) 9000   to   14,000 12,100 12,400 

Reactivity 400   to  2100 800 1100 

TABLE  2.     NPGA CHARACTERISTICS  NOT   INCLUDED 
IN SPECIFICATION REQUIREMENTS 

Old New 
NPGA NPGA 

Number   (average 1904 2080 
molecular  weight) 

Weight   (average 3369 39 ID 
molecular  weight) 

Polydispers ity 1.77 1.88 

Effective  Functionality 1.72 1.66 

Viscosity  at   25°C 2.80 2.84 
Viscosity at   43°C 

TABLE  3.     GPC  DATA FOR THE INSOLUBLE SUBMIX 
FRACTION AND FOR NEAT NPGA  (NEW LOT  OF 
NPGA,   6% TP4040  IN SUBMIX) 

Insoluble Neat 
Fract ion NPGA 

Number   (average 3556 2080 
molecular  weight) 

Weight   (average 6643 3910 
molecular  weight) 

Polydispersity 1.87 1.88 
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TABLE 4.     COMPOSITION  OF THE INSOLUBLE SUBMIX 
FRACTIONS   (21 TP4040  IN SUBMIX) 

Old New 
NPGA NPGA 

NPGA (%) 67 69 

Isodccyl poiargonate (X) 16 15 

TP4040 (%) 5 2 

B2000 (Z) 12 14 

Weight (average 4605 4581 
molecular weight) 

Uydroxyl Ne. 30.4 32.4 

Submix hydroxyl No. 39.0 39.9 

TABLE 5.    MECHANICAL PROPERTIES   OF  SUSTAINER 
PROPELLANT AT VARIOUS  TP4040 LEVELS 

TP4040 Old New 
Temperature (X) Property Lot Lot 

250C 2.0 Stress (psi) 142 118 
Strain (Z) 66.1 63.2 
Modulus (ps i) 680 800 

25'C 3.5 Stress (psi) 154 138 
Strain ("/,) 62.7 58.9 
Modulus (psi) 820 910 

25 "C 5.0 Stress (psi) 167 162 
Strain (7.,) 56.6 52.6 
Modulus (psi) 940 1060 

-40oC 2.0 Stress (psi) 360 340 
Strain (7.) 78.3 75.4 
Modulus (psi) 3560 5600 

-40 "C 3.5 Stress (psi) 415 391 
Strain (Z) 74.8 75.8 
Modulus (ps i) 2890 3820 

-40°C 5.0 Stress (psi) 450 452 
Strain (%) 71.6 62.1 
Modulus (ps i) 2510 2840 

TABLE 6.     VISCOSITY DATA FOR PROPELLANT MIXES  MADE 
WITH REGULAR AND LATE ADDITION OF NPGA* 

Viscosity (kilopoise) 

Shear Stress 

5000 dynes/cm2 

Infinite 

Regular Process 

22 

4.8 

Late Addition of NPGA 

1.0 

0.6 

-New lot of NPGA 

10 
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Figure 1.  Schematic drawing of the forward end of the 
Improved HAWK rocket motor. 
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Figure 2.  GPC analysis of old and new lots of NPGA. 
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Figure 3.  Insoluble fraction of submix versus TP4040 content 
of submix, for old and new lots of NPGA. 
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Figure 4.  Effect of the quantity of insoluble fraction on 
propellant processing viscosity (new lot of NPGA) 
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Figure 7.  Effect of late NPGA addition on initial modulus, 
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Figure 8.  Effect of late NPGA addition on tensile strength. 
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Figure  9.     Effect  of   late NPGA addition on  stress/modulus  ratio. 
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Figure 10. Effect of late NPGA addition on strain capability, 
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INTRODUCTION 

Leishmania, which are hemoflagellate protozoa, are important 
pathogenic intracellular parasites which cause diseases resulting 
in cutaneous, mucocutaneous, or visceral (kala azar) manifestations. 
The parasites reside chronically in phagocytes of the reticulo 
endothelial system (1-4).  At least 12 million people are infected 
with various forms of Leishmania (4).  Leishmaniasis is highly 
infectious and represents a significant potential military health 
problem.  Leishmania donovani was first demonstrated in smears taken 
post-mortem from the spleen of an English soldier in 1900 in India 
(2).  Epidemics have occurred among soldiers fighting in the forest, 
as in Paraguay in the Gran Chaco war (3).  In recent years, armed 
forces that have operated in endemic areas, such as Colombian Army, 
the Israeli Army in the Sinai, and the U.S. Army in Panama, have had 
high attack rates in certain units.  The disease is endemic in the 
Middle East, Africa, India, China, Asian USSR, Central and South 
America, and other tropical and subtropical regions throughout the 
world.  The illness may be severe, lingering, and may be recurrent 
despite therapy with antimonial compounds, the drugs of choice (1,4). 

Treatment of leishmaniasis is hampered, and doses are limited, 
by the serious toxicities of antimonials (1).  We have developed a 
novel approach to treatment of leishmaniasis which takes advantage 
of the localization of the organism in phagocytic cells.  Our tech- 
nique consists of injection of liposomes containing antimonial drugs. 
Liposomes are artificial, biodegradable  membranes comprised of 
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Ixpids, including phospholipids and other lipids that can be obtained 
from natural or synthetic sources (5,6).  As shown schematically in 
Fig. 1, the membranes are in the form of closed concentric spheres 

Trapped Drug 
(e.g., meglumine 
antimoniate) 

Phospholipid 
(e.g., lecithin) 

Sterol 

(e.g., cholesterol) 

Charged 

Amphiphile (e.g., 
dicetyl phosphate) 

Figure 1.  Schematic illustration of a liposome 

separated by aqueous interspaces.  Various drugs can be trapped in 
the internal aqueous regions of the particles (7-10).  Upon intra- 
venous injection the liposomes automatically and rapidly (within 
minutes) "home" to the same cells that contain the Leishmania, 
namely the macrophages  in the reticuloendothelial system (7-10). The 
drug is gradually released in a high localized dose in the vicinity 
of the parasite.  In this paper we describe the effect of liposome- 
encapsulated antimonial drug on the treatment of experimental leish- 
maniasis in hamsters. 

MATERIALS AND METHODS 

Testing of suppressive effects of drugs in an experimental in- 
fection was performed by a slight modification of previously publish- 
ed methods (11,12).  Yound 50-70 g golden hamsters (Mesocricetus 
auratus) were injected intracardially with the Khartoum strain of 
Leishmania donovani.  Each injection contained 107 amastigotes ob- 
tained from spleens of donor hamsters. 

After either 3 days, 10 days, or 17 days post-inoculation of 
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parasites, test drugs in three different dosage levels were admini- 
stered intracardially daily, under "blind" experimental conditions, 
for four consecutive days.  Intracardial injections were used because 
intravenous administration is not practical in hamsters, and intra- 
muscular or intraperitoneal routes were not effective.  Eight or nine 
animals were used for each experimental group.  One day after the 
last treatment injection, all of the animals of each group were sacri- 
ficed.  The livers were removed, and the total numbers of parasites 
per liver were determined from impression smears.  Percent of para- 
site suppression  at each dosage level was calculated by comparison 
to a parallel control group consisting of 6-8 infected, untreated 
animals that had been injected intracardially with corresponding vol- 

umes of normal saline. 

Lipids were purchased from the following sources: 
phosphatidyl choline (Sigma Chemical Co., St. Louis, MO); cholesterol 
(Calbiochem, La Jolla, CA); dicetyl phosphate (K and K Laboratories, 
Plainview, NY).  Meglumine antimoniate (Glucantime R) was purchased 
from Rhodia, Inc., New York, NY.  Sodium stibogluconate (Pentostam  ) 
powder was generously supplied as a gift by Dr. R.A. Neal, Wellcome 

Foundation Ltd., Beckenham, Kent, England. 

Liposomes were prepared from a mixture of dipalmitoyl phospha- 
tidylcholine (Sigma Chemical Co.), cholesterol (Calbiochem), and 
dicetyl phosphate (K and K Laboratories) in molar ratios of 2/1.5/0.22. 
The lipids, in chloroform, were dried in a pear-shaped flask on a ro- 
tary evaporator, followed by one hour under high vacuum in a desicca- 
tor.  A small amount of acid-washed 0.5 mm glass beads was added, and 
followed by addition of a sufficient quantity of either 0.15 M NaCl^or 
0 308 M Meglumine Antimoniate (obtained from Rhodia, Inc. as Glucan 
time R) such that the phosphatidyl choline was 10 mM with respect to 
the final aqueous dispersion.  The liposomes were swollen by shaking 

for two minutes on a Vortex mixer. 

They were washed three times by diluting in 10 volumes of 0.154 
M NaCl and centrifuging at 20,200g for 10 min at 22°.  The final pel- 
let was suspended with sufficient 0.15 M NaCl so that the phospholipid 
was about 10-80 mM with respect to the aqueous suspension.  An aliquot 
(0.4 ml) was shaken with 2.1 ml of water and 2.5 ml of chloroform to 
disrupt the liposomes; the chloroform was washed twice with 2.5 ml of 
water- and the combined aqueous phases were sent an analytical labora- 
tory (Galbraith Laboratories Inc., Knoxville, TN) for quantitative 
antimony analysis.  The washed liposomes trapped ca. 2-11% of the anti- 
monial drug present in the original swelling solution. 
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RESULTS 

Fig. 2 compares the efficacies of encapsulated and unencapsula- 
ted meglumme antimoniate (Glucantime R) in suppression of leishman- 
lasis.  It is evident that the encapsulated drug was superior to the 
unencapsulated drug, or to liposomes alone.  Calculations from the 
data of Fig. 2, based on the amount of drug required to cause 50% sup- 
pression  suggested that the liposome-encapsulated drug was approxi- 
mately 350 times more effective than the drug alone 

100 

5       6      7       8       9      10     II      12 

ANTIMONY   INJECTED (mg/kg) 

Figure  2. 

Suppression of Leishmanial Infection by Liposome-Encapsulated Anti- 
monial Drug.  The hamsters had been infected for 10 days prior to 
treatment, and the indicated doses were administered daily for four 
consecutive days.  In the control the equivalent volumes of liposomes 
swollen in normal saline were given instead of liposomes swollen in 
antimonial. 
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The data of Fig. 2 were obtained with animals whose treatment 
had been initiated 10 days following infection.  Table 1 shows that 
the length of infection influenced the efficacy of therapy.  Infec- 
tions were compared that were 3, 10 or 17 days in duration before 
starting therapy.  The superior effectiveness of liposome-encapsulat- 
ed meglumine antimoniate was greater in a long-term (17 day) infec- 
tion that it was in shorter term (3 or 10 day) infections.  It should 
be noted that in Table 1 more than 100 times as much uncapsulated, 
compared to encapsulated, drug was used. 

TABLE 1.  Influence of Length of Infection on Efficacy of Treatment 

Time between infection 
and start of treatment 

(days): 
3        10        17 

Treatment Used %Suppression  

Liposomes containing 
GlucantimeR 

(1 mg/kg/day for 4 days) 99.8      82.8      61.3 

Glucantime^ 
alone 
(104 mg/kg/day for 4 days) 99.8      63.7      18 

Two different antimonial drugs, meglumine antimoniate (Glucan- 
time R) and sodium stibogluconate (Pentostam R) were compared in a 
long-term (17 day) infection (Table 2).  The doses required to pro- 
duce 50% suppression (SD50) were determined.  Under the conditions 
used, the liposome-encapsulated drugs were enhanced 700-900 times 
compared to the unencapsulated drugs (Table 2). 

DISCUSSION 

Prior to the introduction of currently used drugs, mortality in 
visceral leishmaniasis was higher than 90%; now it is reported at a 
still high level of 2-5% (3). The only drug available in the United 
States for treating all forms of leishmaniasis is sodium stibogluco- 
nate, and it has the status of an Investigational New Drug (IND) (1, 
4).  In the present study we demonstrate that encapsulation of sodium 

21 



*ALVING, STECK and HANSON 

TABLE 2.  Relative Efficacies of Two Liposome-Encapsulated, or Unen- 
capsulated, Antimonial Drugs in Treatment of a 17 Day Leishmanial 
Infection.3 

Enhancement 
Therapeutic Agent      SD5Q          Factor 

■ R 
Glucantime 175 

Liposome- 
Encapsulated 0.24 729 
Glucantime 

PentostamR 450  

Liposome- 
Encapsulated 0,52 865 
Pentostam^ 

a 

The SD50 is defined as the amount of drug antimony (mg/kg/ 
day for 4 days) required to cause 50% parasite suppression. 
The enhancement factor is the SD5o ratio of liposome-encapsula- 
ted drug vs. unencapsulated drug.  In this experiment, dimyrist- 
oyl, rather than dipalmitoyl, phosphatidyl choline was used. 

stibogluconate in liposomes resulted in approximately a 900-fold in- 
creased efficacy compared to unencapsulated drug (Table 2).  The 
differences were more marked in long-term "chronic" than in short- 
term "acute" infections (Table 1).  Chronic infections are the types 
most likely to be encountered in patients at the time of therapy. 
Meglumine antimoniate is widely used in other countries (1.4), and 
its effectiveness  also was greatly enhanced (more than 700-fold) by 
encapsulation in liposomes (Table 2). 

Antimonial agents are the drugs of choice in leishmaniasis, and 
in case of treatment failure another toxic drug, amphotericin B. often 
is used as a last resort (1,4).  Antimony belongs to the same perio- 
dic group as arsenic, and toxicities, particularly to the heart, kid- 
neys and liver are similar to those of arsenicals (1,13).  Although 
the pentavalent antimonials, such as meglumine antimoniate and sodium 
stibogluconate, are a great improvement over trivalents, the pentava- 
lents still are highly toxic, particularly in high or prolonged dos- 
age, or in undernourished individuals (1).  The doses of antimonials 
that can be given to patients are limited by potential toxicity, and 
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the ratio of (effective dose/toxic dose) is not very high. Although 
we do not have definitive evidence yet, we anticipate that encapsula- 
tion of antimonial drug in liposomes, and rapid uptake of liposome by 
reticuloendothelial cells, will minimize systemic toxic antimonial 
effects, especially those due to acute cardiomyopathy and toxic nephri- 
tis,  Toxicity also may be minimal because, based on our animal model, 
less than 0.15% of an ordinary therapeutic dose may be used for equi- 
valent results.  In the doses approved for clinical use (for example, 
under the conditions of the IND for sodium stibogluconate) treatment 
failures are common.  Because of the greatly enhanced efficacy of 
liposome-encapsulated drugs, it may be possible to overcome the pro- 
blem of treatment failure by raising the dosage without increasing 
the risk of severe toxicity. 

SUMMARY 

We describe a novel technique for treating leishmaniasis by en- 
capsulation of antimonial drugs in liposomes.  The liposomes travel 
in the bloodstream to the same cells in which the Leishmania organism 
lives, namely the phagocytes of the reticulothelial system in the 
liver and spleen.  The systemic toxicities of the antimonial agents, 
which ordinarily are substantial, presumably would be minimized by 
encapsulation in liposomes and by rapid uptake of liposomes by phago- 
cytes.  In an animal model, consisting of experimental visceral leish- 
maniasis in hamsters, we found that liposome-encapsulated antimonials 
were 350 - 900 times more effective than unencapsulated drugs in sup- 
pressing the infection. 
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INTRODUCTION 

A wide variety of semiconductor devices utilizing gallium ar- 
senide (GaAs) are currently under development by the Army for use in 
secure communication and improved surveillance systems. GaAs is a 
semiconductor material characterized by a very high electron mobility, 
a direct band gap of 1.43 eV, and a high intrinsic resistivity 
(y  10  ohm-cm).  The low field mobility of electrons in GaAs is one 
of its greatest 'attributes and offers high frequency operation in de- 
vices such as the field effect transistor (FET).  The GaAs FET, a 
critical component in emerging military systems, is experiencing a 
rapidly expanding use in oscillator, mixer, logic element, power am- 
plification, and low noise/high gain applications.  This device threat- 
ens to replace virtually all low noise traveling wave tubes at frequen- 
cies from 4 to 30 GHz; is an attractive substitute for difficult to 
manufacture devices such as Gunn diodes for 4 to 8 GHz operation; and, 
monolithically fabricated as logic gates, can function at speeds to 
10 GHz.  In general then, GaAs FET's will eventually replace device 
configurations of more complex circuitry.  However, its full potential 
has not been realized, largely due to the chronic material problems 
experienced by device manufacturers. 

It is commonly held that the quality of semi-insulating sub- 
strates available to GaAs FET manufacturers is one of the major bar- 
riers to achieving high performance and reliable devices (1).  Recent 
studies relating substrate quality to device performance stress that 
the principal problem appears to be the outdiffusion of acceptors 
such as chromium (added for compensation) or those caused by point 
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defects in the crystal lattice.  In order to prevent this diffusion, 
one must either grow a buffer layer or reduce the acceptor impurity 
levels contained in the starting materials and/or resulting from the 
growth process.  Also, the formation of crystal dislocations and va- 
cancies must be minimized during the growth of the GaAs boule.  These 
material problems directly manifest themselves in the GaAs FET's elec- 
trical parameters and reliability, particularly its drift in gain 
characteristics.  Not only do the devices exhibit both short- and long- 
term drift, but each device appears to have its own unique drift sig- 
nature.  This drift phenomena seems to be caused by two mechanisms; 
surface depletion effects, and electrically active impurities and 
traps at the interface between the substrate and the active device 
layer.  The solution to problems associated with impurities, vacancies, 
and traps within the semi-insulating substrates is the major objective 
of this research effort. 

CRYSTAL GROWTH 

Gallium arsenide, a III-V compound semiconductor, has the zinc 
blende structure consisting of two interpenetrating face centered cubic 
(fee) sublattices.  One fee sublattice describes the position of the 
Ga atoms and the other. As atoms.  The technology involved in the 
growth of GaAs is considerably more complicated than that employed for 
silicon.  In the case of GaAs, one is dealing with more complicated 
binary phase equilibria and a highly volatile component, arsenic. 
Exact stoichiometry of the GaAs compound must be maintained during the 
growth process in order to achieve high mobility and crystal perfec- 
tion.  This requires precise control of the arsenic vapor pressure in 
the chosen growth system.  The bulk compound is normally formed by 
the reaction of arsenic vapor with Ga metal at elevated temperatures 
in sealed quartz ampoules as shown in Figure 1.  Typically, an As 
reservoir contained at one end of the ampoule is heated to 600 C. This 
generates approximately 1 atm of arsenic pressure in the system, a 
prerequisite for maintaining the stoichiometry pf a GaAs melt (2). 
The arsenic vapor is reacted with gallium metal (%  1260 C) contained 
in a quartz or pyrolytic boron nitride boat located at the other end 
of the ampoule.  After the Ga has been completely reacted, single- 
crystal growth may be initiated by programmed cooling (gradient freeze) 
or by physically moving the ampoule (horizontal Bridgman) through 
proper temperature gradients.  This indirect approach for the com- 
pounding and growth of GaAs is used because of the high vapor pressure 
of As at its melting point and at the melting point of GaAs, % 20 atm 
at 817 C, and %  60 atm at 1238 C, respectively. 

Another approach to the growth of bulk GaAs, which is gaining 
favor, is the liquid encapsulated Czochralski technique (LEG CZ) 
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Figure I.  GaAs compounding furnace and temperature profile. 
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shown in Figure 2,  In this method, the vaporization rate of arsenic 
from molten GaAs is reduced by placing a molten layer of a nonreactive 
encapsulant (boron oxide) on the melt surface.  An inert gas pressure, 
which is higher than the vapor pressure of the melt, is then maintained 
over the molten boron oxide layer.  A rotating seed crystal contacting 
the molten GaAs is then slowly withdrawn through the liquid encapsulant 
while the temperature is regulated to obtain the desired diameter crys- 
tal.  Although this method has the advantages of being able to prepare 
large diameter crystals in a relatively short period of time, a major 
drawback is the fact that the GaAs feed material must be compounded in 
quartz ampoules.  This two-stage process has an inherently higher re- 
sidual donor concentration relative to gradient freeze or horizontal 
Bridgman grown GaAs due to the Increased handling.  A one-step process 
would be of great importance to microwave device manufacturers in that 
higher purity, large diameter substrates could be more economically 
produced. 

The use of quartz as a container for As, Ga, and molten GaAs, and 
as a reaction vessel can lead to appreciable silicon contamination (3). 
Since silicon can act as a shallow donor or acceptor in GaAs (4), in- 
corporation of a very small amount can preclude one from obtaining 
high  resistivity material.  Various schemes have been used to reduce 
the dissociation of the quartz components in order to suppress silicon 
contamination.  These include pyrolytic boron nitride liners (5), 
deliberate introduction of oxygen (6), and addition of gallium oxide 
(7).  All schemes in use still add impurities which detrimentally 
affect mobility, resistivity, thermal conductivity, and crystal per- 
fection.  Chrome, a midgap acceptor, is normally added to compensate 
shallow donors in GaAs, thereby making it semi-insulating (>10^ ohm-cm). 
There are, however, drawbacks to its use.  If the GaAs material has 
too many shallow donors (> 5xl0l6/cm3)) not enough chrome can be added 
to compensate the carriers because of its small distribution coeffi- 
cient in GaAs O 10~^). 

The addition of a large amount of chrome to the melt can cause 
formation of precipitates in the growing crystal (8).  Also during 
epitaxial processing and device operation, chrome has been observed to 
migrate to the substrate/epi-layer interface and act as a charge trap 
(9).  The in-situ compounding and subsequent crystal growth of semi- 
insulating GaAs,which we describe in this article, is a one-step proc- 
ess which completely eliminates, for the first time, all dependence on 
quartz components.  This approach will lead to reduced silicon and 
oxygen impurity levels and thus reduce or eliminate the present levels 
of chrome doping required for compensation. 
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The technique which we have developed for the growth of high pur- 
ity semi-insulating GaAs consists of reacting elemental gallium and 
arsenic under a molten encapsulant.  The charge was contained in pyro- 
lytic boron nitride crucibles at nitrogen pressures to 100 atm.  A 
specially designed high pressure Czochralski crystal pulling system 
was used for maintaining the high pressure nitrogen gas ambient and 
for growth of the bulk GaAs single crystals (Figure 3).  This system 
contains provision for the following: rotation of the crystal and/or 
crucible; raising and lowering of the crystal and/or crucible; remote 
control of temperature, gas flow pulling and rotation rates; TV process 
monitoring; cryo fore-pumping; vac-ion pumping to l0~->  torr; hydraulic 
lifting of the chamber; and is designed for operation at pressures to 
135 atm with neutral, oxidizing or reducing ambients.  Other facilities 
have been installed to support this system with high-purity water, 
high-purity high-pressure nitrogen gas, vacuum drying, and a dust-free 
fume hood with rinse tanks. 

The in-situ compounding and LEG CZ crystal growth of GaAs was 
carried out in the following manner.  Stoichiometric quantities of 
high-purity gallium (Aluisse 99.9999%+) and arsenic (Canyonlands 21st 
Century) up to a total of 400 grams were weighed and placed in pyroly- 
tic boron nitride (PEN) crucibles approximately 5 cm in diameter.  The 
PEN crucibles were cleaned prior to loading by etching in a 1:1 solu- 
tion of electronic grade HC1 and de-ionized water for 10 minutes. 
After etching, the crucibles were rinsed with de-ionized water, meth- 
anol, and vacuum dried overnight at 200 C.  The crucibles after being 
loaded were placed in carbon coated graphite or tantalum susceptors 
located inside the Czochralski pulling chamber.  A 450-kHz radio fre- 
quency induction unit was used for heating.  A dehydrated pellet of 
boron oxide encapsulant (Yamanaka Chemical Ind. Ltd.), weighing approx- 
imately 30 grams and 3.5 to 4.8 cm in diameter, was placed on top of 
the charge as shown in Figure 4.  When molten, this pellet provided 
an encapsulant depth of approximately 1.2 cm. 

The moisture content of the boron oxide encapsulant has been 
found to be critically related to the growth of high quality, twin- 
free single crystals of GaAs.  If the boron oxide contains an excessive 
amount of moisture, many bubbles are continuously formed by the reac- 
tion of this moisture with the GaAs melt.  These bubbles form at the 
GaAs melt/liquid encapsulant interface and subsequently rise to the 
surface releasing arsenic.  These bubbles can promote twinning of the 
crystals and lead to nonstoichiometric arsenic deficient GaAs.  Al- 
though the pellets of boron oxide appear completely dehydrated, they 
still contained a considerable amount of moisture, and use as received 
was unsatisfactory.  An oil-free, high-vacuum baking system was con- 
structed to further dehydrate the pellets.  Heating the boron oxide 
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to 1,000 C at 10  torr in induction heated platinum/gold crucibles 
was found to give very satisfactory results.  After cooling to room 
temperature, the pellets were quickly removed and placed on top of the 
charge in the pulling chamber. 

After the growth station was established (susceptor, crucible, 
gallium, arsenic, boron oxide, etc.) and the chamber closed, the system 
was evacuated to 10  torr by a cryopump and to 10"  torr by a vac-ion 
pump.  The system was then slowly heated to 325 C to remove any resi- 
dual moisture and to vaporize arsenic oxides.  If the temperature ex- 
ceeded 325 C, significant amounts of arsenic were found to have been 
lost by volatilization prior to compounding.  After several hours, the 
system was then backfilled with high purity nitrogen gas to 3.3 atm 
and the temperature increased to 450 C.  During this step, the boron 
oxide was melted and flowed into the voids.  The high purity nitrogen 
gas used in these runs was obtained by vaporizing liquid nitrogen at 
3.3 atm and then charging storage tanks at 100 atm with an oil-free, 
high-pressure booster pump.  After the boron oxide was completely 
melted, the nitrogen gas pressure in the pulling chamber was increased 
to the pressure to be used during GaAs compounding.  This was varied 
from 40 to 80 atm and was found to greatly influence the yield of 
usable GaAs.  At 40 atm, a GaAs yield of 90% was obtained with the 
remaining arsenic lost from the crucible.  At 80 atm nitrogen over- 
pressure, a GaAs yield of 99% was obtained. . The reaction could be 
directly observed with a built-in TV monitor and also by a rapid tem- 
perature rise when approaching 700 C.  This achievement represents 
the first time GaAs has been synthesized in a silica-and carbon-free 
environment and, therefore, should exhibit very low levels of oxygen 
contamination.  Samples are being analyzed to ascertain the levels of 
these trace impurities and oxygen. 

Single crystals of GaAs were grown from the in-situ compounded 
material directly after synthesis by the LEG CZ technique as previously 
shown in Figure 2.  All crystals were grown in the <111> B direction 
(arsenic face towards the melt).  Seed material was obtained from 
Laser Diodes, Inc.  Nitrogen ambient gas pressures were used from 1.3 
to 7.7 atm absolute during LEG CZ growth.  At pressures to approxi- 
mately 2 atm, a significant amount of arsenic was being lost and 
severe thermal etching of the crystal's surface was observed.  When 
the pressure was increased to 2.3 atm and above, the arsenic loss was 
seen to significantly decrease. At nitrogen overpressures of 3 atm 
and above, thermal etching (arsenic loss from the crystal's surface) 
was considerably reduced. 

Growth rates were generally between 1 to 1.5 cm per hour.  Both 
concurrent and countercurrent rotation of crucible and crystal were 
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used at rates of 5 and 15 rpm respectively.  The rotation direction 
of the crystal and crucible seemed to have a direct bearing on the 
shape of the melt/crystal interface, concurrent rotation producing a 
more convex interface. 

ELECTRICAL MEASUREMENTS 

The measurements of resistivity, mobility and Hall coefficient 
were performed by using the van der Pauw method (11) with an automated 
dc system (Figure 5).  The van der Pauw technique is unique in that it 
requires only four contacts located anywhere on the periphery of a 
uniformly thick sample of arbitrary shape.  However, the gain realized 
by reduced sample contacting and geometrical constraints is offset by 
the necessity that current and voltage leads be interchanged between 
different pairs of contacts.  Various sample configurations have been 
devised to minimize the requirement that the electrical contacts be 
of a finite size and located at the sample's circumference (12).  In 
this work, the conventional "clover-shaped" sample geometry was re- 
placed by a "Greek-cross" structure which has been shown to be a valid 
van der Pauw configuration provided the arm length is equal to or 
greater than the arm width (13). 

The resistivity, p, in ohm-cm is given by 

n - ^ I  ^B.CD + ^CDA^ _ r -. P " ln2^     ~ ~/F L1.] 
VAB V where R. = -^  ,   R = Js± fVl 

AB,CD       ICD BC.DA       1^ L2J 

in units of ohms, t is the sample thickness in centimeters and F is 
the van der Pauw factor which is a dimensionless quantity dependent 
only upon the ratio of RAB,CD/RBC,DA and is defined by the transcen- 
dental equation 

cosh lllll    RAB,DC/RBC,DA  "   1    \l   eln2/F [3] 
\ *   "AB^D^BCDA +   l     J      2 

The Hall mobility, p, in square centimer per volt second is given by 

^=108iARAC,BD W 

where B is the applied magnetic field in gauss and ARAC,BD is the 
change in resistance when the magnetic field is applied perpendicular 
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to the sample.  The carrier density, n, in cm--^ is calculated from p, 
y, and the electronic charge, q, in coulombs, using 

n = 1/pqy [5j 

3 
while the Hall coefficient, R^, in cm /coulomb is found from 

RH = 1/nq = py [6] 

The interchanging of current and voltage leads, reversing of the 
direction of current flow and calculation of parameters expressed by 
Eqs. lj-~6j are accomplished by an automated dc system as shown in 
Figure 5.  The scanner, under control of the programmable calculator, 
sequentially connects and switches the appropriate current and voltage 
leads from the sample to the current source and digital voltmeter. 
Measurements of voltage and current are made under forward and reverse 
current flow.  The resistances given by Eq. \2j   and contained in Eq. 
f4I are then determined by the programmable calculator.  Knowing the 
ratio of R^g CD to  Rgc DA? a relaxation method incorporating an inter- 
active procedure to obtain successive approximations to the first de- 
rivative of Eq. [3] is utilized by the programmable calculator to de- 
termine the van der Pauw factor, F.  Having determined F, the calcula- 
tions of p, y, n and R^ proceed with results being tabulated by the 
output printer.  Measurements at both 77 K and 300 K are performed in 
this manner.  For the Hall parameters a dc magnetic field of 5 to 10 
kG is applied in both directions. 

The "Greek-cross" structure is fabricated by mounting the GaAs 
substrates on a glass microscope slide, covering the material with a 
metal mask with subsequent removal of excess material by careful sand- 
blasting.  Electrical contacts are made by alloying small indium pel- 
lets at 350 C in a forming gas atmosphere by use of a "Penzac" type 
furnace. 

SUMMARY 

The gallium arsenide field effect transistor, a critical component 
in a wide variety of military communication and surveillance systems, 
has not achieved its full potential in part due to poor and unpredict- 
able quality semi-insulating substrates.  Trace impurities such as 
silicon, carbon, and oxygen, incorporated during compounding and subse- 
quent crystal growth are believed to be the major causes of the sub- 
strate problem.  A new modification of the liquid encapsulated 
Czochralski crystal growth process has been developed which employs 
in-situ compounding of GaAs from its elements at ambient gas pressures 
to 80 atm.  This approach represents the first time GaAs has been 
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synthesized and subsequently grown by a one-step process in a silicon- 
and carbon-free environment.  This technique, employing high-purity 
gas ambients, and oil-free, high-vacuum bake-outs of the starting mate- 
rials, should lead to the lowest background levels of oxygen, silicon, 
and carbon obtainable in semi-insulating GaAs grown by the liquid en- 
capsulated Czochralski process.  Also, the present requirement for 
chrome compensation should be reduced or eliminated, dislocation den- 
sities decreased, substrate properties made reproducible, and the 
thermal conductivity improved.  Preliminary data on the first GaAs 
boules grown by this in-situ compounding approach indicates high 
resistivity material is consistently being grown (> 10^ ohm-cm) without 
intentional compensation. 
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Extensive thermal injury is one of the most severe stresses ex- 
perienced by individuals in contemporary society.  Metabolic, circula- 
tory, and thermoregulatory alterations characterize the major compensa- 
tory adjustments following injury and, to a large extent, determine 
the survival potential of the patient.  The initial response to injury, 
termed "burn shock," usually lasts 24-48 hours and is associated with 
a marked depression in the patient's metabolic rate, body temperature, 
and circulation.  Following successful resuscitation, the patient grad- 
ually becomes hypermetabolic and febrile.  These increases in body tem- 
perature and metabolism vary with the extent of injury, reach a peak 
within the first two weeks, and then slowly return to normal with wound 
coverage and healing.  Since these metabolic and thermoregulatory ad- 
justments have been well documented by Wilmore and colleagues (1-4), 
the intent of these experiments is to characterize the associated car- 
diovascular changes which occur with thermal injury.  Particular em- 
phasis is placed on wound blood flow to include factors involved in its 
regulation, and the impact of wound perfusion on the total circulatory 
status of the burn patient. 

Acute loss of blood volume precipitates the initial bum shock 
phase of injury (5).  During this phase, the patient becomes hypoten- 
sive and cardiac output drops below normal.  With volume expansion and 
increased total peripheral resistance, blood pressure returns toward 
normal, and cardiac output begins to recover. After 24-48 hours, blood 
pressure stabilizes at a normal level but cardiac output continues to 
climb, associated with a progressive increase in plasma volume and de- 
creasing peripheral resistance.  The extent of this rise in total body 
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circulation Is generally related to the size of the surface wound and 
may reach levels 2-3 times normal in the more extensively injured pa- 
tients.  The magnitude of this circulatory response is best appreci- 
ated in the sleeping patient when the level of activity reflects the 
minimal requirements for life.  Typically, a patient with a 50% total 
body surface wound will, in this basal state, maintain a heart rate 
of 120-140/min and a cardiac index in excess of 7 L/m2-min (6). For 
normal uninjured persons to generate comparable levels of total body 
blood flow, they would have to work at roughly one half of their 
aerobic capacity. For most people, this would correspond to a good 
brisk jog.  While the well trained athlete may do this amount of exer- 
cise for several hours each day, the bum patient must sustain this 
hyperdynamic circulation for at least several weeks.  The exact time 
course of this circulatory response to thermal injury has not been 
well defined but presumably follows a course similar to metabolism 
and body temperature and returns toward normal with wound healing. 

Gump and associates (7), in 1970, were the first to partition 
this extra blood flow.  They noted that, as in exercise, the resting 
cardiac index of burn patients was linearly related to oxygen con- 
sumption but, at every level of aerobic metabolism, bum patients had 
higher cardiac outputs than other febrile surgical patients. They al- 
so found that splanchnic blood flow in three severely burned patients 
was slightly increased but represented a smaller portion of the car- 
diac output than it did in normals or patients with postoperative in- 
fection.  From this, they concluded that a large portion of the in- 
creased cardiac output of burn patients was directed to the periphery. 

Later, Wilmore, et al (3), provided additional indirect evi- 
dence to suggest that most ot the extra peripheral circulation was 
directed to the body surface.  They found that bum patients main- 
tained above-normal surface temperatures despite increased evapora- 
tive cooling of the wound and concluded that this elevated skin 
temperature could be the result of increased superficial blood flow. 
Additional support for this thesis was provided by demonstrating that 
the coefficient of core-to-skin heat conductance, an index of skin 
blood flow, was twice normal in burned patients. Although these in- 
direct measurements did suggest an increase in superficial blood flow 
in burn patients, the influence of the bum wound on the distribution 
of this elevated peripheral blood flow remained unknown.  To address 
this problem, a series of studies were designed to measure peripheral 
blood flow in injured and uninjured limbs of burn patients and to 
partition this flow into that directed to the bum wound, normal skin, 
and resting skeletal muscle of the limbs. 
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MATERIALS AND METHODS 

Subjects 

Over 60 thermally injured patients were studied. The size of 
injury ranged from 3-86% of the total body surface. Patients selected 
for study were 1) from 15 to 55 years of age and free of any disease 
prior to injury; 2) normotensive and hemodynamically stable after an 
uneventful resuscitation; 3) in a normal state of hydration with a 
hematocrit greater than 33, and without abnormalities in serum elec- 
trolyte concentration, osmolality, or pH; 4) free of systemic infec- 
tion as determined by clinical symptoms and signs and daily blood 
cultures; 5) 6-27 days postinjury, after removal of the eschar, and 
before significant healing had occurred. 

The wounds were treated by a variety of techniques. Most pa- 
tients were treated by the exposure method and received topical ap- 
plications of a silver sulfadiazine cream (Silvadene cream) to the 
injured surface, but several patients were treated with 11% mafenide 
acetate topical antibiotic  (Sulfamylon cream).  Some wounds were 
covered with dressings soaked in saline, 5% mafenide-saturated dres- 
sings, or 0.5% silver nitrage; two were treated with cutaneous allo- 
graft biological dressings.  Although the effects of these treatments 
on limb blood flow are unknown, they do involve considerable manipu- 
lation of the patient, often resulting in discomfort.  Therefore, to 
insure that each .subject was well rested for the study, such proce- 
dures were minimized for at least 8 hours prior to the study. 

Study Design 

Two basic studies were performed.  In the first, total limb 
blood flow was measured by a specially designed venous occlusion 
plethysmograph.  In the second study, resting skeletal muscle blood 
flow was determined by a standard clearance technique. 

The experiments designed to measure leg blood flow took place 
in an environmental chamber described previously (3).  Room tempera- 
ture was maintained at 300C, and relative humidity ranged between 40 
and 50%.  Control subjects were studied in shorts or shorts and halter, 
and patients were similarly draped with light cotton towels. The post- 
absorptive subject was moved to the study room in the early morning 
and placed in bed. Water was given on request and, in some patients, 
intravenous infusion of 0.04 M sodium chloride solution was maintained 
to insure normal hydration. Nine copper-constantan thermocouples were 
attached to the skin at the same sites for all subjects (dorsum of 
foot, lateral and posterior calf, posterior and anterior thigh, dorsum 
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of hand, forearm, abdomen, and low back).  Leg skin temperatures were 
monitored from both legs, using five additional thermocouples, in pa- 
tients with asymmetric leg bums.  In those patients treated in dres- 
sings, the thermocouples were placed on the wound under the dressing. 
A rectal probe was inserted to a depth of 10 cm from the external 
anal sphincter. Rectal and total body mean skin temperatures were 
monitored at 5-minute intervals throughout the study to insure that 
subsequent manipulation of the subject had no appreciable effect on 
body temperature. 

After the subject had rested quietly for at least one hour, 
the steady-state mean leg skin temperature was determined for the 
left leg, and the thermocouples were removed.  This leg was then in- 
serted into a soft pliable, water-impermeable boot and placed in a 
full-length plethysmograph.  Water was added to the plethysmograph at 
a temperature equal to the predetermined mean leg skin temperature 
and maintained at this temperature throughout a 30-minute equilibra- 
tion period and the following 8-10 blood flow measurements.  Setting 
water temperature equal to that of the leg surface when exposed to 
the air maintained comparable rates of heat exchange across the limbs 
while in the plethysmograph and prevented either transient or pro- 
longed changes in body temperature during leg blood flow measurements. 
A 2- to 3-minute interval separated the blood flow determinations. 

The validity (8), simplicity, and noninvasive character of 
venous occlusion plethysmography make this the optimal approach to the 
study of peripheral blood flow in critically injured patients.  The 
plethysmograph used in this study, a rigid, rectangular box made of 
clear plexiglass, is illustrated in Fig. 1. To facilitate its use in 
injured limbs, it can be disassembled into three sections, a thigh 
plate and attached boot, a trough section with mesh sling to support 
the leg, and a full length top.  The patient's leg was slipped through 
a tailor made opening in the thigh plate and into a large loose fit- 
ting, polyvlnyl boot.  The boot served to form a freely expandable, 
watertight seal between the limb and the plethysmograph, preventing 
fluid exchange across the bum wound and minimizing contamination. The 
boot and thigh plate were advanced to the proximal thigh and the leg 
placed in the mesh sling of the plethysmograph. The three sections of 
the plethysmograph were then locked together and the box filled with 
water equal to the mean skin temperature of the leg under study. 

Venous occlusion was accomplished by rapid inflation of a 10 
centimeter wide toumiquet cuff placed as high on the upper thigh as 
possible.  Occlusion pressure was varied for each subject to obtain a 
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maximal rate of limb swelling.  With venous occlusion, the limb 
swells, and the change in limb volume causes water to rise in a chim- 
ney located on top of the plethysmograph.  The increase in column 
hydrostatic pressure is converted to an electrical signal, amplified 
and recorded. 

The plethysmograph was calibrated periodically with the leg 
in place.  The volume of the limb within the plethysmograph was de- 
termined by subtracting the volume of water in the plethysmograph 
from its known capacity.  The eight to 10 flow measurements were 
averaged and leg blood flow expressed in ml/100 ml leg volume per 
minute. 

In a separate set of experiments, resting skeletal muscle 
blood flow was determined in 10 bum patients (mean burn size = 42.5% 
total body surface, range 25.5-82%).  The criteria for patient selec- 
tion were the same as described earlier.  All subjects were confined 
to bed for a minimum of one hour prior to muscle blood flow measure- 
ments.  The actual studies took place in the Nuclear Medicine Clinic 
of the hospital where the ambient temperature was 25-270C.  Since 
this was slightly below thermal neutrality for resting burned pa- 
tients, patient comfort was achieved by covering them with light cot- 
ton blankets.  All subjects rested supine throughout the 20-30 minute 
study. Only those patients who rested quietly during the actual test, 
without any leg and/or foot movements, were included in this study. 

Blood flow in the tibialis anterior muscle of the lower leg 
was measured by -'--"Xe clearance as described by Lassen, et al (9) . 
Basically, radioactive xenon gas (133xe) is dissolved in sterile 0.9% 
NaCl solution to a concentration of 0.5-1.0 mc/ml, and 0.1 ml of this 
solution is injected 1-2 cm into the tibialis anterior muscle through 
a 25 gauge hypodermic needle. The disappearance of 133xe is monitored 
for 20-30 minutes postinjection by a collimated scintillation probe 
placed directly over the injection site.  Simultaneous measurements 
were performed on both legs in four control subjects and five pa- 
tients. Muscle blood flow (MBF) is calculated from the tangent to the 
logarithmic curve of "3X6 washout. 

MBF (ml/100 g muscle-min) = 4--100-"dQ/dt 

Q(t) 
where -4? is the partition coefficient for 133xe (amount of tracer in 
one gram of tissue/amount of tracer in one ml blood) and -dQ/dt 

Q(t) 
describes the clearance rate of l-^xe relative to the amount present 
at time t; 0.70 was the value utilized for-* in both control subjects 
and patients. 
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RESULTS 

Total leg blood flow was essentially normal in the uninjured 
legs of bum patients (Table 1) , but increased in a curvilinear man- 
ner with the size of leg bum and approached a plateau of 8.0 ml/100 
ml'min as the extent of leg injury exceeded 60% (Fig. 2).  Resting 
skeletal muscle blood flow, however, was normal in burn patients 
(Table 2) . 

DISCUSSION 

These leg blood flow measurements(1Q,11) clearly demonstrated 
that peripheral blood flow is increased during the hypermetabolic- 
hyperdynamic phase of thermal injury and strongly suggest that a ma- 
jor portion of this extra blood flow is directed primarily to the 
bum wound. 

Increased wound blood flow was supported by two additional ob- 
servations.  For example, in the third degree wound, which is associ- 
ated with superficial vascular thrombosis, leg blood flow was near 
control levels shortly after injury.  Neovascularization is a constant 
feature of wound repair, and the development of granulation tissue in 
the open wound corresponds structurally with a dense, superficial, 
vascular bed. With time, therefore, blood flow increased to reach 
levels predicted from the size of limb bum, presumably associated 
with the formation of a richly vascularized wound bed.  In contrast, 
partial-thickness injury does not ablate the superficial vascular bed 
and blood flow was elevated in these limbs as soon as circulatory 
volume was restored.  A second example of increased wound perfusion 
developed subsequent to leg blood flow measurements before and after 
excision to fascia of a 82.5% leg surface wound.  With the removal of 
the burn tissue, leg perfusion dropped from 5.27 to 3.33 ml/100 ml* 
min. 

The increased rate of wound perfusion is, in part, responsible 
for the elevated surface temperatures of these patients. This is most 
evident in two groups of patients with and without leg bums but with 
comparable core and total body mean skin temperatures (Table 1). 
Since these two groups maintained similar levels of body heat content, 
the higher surface temperatures of the burned legs can only be the re- 
sult of higher superficial blood flows. Considering the increased 
evaporative cooling which occurs from the bum wound, the impact of 
increased superficial blood flow in maintaining an elevated surface 
temperature is even more impressive. 
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These peripheral blood flow measurements in bum patients make 
it possible to characterize the shift in limb perfusion following 
thermal injury (Fig. 3). Stolwijk (12) has partitioned resting leg 
blood flow as follows: 29% to muscle, 46% to skin, and 25% to the re- 
mainder. Assuming little or no change in either muscle, fat, or bone 
perfusion, blood flow to the skin of an unbumed leg, in a typical 
patient with a 50% total body surface bum, increases by no more than 
7% above normal.  If this same bum patient had a wound covering 50% 
of his leg, limb blood flow would approach 8 ml/100 ml leg volume per 
minute. Since the size of limb burn has no effect on resting skeletal 
muscle blood flow, 80% of total leg flow in this patient would be di- 
rected to the surface with the vast majority going to the bum wound. 

What are the factors responsible for this redistribution of 
peripheral blood flow following thermal injury? Leg blood flow in 
uninjured legs of bum patients is normal, in spite of the elevated 
rectal temperature.  A comparable degree of hyperthermia in resting 
normal man would result in a 4-5 fold increase in leg blood flow(13). 
Control levels of blood flow to the uninjured limbs suggest that these 
febrile patients vasoconstrict normal skin.  Since such cutaneous 
vasoconstriction is an appropriate heat conservation response during 
fever, why does the wound remain dilated?  The selected elevation in 
wound blood flow cannot be explained by a complete loss of intrinsic 
vascular smooth muscle tone.  This was demonstrated by the capacity 
of severely burned legs with high basal flows to vasodilate further 
when limb surface temperature was increased (Fig. 4) (10) .  The bum 
wound appears to be "functionally" denervated, however, since it fails 
to vasodilate when its temperature is held constant and the patient's 
core temperature elevated 0.4-0.5oC by external heating (Table 3)(14). 
This loss of neurogenic vasomotor control of the bum wound, when nor- 
mal skin vasodilates appropriately (Fig. 5), is most likely the com- 
bined result of 1) actual physical disruption of sympathetic vasomotor 
nerves at the time of injury, and 2) the presence of local inflamma- 
tory and metabolic factors which interfere with neuromuscular trans- 
mission in vessels which retain their innervation. Possible chemical 
vasodilators identified in the bum wound include such inflammatory 
products as histamine, kinins, and various prostaglandins (15,16,17). 
The anaerobic nature of granulation tissue is evident by increased 
rates of lactate production in the injured extremities (6).  This 
metabolic environment with the associated release of lactate in the 
wound may also contribute to local vasodilation and interfere with 
extrinsic vasomotor influences.  Actual physical denervation of wound 
microvasculature is most apparent after inflammation subsides and the 
wound is completely healed. While local chemistry should approach 
that of normal skin with wound closure, reflex vasomotor control to 
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the healed wound is still markedly reduced.  The most likely explana- 
tion for this lag in reinnervation of the bum wound is the evidence 
that regeneration of sympathetic nerves in granulation tissue is slow 
and vascular reinnervation often incomplete, particularly if split- 
thickness skin grafts are utilized (18,19). 

Regardless of the precise mechanisms responsible for the loss 
of neural control of wound vasculature, this functional denervation 
will allow local environmental factors to exert a greater influence 
on wound perfusion.  Consequently, the control of wound circulation 
becomes less like that of normal skin and more like that of other 
critical tissues (heart, brain, and active skeletal muscle), the 
blood flows of which vary as a function of local metabolic conditions 
rather than as  part of integrated total body thermoregulatory or baro- 
receptor reflexes. 

What is the impact of this high obligatory wound blood flow on 
the distribution of total body circulation in the bum patient?  The 
estimated cardiac index of a "typical" patient with a 50% total body 
surface burn wound exceeds 7.0 L/m^'min. Based on actual measurements 
of splanchnic (7), limb (10), muscle (11) and renal (unpublished data) 
blood flow, and assuming no change in brain circulation but a rise in 
coronary perfusion proportional to change in total flow, one may par- 
tition the cardiac index of this hyperdynamic patient (Fig. 6).  This 
estimate describes a general shift in the distribution of total body 
circulation toward the periphery with the major portion of the extra 
flow going to the wound.  This increase in superficial flow is, how- 
ever, well within maximum levels of cutaneous flow observed in 
resting-normal man under severe heat stress (20) . 

The dominance of local wound effects on the distribution of 
peripheral blood flow in patients with marked systemic alterations in 
metabolism and thermoregulation demonstrates the priority of the wound 
in the body's homeostatic response to injury.  High obligatory wound 
blood flow is the major cause for the marked increase in total body 
circulation following thermal injury.  Our calculations indicate that 
as much as 50-60% of the extra blood flow is directed to the burn 
wound.  This increased superficial blood flow severely reduces the 
capacity of the patient to conserve body heat and maintain the febrile 
state.  The associated increase in body heat production necessary to 
compensate for this insulative defect places additional metabolic de- 
mands on the cardiovascular system.  In other words, the major portion 
of the increase in total body circulation either goes directly to the 
bum wound or develops indirectly as a consequence of the effects of 
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this high obligatory wound blood flow on the thermal balance of the 

patient. 

The combined magnitude and duration of these circulatory ad- 
justments to thermal injury represent a severe test of the body's 
cardiovascular system.  The capacity to generate and sustain the 
required circulatory activity is a major determinant of the pa- 
tient's ability to survive the Initial injury and ultimately heal 

the wound. 
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Figure 1.  Leg plethysmograph.  This design 
provides a safe,comfortable, noninvasive ap- 
proach to the study of peripheral blood flow in 
critically injured patients. 

Temperature (0C) Controls No Leg Burn Leg Burn 

Rectal 

Mean Skin 

Mean Leg Skin 

37.0 + 0.1 

34.5 + 0.1 

33.9 + 0.2 

37.9 + 0.2 

35.4 + 0.3 

34.6 t 0.3 

38.0 + 0.1 

35.8 + 0.2 

35.4 t 0.2 

Leg Blood Flow 
(ml/100 mlTnin) 2.74 + 0.16 3.13 + 0.21 5.89 + 0.68 

Table 1.  Local effects of leg burn wound on 
limb blood flow and surface temperatures. 
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Fig. 2.  The effect of local injury on leg blood flow. 
Leg blood flow increases with the extent of limb bum, 
suggesting that the extra blood flow is directed to the 
surface wound. 

CONTROLS 

SMALL LEG BURNS 

LARGE LEG BURNS 

3.29 + 0.24 

3.47 + 0.50 

3.57 + 0.28 

Table 2.  Resting skeletal muscle blood flow 
(ml/100 g-min) following thermal injury.  The 
local presence of a burn wound has no effect 
on muscle perfusion.  Values represent group 
means + S.E.M. 
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Figure 3.  The estimated 
distribution of peripheral 
blood flow following a 50% 
total body surface (%TBS) 
burn.  Leg blood flow is es- 
sentially normal in the un- 
injured limbs (0% LS - % leg 
surface burn) but increases 
markedly when 50% of the 
limb surface is burned (50% 
LS) . The vast majority of 
this increase in peripheral 
blood flow is directed to 
the wound. 

TBS = Total body surface burn 

LS = Leg surface burn 

ATre 

LEG BLOOD FLOW 
(ml/lOO ml-min) 

SUBJECTS BEFORE AFTER %  INCREASE 

CONTROLS 

SMALL LEG BURNS 
(0-2.5%) 

LARGE LEG BURNS 
(37.5-70%) 

+ 0.4oC 

+ 0.6oC 

+ 0.5oC 

2.93 

3.86 

7.17 

4.56 

6.34 

7.73 

56 

64 

8 

Table 3.  Changes in leg blood flow following 
30 minutes of external heating.  Leg surface 
temperature is held constant. 
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Fig. 4.  Peripheral vascular 
response to local heating. Leg 
surface temperature was in- 
creased 50C for 30 minutes. 
Burn wound vasculature has 
some basal tone which responds 
appropriately to changes in 
local temperature. 
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Fig. 5.  Peripheral vascular 
response to indirect heating. 
Limb temperatures held constant 
and core temperature increased 
0.5oC by 30 minutes of radiant 
heat.  Reflex cutaneous vaso- 
dilation only evident in the 
uninjured limb. 
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Fig. 6.  Estimated changes in distribution 
of the cardiac index following a 50% total body 
surface bum.  The major increase in skin blood 
flow is directed to the burn wound.  The greater 
skin blood flow in heat stressed normals occurs 
from a fully dilated cutaneous vascular bed while 
unbumed skin in the patient is vasoconstricted. 
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INTRODUCTION 

St. Louis encephalitis (SLE) virus leads all other arbo- 
viruses in causing human disease in the United States, and numerous 
epidemics have occurred since its initial detection in 1933.  The 
largest being in 1975 when almost 2,000 cases were reported.  The 
virus is maintained in nature during the summer and fall by a 
mosquito-bird-mosquito cycle.  At least 3 mosquito species, Culex 
plpiens, C^. nigripalpus and C\ tarsalis have been incriminated as 
vectors.  The seasonal distribution of human disease coincides with 
high infection rates in mosquitoes and birds during late summer and 
early fall, and human infections tend to be more prevalent in urban 
areas—especially in the eastern US where the peridomestic mosquito 
£. pipiens is the principal vector. 

Although details of the summer and fall virus transmission 
cycle are relatively well known, the mechanism by which the virus 
persists during the interenzootic winter season has remained a 
mystery.  In temperate regions, C\ pipiens hibernate as inseminated 
adult females.  This fact, along with the fact that this mosquito is 
one of the primary vectors of SLE virus during the summer and fall 
prompted us to test the hypothesis that SLE virus is maintained in 
these overwintering mosquitoes.  This hypothesis has not gained wide 
acceptance in the past because of the belief that blood-feeding in 
pre-hibernating Culex mosquitoes is drastically reduced or suspended 

55 



BAILEY, ELDRIDGE, & HAYES 

so that their chance of taking a viremic blood meal before over- 
wintering is exceedingly small or nonexistent (1).  The usual se- 
quence of events which follow blood-feeding in C_. pipiens is 
maturation and oviposition of eggs.  Techniques have been developed 
(2) whereby it can be determined if a mosquito has laid eggs (parous) 
or not (nulliparous).  Previous investigations (3) have shown that 
parous females are seldom found among collections of overwintering 
mosquitoes, and those which are found are usually observed in early 
winter and are presumed not to survive until spring.  However, 
ovarian diapause (a condition of the ovaries resulting in the taking 
of a blood meal without development of eggs) in laboratory reared 
C.   pipiens has been demonstrated (4).  In these cases, females, ex- 
perimentally induced to hibernate, took full blood meals, but in most 
instances, ovarian development did not follow.  If this situation 
occurs in nature, such females, upon dissection, would show no 
evidence of a previous gonotrophic cycle (±.e_. ,   blood meal) .  Nulli- 
parity, then, would not be proof of the absence of a pre-hibernating 
blood meal.  This study was designed to first look for the presence 
of SLE virus in hibernating mosquitoes and to conduct laboratory 
tests to explain how these mosquitoes may have taken a pre-hiberna- 
tion viremic blood meal and yet remained nulliparous. 

MATERIALS AND METHODS 

Virus Isolation From Hibernating Mosquitoes 

The source of the mosquitoes tested for presence of virus, 
was abandoned ammunition bunkers of several former U.S. Army forts. 
Collections were made in 4 mid-Atlantic states during January and 
February of 1976 and 1977 (Fig. 1).  The bunkers consisted of a 
series of rooms 3 to 5 m wide, 5 to 10 m long and 2 to 3 m high. 
Construction material was either steel-reinforced concrete or clay 
bricks.  The rooms where mosquitoes were collected had condensation 
on both walls and ceilings. 

During the 1976 studies 1,116 mosquitoes were aspirated 
from the damp walls and ceilings of the bunkers and transported to 
the laboratory where they were retained for various lengths of time. 
Following one day in an insectary programed for a daily photoperiod 
of 16 hrs daylight, 8 hrs darkness and a constant temperature and 
relative humidity of 260C and 80%, respectively, 715 female mosqui- 
toes were identified and stored at -70oC in pools of 10 mosquitoes 
each for virus assay.  The remaining 401 mosquitoes were held for 7 
days in the insectary and then pooled.  No SLE isolates were obtained 
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from the 1976 material. 

Our failure to isolate SLE virus from overwintering Culex 
mosquitoes collected during 1976 prompted changes in the way we 
handled mosquitoes for the 1977 studies (Table 1).  Previous experi- 
ments with Japanese encephalitis virus (5) have shown a marked reduc- 
tion in virus multiplication in mosquitoes maintained at low tempera- 
ture.  These data suggested that any virus present would probably be 
in low concentration, possibly below detectable levels, ard that 
incubation at high temperature might be necessary for detection of 
virus in mosquitoes from overwintering sites.  We similarly specu- 
lated that a post-hibernation blood meal might enhance the chance of 
recovering virus.  After the holding periods in the insectary, a 
chicken* was placed in the mosquito cage overnight to serve as a 
blood meal source.  The blood-engorged mosquitoes were segregated 
from unfed mosquitoes and maintained in separate cages until blood 
digestion was complete, then assayed for virus.  Each mosquito pool 
was triturated in tissue grinders with 2 ml medium 199-Hanks salts 
supplemented with 20% heated fetal bovine serum, NaHCf^, penicillin 
(500 units/ml) and streptomycin (500 yg/ml).  After centrifugation 
for 30 min. at 475 x g in a refrigerated centrifuge, each supernatent 
was inoculated intracerebrally into a litter of 3-5 day old mice 
(0.02 ml/mouse).  The remainder of each mosquito suspension was 
stored at -70oC to be used as necessary for virus reisolation 
attempts.  Moribund or dead mice observed during a 14-day period were 
frozen at -70oC.     All such suspect isolates were passaged by in- 
jecting a 20% brain suspension, in the medium described, into a 
second litter of mice.  Results of the pre-bleedings of the chickens 
used to furnish blood meals for the mosquitoes eliminated any possi- 
bility that these chickens served as a virus source.  SLE isolates 
were identified using a combination of complement-fixation (CF) and 
plaque reduction neutralization test (PRNT).  Prototype strains used 
as reference SLE virus, included the Parton strain, and an isolate 
made from a 12 September 1975 light trap collection of Culex sp. 
during the SLE outbreak in Prince Georges County, MD. 

*In conducting the research described in this report, the investiga- 
tors adhered to the "Guide for the Care and Use of Laboratory 
Animals," as promulgated by the Institute of Laboratory Animal Re- 
sources, National Academy of Sciences, National Research Council. 
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Blood-feeding In Pre-hlbernatlng Mosquitoes 

Two characteristics of pre-hibernating adult C^. pipiens 
females are a reduction in the blood-feeding drive and the failure 
of ovarian follicles to mature following a full blood meal.  This 
latter characteristic has great importance to our understanding of 
the role of overwintering Culex mosquitoes in the winter maintenance 
of certain arboviruses.  Evidence is presented which offers an ex- 
planation of how pre-hibernating female £. pipiens mosquitoes may 
take a viremic blood meal, yet not undergo ovarian development. 

The C\ pipiens mosquitoes used in these experiments were 
from a selfmating colony established in 1975 from hibernating females 
collected from Ft. Mott, Salem Co., New Jersey.  Larvae for experi- 
mental material were reared in our insectary using conventional tech- 
niques, and at a temperature of 270C and a daily photoperiod of L:D 
16:8 (hr light: hr dark per 24 hr period).  Since it has been estab- 
lished that the pupal stage is the photoperiod sensitive stage in 
C^.   pipiens, random distribution into experimental groups was made 
at the time of pupation.  The treatment scheme used in this study is 
diagrammed in Fig. 2. 

RESULTS AND DISCUSSION 

SLE Virus Isolation 

A summary of the mosquitoes collected, the number which 
took a blood meal and the viruses isolated during the winter of 1977 
is presented in Table 1.  Two SLE virus isolations were obtained from 
pools of 10 mosquitoes each that were collected (after the coldest 
periods of the winter) on 26 January and on 22 February, at 
Ft. Washington, MD and Ft. Mifflin, PA, respectively.  Both virus 
isolates were obtained from mosquitoes given a post-hibernation avian 
blood meal.  Although by no means conclusive evidence that virus 
isolation was contingent upon the blood meal, we did have 112 non- 
bloodfed mosquito pools in 1976 and 53 in 1977 in which no SLE 
viruses were isolated.  This is compared to 2 isolates from a total 
of 62 bloodfed mosquito pools in 1977. 
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Demonstration of Increased Pre-hibernation Blood-feeding and Decreased 

Ovarian Diapause 

The experiment reported here was designed to represent a 
model of fall populations of pre-hibernatlng female C^. piplens 
subjected to varying periods of warm temperatures ("Indian" summers). 
Our objective was to test the hypothesis that fall fluctuations In 
temperature would result In some females taking blood meals without 
the reversal of ovarian diapause.  Such females would develop fat 
bodies, remain nulliparous, and be prepared for hibernation.  The 
results of the blood-feeding trials and subsequent determination of 
ovarian development are shown in Table 2.  At the time of the first 
blood-feeding trial only 5% of the short photophase females took a 
blood meal compared with 78% of the long photophase group.  Of those 
taking full blood meals, 80% of the short photophase group had ovaries 
which failed to mature, compared with 0% of the long photophase group. 
After 3 days of warming, the percentage of females taking blood had 
risen to 45%, but 40% of these had undeveloped ovaries.  Even after 
4 days, when blood-feeding took place in 74% of the females, lack of 
ovarian development occurred in 25% of those taking blood.  After 5 
days there was no differences between the two groups.  We feel that 
the results of these experiments provide a biologically plausible 
model for the natural occurrence of blood-feeding in pre-hibernatlng 
C^. piplens. 

SUMMARY 

Two strains of SLE virus were isolated from natural popula- 
tions of hibernating C^. piplens mosquitoes collected after the coldest 
part of the winter in Maryland and Pennsylvania.  These data suggest 
that these mosquitoes can be considered to be winter maintenance 
hosts for SLE virus.  There are two possible explanations for the 
presence of virus in these mosquitoes.  One is that they became in- 
fected through transovarial transmission, the other is that these 
females took a pre-hibernation viremic blood meal.  We have provided 
an experimental basis for the latter.  A significant number of females 
subjected in the laboratory to environmental conditions (e.^.» short 
photophases and cool temperatures) known to produce physiological 
changes related to hibernation and then warmed to 250C for various 
periods of time showed an increase in blood-feeding drive but still 
displayed ovarian diapause.  Such warming periods may be analogous to 
situations which are common in nature ("Indian" summers).  We suggest 
that these experimental conditions may represent the mechanism by 
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which SLE virus overwinters in hibernating C_.   pipiens.  This suggests 
a possible strategy for the control of potentially infected vectors 
in the vicinity of U.S. military installations and other concentra- 
tions of human activity.  Spraying of abandoned ammunition bunkers, 
concrete drainage tunnels, and other similar manmade structures which 
serve as overwintering sites for C_,   pipiens could attack both vector 
and virus at the weakest point of their life cycles. 
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PHILADELPHIA 
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Fig. 1.  Location of former U.S. Army forts where overwintering 
mosquitoes were collected. 

61 



BAILEY, ELDRIDGE, & HAYES 

o 

< UJ   _J 
O LU   < 

O 
Q- 

o 

en 

Q o 

Q 
a-'iu _i 

UJ Tu- - 
^ ~Q  h- 

o a o 
UJ 

UJ 
oc 
3 
H 
< 
a: o 

I 1 I 
10 «. 

Q- 
Q 
O 

(T 
UJ 
CL 

Q 
O 
cr 
UJ 
Q. 
O 
h- o 
X 
CL 

o 
in 

5 
Q 

5 5 

z i UJ 

^ F, 
< 5 ^ ^ Q UJ 
3 
a. 

z 

< a. 
UJ  o 

T    T    t 
in 

CO 

< 
i 

O 2 
F CC 
0 H 
1 z 
Q. O 

O 

in 

in 

tr 
UJ 
Q. 
x 
UJ 

=1 -a 

u 

C 

B 
■u 
cr) 

n 

n3 

C 
0) 

.a 
H 

O 

E 
TO 
U 

M 
■H 

62 



BAILEY,   ELDRIDGE,   &  HAYES 

4-1 r^ 

ftT 3 
C •0 

4J •g 
M R 5 IB 

r-f 
OJ K 

^3 M 
■rt m 
EB 5: 

•H C 

3 H £ o 

oooo.-i.-t 

^H r-- O 

os m n in 

esi rj cs 

ti.  [J-  [i,  ^  p.. 

63 



BAILEY, ELDRIDGE, & HAYES 

ooo 

•H   CN 
O 
3    O 

c 
I 1) 

en u 
3 « 

P. 

•H <u 

XI ^ 
OJ -H 
CD H 
O 
a- -u 
0) 

c 
■H 

•H 

•a 
x 
a) x: 

^H 
3 
U 

OJ •u a 
d 3 
a) a. 
I 
a e 
o o 

*-< u 
CD  en 
> 
CD ^ 

■a u 
o 

C en 
CO   rH 

-H 
VJ     "    • 
CO   CO    CO 
> r-l p~ 
O   ••   CO 

co   •■ 
i-l    o 

OOV-'   4-1 
a 

•H   en I-I 
C 
o e 

-a 
0) 
cu 

M-l 4-1 
XI tH 
O XI 
O C 

.-H O 

0 
u 
i-i 
c U 
o 0 u m 

■H 
ai 
m #v 

a 0> 
X 
p m 
0 ^H 
4-) 
o o 

J3 
PH ^4 

Ml 
c 
o 

K-l 

c >-> 
4-1 
c 
O u 
0) 
to 
CO 

a 
o 
u 
o 
X 

u 
o 

c 
0) 
B 

•H 

OJ 
a 
w 

cu x a) 
o -u > 
>-l -H CU 
OJ S xi 

01 
D,   CO 
O    CD 

•H 

CO 
> 
o 

c 3 <u 
OJ C4-H fi 
CJ 
>J J* X! 
cu 0 0 

PL, o o 

CU X 
> 
0) 

CU    S  X3 
cu      a 

3 

CU 
a en 
o   cu 

•H 
U 
CO > 
o 

4J tH m 
C 3 <u 
cu CH h 
o 
M ^ -r) 
0) 0 0 

He o 0 

CN 

XI 
CU 
Cu   CO 
O    01 

c 
0) X cu 
o -u > 
^ -H 0) 
o) S xi 
Pi c 

3 

4-1 iH CO 
C 3 OJ 
cu C4-1 E 
o 
tJ Ai XI 
cu o o 
Pi o o 

C4-I    4-1 
O   rH    0) 

3   <H 
>. XI   -H 
CO   <   KJ 

O 

o 
o 

o 

o 
o 

o 
o 
o 

o 
o 

o 
c 

o 

o 

01 
0) 

rH 
CO ^ ^H 
OJ CO 

<+J n; 
P: 

CT" 
o x) 
.-H 0 

0 
U^ iH 
0 rfj 

M 
a on 
b c 
0 •H 
0 A 

CO 
a ■u 
3 
o <u 
u en 
6C 0 

X 
x 4-1 
u 
CO ■M 
W C 

64 



BALBACH AND NOVAK 

AD- A056406 

FIELD USE OF THE 
ENVIRONMENTAL IMPACT COMPUTER SYSTEM 

HAROLD E. BALBACE, Ph.D.* 
EDWARD W. NOVAK, Ph.D. 

CONSTRUCTION ENGINEERING RESEARCH LABORATORY 
CHAMPAIGN, IL  61820 

INTRODUCTION AND BACKGROUND 

Planners of Army activities such as military construction, oper- 
ation of installations, and conduct of training exercises have con- 
sidered the environment when making decisions for decades.  These 
considerations usually took the form of adapting the action to the 
demands of the local setting.  Only rarely has the primary goal of an 
Army military activity been to alter the environment radically.  The 
requirements of the National Environmental Policy Act of 1969 (NEPA) 
have refocused this environmental consideration.  The perspective of 
environmental "consideration" has also changed.  In response to AR 
200-1, which adopts these requirements to the Army, a much more 
rigid, systematic consideration of the environment must be performed. 

The requirement to prepare an Environmental Impact Statement 
(EIS) which discussed those actions which were significant enough to 
potentially alter the environment required an openness not common 
among government agencies.  Further, the original legislation did not 
specify exactly what was to be examined, nor did it discuss the form 
that the EIS should take.  Subsequent Executive Orders and the Presi- 
dent's Council on Environmental Quality guidelines for the prepara- 
tion of such documents helped answer some of these questions.  The 
form of the EIS and general scope of coverage was now established. 
This did not, however, tell government agencies, including the Army, 
HOW to examine the environment.  Neither did any of these supple- 
mentary regulations really indicate WHO should carry out the study 
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leading to an EIS, although it was declared that the approach should 
be "interdisciplinary" (1).  An interdisciplinary approach requires 
that persons knowledgeable of the biophysical and socioeconomic envi- 
ronment being affected and the project being assessed be used in the 
assessment process. 

At this time, few government agencies or departments had the en- 
vironmental complement of such an interdisciplinary group available. 
One common source of such expertise was the engineering consulting 
firm.  Planners and decision makers were used to dealing with these 
consultants, and many contracts for EIS preparation were, and are, 
placed with such firms.  Such private businesses were probably no 
more knowledgeable than government personnel with respect to the spe- 
cific environment in question, but they had the capability of adding 
temporary personnel in almost any specialty in immediate response to 
a particular need.  This mode of response was not generally available 
to government agencies, and is still not usually permitted. 

How did these firms attack the problem of the content of an EIS? 
They did it in much the same way it was done within agencies—an ad- 
hoc or "off the top of the head" procedure.  Lacking guidance as to 
content or depth of coverage, the EIS became, over the course of the 
first few years of NEPA, a weighty tome, or even multiple volumes. 
These hundreds and thousands of pages were expensive to produce, and 
took months or years to complete, and still did not address the pri- 
mary points of an EIS adequately.  Fifty percent or better of the in- 
formation included in such documents contained useless information. 
So many agencies had Important projects in abeyance, though, that 
funds were made available for this work.  Such massive documents 
became the norm for an EIS in many areas.  Decision makers neither 
had the time nor the interest to wade through hundreds of pages to 
locate the precious little information useful in making a decision. 
But was it possible for an agency to produce a legally and morally 
sufficient EIS internally?  Could much of this cost be eliminated by 
using agency personnel already familiar with the action? 
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DEVELOPMENT OF THE ENVIRONMFNTAL IMPACT COMPUTER SYSTEMS 

Rationale 

In response to this type of question, the Construction 
Engineering Research Laboratory of the Corps of Engineers (CFRL) 
began work, in late 1971, to develop procedures whereby Army 
personnel could prepare and review EIS's themselves, with a rninlmum 
of outside assistance.  By this time the assessment called for by 
NEPA to determine if the action was potentially "significant" had 
become, in the Army as in many other agencies, a formal document in 
its own right.  The Environmental Impact Assessment (EIA) was first 
suggested, then required, to follow the same format as the FIS. 
CERL's charge, then, included FIA's as well as EIS's, thus covering 
an extremely wide range of scope and significance required by the 
procedures eventually developed. 

Within the Army, major commands place slightly varying burdens 
on field personnel to prepare formal, written assessments in the 
format required by AR 200-1.  Whether written in this format or not, 
though, the considerations are supposed to be similar.  It was es- 
pecially strongly believed that these more preliminary examinations 
of environmental Impact should be able to be done by Army personnel 
with a minimum input from outside specialists.  Since written EIA's 
are ten times more frequent in the Army than are EIS's, savings in 
personnel time and costs are potentially even greater in the EIA than 
in the EIS process. 

Several shortcomings were identified in the EIA/EIS procedures 
which had evolved without real direction.  The direct dollar costs 
were felt to be excessive.  Capital outlay by the Army for approxi- 
mately 690 written EIA's and EIS's per year was conservatively esti- 
mated to average 12.4 million dollars per year.  Time delays of 12 to 
24 months were seen in many cases.  Part of this time was needed for 
the contractor to undertake the detailed studies deemed necessary for 
the preparation of a complete document.  Depending on the stage of 
completion of the project, however, cost escalations due to inflation 
were often several times the direct cost of the EIS preparation.  For 
all these reasons, among others, the existing procedures, or lack of 
them, were identified as excessively costly. 
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Other problems concerned the coverage of the document, itself. 
The challenges to the accuracy of an EIS were always pointing out 
some area of consideration that had not been included.  Fach agency 
of the government seemed to be able to identify, In the EIS's of 
other agencies, serious shortcomings which affected them.  The pro- 
cedures developed as a result of CERL's research would have to be 
comprehensive enough to Include all reasonable areas of impact.  Fur- 
ther, this comprehensive product would have to be capable of being 
used by Army  military and civilian personnel of widely varying back- 
grounds and educational attainment. 

Approach 

A  basic premise was made by CERL researchers at the very begin- 
ning.  This assumed that it was feasible to divide the actions of the 
Army into discrete activities, and that these activities could then 
be reaggregated as necessary to describe a particular action.  A 
second major assumption was made that the "human environment" could 
be similarly divided into its characteristic parts, or attributes. 
Thus, if both premises were accepted, environmental impact could be 
examined as if it were a massive matrix, with activities along one 
axis, attributes along the other, and the impact of their coincidence 
at their intersection.  In basic concept, there is a parallel to the 
matrix developed several years earlier by the Geogological Survey 
(2), though the Array "matrix" was several times larger initially. 

As developed. Army activities were grouped into 9 broad areas. 
Construction, Training, Operation and Maintenance (of installations). 
Research, Development, Test & Evaluation, and Fission Change are ex- 
amples of such areas.  In all, approximately 900 different Army ac- 
tivities were developed.  Examples of construction activities are 
shown in Table 1.  The list is open-ended, and may be expanded if 
necessary to adequately describe an emerging area of military activ- 
ity.  The context of the continental United States was generally as- 
sumed when developing these activities, but they will apply well to 
almost any peacetime sphere of action. 

Environmental attributes were also developed within a general 
context of the continental United States.  The biophysical and socio- 
economic environment was categorized into 700 attributes.  These were 
placed in 13 areas, such as ecology (biology), water quality, air 
quality, economics, earth science, and noise.  Examples of ecology 
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6 0   support   operations M   lenpurary    ro-ios 
64   equip Mnt   fuelinq/maintenancp   tb   temporary    fooo   services 
66   solid   uaste   disposal 67    liquid   waste   disposal 
/I   exploration   of   site 73   clearing   site 
74   'irubhim    site ?b   stumpinn   site 
76   draining    site 80   d ems I it i on 
90   removal   and   disposal 91    brush   remova I/disposa I 
92   tree    renoval/disposil 93   lumber   reiroval/disposal 
94   concrete    reno val / clis p os a I 1 CD   excavation 

1  )5   channeling 1ir.6   dredg int) 
1?0   earthworks   ani   burrowinu 130   rock   excavation   and   quarryinn 
166   c ass ions 16/   cofferdams 
168 dewaterim 169  drainage 
1 HO   tntuminous   construction Ihi   [. lar i ng-hi tutr 
1 B7   eorinw/sealinn-biturn ^6?   pest/ insect    protection 
.'85   furbishinqdandscdpe-pliTntinu-sepdin.i) 

Table 1. Activities, as included in EICS, which are involved 
in a small  military construction project.    Activities and num- 
bers are the same as those on the matrices in Figure 1. 

1 natural    scttini ? qa m <■   animals 
i game    fish 4 rar*   or   endangered    species 
5 increase    in   undesirable species     IQ impects   on   name   animals 

11 encroachment    on   natural habitats   i? threatened    species 

Table 2.    Attributes included in EICS for Ecology for use in 
considering potential   impacts.    Attributes and numbers are 
the same as those on the matrices in Figure 1. 
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attributes are shown in Table 2.  The "matrix" thus developed must 
consider at least 630,000 potential impacts generated by 900 activ- 
ities on 700 environmental attributes.  Since it was desirable to be 
able to consider each of these relationships in light of individual 
project specifications, geographic location, season of the year, type 
of units involved, etc., the number of variations present brings the 
total number of impacts which must be examined to several million. 

Since no personnel could be asked to examine these several mil- 
lion relationships individually, the Environmental Impact Computer 
System (EICS) was developed (3).  This system selects, from among the 
impacts covered, those applicable to the project, location, and mag- 
nitude of the action under consideration.  The results are given to 
the user in the form of a set of matrices, and are scored by the 
"need to consider" that particular relationship (Fig 1).  The sever- 
ity of impact is not generally predictable through the basic EICS, 
however, but must be estimated by the preparer of the EIA/EIS.  Ap- 
proximation of the magnitude of an impact requires specific back- 
ground information and mathematical models not generally available 
either to the Army or to other document preparers. 

One quantitative model, the Economic Impact Forecast System 
(EIFS), has been prepared by CEFL for Army.use.  This was possible 
only because nationwide data sources existed which could be used for 
the background.  EIFS has proven especially useful because economic 
impact is a consideration in most actions, and is an area where quan- 
tification is traditionally expected. 

In addition to the indication of the need to consider an area, 
supplemental parts of EICS give other information and guidance to the 
user.  Each of the attributes is completely defined in a separate 
handbook (4) where examples of types of impacts and interactions with 
other attributes are also covered.  An explanation of each type of 
impact is also retrieved, as are parallel suggestions for the avoid- 
ance or minimization of Impact.  If impacts are considered 
unavoidable in the practical sense, this judgment is given for use in 
the EIA/EIS.  Current modules of EICS include, as well, reference to 
positive effects, especially those which are not intended or not ob- 
vious to the planner or engineer. 
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Figure 1. EICS impact matrices for a small construction project. 
Numbering of activities and attributes corresponds with numbers 
in Table 1 and Table 2. Score of "A" represents greatest need to 
consider, "B" and "C" show lesser need. Figure 1A includes all 
potential impacts on the attributes. Figure IB illustrates the 
reduction in potential impacts when filter questions have been 
answered to reduce extraneous impact presentation. 

71 



BALBACH AND NOVAK 

FIELD APPLICATION OF EICS 

For which sorts of actions was the EICS intended to be applied? 
The comprehensiveness of the system was designed with the larger 
project in mind.  Especially logical is its use on actions suspected 
or known in advance of assessment to be wide-ranging or environ- 
mentally controversial.  In practice, a decision is often made in ad- 
vance of formal assessment that a full-fledged EIS will be needed to 
answer questions that have already arisen.  Particularly 
controversial, in the military activity context, is the ongoing re- 
alignment of installations, functions, and personnel.  EICS has been 
utilized for analysis of these problems, and has generally been of 
considerable utility in pointing out considerations in areas not 
within the personal expertise of the team conducting the initial 
study. 

Application has also been made to major construction projects, 
including troop housing, family housing, and test site proposals. 
Other applications have been to installation ongoing operations as- 
sessments, training program reorganizations, and a variety of smaller 
construction projects.  Applicability to construction projects is 
even more logical when the planner is choosing among several possible 
sites for a project.  EICS assists in pointing out potential problems 
associated with each site.  The planner may then assess the sites, 
and rank them in order of acceptability.  Or, EICS may indicate, 
after examination of the output, that several sites are equally ac- 
ceptable from an environmental point of view.  This relieves the 
planner of some concerns at this stage, or reduces the uncertainty 
factor greatly. 

User Procedure 

What procedure does the planner, or other preparer of an EIA or 
EIS follow to use the EICS?  Since the system has been released for 
interim use while research is still taking place to develop associ- 
ated modules of the systems, CERL processes requests for output at 
this time.  The EICS user manuals for construction (5) and for mis- 
sion change, operations & maintenance and training (6) contain 
detailed instructions to the user.  Questions are asked in the manu- 
als concerning aspects of the proposed action, its location, and the 
surrounding environment.  These questions are designed so that they 
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may normally be answered by non-specialists following a visit to the 
site, examination of topographic maps of the vicinity, and brief con- 
sultation with installation personnel possessing specialized input. 
In any case, if a question should be unanswerable, input may be made 
without that answer.  Input forms, with the question answers, are 
then mailed to CERL according to instructions in the manuals. 

What is the purpose of these questions?  They represent a way to 
save effort for the assessment preparer through reducing the number 
of potential considerations presented by EICS.  Earlier, we pointed 
out that EICS was capable of relating Army activities to the environ- 
ment in several million ways.  No person can be expected to examine 
them all.  The computer, however, does so very rapidly, and rela- 
tively inexpensively.  Information supplied by the system user on the 
input form allows the computer to select from among these re- 
lationships the tiny fraction most applicable to the action under 
consideration.  Thus, this user may be shown the few hundred—or, in 
a larger action, few thousand—potentially important impacts.  Figure 
1 represents actual EICS output showing the difference between an un- 
filtered and a filtered matrix. 

What must the user do with those potential impacts?  Ideally, 
they will serve to plan and focus the examination which must take 
place before a document is prepared.  EICS output does not do the 
writing of the EIA/EIS.  A person, or group, must still do so.  They 
must determine if the activity predicted to cause a problem will take 
place at all.  If not, then it will cause no impacts.  Does the at- 
tribute which is predicted to be impacted exist at that site?  The 
preliminary "filter" questions cannot cover all possible site charac- 
teristics, so certain of these attributes may not be present on the 
actual site.  If they are not present, then no impact can be postu- 
lated.  In this manner, the potential impacts presented by EICS may 
be reduced to the most likely and serious.  These are. then discussed 
as the main body of the EIA/EIS.  The knowledgeable human at the end 
of the chain is still the ultimate filter determining the problems 
which are important. 

Applications to Date 

Who has used EICS?  First, Army civilian and military personnel 
at all levels have used all presently available modules of the 
system.  These include installation facility engineer and training 
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directorate personnel, as well as those in major command headquarters 
and in various research organizations.  EICS has also been applied by- 
contractors retained by the Army to prepare assessments and state- 
ments by specifying in the contractor's scope of work that EICS 
output should be examined to identify all major potential impact 
areas before site-specific information is collected and before an ad- 
hoc group decides indiscriminately the major impact areas to be in- 
vestigated.  Also, the EICS output has been used, prior to retaining 
a contractor, to identify major problem areas of the investigation 
and then specify these in the scope of work.  A potential for savings 
in the Army exists through employing either of the above methods as 
compared to the traditional general specifications. 

What cost-savings may be expected through use of EICS?  Our ex- 
perience indicates that they may be considerable in some cases, and 
small in others.  The largest savings may be projected for those 
larger projects where the nature of the activity and its impacts are 
generally unfamiliar to those preparing the EIA/EIS.  The "focusing" 
effect, here, is estimated to result in cost savings of about 50%. 
Time savings may also be evident.  Contractors familiar with the 
system may wish to make its use a part of their contract, and this 
has been done in several cases.  Fewer economies are apparent when 
the system is applied to very small or very large projects.  When 
small, or routine, activities are covered by EICS, only a fraction of 
the potential effects will be determined to be likely or probable in 
any one case.  In such cases it may be acceptable for one accession 
of EICS to be made for a category of actions taking place in one gen- 
eral setting, and then consulted from time to time when brief assess- 
ments are prepared.  When very extensive actions having very severe 
impacts over wide areas are assessed, most of the cost of preparing 
the EIS may be field studies which determine just what the baseline 
conditions are.  If such studies account for most of the contractor's 
costs, then the savings to be derived from focusing on certain 
impacts are a lesser proportion of the total contract cost. 

FIELD APPLICATION OF EIFS 

The estimation of economic impact, through EIFS, was the first 
area where quantified estimates of impact were attempted.  It also is 
being maintained temporarily by CERL.  Requests for its use may be 
directed to CERL or to the environmental offices within TRADOC or 
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FORSCOM headquarters.  This system is interactive, with telephone 
connections being possible by offices with appropriate computer ter- 
minals.  After access is gained, the user is queried about the num- 
bers of personnel affected, their salary, their status as civilian or 
military, changes in installation procurements, if any, and other 
pertinent input information as described in DA PAM 200-2 (7).  An es- 
timate of the magnitude of economic impact on the local economy is 
then returned within seconds to the user.  Any region of the United 
States may be so examined, and the user aggregates the region to fit 
the nature and location of the project.  This subsystem has received 
very wide usage by the Army, and other DOD and government offices, 
for hundreds of possible actions, including thousands of alternatives 
to them.  Current costs are only a few dollars per use, a savings of 
several hundred to several thousand dollars over other techniques. 
In fact, EIFS has made possible routine examination of the economic 
impact of every action including those previously believed too small 
to bother assessing.  Total cost savings to the Array is estimated at 
well over .5 million dollars per year. 

SUMMARY AND CONCLUSIONS 

Lessons Learned 

What has been learned by field use of computer systems for envi- 
ronmental assessment?  First, the value of such systematic exam- 
ination of environmental impacts has been shown many times over. 
Almost any written EIA or EIS may be made more complete and more re- 
sponsive to the legal and moral commitments required of the Army by 
legislation, executive orders, and Army regulations.  Personnel with- 
out proper educational background or knowledge of the project and the 
affected environment, or ad-hoc groups organized to put together a 
quick document rarely have the outlook necessary to utilize EIGS ini- 
tially.  Such a group will probably best relate to a handbook method 
such as DA PAM 200-1 (8).  Contractors and consultants are often able 
to make excellent use of EICS products, and may be able to realize 
time and cost savings through its use.  Improvement in the quality 
and completeness of the resulting EIA/EIS may be the single most ob- 
vious result of its use.  As more persons become trained, however, 
and familiar with the system, savings will be realized in personnel 
time as well, both in length of time required and in the numbers of 
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hours spent in analysis of EICS output and preparation of the EIA/EIS 
document. 

Have problems arisen?  The basic difficulty we have seen is that 
EICS does too good a job of bringing up potential impacts.  Those 
persons who have treated the EIA/EIS process as an exercise in paper 
shuffling, with little specific consideration of the purpose of the 
assessment, frequently see presentation of this large number of po- 
tential problem areas as an added burden.  If personnel are few, and 
already burdened with other duties, it may not be possible for them 
to do a better job of assessing actions.  If it is possible for their 
supervisors to believe in doing a better, but not necessarily faster, 
job, then EICS certainly allows this.  Improvement of quality and 
thoroughness is clearly the most common effect of EICS application, 
assuming personnel so tasked are allotted adequate time to do a good 
job. 

Because of simplicity and ease of use, rapid access, and avail- 
ability of regionally specific economic baseline information, the 
EIFS continues to be very useful for virtually all EIA/EIS's re- 
quiring economic consideration regardless of the turnaround time re- 
quired to complete a document. 

Keeping Abreast 

What may be expected to change in the future?  The nature of 
Army military activities may be expected to change to accommodate new 
weapons systems and new tactics.  EICS can certainly accommodate such 
changes, and allow assessment of the peacetime training effects of 
the new procedures.  All activities of the government, including the 
military, will certainly be expected to manage the real property al- 
located to them in a responsible way.  Public scrutiny of Army activ- 
ities can only become more intense.  Development of tools such as the 
Environmental Impact Computer System and its associated components 
will assist Army personnel and consultants to predict, and therefore 
be able to minimize, those adverse environmental effects which might 
potentially interfere with a particular Army mission.  In addition, 
legal requirements are constantly changing.  Environmental legis- 
lation is being reviewed and new provisions and interpretations of 
NEPA are being prepared.  Development and adptation of EICS and other 
systems to meet newly arising actions must continue if this goal is 
to be assured. 
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PART I:  INTRODUCTION 

Pavement design has traditionally teen set apart from main- 
tenance and repair considerations.  Early design procedures, by 
omission, presumed that pavements performed some service up to a 
point where sudden failure occurred as a result of some predetermined 
quantity of traffic.  This "failure" was some finite definition of 
the pavement condition.  However, it has been intuitively obvious 
that the pavement deterioration, or damage, occurred upon initiation 
of traffic and gradually increased to some point where conditions 
were unsatisfactory.  It was also obvious to the designer that this 
unsatisfactory condition varied from one facility to another depending 
upon the needs and desires of the user. 

More recently, members of the pavements community of engi- 
neering have sought after methodology for quantifying deterioration 
of pavements in various modes and for more properly quantifying 
failure of a pavement.  These achievements have been considered 
essential to obtain the highest possible benefit from a pavement 
throughout its entire life.  This concept has been termed "life- 
cycle management," which can be described as the management of a 
pavement from its conception to the end of its life.  The term then 
should include planning, design, maintenance, repair, and some control 
of usage. 

In order to effect life-cycle management, essentially every 
trade-off must be optimized.  Particularly, a design must be at 
minimum cost with respect to deterioration.  Additionally, the design 
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must be aimed directly at the level of reliability desired as a proce- 
dure for minimizing design redundancy or design insufficiency. 

In the development of a pavement design method the U. S. 
Army Corps of Engineers (CE) adopted the California Bearing Ratio 
(CBR) tests for defining material strengths and developed the CE 
design method for road and airfield pavements (l,2).  This semi- 
empirical method was selected in a time of military need for its ease 
of application by troops in the field.  Through the years, the CE 
design methods for rigid, flexible, and other pavement types have 
undergone several modifications and are still in use today.  These 
methods are deterministic in that they provide for design of new 
pavements with respect to a specific failure criterion, and do not 
provide for analysis of gradual deterioration in the respective 
modes, or "system drift." This implies sudden failure of pavements 
upon application of some computed quantity of traffic applications. 

Major research programs have been undertaken in the past 
decade to advance CE design procedures and to improve overall design 
and management capabilities.  In the early 1970's the Waterways 
Experiment Station (WES) initiated research programs to improve the 
CE design procedures as well as to improve design procedures of 
other agencies. 

Among these programs was a program of study that was 
approved and funded in 197^ to develop life-cycle procedures for 
pavements based upon pavement deterioration and statistical reli- 
ability (3,U).  This research is aimed at quantification of deteriora- 
tion of pavements and assessment of reliability.  This program of 
study, which is currently in progress, is partially sponsored by the 
U. S. Bepartment of Agriculture Forest Service (FS).  The FS is 
participating in the study as a result of their need to assess damage 
to roads caused by logging operations (k).     Data available, along 
with data that are being collected, are expected to provide for 
analysis of damage caused by various types of vehicles.  This capa- 
bility will provide the basis for development of a differential cost 
analysis procedure to aid in assessment of maintenance cost to private 
sector timber industry. 

The Bepartment of Befense, through the CE, is participating 
in the effort as a result of determination of the need not only to 
predict deterioration of roads in a military scenario, but due to the 
need to assess pavement reliability in military, tactical, and logis- 
tical operations.  This capability is a major step in the direction 
of overall systems reliability that includes ground and air vehicles 
as well as the mediums (pavements) upon which they operate. 

80 



BARBER AND ODOM 

The needs of these governmental agencies, "based upon finan- 
cial as well as operational criteria, then have given rise to this 
research effort to develop procedures for life-cycle management using 
deterioration and reliability concepts.  This paper describes the 
first phase of this research program. 

Objective 

The objective of this study was to investigate the hypothe- 
sis that effective pavement life-cycle management can be achieved 
through utilization of deterioration and reliability concepts.  This 
hypothesis was evaluated through a study to develop methodology to 
predict deterioration and to determine pavement reliability, respec- 
tively.  In order to accomplish this hypothesis investigation, several 
intermediate objectives were set forth as follows: 

a. Utilize the surface rutting mode of deterioration 
to develop a pilot deterioration prediction procedure. 

b. Further develop the rutting prediction procedure 
into a stochastic reliability assessment system. 

C.  Combine the deterioration and reliability models 
into a deterioration and reliability analysis procedure for use in 
life-cycle management.  This procedure is a pilot procedure that 
incorporates the rutting mode of deterioration. 

C.  Provide a base for expanding these developments to 
include other modes of deterioration. 

Accomplishment of these objectives establishes a technologi- 
cal base for the development of an effective life-cycle management 
procedure. 

Scope of work 

The scope of work was designed to effectively provide for 
accomplishment of the objectives.  The initial efforts consisted of a 
search of existing data to determine whether enough rutting data were 
available to provide a basis for development of the deterioration and 
reliability models.  The data were analyzed and, being found tenta- 
tively satisfactory, were utilized for this purpose. 

Literature was reviewed and studies were made to determine 
the most suitable method of analysis of the available data. Upon 
selection of methodology for data analysis, a major portion of the 
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research effort consisted of analysis of data and comparison of 
existing data to that being accumulated in ongoing field evaluations. 

As deterioration and reliability models came forth from 
the analysis, computer programs were developed to provide for com- 
puterized operation of the various models.  Ultimately, deterioration 
and reliability models for the rutting mode were developed for 
unsurfaced, gravel-surfaced, and two- and three-layer flexible pave- 
ments, respectively. .These models were then combined to provide for 
deterioration and reliability analysis as well as for differential 
damage analysis where mixed traffic occurs.  This system is termed 
the Differential Analysis System (DAS). 

PART II:  DATA COLLECTION AND CURRENT STUDIES 

The CE design method has required revalidation and revi- 
sion since its adoption due to the ever-changing nature of traffic. 
Therefore, it has been necessary for the CE to conduct prototype 
tests over the years to provide data to serve as a basis for revali- 
dation and change.  The net result of such an extended series of 
tests has been the accumulation of myriad prototype pavement perform- 
ance data.  The data are necessarily in terms usable by the early CE 
design methods, namely rut depths, thickness of layers, strengths of 
layers and subgrades in terms of CBR, and vehicle characteristics 
which include number and configuration of wheels, tire pressures, 
and wheel loads. 

The end result of the aforementioned data search was that 
a large sample of high-quality rutting data was available that applied 
to two- and three-layer flexible pavements, as well as to gravel- 
surfaced and unsurfaced facilities.  The data were initially termed 
suitable if the variables were within appropriate ranges and were 
all included and deliberately recorded.  Criteria for rejection of 
certain data were based on range, reaction of test pavements, and 
engineering judgment with respect to overall suitability. 

The data derived from this data search are used in the 
development of the constitutive deterioration and reliability models. 
The availability of such a quantity of data on deterioration in terms 
of rutting on CE-designed pavements is the basis for the selection 
of rutting and CE design parameters to conduct this basic research 
on deterioration and reliability.  With additional data, the model 
may be expanded to other deterioration modes and even to other design 
procedures according to the needs of other governmental agencies. 
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In order to effectively achieve the overall goals of the 
pavement deterioration program, an inter-agency agreement (3) was 
entered into by the CE and FS to develop ways to predict deteriora- 
tion and assess reliability.  The agreement not only called for the 
pilot studies to develop methodology using existing data, hut also 
instituted a large-scale field testing program to accumulate actual 
deterioration data pertinent to FS and CE roads for use in validation 
of this procedure for employment hy FS and CE agencies.  The modes of 
deterioration considered paramount for this study were rutting, 
roughness, slipperiness, cracking, and surface loss on aggregate- 
surfaced roads.  Currently, approximately 50 test sites have been 
selected throughout the United States at various regional locations 
in areas having suitable design and traffic features to provide a 
deterioration environment.  Test sections have been established at 
these test sites, and various testing procedures are conducted on the 
pavement structure to measure deterioration in the different modes. 

To determine type and quantity of traffic that brings about 
deterioration, the traffic is monitored by a combination of elec- 
trical counters and visual observation samples.  These field tests 
have been in progress for approximately two years.  The combination 
of tests and traffic monitoring, when successfully pursued over a 
period of approximately six years, is expected to provide abundant 
data for deterioration and reliability system validation. 

PART IJI:  DEVELOPMENT OF DETERIORATION MODELS 

Initial data analysis 

The primary objective in the analysis of existing data was 
the establishment of the rate of rut depth (RD) change as a function 
of the independent variables.  In this instance, where up to eight 
independent variables were involved, it was recognized early that 
the method of data analysis would be critical in terms of time, cost, 
and overall results of the analysis. 

Regression analysis procedure 

The procedure of analysis ultimately selected for use is an 
orderly method of developing mathematical relations from sets of data 
using multiple regression analysis.  This procedure was developed by 
Lu, Lytton, and Moore (5), although the basic methods have probably 
been employed by others due to its direct approach to the analysis 
of data.  The procedure utilized is termed a two-step constrained 
regression procedure.  The first step of this method is essentially 
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a selection regression procedure using a multiplicative model to 
obtain the approximate exponents of the independent variables.  The 
second step determines the coefficients of linear combinations of 
the products.  The final model is selected based upon four factors: 

a. As simple an expression as can reasonably describe 
what is actually taking place in terms of the dependent variables 
and reflecting the effect of the independent variables. 

b. High correlation of the model. 

c_.  Small prediction error. 

d.  Satisfaction of physical constraints. 

The variables involved in the regression equations are 
tabulated as follows: 

a. RD E rut depth in inches. 

b. P E equivalent single-wheel load in pounds. 

C.     t  = tire pressure in pounds per square inch. 

d. R  =  number of load repetitions. 

e. t. = layer thickness in inches. 

f. C. = layer strength in CBR. 

The total number of variables changes from one pavement type to 
another depending upon the number of layers that make up the pave- 
ment.  The procedure described below is in general terms and appli- 
cable to all of the pavement types. 

The final step in equation development is determining the 
rut depth as a function of the other variables. The equations thus 
derived take the form: 

RD = f(P, t . R, t., C.) + E1 

where  £-,_  is the regression error due to lack of fit of the new 
equation, stochastic variation of the variables and climatic vari- 
ations, and other factors not explained in the variables. 
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Development of regression models 

The existing data were used to develop models for rutting 
in the manner described in the preceding paragraphs.  Experience and 
familiarity in the area of CE pavement design procedures provided 
some insight into the-probahle behavior of the variables, and there- 
fore some transformations were attempted in the case of many of ^e 

variables.  The thickness equations currently in use by the CE (6) 
were studied to determine the most likely form that some of the 
variables might assume. 

The final forms of the rutting models resulting from the 
regression analysis of the four categories are listed below.  Included 
with each model are the standard error (SE) and the coefficient of 
correlation r . 

a.  Unsurfaced facility model: 

RD = 0.110 

,0.1+925 t 0.85^8 R0.50l8 (log t)0.U293" 

_ 1.9TT3 „ 1.2015 
Cl      L2 

where  SE = 0.399, r = 0.9^03 

b. Gravel-surfaced facility model: 

_ oMoi . 0.5695 RO.2UT6 Ft       n 
w = 0-1TUl ;      ,2.0020 ' 0.9335 " 0.28U8 

(log t)      C1      C2 

where SE = 0.29^, r = 0.9117 

c. Two-layer  flexible pavement  model: 

RD =  1.9^31 

„ 1.3127 ,   O.0U99 „0.32li0 
_K £ -    - 

_[log (1.25 t1 + t2)] 

where SE = O.Ull, r = 0.8TT9 

d.  Three-layer flexible pavement model 

3.1+20i+ "  1.68TT r  0.1156 
Cl L3 
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1.5255  0.0897 R0.3ii50  -0.7617 n  -0.5505 n -O.3089 
RD = 0.03117 -!i E i £ 3  

[log (l.25t1 + t2)]
0-88^ (log tj1'1™ 

where  SE = O.kkk,  r = O.8U18 

The variables influencing the rut depth for the unpaved 
categories are listed in Table 1, while the variables in the flexible 
pavement models are listed in Table 2. 

TABLE 1.—VARIABLES FOR UNSURE AGED MD GRAVEL-SURFACED 
FAGILITY RUTTING MODELS 

Index   Variable 

1 RD = rut depth (in.) 

2 P = equivalent single-wheel load (ES¥L) (lb) 
2a P

K = equivalent single-wheel load (ESWL) (kip) 

3 t  = tire pressure (psi) 

4 t = thickness of top layer (in.) 

5 *C1 = GBR of top layer 

6 *C2 = GBR of bottom layer 

7 R = repetitions of load or passes 

* Cl < C2 for unsurfaced facilities 
Cl > C2 f"0r Sravel-sur:f"aced facilities 

PART IV:  DEVELOPMENT OF RELIABILITY MODELS 

Development procedure 

The deterioration models for rut depth analyses of the four 
respective pavement types as developed previously are necessarily 
deterministic models.  They represent not necessarily the best fit of 
all the data, but instead a "good fit" as indicated by the error and 
correlation values.  To further expand the applicability and utility 
of the models, statistical reliability concepts are invoked to 
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TABLE 2.—VARIABLES FOR THREE-LAYER FLEXIBLE 
PAVEMENT MODEL 

Index 

1 

2 

2a 

3 

6 

I 

8 

9 

10 

Variable 

RD = 

P = 

PK = 

t  = 
P 

tl = 

t2 = 
Cl  = 

s- 
C2 = 

C3 = 

R = 

, in 

rut depth (in.) 

equivalent single-wheel load (ESWL) (lb) 

equivalent single-wheel load (ESWL) (kip) 

tire pressure (psi) 

thickness of asphalt pavement 

thickness of base (in.) 

CBR on top of base 

thickness of subbase (in.) 

CBR on top of subbase 

CBR on top of subgrade 

repetitions of load or passes 

account for the variability of all input data and to predict rutting 
in terms of expected rut depth and variance from that expected rut 
depth.  This concept provides for models for each pavement type that 
utilizes a total description of the input variables in terms of means 
and variances of a set of values for each variable.  This provides for 
an accounting of the variability of pavement properties in a statisti- 
cal manner instead of accepting only changes of values of measured 
parameters.  The statistical determination of the rut depth in terms 
of expected value and variance provides not only for better analysis 
of rut depth in terms of an expected rut depth and a probable devi- 
ation from that value, but also for accounting for material vari- 
ability in a statistical manner.  The primary benefit of using total 
input data and determining the expected values and variances of a 
probability density function on rut depth is the ability to evaluate 
the reliability of the pavement.  The reliability of a facility can 
be determined in terms of the probability that a given rut depth will 
occur under given circumstances.  It follows then that such a system 
can be an excellent evaluation tool as well as a design tool.  The 
great advantage as a design procedure is the capability to adjust 
reliability or conservatism to a desired value and selection of the 
design parameters to suit those conditions.  In order to address 
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these concepts of reliability and the accounting for material vari- 
ability, it was necessary to develop stochastic models for the defi- 
nition of a probability density function of the rut depth. 

If rut depth (RD) is considered a continuous, random vari- 
able with some probability density function,  f(RD) , the expected 
value of H(RD)  is defined as 

E[H(RD)] =  /  H(RD) f(RD) dRD 
■/ 

The expected value of RD is the mean or average of RD , which is 
termed yRD , or pRD = E(RD) . The variance of RD as a variable 
is denoted by a2  &n^  ±s  defined to be: 

a 2 „r/_   _N2 
RD = E[(RD - yRD) ] 

Occasionally, taking the expected value of a complicated function can 
be a difficult process as in the case of the rut depth models pre- 
viously shown.  In order to overcome these difficulties, the expected 
value was approximated by taking a Taylor's series expansion and 
truncating all but the first three terms: 

f(RD) = f(RD - ARD) + f^(RD - ARD)ARD + 1/2 f"(RD - ARD)ARD2 + ... 

If  ARD becomes  RD - yRD , then the final generalized form can be 
expressed as follows: 

E[f(RD)] = f(yRD) + 1/2 f"(yRD)a2 
RD 

Taking the variance of the rut depth models was also a 
painstaking operation, further complicated by the forms imposed upon 
some of the variables.  The Taylor's series expansion was again 
applied.  The variance of the rut depth models is denoted by V(RD) 
and is expressed as: 

V(RD) = [f'(yRD)]2 a2  + l/k   [f"(yRD)]2 cA + a
2 

•K-L' RD    £of 
2 

in which 0.   .    is the variance of lack of fit. 

The expected value and variance models of each of the four 
pavement types have been developed using the first three terms of a 
Taylor's series expansion and have been programmed for computer 
solution as part of the analysis model. 
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Determination of reliability 

As has been previously stated, reliability as defined and 
used in this study is the probability that the rut depth will not 
exceed some predetermined value subject to conditions that are 
expressed by the independent variables.  If a normal distribution 
on the dependent variable is assumed, the probability that the rut 
depth vill not exceed some maximum value 
using the equation 

RD 
A can be calculated 

P = 
RDA - E(RD) 

Vv( RD, 
where  E(RD)  is the expected value of the rut depth as determined 
from the appropriate model and V(RD)  is the variance of the rut 
depth as similarly determined.  The value P represents the variable 
Z  of the cumulative distribution function F(Z) .  In order to 
determine reliability R , or that is, the area under the distribu- 
tion curve defined by E(RD)  and V(RD)  and to the left of the 
maximum rut depth (RDA), enter a normal distribution function table 
from a statistics handbook with a value of P  (or  Z) determined 
previously and determine the area under the distribution (F(z)), 
which is the reliability R .  As an illustrative example, assume 
the following values: 

RDA = 3 in. 

E(RD) = 2 in. 

V(RD) 1 in. 

then P = 
RD - E(RD 

3-2 
= 1 Entering a. normal distribu- 

VV(RD)   yjT 
tion table with a value of Z = 1 , it can be seen that  R = F(z) 
- 0.8U13 .  Or, it can be said in this case that there is a proba- 
bility of 0.8^13 that the rut depth will not exceed a predetermined 
maximum value of 3 in. 

PART V:  DIFFERENTIAL ANALYSIS SYSTEM 

The rutting models previously described have been entered 
on a computer program to form the base of the Differential Analvsis 
System (DAS), which provides for a utilization of the rutting models 
to determine the rate of deterioration and/or reliability of any of 
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the four types of facilities described in terms of rutting.  The term 
"differential" has heen given to the computational system to emphasize 
the fact that differences in results caused hy changes in input can he 
determined hy the user in any assessment of damage caused hy various 
vehicle types or the effects of changes in the structure.  The DAS 
provides for one automatic iteration of the computational processes. 
Differential analysis as descrihed above can he achieved simply hy 
repeated iterations of the system while changing any variable or 
variables desired.  The system as shown is adequate for limited use 
where the various models apply and is adequate to develop the original 
hypothesis that life-cycle management can be achieved through deteri- 
oration and reliability concepts. 

The second stage of the DAS will provide for optimization of 
rutting and reliability values with respect to constraints imposed 
through the input of values or ranges of values representing the 
variables.  Additional optimization will be achievable in terms of 
design and rehabilitation costs as well as selection among the four 
pavement options.  As data pertinent to other pavement types, espe- 
cially rigid pavements and selected hybrid pavements, become avail- 
able, models will be included for their analysis. 

Range and distribution of variables 

The DAS is considered to be applicable to design and evalu- 
ation problems where normally encountered values of the variables are 
utilized.  The range of applicability of any computational system is 
constrained by, if not limited to, the boundary conditions of data 
upon which it is based. 

Utilization of the DAS 

There are numerous applications of the DAS that can be made 
by those concerned with life-cycle management or any aspect thereof. 
As is the case with any similar system, validation is required to 
render the DAS directly applicable to specific locales having unique 
conditions.  This version is, of course, in terms of rut depth as 
the dependent variable and major item of analysis.  Validation of the 
DAS not only can achieve local applicability, but can incorporate the 
other deterioration modes as a data base is made available.  Field 
data collection, for validation purposes, that is currently under way 
has been described previously. 

Although the specific applications of the DAS are numerous 
and necessarily depend upon user needs, some of the more pertinent 
applications are described as follows: 
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a. Design and evaluation:  The DAS is directly appli- 
cable to CE design and evaluation problems in the same sense as are 
current criteria due to similarity in data bases and results.  The 
added features of the DAS are namely the ability to (l) modify 
limiting failure criteria (rut depth), (2) adjust conservatism to 
any desired degree by imposing a required degree of reliability, 
and (3) determine the reliability of a facility. 

b. Optimization:  Iterations of the DAS while making 
changes in appropriate variables can provide for optimization of a 
design with respect to cost, reliability, serviceability, layer prop- 
erties, and materials. 

c_.  Differential analysis:  Iterations of the DAS pro- 
vide directly for the analysis of the effects of different quantities 
and magnitudes of loads.  The equivalent single-wheel concept (6) 
makes this possible by providing the capability to incorporate various 
vehicle configurations.  This feature provides a quantitative basis 
for assessment of damages caused by various categories of vehicles 
and, when used on a relative basis would not require locality vali- 
dation of the DAS. 

d_.  Planning:  The DAS can be considered an effective 
stochastic-type planning tool for quantitative estimation of future 
maintenance and repair needs as well as time-to-maintenance 
estimation.  This feature, in connection with such procedures as 
CPM and PERT, can be used to effectively program work loads and 
expenditures. 

e_.  Military operations:  The tactical and logistical 
operations that could benefit from use of the DAS are too numerous 
to mention in detail.  Such considerations as optimization of con- 
struction capabilities by constructing facilities having only a 
required reliability, and using facility reliability concepts to 
aid in tactical planning and maneuvers are key considerations that 
could be better quantified using DAS concepts. 

The use of the DAS as it exists herein necessarily includes 
use of the CBR method of strength evaluation, which is in itself not 
a true physical material parameter.  This feature is not to be con- 
sidered a deterrent, however, to prospective users bound to other 
design procedures.  Material strength parameters can be stated in any 
suitable terms where a sufficient data base exists for validation. 
True material parameters, such as Poisson's ratio (y) and elastic 
properties (E), in various forms can be utilized and would provide 
for a more rational approach to the overall operation.  Other methods 
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of portraying strength can be used where data are available.  In all 
cases, any bias is removed in the actual correlation indicated during 
the validation stage and should be the basis of judgment as to whether 
a particular procedure is employed, 

PART VI:  CONCLUSIONS 

The conclusions drawn as a result of this study are as 
follows: 

a. The hypothesis that effective pavement life-cycle 
management can be achieved through the use of deterioration and reli- 
ability concepts has been investigated and proven. 

b. Models were developed that effectively portray the 
deterioration of a facility and assess its reliability in terms of the 
rutting mode of deterioration. 

c_.  The deterioration and reliability models show high 
correlation and small residual error and, therefore, when combined to 
form the heart of the DAS, should provide for effective rut depth 
prediction and reliability assessment. 

d.  The DAS can be used for the purposes indicated in 
the section entitled "Utilization of the DAS." 

e_.  The DAS, as a first-generation system, provides a 
technological basis for development of a complete life-cycle 
management system for all modes of deterioration pertinent to all 
pavement types through expansion and validation as data are made 
available. 

f.  The DAS can be used in its present form for dif- 
ferential analysis on roads where damage incurred by various vehicle 
types must be determined as a basis for cost assessment. 
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The Multiple Integrated Laser Engagernent System (MILES) is 
the core system for a Family of laser engaftement simulators which 
have the potential to revolutionize Army tactical unit training. 

MILES devices are being developed for the M16 rifle, the 
Army's full family of machine^uns, the VIPEP , DRAGON, TOU, the main 
battle tanks (M60A1, A2, A3), and the M551 AR/AAV.  Follow-on efforts 
will expand the MILES system into air defense weapons, helicopters, 
artillery, high performance aircraft, and enemy weapons systems.  The 
prototype packages consisted of laser transmitters which simulated tbe 
effect of the weapons, the laser detector array which detects and de- 
codes incoming laser signals, and hit indicating mechanisms which 
combine audio and visual signals to convey near misses and kills. 

The system uses low power gallium-arsenide (GaAs) lasers. 
Each device is lightweight, and its addition to the base weapon will 
not affect the normal handling, accuracy, or performance of that 
weapon.  For every weapons system involved, tbe laser transmitter 
will have a hit probability comparable to the weapon simulated, as 
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well as duplicatino the weapons' effects. An infantryman, for ex-- 
aranle, can "kill" another infantryman with his >T16 device equipped 
rifle, but cannot disable a tank.  Conversely, a tank can "kill" 
not only another tank, but also TOW crews and infantrymen.  The key 
to this is distinct pulse codes for each weapon and discrimination 
loj>ic in each detector. 

By duplicating the ranges and simulating the lethality ef- 
fects and characteristics of direct fire weapons, realistic, two- 
sided exercises can be conducted with reduced controller renuire- 
ncnts and increased training value. 

The MILKS program will not only provide preater fidelity, 
it will extend tactical en,e,a<Tement siTrmlation to full company team 
and battalion task force level training to include night operations. 
The FILE? basis of issue for each active Amy division will include 
enouph devices to permit two battalion task force exercises to be 
conducted simultaneously.  Operational testing of the MILES system 
is scheduled for August 197" with production and initial issue be- 
ginning in 1979, 

Proper operation of this system requires the laser to be 
purposely directed at personnel.  Ocular exposure approaches certain- 
ty.  Field deployment will therefore ultimately reflect the con- 
fidence of the user in his understanding of the ocular hazard of 
the iniection diode laser.  Cognizance of this fact led to a meeting 
in Orlando, FL, on 4 February 1976 with personnel from the US Army 
Environmental Fygiene Agency; the Project Manager for Training De- 
vices, Orlando, FL, and the contractor, to discuss the planned engin- 
eering development model of the MILES laser system (1). 

The meeting attendees concluded the proposed MILES system 
emitted optical radiation exceeding current protection standards 
(Class 1-System). In response to the recommendation that further bio- 
logical research be performed, those groups involved in project MILES 
convened at the Letterman Army Institute of Research (LAIR) in April 
1976 for a review of the biomedical effects of gallium-arsenide laser 
radiation.  It was pointed out that it is not sufficient to simply 
test the MILES device against a biological system (the eye) in con- 
trolled laboratory situations.  The assignment of this system to 
a "safe" category (Class 1) is controlled by existing regulation 
AR 40-46 (2) and TB MED 279 (3).  A research program bearing on the 
provisions of these regulations was outlined. 
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The fundamental requirement was to produce data that 
would indicate a need to modify existing standards, which is based 
in part, on limited data.  Experiments were designed to answer ques- 
tions and provide data on the damage threshold for a single-pulse 
exposure at the GaAs wavelength (905 mm) and the effect of exposure 
to pulse trains at the MILES code and frequency.  In addition, 
experiments were designed to study the effect of the non-circular 
irradiation geometry resulting from exposure to collimated GaAs 
radiation (4). .The most direct method to provide thesedata would 
be through the direct evaluation of retinal lesions created by ex- 
posure to a pulsed GaAs system.  However, the injection diode laser 
was an uncooperative source when one attempted to optically couple 
the emission onto the retina, to the point where no retinal lesion 
had been successfully produced with a laser operating under the vari- 
ables required of Project MILES.  These variables approach the limits 
of a single-junction, pulsed, room temperature, GaAs laser. 

The ocular hazard at a wavelength of 860nm had previously 
been determined for 120 KHz Pulse Repetition Frequency (PRF) radia- 
tion from a cryogenically cooled GaAs laser diode(5).  The experi- 
ment was sufficiently defined to predict a rectangular retinal irra- 
diation geometry.  The retinal burns were in all instances circular 
in shape when viewed ophthalmoscoplcally, and were frequently oval 
in shape in retinal flat preparation and histopathological section (6) 

MATERIALS AND METHODS. 
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FIGURE  1:     EXPERIMENTAL APPARATUS 
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Experiments were conducted to provide sufficient 
data for further interpretation of the blomedlcal effects data 
base, utilizing lasers v/hich apnroxiTnated the MILES device in spec- 
tral and/or temporal emission characteristics. 

The apparatus used in these experiments is shown in figure 
1,  A shutter controlled the exposure sequence and attenuating fil- 
ters reduced the beam energy to the desired level.  A beamsplitter 
directed a portion of the energy into a detector which recorded the 
dose of each exposure.  This detector was calibrated by reference 
to a radiometer each day the system was used .  A goniometer mount 
provided rotation of the animal about the pupil of the eye to be 
exposed, allowing precise positioning of the exposures on the re- 
tina.  An accurately repositionable mirror, which directed the beam 
into the eye, was moved to permit fundus camera observation of the 
retinal exposure sites. 

Each laser, as required, was positioned in the exposure 
system.  The divergence of the beam at the eye exposure position 
was measured so that an accurate estimation of the size and geometry 
of the retinal image could be made. 

The animals used in these experiments were rhesus monkeys 
(Macaca Mulatta) weighing between 2 and 5 kg.  Preanesthetic medica- 
tion consisted of a sedative dose of phencyclidine hydrochloride (0.25 
mg/kg) intramuscular and atropine sulfate (0.2 mg) subcutaneously. 
Anesthesia was induced with sodium pentobarbital (approximately 5 
rag/kg) via the saphenous vein. A pediatric intravenous injection 
set was placed into the saphenous vein to administer fluids and to 
facilitate additional anesthetic.  The pupils were dilated and sutures 
of 3-0 silk were placed in the upper eyelid to facilitate manipulation, 
vrhile the eyes were open during the experiment, physiologic 
saline was used to maintain good corneal transparency. 

The animals were positioned in the exposure system and the 
fundus examined via the Zeiss fundus camera.  Any abnormalities were 
noted.  Thirty-six to forty eight exposures were placed in a square 

array utilizing suprathreshold marker burns to accurately locate the 
rows and columns for subsequent examination. 

Detailed ophthalmoscopic examination of the exposure sites 
was conducted at one hour post exposure.  The criteria for damage were 
the presence of a lesion visible via this examination. 
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For most of the systems evaluated, a probit analysis was 
performed (7).  The presence or absence of changes in appearance of 
the target area was noted for each irradiance studied.  The ratio 
of observed responses to the total number of exposures at given doses 
was then plotted on logarithmic probability paper where the ordinate 
is probability (percentage observed) and the abscissa reflects the 
dose. 

From the plot, the ED,.,-, (effective dose required to pro- 
duce an observable response 50 percent of the time) was obtained. 
Confidence intervals about the dose response curve were calculated. 
Because of the experimental design, the ED,,  has greatest statistical 
significance and is often referred to as the "damage threshold." 

ERBIUM:  YLF EXPOSURE SERIES 

This  laser  produced  Q-switch pulses  of   180-ns duration at 
a wavelength of  850 nm with a  beam diameter  of   1.6 mm. 

Dose response data were obtained  for  two  exposure condi- 
tions.     Initial   exposures used a  laser  beam divergence of   0.7  milli- 
radian,   producing a minimal  retinal   irradiation diameter.     After  an 
EDr_  had  been obtained  for   this  condition,   a +9 diopter  lens was  in- 
troudced   into   the beam  to  produce a  26.8 milliradian  beam divergence 
resulting   in a  400  \m retinal   irradiation diameter.     The results  of 
the 850-nm Erbium laser  exposures are  tabulated   in Table  I. 

TABLE  I 

ED,..  Dose for Q-Switch Erbium Laser Exposure - 850 ma 

ED50 Minimum Retinal 
Irradiance Diameter 12 +    3yJ 

400  u  Retinal 
Irradiance Diameter 138 +  20IJJ 

This  experiment  established  the damage  threshold  for a 
single,   short-duration  pulse  in   the spectral  region of  the GaAs  laser. 
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NEODYMIUM: YAG - PULSE TRAIN EXPOSURE SERIES 
The laser was a continuously pumped acousto-optic Q- 

switched Nd:YAG laser.  The wavelength was 1064 ran.  Within the pulse 
repetition frequency range of these experiments, the pulse duration 
was 180 ns.  The laser was pulsed continuously at the desired fre- 
quency and an external shutter was used to pass the desired numher 
of pulses.  The laser beam at the eye was 2mm in diameter and col- 
limated to produce a minimum retinal irradiation area.  These data are 
summarized in Table II.  

TABLE II 
Laser Exposure Data Nd Laser Pulse Trains - 1064nm 

PRE Number of Pulses 
1    2    3    6    74    1000 

100Hz,  ED  (,jJ)  128.9 75.1 89.8 

1000Hz  ED50(ljJ)       80.1  51    55    16.4   10.1 

3000Hz  ED50(uJ)       60.6 43.6  30.4 

These data show a high degree of additivity for two pulses, 
with the additivity being greater for shorter interpulse spacitip. The 
degree of additivity lessens following the second pulse.  If the data 
for lOOOKz is plotted on log paner as total pulse train energy vs 
total exposure duration, the slope of the resulting line is nearly 
identical to the slope of existing continuous wave (cw) neodymium la- 
ser ED  data.  This is at variance with the guidance of TBTTED 279 
which assumes a different time dependency of the safe level for the 
two exposure conditions.  This variance encouraged the investigators 
to perform a literature search for all existing, pulse train exposure 
data.  Examination of these data, for pulse durations from 10 ns to 
1 ms and pulse repetition frequencies from IV.z  to 10,000Hz reveal a 
consistent relationship between pulse train data and equivalent con- 
tinuous wave data.  This relationship is not adeauately modeled by 
the procedures of TBMED 27 9. 

GALLIUM ALUMINUM ARSENIDE (GaAlAs) EXPOSURE SERIES. 

The source of radiation for this experiment was a cw GaAlAs 
stripe geometry laser diode, selected to have a maximum laser output 
of not less than 20 mW.  The wavelength of maximum emission, measured 
in this laboratory, was 883 nm.  The spectral bandwidth was not mea- 
sured, but is reported by the manufacturer to be 2.5 nm. 
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The laser was driven with a stable 385 milliamp source.  A 
5.5-mia focal length lens colllmated the laser emission.  The beam 
divergence was 0.65 milliradian by 4.3 milliradian. 

A horizontal row of 12 suprathreshold retinal exposures 
were made with the erbium laser to produce location markers.  Three 
rows of GaAlAs laser exposures were located below the marker row. 

All  exposures were of   30-second duration.     The ED--, 
determined  from  135  exposures   in  six  eyes,   was  230 millijoules.     The 
lower and upper   95%  confidence limits were  202 millijoules and   262 
millijoules,   respectively. 

MILES PROTOTYPE EXPOSURE SERIES. 

The  laser   source used   in   this  experiment  was  a prototype 
gallium-arsenide  laser  training device  having   two  modes of  operation. 
In   the  pulse-repetition-frequency   (PRF)   mode,   the output consisted of 
a continuous  train of   100-ns,   905-nra pulses at a  repetition rate of 
1,600 Hz.     In  the pulse code mode,   the  interpulse  spacing  is  not con- 
stant and   the average  repetition rate  is  132 Hz.     The pulse  energy 
and duration are   the same  in  both operating modes. 

In  each eye a   total  of   forty-eight   exposures were made  in a 
grid   pattern  for  exposure durations  from  1   sec   to   90  sec.     The  total 
intraocular   energy was   .212  erg/pulse for  the  1 watt  laser  and   1.64 
erg/pulse  for  the 10 watt  laser. 

Evaluation of   the  retinal  sites was made by  funduscopic 
observation,   intravenous   fluorescein angiography,   retinal   flat pre- 
paration,   and/or  opon  imbedded  serial   sections for  light microscopy 
(Trypan  blue,   azure  II   staining).     These analyses were carried  out 
for   immediate,   1  hour  and  24   hour   intervals after  laser  exposure. 

These ocular  exposures did  not  produce  the  type of  retinal 
opacity which  is   typically  seen by  fundoscopy after  laser   irradiation 
of  the retina.     Exposures   in   the 30-second PRF  sequences were 
characterized  by   the development  of  a  pale gray clouding within  10 
seconds after   initiation of   the exposure while  the laser  continued 
to   irradiate  the retinal   site.     At   the end  of   the 30-second  interval, 
the exposure  site measured approximately 350-400 microns and was 
darkened  at  the periphery with central diffuse  clouding   (8). 
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The incidence of observed retinal changes at various expo- 
sure levels is summarized in Table III.         

TABLE III 
Summary of MILES Prototype Laser Exposure Data 

Exposure 
Mode    duration TIE     Exposures/Changes Lasers 

1 watt 

1 watt 

10 watt 
10 watt 

PRE 30 sec 
10 sec 
5 sec 
1 sec 

Pulse 30 sec 
Code 
PRE 30 sec 

Pulse 30 sec 
Code 

1.0 mJ 
0.34 mJ 
0.17 mJ 
0.034 mJ 
0.084 mJ 

7.9 mJ 
.65 mJ 

100/67 
25/18 
7/5 
10/0 
14/0 

19/11 
5/5 

The subtle retinal changes were persistent(24 hrs after ex- 
posure) . However, no flourescein leakage or histological evidence of 
retinal alteration was confirmed in any of the exposure sites. 

With the exception of the direct observation of retinal 
"clouding," none of the techniques (angiography, flat preparation, 
serial microscopy, and fundus photography) routinely used to deter- 
mine the site or extent of the change demonstrated any retinal alter- 
ation. 

DISCUSSION 

Analysis of the results of these studies reveal a paradoxi- 
cal situation.  One result is a recommendation that the provisions of 
TBMED 279 be changed in a manner that allows the latest MILES device 
to be placed in Class 1 - safe laser (9).  A second result is a body 
of biological data which indicates that retinal alterations are occur- 
ing at irradiance levels below those afforded by the MILES device. 
Note that there is an exact reversal of the condition which existed at 
the start of the study. 

The ocular doses from the MILE prototype device which pro- 
duced retinal "clouding" were below the existing TBMED 279 standard 
for pulse train irradiation.  These doses approached those used in 
functional testing which produced measurable visual performance de- 
gradation. 
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This subtle retinal clouding was a different end point re- 
sponse criteria than was used in the body of dose response data upon 
which the safety standards are based.  Those data used the presence of 
a visible retinal opacity or lesion as a response criteria, as did the 
data reported here for the erbium laser, GaAlAs laser and repetitive 
pulsed Nd Laser.  The clouding phenomenon does have correlates in 
other retinal response observations.  The discrete lesion produced by 
the cw GaAlAs laser was surrounded by retinal clouding similar in 
appearance to that produced by the MILES prototype device. 

Neodymium single pulse and multiple pulse exposures made at 
2-3 X EDrn produced a bright central whitened area of less than lOOym 
diameter which faded within ten seconds while the typical retinal opa- 
city developed.  At lower levels, approximating the ED5Q level, a re- 
producible change in the reflectivity from the retina was observed 
directly preceding the development of a retinal burn.  At levels below 
the ED,-, the transient reflectivity change was the only effect noted. 

Retinal effects for the erbium and GaAs lasers gave the im- 
pression that the changes are superficial to the retinal pigment epi- 
thelium for near "threshold" burn levels.  If indeed changes are oc- 
curring superficial to the level of the pigment epithelium, then 
subtle exposures may produce damage to neural elements of the retina 
including the photoreceptors themselves without pigment epithelial 
change.  Further, the. accepted experimental EDr^ level, from which 
safe levels are determined, may be forced to be revised to account for 
other than retinal opacity levels. 

COMPARISON OF DATA WITH STANDARD 

Figure 2 presents the ED^.s for ocular exposure to the cw 
GaAlAs laser, the 120 KHz GaAs laser and the 180 nsec pulse duration 
850 nm Erbium laser.  Also presented are the ED ns for ocular exposure 
to the.  cw neodymium laser and the pulsed neodymium laser.  The neodym- 
ium laser data represented a consistent set derived in one laboratory 
with a common laser and observer.  The neodymium data throughout were 
for minimal retinal irradiance diameter.  The pulsed neodymium data 
and the pulsed erbium data are derived in one laboratory by a common 
observer using well behaved lasers in identical dose delivery systems. 
These data are therefore representative of the ratio of damage thres- 
holds for the two wavelength regions. 

The 850-950 nm data is inconsistent.  The cw data does not 
lie on a common line and the separation between wavelength regions is 
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FIGURE 2 
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not the same as that obtained with the pulsed lasers.  The 120 KHz 
GaAs and cw GaAlAs data are not for minimal image diameter.  Extrapo- 
lation is possible from these data to the estimated threshold for 
worst case conditions.  Data collected for a variety of pulse dura- 
tions, wavelengths, and retinal irradiance diameters show that, on 
the average, (10) 

1) Log E = k - log D 

where E is the retinal radiant exposure ED5Q and D is the retinal 
irradiance diameter.  From this equation can be derived the relation- 

ship: 

2) TIE1 

TIE2 

where TIE is the total intraocular energy and A is irradiated area. 
The 120 KHz laser had a beam divergence of 11 milliradian by 0.2 mil- 
liradian.  It is highly unlikely that eye would be able to produce 
the approximately 3 micron spot predicted from 0.2 milliradian diver- 
gence; a dimension of at least 20 microns is probable.  The cw diode 
produced a beam divergence of 4.8 milliradian by 0.6 milliradian. 
The eye would again produce at least 20 micron spot from the 0.6 mil- 
lirad divergence.  The 120 KHz diode irradiated a retinal spot of 
165 X 20 ym and the cw diode irradiated a retinal spot of 72 X 20pm, 
From equation 2 the 120 KHz GaAs data must be reduced by a factor of 
3.24 and the cw GaAlAs data reduced by a factor of 2.14. to present 
the worst case conditions (20 y diameter spot).  The estimated worst 

case line (line 3) is plotted on figure 2.  This corrected data shows 
a consistent relationship to the neodymium data set. 

Viewing multiple pulses is more hazardous that viewing a 
single pulse because of additivity of pulse effects.  At question is 
the degree of additivity.  Ocular damage thresholds were determined 
for exposure to pulse trains from a repetitively pulsed Nd laser. 
These measurements were designed to determine the additivity of the 
effectiveness of pulses as a function of pulse number and pulse separ- 
ation.  The consistent relationship between pulse train data and cw 
data led to the following formulation for computing the maximum per- 

missible exposure to pulse trains. 

RP 
3) MPE  (T) = CF MPE(T) 
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RP 
IIPE  (T) is the maximum permissible exposure expressed as 

total intraocular energy for the pulse train of duration T, MPE(T) 
is the maximum permissible exposure for cw irradiation of duration 
T and CF is a correction factor which is dependent upon the pulse 
repetition frequency and the duration t of an individual pulse in 
the pulse train. 

4) for t greater than 2 ys  CF = 3.5 PRFt 
for t less   than 2 MS CF = 1.8 X 10  PRFt 

This method has the advantage of applying the same margin of safety 
for pulse train exposures as is applied to cw exposures. 

CF was derived by taking the ratio: 

5) CF = ED1^ (T)/ED50(T) 

RP 
ED   (T) and ED  (T) are the damage threshold doses for pulse trains 
of total duration T and cw exposures of total duration T respectively. 

Applying CF to the estimated worst case line for cw 
exposures yields a worst case (Figs 2, 3 line 4) for pulse train 
exposures.  This line is shown for PRF = 1,636 Hz, t = 180 nsec, which 
are typical of MILES device parameters.  The IIPE for cw GaAs exposure 
(line 4) and the IIPE  for pulsed GaAs exposure (line 5) derived by 
application of the CF for 1636 Hz, 180 nsec pulses are shown, as well 
as the MPE  obtained from TBMED 279 by application of Gp. (line 6) 
The emission energies of various MILES devices are shown for com- 
parison. (Fig 3)  In all cases, these energies are a factor of six 
below the projected EDI-n levels and are approximately equal to the 
MPE1  obtained by the CF method. 

Another result obtained from the evaulation of pulse 
repetition data is: 

6) MPERP (T) = n3/4 Q MPE (t) 

where n is the number of pulses in the pulse train, and MPE(t) is the 
maximum permissible exposure for a single pulse.  Q is a constant for 
any given pulse duration and wavelength, but its numerical value is 
not readily predictable.  This relationship says that MPE   is essen- 
tially independent of PRF, but depends only on the number of pulses. 
Therefore, the results of the foregoing section are valid when 
applied to the average PRF of a non-unifonnly spaced train of pulses. 
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SUMMARY AND RECOMMENDATION 

These studies indicate that there is a method and a justi- 
fication for modifying the portions of TB MED 27 9 that govern the 
computation of the MPE for pulse trains, and a recommended procedure 
for so doing has been forwarded.  These recommended changes allow a 
MILES system which is Class I in nature, as defined by a revised 
TBMED 279. 

However, these studies further point out the fact that 
there is much we do not understand about the interaction between 
laser radiation and the visual system. 

Little information is available on experimental data 
derived from fundoscopic evaluation of retinal exposures which 
describe changes other than the presence of retinal opacity.  It may 
be that other wavelengths produce subtle visible persistent altera- 
tion which can be observed by ophthalmoscopy.  The proposed changes 
in the standard do not take into account repeated exposures at 
intervals on the order of minutes to hours or the results of chronic 
viewing of low "safe" level laser source.  Until these results are 
available both the developer and user must understand the limita- 
tions of the current recommendations.  The current biomedical 
research data supports the recommendation that for the field use of 
this family of low power GaAs devices, a safe field use can be 
relatively assured.  However, in the mode of operation where fixed 
optics and probability of continuous or repeated exposure exist, 
such as at the maintenance depot or other repair facility, manuals 
should specifically caution the intended user about viewing the 
laser source. 

IN CONDUCTING THE RESEARCH DESCRIBED IN THIS 
PAPER, THE INVESTIGATORS ADHERED TO THE "GUIDE 
FOR LABORATORY ANIMAL FACILITIES AND CARE," AS 
PROMULGATED BY THE COMMITTEE ON THE GUIDE FOR 
LABORATORY ANIMAL FACILITIES AND CARE OF THE 
INSTITUTE OF LABORATORY ANIMAL RESOURCES, 
NATIONAL ACADEMY OF SCIENCES - NATIONAL RESEARCH 
COUNCIL. 
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LIFE EXPECTANCY OF U.S. ARMY COMMERCIAL 
DESIGN ADMINISTRATIVE VEHICLES 

*MR. RAYMOND BELL 
US ARMY MATERIEL SYSTEMS ANALYSIS ACTIVITY 
ABERDEEN PROVING GROUND, MARYLAND  2I00S 

INTRODUCTION:  At the request of the Tank-Automotive Readiness 
Command (TARCOM), the Army Materiel Systems Analysis Activity (AMSAA) 
has initiated a study to reassess the useful life (years/miles) of 
the Army's commercial type administrative vehicles.  Specifically, 
122 different types of vehicles will be studied.  Included among 
these commercial type vehicles are buses, sedans, panel trucks, dump 
trucks, ambulances, etc.  In addition, it has been requested that the 
maintenance man-hour standards for these vehicles also be re-evaluated. 

In this paper, a description of the study plan will be pre- 
sented along with a discussion of the data base and methodology to be 
employed.  In this connection, it will be shown how the existing Ad- 
ministrative Vehicle Management System (AVMS) data base will be used 
in developing maintenance cost models for the various vehicles under 
study.  Further, in describing the methodology, it will be shown that 
the determination of the life expectancy of these administrative ve- 
hicles will be arrived at through an evaluation of the economic life 
of these vehicles supplemented by a Reliability, Availability and 
Maintainability (RAM) analysis of the vehicles. 

STUDY REQUIREMENTS:  In tasking AMSAA to carry out the admini- 
strative vehicle life expectancy study, TARCOM specifically requested 
that AMSAA update the life expectancies and maintenance man-hour stan- 
dards contained in two Department of Defense Instruction (DODI) docu- 
ments.  DODI 4150.4 "Replacement and Repair Guidance, and Life 
Expectancies For Commercial Design Vehicles" contains a list of the 
life expectancies (year/miles) for 14 types of vehicles (see Table I). 
It is pointed out that the last update of these life expectancies 

109 



BHLL 

occurred in 1963 and thus an update of these lives was deemed neces- 
sary.  In discussing these 14 types of vehicles, it was learned that 
92 separate types of vehicles actually comprised the 14 vehicles listed 
in D0D1 4150.4 (Table I) and that a life expectancy analysis was in 
fact required for each of the 92 vehicles.  As an example of the 
division of the 14 vehicles listed in Table I into the 92 vehicles 
mentioned, the "Sedans, All" divides into five types:  subcompacts, 
compacts, intermediate, regular and executive.  In addition to the 92 
vehicles to be studied, TARCOM requested that an additional 30 mainte- 
nance and service vehicles also be evaluated from a life expectancy 
viewpoint (see Table 11). 

An additional requirement that was included in the study was 
to evaluate the maintenance man-hour standards for commercial design 
vehicles contained in DODI 4151.10 "Maintenance Man-Hour Input Stan- 
dards For Commercial (Transport) Design Motor Vehicles." This 
particular requirement was included in the study not only because the 
Department of Army (DA) requested an update of the values contained 
in DODI 4151.10 (see Table III) but because maintenance man-hour 
data will be accumulated during the course of the study. 

STUDY PLAN:  In order to accomplish the goals of this study 
(life expectancy determinations and updated maintenance man-hour 
standards), it is planned to determine the economic life of each of 
the vehicles being studied supplemented by a RAM analysis of these 
vehicles over the economic life span in order to determine if the 
life expectancy should be less than the economic life because of RAM 
considerations.  The primary data requirement for this effort is 
maintenance data as a function of accumulated vehicle mileage for each 
of the 122 vehicles under study.  Specifically, the types of mainte- 
nance data required are maintenance costs, man-hours utilized, mileage 
at which maintenance occurred, parts consumed, header data (vehicle 
type, line item number, description), date maintenance occurred and 
whether maintenance was of a scheduled or unscheduled variety.  This 
type information will permit the generation of maintenance cost models 
as well as provide data for a RAM analysis.  The maintenance cost 
models when combined with the present value (in FY 78 dollars) and 
the salvage values of the vehicles will thus provide all the data 
necessary for the economic life determination of the vehicles. 

In order to obtain the primary data requirement (maintenance 
data as a function of accumulated mileage), AMSAA plans on accumulat- 
ing this data through the currently existing Administrative Vehicle 
Management System (AVMS).  AVMS data will be collected at six dif- 
ferent sites (Fts. Benning, Lewis, Shafter, and Knox; Aberdeen Proving 
Ground (APG) and White Sands Mis'sile Range (WSMR) beginning 1 October 

110 



Bell 

1977 for one year.  These sites were selected because they contain the 
largest quantities and have the widest diversification of types of 
administrative vehicles.  It is anticipated that data will be collected 
on a total of approximately 6,000 vehicles at these sites. 

DATA BASE:  From past experience in the conduct of life ex- 
pectancies studies for tactical vehicles, AMSAA immediately began a 
search for a data base from which maintenance data for administrative 
vehicles could be obtained.  It was AMSAA's concept to obtain this 
data, if possible, from an existing data base .rather than launching 
into'an expensive data collection effort.  In discussing the data re- 
quirements with Training and Doctrine Command (TRADOC) personnel, it 
was learned that the existing AVMS data base basically accumulates the 
desired data although not in the form required for the study.  In the 
AVMS, each reporting installation compiles maintenance data on each of 
their administrative vehicles on a monthly basis but utilizes this 
data to supply an accumulated summary of the particular data element 
(man-hours, maintenance cost, etc.) since the beginning of the fiscal 
year to higher headquarters for review.  There is no requirement in 
the AVMS to provide any of the data elements as a function of vehicle 
mileage as is required for a life expectancy study.  It is also noted 
that in the current system the raw monthly maintenance data is dis- 
posed of after 90 days and further the mileage on the vehicle at the 
time of the maintenance action is not recorded. 

Despite the shortcomings of the AVMS, from a life expectancy 
analysis standpoint, this data base was considered suitable for the 
study.  To utilize the data base, each installation included in the 
study was requested to record the vehicle mileage at each maintenance 
action and rather than disposing of the monthly data, the study in- 
stallations were requested to forward the data to the Materiel Readi- 
ness Support Activity (MRSA), Lexington, KY for computerizing.  Since 
past data at these installations had been disposed of, except for the 
last 90 days which did not contain mileage entries, it was decided to 
initiate the life expectancy study with a new data collection effort 
beginning 1 October 1977.  Another problem that had to be dealt with 
was that four of the installations [Fts. Benning, Knox, Lewis and^ 
Shafter) had their monthly maintenance data transcribed on magnetic 
tape while the other two installations (APG and WSMR) could only 
supply MRSA hand-written copies of the maintenance actions.  Each of 
these'two installations have been compiling about 800 maintenance 
actions a month. 

MRSA acting as the central data receiving point not only has 
the large task of computerizing the hand-written APn and WSMR data but 
has to translate the tapes received from the other four installations 
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so that they could be used on their computer.  It should be pointed 
out that each installation initially forwarded to MRSA an inventory 
tape of all administrative vehicles at each post so that the current 
mileages, ages, etc., of each vehicle (as of 1 October 1977) could be 
determined.  During the course of the one year data collection period 
MRSA will further review the data received from each installation for' 
accuracy and completeness, assemble data by individual vehicles, sort 
maintenance actions into proper date and mileage sequences and con- 
solidate data on magnetic tape. 

Upon completion of the one year data collection effort MRSA 
will forward the data to AMSAA for a determination if in fact  suf- 
ficient data has been collected for the life expectancy study!  Assum- 
ing one year of data collection is sufficient, the data collected will 
form the basis of the determination of commercial administrative ve- 
hicle life expectancies and maintenance man-hour standards. 

STUDY METHODOLOGY:  The life expectancy of the vehicles being 
studied will be assessed by determining the mileage at which the 
average system cost per mile (costs associated with the acquisition, 
shipping and maintenance of the vehicle) is minimized (economic life). 
This cost analysis will be supplemented by an evaluation of the 
vehicle's Reliability, Availability and Maintainability (RAM) charac- 
teristics over the economic life span to establish if the vehicles 
life expectancy should be less than the economic life because of RAM 
considerations.  In exercising this methodology, the procedure that 
will be employed will be to analyze the maintenance costs (scheduled 
and unscheduled) to determine how the costs are changing as the ve- 
hicles increase in mileage.  This will result in the development of a 
maintenance cost function which will be combined with the vehicle 
investment costs to establish an average system cost function.  The 
RAM characteristics will also be analyzed to determine how they are 
changing as the vehicles increase in mileage. 

COST ANALYSIS:  As noted above, the object of the cost 
analysis was to determine how the maintenance costs were varying as 
the vehicle mileage was increasing in order that the average system 
cost could be minimized.  Thus, all the maintenance actions occurring 
with these vehicles will be costed in constant dollars (parts and 
labor) as a function of mileage.  The analysis of this data will in- 
volve determining a continuous instantaneous maintenance cost curve 
(the instantaneous maintenance cost refers to the maintenance cost at 
a specific mileage). This curve will then be used to obtain the ave- 
rage system cost curve (the system cost refers to all costs associat- 
ed with the procurement, shipment, and maintenance of a vehicle 
including such costs as the vehicle's acquisition price, administrative 
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expenses sustained, tooling costs, first and second destination 
charges, if any and maintenance costs).  From the average system cost 
curve, the mileage at which the average system cost is at a minimum 
can be determined which represents the point where the overall average 
cost to the Army to procure, ship, and maintain the vehicle fleet is 
at a minimum.  An example of the' results of this type analysis is pre- 
sented on Figure 1.  As observed on the figure, the average system 
cost for the 2-1/2 ton truck was indicated to reach a minimum at 
60,600 miles. 

RAM ANALYSIS: 

Unscheduled Maintenance Action Analysis.  As noted above, 
data on maintenance actions (scheduled and unscheduled) is being 
collected during this study effort.  This data is not being separated 
into those unscheduled maintenance actions resulting from a failure 
versus those actions not associated with a reliability failure.  As 
a result, a reliability analysis based on the occurrence of unsched- 
uled maintenance actions will be carried out rather than the usual 
reliability analysis based on failures.  It should be noted, however, 
that a reliability analysis based on unscheduled maintenance actions 
provides a lower limit on a reliability failure analysis because if• 
all unscheduled maintenance actions were in fact failures then the 
two analyses would be the same. 

In analyzing the unscheduled maintenance actions, it is plan- 
ned to develop a system Weibull failure rate function, i.e., 

r(t) = Agt6"1  t>0, A>0, 3>0 

where t = mileage on vehicle 
X = scale parameter 
6 = shape parameter 

This function assumes that the probability that a vehicle 
will have an unscheduled maintenance action at mileage t is propor- 
tional to r(t) and independent of the unscheduled maintenance action 
history of the system prior to t.  This definition differs from the 
usual definition which states that the probability of an unscheduled 
maintenance action at mileage t is also proportional to r(t) but 
conditioned on no unscheduled maintenance actions prior to t.  The 
former definition applies to repairable systems whereas the latter 
definition does not.  From this function, the probability that a 
vehicle with mileage t will complete an additional s miles without 
undergoing an unscheduled maintenance action (as determined by a non- 
homogeneous Poisson process) is 
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D, ...    -A(t + s)B + AtB P(s/tj = e 

From this analysis, the probability of completing 75 miles 
without an unscheduled maintenance action as a vehicle is increasing 
in mileage through its economic life indication will be determined. 
An example of the results of this type analysis is shown on Figure 2. 

Inherent Readiness Analysis. As with a reliability failure 
analysis, the determination of availability is normally based on 
failure data.  For example. Inherent Availability (A.) is normally 

defined as: 

.      MTBF 
i  MTBF + MTTR 

where MTBF is the mean-time-between-failures and MTTR is the mean-time- 
to-repair. 

As noted above, unscheduled maintenance actions rather than 
failure data will be available.  Further, the data will provide in- 
formation on the mean-man-hours-to-repair rather than the mean-time- 
to-repair.  The mean-time-to-repair for a particular maintenance 
action could be less than the man-hours involved if two or more mechan- 
ics worked on a particular maintenance action.  To utilize this data, 
however, to obtain an estimate of an availability statistic, one 
can determine the probability of a vehicle not undergoing active re- 
pair due to any unscheduled maintenance action when called upon to 
operate at a random point in time (Inherent Readiness) and this is 
given by the following expression: 

_      MTBUMA 
K . 
i  MTBUMA + MMHTR 

where MTBUMA is the mean-time-between-unscheduled-maintenance-actions 
and MMHTR is the mean-man-hours-to-repair.  It should be noted that 
the Inherent Readiness parameter is a lower bound on an Inherent 
Availability value, i.e., if all unscheduled maintenance actions were 
reliability failures and if no more than one mechanic ever worked on 
a maintenance action then the mean-man-hours-to-repair would be 
equivalent to the mean-time-to-repair and R. = A..  The results of 

11 

this analysis will thus be used to determine if any degradation is 
occurring in the Inherent Readiness parameter as the vehicles are 
increasing in mileage through the economic life indication. 
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Maintainability Analysis.  The object of this analysis will be 
to determine if the man-hours required for maintenance is changing as 
the vehicles increased in mileage and to provide data for a review of 
the current maintenance man-hour standards.  In addition, a parts re- 
placement analysis will consist of the following:  (1)  major component 
replacements as a function of mileage [engine, axles, differential and 
transfer case), (2)  high cost parts [in excess of $100) replacements, 
[3)  ten most frequently replaced parts and (4)  determination of the 
frequency of replacements for all vehicle parts. 

Study Milestones.  The conduct of this study is expected to 
take nearly two years.  The study was formally initiated in August 
1977 and is expected to be completed in June 1979.  The study is es- 
sentially divided into three phases:  (1)  study feasibility phase 
(August 1977 - September 1977), (2)  data collection phase (October 
1977 - October 1978) and (3)  analysis phase (November 1977 - June 
1979).  A detailed milestone schedule is indicated below. 

MILESTONES: 

Aug 77      Initial In-Process Review of Study Plan 

Aug/Sep 77  Discuss Content of Installation Monthly Mainte- 
nance Report and Feasibility of Transferring 
Data to MRSA with Fts. Knox and Benning. 

Sep/Oct 77  Visit Additional Data Collection Sites (APG, 
WSMR and Fts. Lewis and Shafter) to Discuss Im- 
plementation of Data Collection Effort. 

Oct 77      Initiate Data Collection Effort. 

Apr 78      Review Initial 6 Months of Data Collection. 

May/Jun 78  Revise Existing Computer Programs on Basis of 
Initial Data Review. 

Jun/Jul 78  Visit Data Collection Sites to Review Data Col- 
lection Effort. 

Sep 78 Complete Data Collection. 

Oct 78 Receive Data Tapes from MRSA. 

Nov 78 Initiate Analysis of Data. 

Apr 79 Complete Analysis of Data 

May/Jun 79  Prepare Interim Report on Study Findings and 
Provide Briefings as Required. 
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TABLE I 

COMMERCIAL VEHICLES 
(LIFE EXPECTANCY YEARS AND MILES*) 

Description Years 

Ambulance, All 

Sedans, All 

Station Wagon 

Bus, Body on Chassis CBOC) (up to 37 passengers) 

Bus, Body on Chassis [over 37 passengers) 

Bus, Integral 

Truck, 1/4 thru 3/4 ton (under 7,000 GVW) 

Truck and Truck Tractor 1 thru 2 ton 
(7,000 thru 18,999 GVW) 

Truck and Truck Tractor 2-1/2 thru 4 ton 
(19,000 thru 23,999 GVW) 

Truck and Truck Tractor 5 thru 10 ton 
(24,000 thru 39,999 GVW) 

Truck and Truck Tractor 11 ton and over 
(40,000 GVW and up) 

Trailers and Semi Trailers 

Motorcycle 

Scooter 3W - Package Del 

*Years or miles indicated whichever occurs first. 

Miles 

8 60,000 

6 72,000 

6 72,000 

8 84,000 

10 150,000 

12 300,000 

6 72,000 

7 84,000 

8 84,000 

10 150,000 

12 300,000 

15   

5 30,000 

5 15,000 
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TABLE II 

MAINTENANCE AND SERVICE VEHICLES 

NOMENCLATURE 

Ser Pltf Trk Mtd 4 x 2 
Ser Pltf Trk Mtd 24,000 GVW 
Ser Pltf Trk Mtd 4 x 4 28,000 GVW 
Ser Pltf Trk Mtd 34,500 GVW 
Ser Pltf Trk Mtd 4 x 2 28,000 GVW 
Ser Pltf Trk Mtd 6 x 4 30 Ft. H 
Trk, FB Tilt Frame 
Trk, Hopper Coal 
Trk, Hopper Coal 10 Ton 
Trk, Maint LC 4 x 4 14/21,000 GVW 
Trk, Maint LC 4 x 2 28/36,000 
Trk, Maint LC 4 x 4 28/36,000 
Trk, Maint LC 4 x 4 24/26,000 
Trk, Maint LC 6 x 6 
Trk, Maint 6 x 4 34,500 
Trk Maint Tele 3/4 Ton 
Trk Maint 4x4 5/9000 GVW 
Trk Maint Utility Panel 
Trk Maint Utility 7/10,000 
Trk Maint Utility 14/21,000 
Trk Mat'l Hdlg 21,000 GVW 
Trk Mat'l Hdlg 24,000 GVW 
Trk , Mat'l Hdlg 4 x 2 32,000 ( JVW 
Trk , Mat'l Hdlg Hi Lift 
Trk , Ref Col R/H 
Trk , Ref Col 4 x 2 24,000 
Trk , Ref Col 4 x 2 28,000 
Trk , Ref Col Comp 6x4 
Trk , Ref Col 6 x 4 39,500 GVW 
Trk , Ref Col 6 x 4 51,000 GVW 

LIN 

S80048 
S80068 
S80070 
S80078 
S80088 
S80108 
X45187 
X48792 
X48799 
X53366 
X53371 
X53376 
X53400 
X53402 
X53406 
X53572 
X53790 
X53848 
X53851 
X53856 
X54428 
X54433 
X54445 
X54448 
X55820 
X55832 
X55837 
X55839 
X55842 
X55847 
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TABLE III 

MAINTENANCE MAN-HOUR STANDARDS FOR 
COMMERCIAL DESIGN VEHICLES 

Identification Vehicle Group 

A. Sedans  

B. Bus, Body on Chassis [BOC) (Up to 
§ Including 29 Passengers) , 

C. Bus, Body on Chassis (BOC) (30-37) 
Passengers)   

D. Bus, All 38 Passengers and Up ... . 

E. Station Wagon   

P.  Ambulances  

G.  Truck, 1/2 Ton Pickup   

H.  Truck, Carryall:  Truck, Sedan or 
Panel Delivery Trucks, Other 1/4 Ton 
Through 3/4 Ton   

I.  Truck and Truck Tractor, 1 Ton. . . . 

J.  Truck and Truck Tractor, 1-1/2 Tons: 
Truck and Truck Tractor, 2 Tons . . . 

K,  Truck and Truck Tractor, 2-1/2 
Tons  

L.  Truck and Truck Tractor, 3 Tons - 
4 Tons  

M.  Truck and Truck Tractor, 5 Tons - 
10 Tons   

N.  Truck and Truck Tractor, 11 Tons 
and Over  

Direct Man-Hour 
Input Standards 
Per 1000 Miles 

2.0 

7.0 

Average 
Annual 
Mileage 

14,000 

12.000 

9.0 12,000 

10.0 12,000 

2.2 16,000 

6.0 8,000 

3.5 10,000 

3.5 10,000 

3.0 9,000 

8.0 7,000 

7.5 7,000 

6.5 7,000 

10.0 7,000 

12.5 9.000 
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AD- A056410 

BIOMONITORING - A FINAL METHOD TO MEASURE 
POLLUTION ABATEMENT 

*EDWARD S. BENDER, MR. 
PAUL F. ROBINSON, MR. 

CHEMICAL SYSTEMS LABORATORY 
U.S. ARMY ARMAMENT RESEARCH AND DEVELOPMENT COMMAND 

ABERDEEN PROVING GROUND, MD  21010 

The final goal of the Army's water pollution abatement 
program is to protect aquatic plants and animals by maintaining 
conditions favorable to life in the nation's waterways.  Although 
most of this work involves monitoring chemical and physical charac- 
teristics of water, pollution is essentially a biological problem 
in that its primary effects are on living things.  Therefore, it is 
appropriate to measure the success or failure of a pollution control 
system by monitoring the responses of aquatic plants or animals to 
the treated wastewater.  Biological monitoring, or biomonitoring, of 
a treated effluent or waste stream thus provides the ultimate evalu- 
ation of pollution abatement.  Legislators recognized the basic need 
for such monitoring by requiring in Public Law 92-500 (1972) that 
biomonitoring be conducted on all waste discharges.  A biomonitoring 
system is now being tested at Radford Army Ammunition Plant (RAAP) in 
southwestern Virginia for just this purpose. 

Biological monitoring is not a new concept.  In the 19th 
century, coal miners used canaries to warn them when the air con- 
tained toxic gases.  When the canary fainted, miners left the shaft 
for clean air above ground.  Over twenty years ago, Rachel Carson in 
her book Silent Spring interpreted the death of birds and other wild- 
life as a symptom of the effects of pesticides on the environment. 
Each year the scientific literature contains numerous studies of 
organisms possessing either extreme tolerance or extreme sensitivity 
to environmental pollutants.  Tolerant species are abundant in the 
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presence of a contaminant, while sensitive plants and animals may 
disappear even when only small quantities of a pollutant are present. 

Any aquatic organism, whether a fish, a clam, or a worm, 
will respond in some measure to the collective effects of all 
factors in its environment.  This response may be survival and 
prosperity or illness and eventual death.  One response, as demon- 
strated by early physiologists, showed that fish will use more 
oxygen when they are under prolonged stress.  Later it was found 
that the "breathing rate," that is, the rate at which water is 
pumped over the gills, changes when a fish is exposed to stress. 
We have combined the early physiological discoveries with contem- 
porary technology to develop a system to measure that change. 

The biomonitoring system consists of:  a series of special 
tanks in which the "breathing rates" are measured; a wastewater 
distribution and dilution system; and a mini-computer to collect, 
store, and analyze the data.  The entire system, with holding tanks 
and a diluter, is housed in a trailer, so that the system can be 
moved to any location. 

Although the theory of the biomonitoring system is complex, 
the operation and maintenance are relatively simple.  A portion of 
the plant effluent after final treatment is diverted to the water 
distribution system in the trailer.  Water is delivered in a constant 
flow to eight test tanks each of which contains one fish.  River 
water is delivered to four other tanks which serve as controls.  The 
fish swims between two electrodes, and muscular contractions asso- 
ciated with "breathing" are measured by a change in potential, which 
is caused by a bioelectrical current from contractions of the jaw 
and opercular muscles.  Before the testing begins, normal "breathing 
rates" are determined for each fish from measurements taken over a 
period of five days.  During testing, "breathing rates" are deter- 
mined for 15-minute intervals and each count is compared to normal 
"breathing rates" for that fish.  When the fish are exposed to a 
sublethal toxic condition, the "breathing rate" changes.  If six of 
the eight test fish have a significant increase in "breathing rate," 
an alarm is sounded. 

The changes in "breathing rates" correlate directly to con- 
ditions which can occur when an acid spill, system upset, or other 
problem occurs on a manufacturing line.  The alarm advises the plant 
manager that the quality of the waste stream has deteriorated and 
he must take appropriate action.  Although the system cannot identify 
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the pollutant, it provides a warning more rapibly than conventional 
water quality monitoring and at a fraction of the cost. 

Many Army production facilities have large containing 
ponds that can hold treated wastewaters for several days.  After 
the alarm is sounded, the wastewater could be impounded in lieu of 
discharge.  The pollutants can be identified by chemical analysis 
and additional treatment can be applied.  Continuous information 
from the biomonitoring system provides a tool that enables manage- 
ment to recommend additional wastewater treatment when necessary. 

In Europe and Africa, biomonitoring systems are being used 
to assay drinking water taken from large rivers polluted by indus- 
trial discharges.  If fish, which are more sensitive to pollutants 
than man, show no signs of toxicity after exposure, the water is 
pumped into the drinking-water reservoirs. 

Although the United States has no biomonitoring systems in 
practical use today, passage in 1977 of the Toxic Substance Control, 
Act and Toxic Substance Act by the United States Congress should 
encourage their development.  Under these laws all manufacturers 
will be required to demonstrate that their wastewaters do not have 
a toxic, mutagenic, or persistent effect upon the aquatic organisms 
in the receiving waters.  Some industries are spending up to one 
million dollars to develop toxicological data for each compound 
present in their wastewater.  The price for these data is high but, 
even so, the results may not apply to wastewaters of variable and 
complex composition such as those from ammunition plants.  Therefore, 
a continuous evaluation is also needed.  Ultimately, biomonitoring 
may become the final test of the adequacy of wastewater treatment 
and the method to safeguard environmental quality. 

123 



*BERG, LEE & UDELSOK 

AD-A056411 

REAL-TIME AND MEMORY CORRELATION VIA 
ACOUSTO-OPTIC PROCESSING (u) 

*NORMAN J. BERG, PH.D, JOHN N. LEE, PH.D 
BURTON J. UDELSON 

US ARMY ELECTRONICS RESEARCH & DEVELOPMENT COMMAND 
HARRY DIAMOND LABORATORIES 

ADELPHI, MD 20783 

The requirements of advanced radar systems, secure communi- 
cations networks, and signal-warfare concepts place severe strains on 
the capabilities of presently available analog processing technologies. 
These applications require real-time processing with large bandwidth 
and dynamic range.  The use of acousto-optic technology as an answer 
to these requirements appears very attractive.  Three fundamental 
signal-processing schemes using the acousto-optic interaction have 
been investigated:  i) real-time correlation and convolution, 
ii) Fourier and discrete Fourier transformation, and iii) programmable 
memory correlation.  By combining previously known techniques with 
newly discovered phenomena, major advances in analog signal processing 
have been demonstrated.  Time-bandwidth products in excess of 10,000 
and linear dynamic ranges in excess of 50 dB have been achieved with 
real-time processors.  Using the recently discovered acousto-photore- 
fractive effect,^ ) storage of surface-acoustic-wave (SAW) signals in 
lithium niobate (LiNb03) has been demonstrated.  During the informa- 
tion storage time of up to several months, "live" signals can be 
acousto-optically correlated with the stored signals.  This storage 
phenomenon can be used as the basis for a wide variety of new signal- 
processing architectures.  A description of the experimental results 
for the real-time processors (correlators and Fourier transformers) 
and the memory correlator are given in sections II and III, respec- 
tively. 

11•  Real-Time Signal Processing Using Acousto-Optic Interactions 
A.  Background 

The processing of signals using acousto-optic interactions is 
based on the diffraction of light by refractive index changes induced 
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in a piezoelectric material "by a surface acoustic wave.  Conservation 
of momentum and energy requires that the frequency of the light dif- 
fracted "by the propagating surface acoustic wave be shifted by an 
amount equal to the acoustic frequency.^2)  The acousto-optic  inter- 
action is normally in the Bragg regime, where the incident light beam 
is incident at an angle, 
given by 

3B' to the SAW front, The sine of Sg is 

sin 6 B 2nA (1) 

where A  is the wavelength of light in free space, X  is the acoustic 
wavelength in the material, and n is the index of refraction of the 
material.  The Bragg regime permits maximum interaction efficiency, 
since constructive interference occurs only for the first order dif- 
fraction mode, all other modes being suppressed. 

For Bragg interaction, the power ratio of diffracted light, Ij, 
to incident light, I  is ^ ^ 

— = sin2 {l.klMT')   , (2) 
I w  s 
o 

where M is a figure of merit relative to the value for water, t  is 
the interaction length, and P is the acoustic power density.  For 
sufficiently small P , a linear relationship exists between Ij and P . 

The method for achieving convolution via ^he acousto-optic inter- 
action is indicated in Fig. 1.  The amplitude of the light beam that 
has been diffracted by both 
acoustic waves, A(t) cos to t , , 
and B(t) cos w t, is propor- I —|   e»j2w^/A(r)B{tT)«T 
tional to 

[A(t) B(t) cos (t - 2 0) )t] 
a 

(3) 

where OJ is the light frequency. 
This doubly diffracted beam is 
collinear with the undiffracted 
light of intensity I , and the 
two beams are heterodyned in a 
nonlinear mixer diode.  The 
resultant output voltage is 
proportional to the product of 
eq. (3) with cos (co t), and the 
component at the acoustic fre- 
quency (2a) ) is: 

a 

DIODE - 

»ll)ci)l (0,10— - iTjlJl A/UV- 
<~1*1CIIIOV 

AcoslOVCO,)! 

a co 10.1,1 

Fig. 1. Waveform Convolution Using 
Acousto-Optic Bragg Inter- 
action 
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V   ft) ~ A(t) B(t) cos (2OJ ) . (k) 
out a 

Eq. (h)  gives the voltage due to a single light ray.  The interaction 
region between transducers is fully illuminated, and the lens shown in 
Fig. 1 focuses the entire light beam onto the photo-diode.  Recalling 
that the two signals are physically passing each other, it can be 
shown that the output voltage as a function of time is given by 

vo(t) = A(T)B(t - T)dT , (5) 

which is equivalent to the convolution of A(t) and B(t).(' '  Further, 
the frequency of the output waveform is twice that of the input wave- 
forms, and the output bandwidth is correspondingly twice the input 
bandwidth. 

One of the primary advantages of using the acousto-optic inter- 
action to obtain convolution (or correlation) as described above is 
that all nonlinear mixing occurs in the mixer diode.  Under these 
conditions, the piezoelectric material is nondispersive, and the in- 
teraction is approximately linear according to Eq. (2).  It will also 
be shown later that large dynamic ranges of signal amplitude are 
feasible. 

The scheme described above uses a single SAW delay line to per- 
form real-time convolution of two rf signals.  Correlation is obtained 
directly if the two signals are symmetric waveforms, since in this 
case correlation and convolution are equivalent.  Correlation of asym- 
metric waveforms in this scheme may be obtained by time inverting one 
of the rf inputs.  However, the time-inversion process involves addi- 
tional electronic complexity and problems of the quality of operation- 
al performance.  As an alternative approach, a "two-crystal" corre- 
lator has been designed that uses two separate acoustic delay lines, 
one of bismuth germanium oxide (BGO) and the other of LiKbC^, placed 
side by side, as shown in Fig. 2.  The incident light passes through 
the interaction regions of both lines.  Since the acoustic wave 
velocity in BGO is slower (by about half) than the velocity in LiNb03, 
an rf signal introduced into LiNbOs overtakes an rf signal that had 
been just previously introduced in the BGO.  Both the BGO and the 
LiNbOs signals are launched in the same direction, thereby obviating 
time inverting one signal.  If the Li.NbOs signal entirely passes the 
BGO signal, the output at the photodetector corresponds to the corre- 
lation of the two waveforms.  The maximum pulsewidth that can be com- 
pletely correlated is equal to one third of the interaction time (or 
length) of the LiNbOs delay line.  It is important to note that the 
two signals being correlated acousto-optically are in the form of 
surface acoustic waves in the LiNbOs and BGO.  To obtain maximum 
correlation of two propagating signals, their wavelengths and spatial 
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extent must be the same in 
"both crystals.  To accom- 
plish this, the input sig- 
nal frequencies must be 
adjusted to be proportional 
to the ratio of the two SAW 
velocities, and the input 
pulse widths must be in- 
versely proportional to 
this ratio.  The correct, 
pulsewidth ratios may be 
obtained by an auxiliary 
processing step using the 
same two-crystal acousto- 
optic setup.^ 3^ 
B.  Experiment 

A photograph of the 
setup used for our experiments is shown in Fig. 3.  The krypton (Kr) 
laser at the far left has an output of hOO  mw at 6^7.1 nm.  Following 
the laser are lenses and a cylindrical mirror (at the far right) which 
transforms the circular laser beam into a uniform intensity sheet beam 
15-cm wide by 60-ym high at the position where the LiNbOs or BGO SAW 
delay lines are mounted.  Following the SAW lines, a cylindrical lens 
and parabolic mirror are used to focus the light onto a PIN photodiode 
having less than 1-ns response time.  The photodiode signal is then 
amplified by wide-band amplifiers. 

Fig. k  shows a closeup of a LiNb03 and a BGO line placed side- 
by-side in the "two-crystal" correlator configuration (the BGO is 

"Two-Crystal" Waveform Corre- 
lation by Using Acousto-Optic 
Interaction in Adjacent BGO 
and LiNb03 Delay Lines. 

Fig. 3.  Experimental Setup for 
Real-Time Acousto-Optic 
Signal Processing. 

Fig. k.     LiNb03 and BGO Delay 
Lines Used for Acousto- 
Optic Signal Proces- 
sing. 
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the darker crystal).  The dimensions of each crystal were 15 x 1 x 
1 cm.  The LiNbC^ used was Y-cut, Z-propagating, and the BGO used was 
001-cut, 110-propagating.  In both crystals, the SAW propagation di- 
rection was in the long dimension.  To insure maximum acousto-optic 
coupling, it was necessary to obtain extremely good surface figure 
and polish on the crystals.  The top surfaces of the crystals were 
polished to a figure of about one wave (A ~ 0.55 ym) over the entire 
15 x 1 cm area, with no visible defect marks under 100X magnification. 
Both sides of the crystals upon which the laser light impinges were 
polished so as to have no more than 0.5 deviation from perpendicular- 
ity with the top surface.  Each of the two long edges were made as 
chip-free as possible.  Chip length was no more than 25 ym, and the 
total length occupied by chips was less than 2%  of the 15-cm length. 
The impinging Kr laser light beam was perpendicular to and filled the 
long dimension of the lines.  The actual laser light intensity through 
the region of SAW propagation was approximately 10 mW. 

Interdigitated finger transducers were used to convert the rf 
signals into SAW's.  To achieve a large interaction bandwidth, a 
series of four transducers was used for this conversion.  The center 
frequencies of these transducers in LiWb03 were 250, 355, ^75, and 
6l2 MHz.  The center frequencies in BGO were lower by a factor equal 
to the ratio of the respective SAW velocities in LiKbOs and BGO 
(~2.075)«  The transducers were tilted slightly with respect to each 
other according to a scheme by Tsai.^*)  In this manner, the Bragg 
condition was satisfied simultaneously for all four center frequen- 
cies, thereby permitting a large instantaneous bandwidth.  In addi- 
tion, the transducers were translated with respect to each other in 
the direction of wave propagation to provide proper phase matching at 
the crossover frequencies. 

Each device was operated initially as a convolver.  For BGO and 
LiNbOs, input bandwidths of ll+0 and 250 MHz, respectively, were ob- 
tained.  For both devices, the full design bandwidth was not achieved, 
because of very high insertion losses for the highest frequency trans- 
ducer in each device and because of the response roll-off of the 
photodetector and amplifiers above 800 MHz.  Interaction lengths of 
65 and Uo ys, respectively, were obtained for the BGO and LiNbOs. 
These lengths corresponded exactly to the physical interaction lengths 
available in each device.  The time-bandwidth product of these 
devices used as convolvers, obtained by multiplying the bandwidth with 
the interaction time, was 9100 for the BGO device and 10,000 for the 
LiNb03 device. 

The acousto-optic correlator shown in Fig. \ has been used suc- 
cessfully to correlate several waveforms of interest in radar appli- 
cations. Fig. 5A shows the output obtained by correlating two mono- 
frequency square-wave pulses for a low-frequency correlator (LIFbOs 

129 



*BERG,   LEE & UDELSON 

fBQO     * IISMMt. P --!i,0(nW 
fl i lOMttt, P     2S0 mW 

,■   I^O^SMHl.P- 50 mW 
?i0 MHi. P    500 mW 

in.a PMMH hrpul ll>aJ 

LIN^O.Pooer I^pui tii«d 

Fig. 5.  Real-Time Correlation 
Output Obtained with 
Two Rectangular Waveforms 
(a) and (e) and with 
Seven-Bit Barker Code 
(d) and (f). 

Fig. 6. 

RELATIVI POWER INt-Ur (Ob) 

Correlation Output ver- 
sus Input Power, Demon- 
strating Linear Dynamic 
Range of Acousto-Optic 
Correlator. 

at 10 MHz and EGO at ~5 MHz), and Fig. 5E shows the corresponding 
result for the high-frequency correlator.  The output pulsewidth is 
about four times longer than the short (LiNb03) input pulse, as ex- 
pected.  Fig. 5D and 5F show the results, in the low- and high-fre- 
quency devices respectively, of correlating the seven-bit Barker 
code(5) shown in Fig. 5C.  There is a strong central peak with three 
sidelobes on either side, as expected.  The peak-to-sidelobe ratio 
appears to be just slightly greater than the theoretically expected 
2.7:1 ratio. 

The results of measurements of the dynamic range of both the low- 
and high-frequency acousto-optic correlators are shown in Fig. 6. 
Because of much lower transducer insertion loss at low frequencies, 
the low-frequency correlator exhibited a greater dynamic range.  Ex- 
trapolating to a reference 1-MHz bandwidth, a dynamic range of about 
8^ dB is obtained.  The output is linear over this entire range for 
variations of either the BGO or the LiNbC3 input. 
C.  Applications 

l) Signal-to-Koise Ratio Enhancement 
One of the major functions of an acousto-optic correlator in 

radar applications would be to extract signals submerged in noise.  It 
can be showm5' that the most effective means of extracting a signal 
from noise is by using a matched filter.  A correlator is by defini- 
tion an adaptive matched filter, i.e., its response is the equivalent 
to a matched-filter response for any waveform corresponding to the 
reference waveform.  The time-bandwidth product of the filter is a 
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direct measure of the signal-to-noise (S/N) enhancementO  Hence, the 
relatively large time-bandwidth product, as well as the range of the 
instantaneous bandwidth, of the real-time acousto-optic processors 
described above make them very attractive candidates for advanced 
radar processing. Examples of the ability of the acousto-optic corre- 
lator to extract signals buried in noise are shown in Figs. 7 to 10. 
In Fig. 7 the output of the correlator is shown both for a noise-free 
and a noisy (S/N = -10 dB) monotone input signal.  Figure 8 is a 
quantitative plot of output S/N versus input S/N for monotone inputs. 

w*m 
Fig. 7.  Convolution Output with 

Noisefree Input (B and 
A) and with Noise- 
Degraded Input (D and C), 

16       10       8        0 6       -10       16     -20       25      30       36      40 

INPUT SIGNAL-TO NOISE RATIO. dB 

Fig. 8.  Signal-to-Noise En- 
hancement as Obtained 
with a Digital Comput- 
er, Compared wi-h 
Acousto-Optic Experi- 
mental Results. 

The computer-generated result is based on an equivalent time-bandwidth 
product of 30,000, whereas the particular acousto-optic device had a 
time-bandwidth product of 7,500.  Fig. 9 illustrates qualitatively 
the S/N enhancement for 100-MHz bandwidth, 20-ys wide, linear FM 
chirps.  Fig. 10 illustrates quantitatively the enhancement for these 
broadband signals.  In all cases, a S/N enhancement on the order of 
30 dB is possible. 

2) Fourier Transformation 
The ability to perform real-time Fourier analysis of rf signals 

is important in both communication and signal-warfare systems.  Fou- 
rier transforms have been performed acousto-optically using the 
"chirp transform" methodv7^, and a signal-processing architecture for 
performing discrete Fourier transforms acousto-optically has been 
devised. 
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■6        -12 18        -24        -30      -36 
INPUT S/N WBI 

Fig. 9.  Signal-to-Noise En- 
hancement with 100-MHz 
Bandwidth Linear FM 
Chirp Signals. 

Fig. 10.  Output Signal-to-Noise 
versus Input Signal- 
to-Noise for 100-MHz 
Bandwidth Signals. 

a.  Real-Time Chirp Transform 
The Fourier Transform of a function x(t) is defined as 

X(f) 
-i2Trft  ,. N.. e      x (t j dt (6) 

If the substitution -2ft = (f 
the terms rearranged, the following is obtained 

t)2 - f2 - t2 is made in eq. (6) and 

X(f)  =  e 
-iirf2 

J 
[e 

•iirt' x(t)] [e 
iTr(f-t)2]dt (T) 

where the first bracketed term in the integral is identified as a pre- 
multiplication of the function x(t) by a chirp.  This premultiplied 
term is then correlated with a chirp.  Finally, the correlation result 
is postmultiplied by a chirp.  This entire sequence is referred to as 
the "chirp transform" implementation of the Fourier transform. 

The acousto-optic devices described in section IIB were used to 
perform the correlation portion of this transform, and the required 
chirps were obtained from an impulse-excited, reflective-array- 
compressor SAW delay line.  The results of this implementation are 
summarized in Figs. 11 to ih.     The measured bandwidth of the trans- 
former was about 80 MHz, as illustrated in Fig. 11 where the trans- 
formed output of a pulse containing three discrete frequencies is 
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Fig. 11.  Fourier Transform Fig. 12, 
(lower trace) of Gated 
Signal (top trace) Con- 
taining Discrete Fre- 
quencies 18, 5^+, and 
90 MHz. 

shown.  The dynamic range for the cw-gated signal exceeds 50 dB and is 
shown in Fig. 12.  The structure of the sidelobes is strongly depen- 
dent on the spatial distribution of the light intensity of the inci- 
dent laser beam.  If a uniform intensity distribution is used, then a 
(sin x)/x sidelobe pattern results (Fig. 13).  When illuminated with 
a Gaussian profile, the sidelobes were suppressed to about 27 dB below 
the main peak, as is shown in Fig. Ik.     The sidelobe amplitude is com- 
pared with a second, nearby, signal which is 25 dB down from the main 
signal. 

These results are generally in accord with the best reported 
results obtained by using a pure SAW filter approach to achieve chirp 
transformation^8)  The advantages of the acousto-optic approach, 
however, are twofold:  i) the ease in applying weighting functions for 
sidelobe suppression, and ii) the capability of arbitrarily varying 
the chirp rate, which aids in locating signals. 

b.  Discrete Fourier Transform 
An alternative to the chirp-transform architecture has been pro- 

posed which is especially useful when performing the discrete Fourier 
transform (DFT).  The DFT is defined as 
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EXPANDED VIEW 

OUTPUT FOR UNIFORM ILLUMINATION 

EXPANDED VIEW 

OUTPUT FOR TWO ADJACENT FREQUENCIES 

HIGHER FREQUENCY   ARROW   2P dB LESS INPUT POWER 

Fig. 13.  Sidelobe pattern ( sinjjc Fig. Ik. 
of the Acousto-Optic 
Fourier Transform Obtained 
Using a Uniform-Intensity 
Laser-Beam Profile. 

Xk = 

If the substitution 

N-l 

I 
n=0 

-i2Tmk/N 

Suppressed Sidelobe 
Pattern of the 
Acousto-Optic Fou- 
rier Transform Ob- 
tained Using a Gauss- 
ian Intensity, Laser 
Beam Profile; Pattern 
Compared with Higher 
Frequency Signal 
(arrow) at -25 dB. 

(8) 
n 

nk = ^ {(k + n)2 - (k - n)2} (9) 

is made into eq. (8' the following results: 

-iTT(k+n)2  iTr(k-n)2 

2N       2N " 
e        e 

n 
X = /, x e        e        . (10) 
k  n=0 

The exponential factors in eq. (10) can be interpreted as two (chirp) 
waves propagating in opposite directions relative to the function to 
be transformed.  This transform architecture is referred to as the 
triple-product convolver^9) and can easily be realized using acousto- 
optic techniques.  This architecture is illustrated in Fig. 15-  The 
large sheet beam used in the previous implementations of the acousto- 
optic convolver is now replaced by a series of very narrow laser beams 
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where the amplitude of each 
laser beam is modulated (e.g. 
hy an electro-optic crystal) 
in accord with the input 
digital data stream which is 
to be transformed.  This 
structure is being construc- 
ted at the Harry Diamond 
Laboratories. 

III.  Acousto-Optic Memory 
Correlator 

A.  Acousto-Photorefractive 

sov 

PIN-PHOTODETECTOR 

■♦O 

0UTPUT=2S(n)A(t)B(l-T) 

1=1 

Effect 

Architecture for an Acousto- 
Optic Triple-Product Con- 
volver. 

©B(l) 
A new photorefractive 

effect has been discovered    Fig. 15. 
whereby an index-of-refrac- 
tion change (6n) in LiNb03 
results from the interaction of high-intensity, short-duration laser 
pulses with propagating surface acoustic waves.  This acousto-photo- 
refractive effect can be used to implement an acousto-optic memory 
correlator.  This effect is phenomenologically similar to a nonlinear 
"two-photon" photorefractive effect reported previously,^10) but is 
not a simple extension of that effect.  In the present experiment, an 
SAW pattern was stored as 6n.  The 6n was found to be proportional to 
the rf amplitude, and increased sublinearly (0.7 power) with the num- 
ber of laser pulses and as the 1.3 power of the incident laser energy 
density.  The decay time varied from a few hours, when only green 
illumination (530 nm) was used, to several weeks, when combined green 
and infrared (IR) illumination (1060 nm) were used.  The 6n can be 
erased by exposure to ultraviolet radiation or by annealing at 250 C. 

An acousto-optic memory correlator has been constructed wherein 
both the stored 6n and the 6n produced by a "live" propagating acous- 
tic wave simultaneously modulate a low-power cw laser beam.  The 
resultant detected signal is proportional to the correlation integral. 
The memory correlator operated at a center frequency of 10 MHz with a 
1-MHz bandwidth.  A large variety of complex signals, such as chirps 
and Barker codes, was stored and subsequently correlated.  The stored 
signal strength was about 30 dB below that of the original live 
signal, and successful correlation with a live signal was achieved 
several weeks after storage. 

A sketch of the setup used for our experiments is shown in Fig. 
16.  During the writing (storage) phase, illustrated at the left of 
the figure, a neodymium 
used in which the 

yttrium aluminum garnet (Nd:YAG) laser was 
output was a single-mode (TEM  ) Gaussian pulse 
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Fig. 16.  Acousto-Optic Correlator in 
Both Writing (left) and Reading (right) 
Modes. 

having a 12-ns pulsewidth 
and an energy of 100 mJ/ 
pulse.  The 1060-nm IR out- 
put was converted to green 
(530 nm) by using either a 
CD*A temperature-tuned or a 
KDP angle-tuned doubler.  By 
means of appropriate lenses, 
the resultant light was con- 
verted into a sheet beam 
about 1 cm wide and 250 ym 
thick.  This sheet beam was 
then focused along the top 
edge of the side of the 
LiNbOs crystal, so that it 
passed through the region 
of SAW propagation.  Since 
many pulses were often used 
for storing a signal, the 
launching of the acoustic waves was synchronized with the writing 
(Nd:YAG) laser pulse to within 3 ns of uncertainty.  The synchroniza- 
tion was done to assure that the acoustic wave was in the same posi- 
tion during each laser pulse.  The light beams used for both writing 
and reading were incident along the x-axis, perpendicular to the z- 
direction (optical c-axis) of acoustic propagation. 

The reading phase, illustrated at the right of Fig. 16, was 
accomplished with a 10-mW cw He-Ne laser.  Since the index-of-refrac- 
tion pattern stored by the acousto-photorefractive effect was only a 
small ac component riding on top of a much larger (~103) dc index 
change, the ac signal could not be measured by the means used conven- 
tionally for observing 6n.  Two methods were used for observing these 
changes.  The presence of an ac index-of-refraction pattern could be 
verified qualitatively by observing the diffraction of light trans- 
mitted through this newly formed diffraction grating.  Quantitative 
information was obtained by propagating a live acoustic wave in the 
crystal during illumination with the low-intensity cw reading laser. 
Both the stored and live signals modulated the light beam via the 
Bragg acousto-optic interaction.  The doubly modulated light was fo- 
cused onto a "square-law" detector diode the output of which is pro- 
portional to the correlation of the two acoustic signals.(3) 

In the experiments described here, the 6n was obtained in plates 
of Y-cut Z-propagating single-crystal LiNbOs which had been fabricated 
into SAW delay lines by the deposition of interdigitated-finger trans- 
ducers at each end.  The spacing between transducers was 7 cm, corre- 
sponding to a delay of about 20 ps.  The acoustic aperture of the 
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transducers was 1.5 cm, and their center frequency was 10 MHz with a 
1-MHz bandwidth. 

The variation of correlation output power (~6n2)^2' was measured 
as a function of number of laser pulses (N), incident laser energy- 
density (J), and rf input power during storage (P).  These results 
have been summarized into the graph presented as Fig. 17.  The axes 
are the number of laser pulses (N) and laser energy density (J/cm2) 
per pulse, with lines of constant insertion loss plotted in the fig- 
ure.  Insertion loss is defined here with respect to the known output 
obtained from the "live" convolution of two 10-mW signals in an 
acousto-optic convolver.  It should be observed from Fig. IT that for 
a single laser storage pulse of 103 mJ/cm2', which is still below the 
damage threshold for LiNbOs, the insertion loss is ~30 dB.  Fig. 18 
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WITH GREEN LASER BEAM, 2,9 mj PULSE 

4000 6000 B003 10.C03     12,000    14000 

STORAGE TIME. MINUTES 

Fig. IT.  Curves of Constant Out- 
put Power from Memory Correlator 
as Function of Number of Laser 
Pulses and of Laser Energy Density. 

Fig. 18.  Relative Correlator 
Output Power versus Storage 
Time for Two Cases, Green Writ- 
ing Beam Alone and Combined 
Green and IR Writing Beam. 

shows a plot of the decay of 6n at room temperature as a function of 
time after storage for two cases:  (l) green illumination only and 
(2) green with IR.  The two cases show different time constants, the 
time constants for the second case being several orders of magnitude 
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larger than those for the first.  We believe that the relatively flat 
regime obtained with the second case is probably the long-term natural 
decay time for charge in a relatively pure dielectric.^) 

The physical basis of the acousto-photorefractive effect appears 
to be the movement of charge which results in a change in the local 
index of refraction via the electro-optic effect.  Because of the mag- 
nitude of the effect, we speculate that the electric field accompany- 
ing the acoustic wave in the piezoelectric materials, rather than den- 
sity changes alone, may be responsible for this movement of charge. 
B.  Applications 

The acousto-photorefractive effect may be used to construct an 
acousto-optic memory correlator that is generically similar to an 
acousto-electric memory correlator reported previously.(12)  Success- 
ful correlation of live signals consisting of relatively complex wave- 
forms has been accomplished with waveforms that were stored for as 
long as several weeks.  These data are summarized in Figs. 19 and 20. 

A. MUSSMW REABMS K&M 

OUTPUT 2 WEEKS AFTER STORSOE 

Fig. 19.  Output Waveforms of 
Memory Correlator and Comparison 
with Computer Simulation for Lin- 
ear FM Chirp by Using Both Gauss- 
ian and Uniform Reading Beams. 

Fig. 20.  Changes with Time of 
Output Waveforms of Memory Corre- 
lator for Seven-Bit Barker Code. 

Fig. 19 illustrates the output obtained by correlating a live 10 MHz, 
10-ys wide rectangular pulse having a linear FM chirp of about 1 MHz 
against a similar previously stored signal.  In Fig. 19A, the reading 
beam used had a Gaussian intensity distribution across the length of 
the stored image; Fig. 19B pictures were obtained for a uniform beam 
intensity.  Comparison of the expanded output pulses with the computer 
simulations (shown at the right of Fig. 19) for both types of beam 
distribution demonstrates good agreement for both the null-to-null 
spacings and the peak-to-sidelobe ratio (R). 

Fig. 20 indicates the observed changes of the output of the 
seven-bit Barker code correlation as a fumction of time.  The slow 
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degradation of the stored pattern manifested itself in a distortion of 
the sidelobes; however, the main correlation peak remained relatively 
unchanged. 

IV.  Conclusions 
Two new types of acousto-optic signal processors have been demon- 

strated.  The first is a real-time correlator having a large time- 
bandwidth product (-3,000).  This device has been used to perform Fou- 
rier transformation (>50 dB dynamic range), as well as signal-to-noise 
enhancement (>30 dB).  The second type of processor is a memory corre- 
lator in which signals may be stored for long periods of time, and in 
which live signals may subsequently be correlated with the stored sig- 
nals.  The feasibility of storing and correlating with complex, phase- 
coded waveforms for up to two months has been demonstrated.  Both of 
these signal processors should find many applications in radar, com- 
munications, and signal-warfare systems. 
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Weapon-pointing data for the hit-probability analysis of 
stabilized vehicle-mounted weapon systems have long been obtained by 
high-speed photographic techniques, which do not provide a real-time 
analysis capability, as film must be processed and requires excessive 
data-reduction time (film reading).  Infrared (ir) tracking systems, 
also in use, provide no image and therefore are extremely difficult to 
set up and aline.  The Gated TV (GTV) system (Figure 1) consisting of 
a video camera, a tracker error processor (tracker) (TEP), a video 
monitor, and a digital or analog recorder, will derive weapon-pointing 
errors as digital numbers or analog voltages proportional to angular 
elevation-and-azimuth errors in real time.  This output can be recorded 
or presented directly to automatic data-processing equipment (ADPE) 
to obtain weapon-pointing data as a function of time.  This instrumen- 
tation provides the basis for measuring target position, lead angle, 
and target angular rate.  Utilizing such information, stabilization 
and tracking studies of main and secondary weapon systems are readily 
accomplished. 

MICROWAVE LINK 

® 

TARGET^H- 

RECORDER 

© 

coo 

DATA CHECK 
CAPABILITY 

Figure 1  Block Diagram of GTV System 
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Since the error data are available in real time, the test director 
can monitor constantly, providing close control of the test and 
rapidly correcting situations that might result in the loss of 
valuable test items or critical data; moreover, a video monitor in 
the system provides a picture of where the weapon is pointing.  Many 
costly retests are thus avoided, and better control yields more viable 
data. 

CONCEPT OF SYSTEM OPERATION 

The GTV system determines the pointing angles of the weapons and fire- 
control systems of combat vehicles.  Figure 1 is a block diagram of 
this system.  A video camera and lens are mounted on and boresighted 
with the gun tube of the combat vehicle.  The video picture is trans- 
mitted by cable or microwave link to an instrumentation van containing 
the other system components.  The received composite video signal is 
fed to the TEP, and an annotated video signal is fed from the tracker 
to a video monitor.  The tracker converts the target position within 
the video picture to digital and analog values proportional in real 
time to the target displacement from a predetermined boresight.  These 
values are then recorded on tape or sent directly to the ADPE. 

The two most important components of the GTV system are the video 
camera and the video tracker.  The video monitor is merely a means for 
viewing the data generation and monitoring the tracking phase of 
testing.  Although these capabilities are invaluable for test control, 
data checking, and system installation and alinement, the video monitor 
plays no part in the error-signal generation.  The digital and analog 
recorders are time-tested devices, and while it is essential to the 
operation of the GTV system that they function properly, they are simply 
data loggers and have nothing to do with the error-signal generation. 

The video camera, long regarded as merely an imaging device, plays a 
primary role in the GTV system.  Since the tracker input is the video 
signal from the camera, the camera is the transducer for the GTV 
system.  The video camera must be stable, rugged, and linear, and have 
a wide dynamic range to ensure these characteristics in the overall 
system performance.  The lens on the video camera must also possess 
the same characteristics.  Changing the focal length of the lens 
changes the field of view (FOV) of the video camera.  Since the tracker 
resolution is a fixed percentage (0.4% vertical) of the FOV, the 
resolution or accuracy of the system is a function of the focal length 
of the lens.  For example, a 20-inch (508-mm) (focal length) lens on a 
1-inch (25.4-mm) vidicon camera yields a system vertical FOV of 19.5 
mils and an accuracy of ±0.08 mil; an 80-inch (2032-mm) lens yields an 
accuracy of ±0.02 mil but an FOV of only 4.8 mils.  A trade off exists 
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between the desired accuracy and the FOV required to accommodate 
system errors and dynamics, lead angles, superelevation, etc. 

The tracker accepts as its input the video signal from the camera. 
This video signal is a high-frequency analog-voltage stream of 
sequential left-to-right top-to-bottom (ignoring image reversal by the 
lens)scans of the camera image area.  The tracker searches this input 
signal for a discontinuity:  a voltage higher than an operator- 
established threshold, meaning a target brighter than the background; 
or a voltage lower than a threshold, meaning a target darker than the 
background.  By identifying the target position in the input stream, 
the tracker determines the target position in the FOV.  This operation 
is accomplished at the standard video-field (there are two fields to 
every 2:1 interlaced frame) scanning rate of 60 times per second. 
Since the standard video line-scanning rate is approximately 250 lines 
per field (500 per frame) in the active image area, maximum resolution 
is 1 line in 250, or 0.4% of the FOV.  This resolution can be increased 
by higher scan rates; for instance, another standard scanning rate is 
800 lines per frame, 400 per field, yielding a resolution of 1 line in 
400 or 0.25% of the FOV.  The trade off is that the higher scanning 
rate is somewhat specialized and the associated equipment is consider- 
ably more expensive and less available.  There are applications, however, 
where the higher resolution is required, such as tracking through the 
gunner's sight. 

The tracker is capable of edge or centroid tracking.  In the edge mode 
the operator can select the leading edge of the target that he/she 
wants to be tracked.  This mode is particularly useful for large targets 
that may extend out of the FOV.  In the centroid mode the tracker 
digitally performs the mathematical operations: 

X=  Xda/JdA Y=  YdA//dA 

to locate and track the center of area (A) of the target. 

A tracking gate limits the processing of target information to an area 
automatically adjustable in size from 5% to 80% of the FOV.  The gate 
can be manually positioned or, using an electronic servo loop, the 
gate will position itself such that the center of the gate coincides 
with the tracking point (edge or centroid) in the preceding video 
field; thus, in the current video field, the tracker will only search 
for the new target position in an area the size of the gate around the 
last known target position.  While somewhat limiting frequency response 
with small gate sizes the gate greatly enhances the system noise 
immunity and tracking ability. 
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The tracker also generates a reticle  display on the monitor, indi- 
cating the center of the FOV or the boresight reference point.  This 
reticle aids in system setup and alinement.  An additional feature 
allows the zero reference point to be moved from the center of the FOV 
and positioned by the operator. 

The tracker has three different outputs.  The video output produces 
the display on the video monitor, aiding system setup, alinement, and 
operation.  The digital outputs are the chief error output signals, 
as all internal processing is digital, and digital data are the most 
desirable for further processing.  These digital signals are I's 
complement or 2's complement, 8  to 12 bit (depending on the resolution 
determined by the scan rate) binary numbers, indicating the target 
position in a cartesian coordinate fashion.  The addition of analog- 
to-digital converters within the tracker generates alternate analog 
outputs varying between -5 and +5 volts, proportional to the target 
position.  These analog outputs provide a convenient means of checking 
field data.  Two digital displays on the front panel of the tracker 
also provide convenient readouts of the error signals. 

The feasibility of the GTV system was to be tested by evaluating the 
system with the following criteria:  the system should function as 
anticipated and provide at least the same amount of data as is derived 
from the high-speed photographic techniques and ir tracking systems; 
the system should be practical from a standpoint of ease of installa- 
tion and operation; the system accuracy under field instrumentation 
conditions should be at least that demanded by the tracking and 
stabilizer testing for which it would be used. 

LABORATORY TESTS 

Not only was the GTV system a new instrumentation system, but the 
video camera was an entirely new form of transducer to be used for 
data collection.  Thus the video camera and TEP, the main components 
of the GTV system, first underwent extensive laboratory evaluation 
designed to verify the operation and accuracy through a point-by- 
point analysis of predicted outputs versus actual outputs.  Laboratory 
tests were designed to evaluate system static linearity, dynamic 
linearity, frequency response and phase lag, and mechanical stability 
in a vibration environment.  The laboratory tests were designed to 
uncover potential problem areas before field testing and to provide a 
data base that would minimize the data to be evaluated during field 
testing.  This would allow the chief concerns of the field testing to 
be ease of installation and operation, system durability, and field 
suitability. 
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The objective of the static system evaluation was to determine a 
correlation between the target position in the FOV and the output of 
the system.  The evaluation of the complete system was conducted by 
testing the tracker for linearity and then adding the other components 
of the system, camera and monitor, and evaluating the system as a 
whole as each component was added. 

To test the linearity of the tracker, a calibrated video-test-pattern 
generator was used to generate a video signal consisting of a linear 
dot array covering the entire FOV.  The dots in the linear array were 
assigned numerical labels in a cartesian coordinate fashion.  A linear 
regression analysis was performed on the tracker output values for the 
points as a numerical evaluation of tracker linearity. 

An industry standard procedure exists for evaluating the linearity of 
video cameras.  This procedure utilizes an EIA Standard Video 
Linearity Test Chart, a video bar-dot mixer, and a video monitor. 
The test pattern is placed so that it exactly fills the FOV of the 
video camera.  The video output is run through a bar-dot mixer, 
where it is mixed with a calibrated electronic grid and is then fed 
to the video monitor.  By noting the alinement (on the monitor) 
between the test pattern and the electronic grid, the camera linearity 
can be verified or adjusted to 1% or less of the picture area. 
During this test a new solid-state image-device video camera was 
examined.  The camera used a charge-coupled device (CCD) for the image 
sensor, which was a 520 by 344 linear array of light-sensitive elements. 
The linearity of this camera was verified to well within 1% of the 
picture area.  Because the picture on the CCD camera is formed, not 
by a sweeping beam but by fixed elements, this camera was considered 
to be inherently stable in linearity and picture aspect ratio.  For 
this reason, this camera was used when possible during the evaluation 
of the GTV system; however, much testing was accomplished before the 
CCD camera was available. 

The objective of the dynamic system linearity test was to make the 
same linearity evaluation as the static system linearity test, but this 
time to use a moving target.  This test is an extremely valuable 
laboratory test because all test scenarios in which this instrumentation 
would be used would be dynamic.  A linear array of 29 computer- 
addressable light emitting diodes (LEDs) (Figure 2) was placed 
completely within the FOV of a CCD solid-state video camera, connected 
to the tracker.  The LEDs were lighted in succession by the computer 
and the tracker digital output was sampled by the computer and stored 
in the memory with the LED driving function  for later processing. 
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Figure 2  Dynamic Linearity and Frequency Evaluation Setup 

Since the LEDs were arranged in a linear array, the tracker outputs 
could be compared to the known positions of the LEDs to verify the 
tracker dynamic linearity.  The linearity of the tracker outputs 
was verified using the same linear regression analysis as in the 
static evaluation.  Each LED was activated 30 times in succession 
and the array was swept in a sawtooth wave fashion so that 1000 data 
points (3.7 milliseconds apart) were taken.  As discussed in 
following paragraphs, phase lag was evident in the tracker outputs 
during this dynamic testing.  The linear regression routine accounted 
for this phase lag by iterating the regression subroutine, each time 
stepping the tracker output data back one sample interval, until the 
standard deviation was minimized, indicating the best fit.  Because 
field data should never be discontinuous, as were the discrete LED 
positions, the linear regression analysis was performed on the time- 
displaced data, disregarding data points falling at the transitions 
in LED positions. 

Because the tracking system is to be used to track moving or 
stationary targets in a dynamic (moving-vehicle,vibration, etc.) 
environment, the frequency response of the system is an essential 
parameter and could be a limiting factor for some applications.  The 
term "break lock" is used when the speed of target movement in the 
FOV has exceeded the tracking ability of the TEP.  Since the TEP 
inserts a gate and a target flag into the video signal going to the 
monitor, which follows the target when it is tracking properly, 
breaking lock is readily visible to the operator.  Breaking lock 
often (and for extended periods during data acquisition) is extremely 
undesirable as data output during this time is meaningless. 

Phase lag  is also an important parameter, as there is a delay 
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between target acquisition and the location and presentation of the 
error outputs.  This phase lag must be known where precise time 
correlation between target position and other data outputs is 
essential to the format of the test for which this information is 

being used. 

A basic understanding of the theory of operation of the TEP leads to 
the following hypothesis of system frequency response and phase lag: 

a. The output of the TEP is updated once per field or 60 times 
per second; therefore, the maximum theoretical frequency for proper 
track (meaning target-deflection reconstruction from the tracker 
output) of pure sine-wave deflection would be 30 Hz.  Since this 
Nyquist sampling rate is theoretical and would not yield a desirable 
output for test data, it is suspected that the maximum frequency 
should be considered as substantially lower than 30 Hz, or as low as 

10 Hz. 

b. Because of the left-to-right top-to-bottom (of the reproduced 
picture) sweep of the video image device in the camera, target- 
acquisition time decreases as the target moves up and left in the FOV. 
The best case of time lag in target acquisition was when the target 
was in the lower right corner of the FOV (one sample) and in the upper 
left corner (succeeding sample).  In this case the output lag would 
be the vertical retrace time plus two horizontal sweep times (two 
horizontal sweeps of the target are required for target acquisition) 
or approximately 627 microseconds.  The worst case would be when the 
target moved from upper left to lower right.  The time lag here would 
be the time required for two vertical scans minus two horizontal scans 
plus one vertical retrace, or approximately 34 milliseconds.  Since 
all other forms of target movement are between these two extremes, 
with the target-movement frequency being low in most instances, the 
average lag of 17 milliseconds between target position and data output 
is probably a viable approximation, ignoring the persistence of the 
video image device or camera delays.  Only the area within the gate 
is searched for target information, and the position is produced 
immediately following target acquisition in the edge track mode; in 
centroid track the target position is produced at the completion of 
sweeping the entire gate.  This will produce differing results for 
rapidly varying signals. 

c. Since the gate position is updated once per field and is 
calculated to center on the output of the preceding field, the gate 
will break lock if the target-deflection horizontal component during 
1/60 second exceeds half the gate width or the vertical component 
exceeds half the gate height. 
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d.  Because tracking and gate display Is lost as soon as any 
edge of the gate goes out of the FOV, the target must remain In an 
area of height equal to the FOV vertical dimension minus the 
height of the gate and in width equal to the FOV horizontal dimension 
minus the width of the gate. 

This evaluation utilized the same method and data as the dynamic 
linearity test.  The sweeping LED array (Figure 2) provided a good, 
accurately controlled simulation of a moving target, and it was easy 
to compare the LED driving function with the tracker output to verify 
frequency response and phase lag.  It was decided that frequency- 
response measurements should be taken with the entire target deflec- 
tion within the gate and the gate in the manual position, to eliminate 
the variable of gate size, which is operator adjustable. 

Figure 3 is a sample of several plots of the LED function and the GTV 
outputs versus time.  These plots clearly indicated that the GTV 
outputs lag the LED positions by a generally constant time.  This lag 
was arrived at analytically by taking the average number of data 
samples that the linear regression routine had to shift the GTV output 
data to achieve a best fit, and multiplying that number by the sample 
interval.  The average shift was 9.37 samples; samples were taken 
3.7 milliseconds apart. Indicating that the average lag is 34.7 
milliseconds, approximately two video-field times. 

In this experiment the LED driving function was a step function, so 
the GTV outputs could be considered as a step response having an 
average rise time of 34.7 milliseconds.  Applying the commonly used 
formula: 

3-dB frequency =0.35 * rise time 

yields a frequency of 10 Hz.  Although 3 dB is meaningless in terms 
of the digital processing within the tracker, this frequency could 
be considered to be the point above which breaking lock would occur. 

It was anticipated that the GTV system would be used extensively for 
an evaluation of vehicular-mounted systems, an environment that 
would subject the video camera and lens to considerable vibration 
To evaluate the performance of the system in this environment, the 
camera, lens, and mount were firmly mounted on a package tester 
and then shaken in such a way that the test items were subjected to 
accelerations very similar to (if not more severe than) those recorded 
on the camera position of a moving vehicle. 
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DISCUSSION OF LABORATORY TESTS 

Because most field recording-and-measuring devices are calibrated 
to within only 1% of full scale, this value was chosen as a 
criterion by which to judge the overall accuracy of the GTV system. 
The laboratory static-linearity tests demonstrate that the GTV 
system (tracker and camera) is linear within 1% of full scale, 
because all differences between the observed outputs and the linear 
regression predicted outputs are less than 0.05 volt.  Dynamic 
linearity was calculated using a 2.5 S (standard deviation) estimate 
level, a strict linearity criterion, predicting that 99% of the time 
the output will be within the calculated linearity.  For centroid 
track azimuth and elevation, this value was within 1%; for edge 
track azimuth and elevation, this value was slightly greater than 
1% but was within 2%.  The choice of a more lenient 1 S or 1.5 S 
level would have brought the edge-track data within 1% linearity. 
It is felt that the slightly worse linearity performance of the 
tracker in the edge mode is because the LEDs were of varying bright- 
ness.  Any concentrated light source blooms somewhat on a video 
sensor, depending on the brightness, and sources of varying brightness 
appear to be different sizes; therefore, the target edge position, 
in relation to the center, differs with respect to source brightness, 
greatly affecting edge track while not appreciably affecting centroid 
track. 

System frequency response was verified to the predicted 10 Hz, with 
the gate being stationary in manual track and all target movement 
being contained within the gate.  The average phase lag was experi- 
mentally derived as approximately 35 milliseconds instead of the 
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expected 17.  Slight persistence was perceptible with the CCD camera 
used during the phase-lag experiment.  This slight persistence is 
noticeable and was experimentally verified as approximately the same 
for all the video image devices used with the GTV system.  Because 
any persistence or lag in the image sensor carries over into the next 
field scan, this lag tends to be a quantized time equal to one field 
scan (approximately 17 milliseconds).  This plus the 17 millisecond 
tracker lag equals 34 milliseconds, within one computer sample time 
(3.7 milliseconds) of the experimentally derived lag of approximately 
35 milliseconds, making the predicted and experimental numbers equal 
within the sampling accuracy. 

FIELD TESTS 

The chief purpose of the field tests was to examine the practicality 
of the GTV system for field instrumentation.  During system evaluation, 
the GTV system was successfully installed on and removed from several 
different types of vehicles; this required no more time than was 
involved with photometric techniques.  The GTV did not affect vehicle 
operation, nor did the vehicle affect operation or accuracy of the 
GTV.  Packaging was rugged and convenient enough for field usage. 
The most practical installation seemed to be with the video camera 
mounted on the gun tube with its video output sent by microwave link 
to a data van containing the tracker, monitor, and recorder.  The 
camera and microwave transmitter are both ruggedized units and did 
function without a problem during all testing.  This setup required 
no operator on board the vehicle, as tracker monitoring, data logging, 
and recording were all accomplished by one person in the data van. 
A summary of manpower savings and associated monetary savings during 
several tracking and stabilizer programs conducted during FY76 is 
included as Figure 4. 

Savings in $1000 
Data Acquisition (per test) 

Typical tracking test 
previously required 6 weeks, 6 men, $15,000 
GTV requires 2 weeks, 6 men, $5,000 Savings of 10 
Typical stabilizer test (same as above) 10 

Data Reduction (tracking or stabilizer) (per test) 10 
Major Programs (data acquisition and reduction combined) 

Quick Fox (combined tracking/stabilizer/target acqui-   200 
sition series) 

XM-1 Tank (4 tracking, 4 stabilizer tests) 160 
MICV (3 tracking, 10 stabilizer tests) 120 
M-60 Tank (4 tracking, 10 stabilizer tests) 280 
Graph Angle (air defense tracking series) 200 

Total Major Program Savings ~960~ 

Figure 4  Summary of GTV Monetary Savings FY76 
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The parameters evaluated during laboratory testing were examined at 
various times during field testing.  An analysis of this data would 
indicate system degradation, mechanical or electrical drift, or an 
operator's inability to make the system function properly in the field, 
It was apparent from field data and results that there was no drift 
or linearity degradation beyond the 1.0% tolerance specified earlier. 
This was true during linearity and boresight (zero) checks during all 
phases of field testing. 

An inspection of the tracking waveforms on a playback oscillograph of 
analog field data showed few discontinuities that indicated loss of 
lock.  The situations with discontinuities were remedied by a change 
in the focal length of the lens  to increase the FOV.  These were the 
only frequency-response problems; an examination of the waveforms 
indicated that the majority of the frequencies were well below the 
10 Hz response determined during laboratory testing.  Since the 
frequency responses of the turret systems of the vehicles under test 
were well below 10 Hz, the frequency components at 10 Hz or above in 
the error waveforms were generally not meaningful tracking data. 

CONCLUSIONS 

The following conclusions were reached as a result of the evaluation 
of the GTV instrumentation system: 

a. The GTV system is linear and stable in both static and vi- 
bration or dynamic environments to within 1.0% of the FOV.  The 
accuracy and precision of the GTV system is, therefore, greater than 
the maximum 1.0% tolerances of the data recording and processing 
systems and the 1.0% tolerances required for tracking and stabilizer 
testing. 

b. Dynamic response is a function of the FOV of the video 
camera.  Changes in focal length affect dynamic response and measure- 
ment precision inversely, so the focal length of the lens must be 
carefully tailored to the particular testing situation. 

c. Dynamic response is also affected by gate size; increasing 
the gate size increases the dynamic response, but also decreases 
optical signal-to-noise performance.  Size also must be tailored to 
the particular testing situation, but can easily be changed by the 
operator during the test for best results. 

d. The GTV system presented no unreasonable problems in instal- 
lation or operation during field testing.  The video-monitoring 
capability was most valuable and made immediate test-progress analysis 
possible.  The GTV system therefore appears to be a viable field 
instrumentation system producing good data suitable for direct input 
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to the ADPE or any data-recording system. 

e.  Because camera linearity greatly affects data and can vary 
with time and environment, linearity and other camera specifications 
must be verified at regular intervals.  This requirement is important 
to vidicon cameras where linearity and aspect ratio are dependent on 
the electronics that sweep the beam across the vidicon faceplate, but 
should also be applied to solid-state cameras at less frequent intervals 

FURTHER APPLICATIONS OF VIDEO TO INSTRUMENTATION 

The GTV system represented one of the first applications of video 
techniques for instrumentation instead of merely viewing.  Evaluation 
of the system demonstrated that the video camera is a viable trans- 
ducer for dynamic and static position data acquisition.  The GTV's 
success has led  to many unique applications of video in the 
instrumentation field.  These applications include the:  1) Automated 
Video Target Scoring System, 2) Video Muzzle Position System, 3) Video 
Surf Measurement and Analysis System, and 4) Automatic Video Shell 
Fragment Area and Velocity Measuring Systems. 
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Figure 5  Automated Video Target Scoring System 

The Automated Video Target Scoring System (AVTSS) utilizes a video 
camera, a programmable calculator, and a video XY position digitizer 
(Figure 5).  The XY digitizer is similar to the TEP in the RTV system 
except that, instead of tracking a target point, an operator  positions 
a cursor in the video FOV and the X and Y positions of the cursor are 
output as digital words.  The video camera is aimed at a cloth target 
used during testing large caliber weapons.  An interactive calculator 
program steps the operator through appropriate calibration such that 
distances in the video FOV can be related to actual distances at the 
target.  The gunner's aim point is digitized and then the cursor is 
placed over the images of holes made in the target by the rounds 
fired and thus the target is scored remotely.  At the completion of 
firing the calculator outputs the mean and standard deviation of the 
shot group.  The AVTSS eliminates the need for measuring the cloth 
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target directly thereby saving time and manpower to drive downrange, 
lower, score and raise the target, and return. 
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Figure 6  Video Muzzle Position System 

The Video Muzzle Position System (VMPS) incorporates the AVTSS to 
measure gun muzzle movement with respect to the mantlet over a period 
of time.  A small continuous wave laser and translucent screen are 
mounted on the gun mantlet (Figure 6).  A mirror is fastened to the 
muzzle so that the laser beam is reflected back to the translucent 
screen.  The video camera of the AVTSS is aimed at the back side of 
the translucent screen and readings are taken by positioning the cursor 
over the image formed by the reflected laser beam on the screen.  The 
calculator output is angular displacement of the muzzle in mils or 
other desired scientific units referenced to a position taken at the 
beginning of testing.  Once again, application of video techniques 
allows this data to be acquired remotely and logged more accurately 
and rapidly than with other techniques. 
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Figure 7  Video Surf Measurement and Analysis System 

The Video Surf Measurement and Analysis System was developed to 
measure the height, velocity, and period of plunging surf throughout 
an entire surf zone.  Testing of a military landing craft required 
that this data be obtained, however all wave measuring systems in 
existence prior to the development of the video based system were 
incapable of measuring surf and could only obtain data for a single 
location. 
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A float line is anchored on the beach and beyond the surf zone (Figure 
7).  The same components of the AVTSS are utilized with the camera 
positioned on the beach such that its FOV covers the entire portion of 
the float line in the surf zone.  Previously determined angles and 
distances are entered into the calculator during calibration.  An 
operator positions the cursor at the peak of a breaker and the float 
line and digitizes this position.  After the breaker passes the cursor 
is then moved vertically to the float line as it rests at the low 
water level.  The calculator program then accomplishes the necessary 
trigonometry to calculate the height of the breaker.  The addition of 
a digital time base allows the system to yield breaker velocity by 
digitizing the same wave crest at two positions, and period, by 
digitizing two succeeding wave crests at a single position.  The 
calculator also logs the data and performs any analysis as required 
by the test program. 
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Figure 8  Automatic Video Shell Fragment Area and Velocity 
Measuring Systems 

The Automatic Video Shell Fragment Area and Velocity Measuring Systems 
are presently under development.  Both systems utilize a video camera, 
a programmable calculator, and a video digitizer (Figure 8).  The 
digitizer allows a single video field to be converted to a matrix of 
digital words corresponding to the gray scale value of each picture 
element (pixel) comprising the entire FOV, 

To measure shell fragment velocity, a shell is exploded in an arena 
with dark vinyl sheeting along one side.  As the fragments pierce the 
sheeting a high speed film camera records the holes as light passes 
through the sheeting from a bank of flash bulbs on the inside. Reading 
the film frame by frame to determine fragment time and position for 
velocity calculation is presently a long and arduous task.  The video 
based system will present each film frame to the video camera, digitize 
the picture, and compare the new picture matrix with that stored in 
memory from the previous frame thus determining new fragment holes 
and their location.  Data analysis that presently takes days would 
be accomplished in minutes with the video based system. 
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The same system can also measure fragment area.  Collimated light 
sources at several angles project silhouettes of the fragment onto a 
translucent table above which the fragment is suspended.  A video 
camera is placed below the table so that the silhouettes become video 
images.  These video images are digitized and the computer can then 
determine the area of the various projections and thus the size of the 
fragment. 

Presently, applications of video to instrumentation are limited by the 
speed and resolution of the video image devices.  As research improves 
these parameters, the applications of video to instrumentation will 
greatly increase.  Image correlation trackers will become more feasible 
along with much more extensive processing of the video image.  There 
is an enormous amount of data yet to be extracted from the processing 
of a video image.  The GTV evaluation proves the effectiveness of a 
video based instrumentation system, and the further applications 
discussed here are only the beginning. 
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A major problem area for DOD electro-optical (EO) systems, 
from concept to operation, is the transmission losses due to atmo- 
spheric gaseous and particulate constituents.  Atmospheric effects on 
high energy lasers are usually considered separately from those af- 
fecting other EO systems such as target ranging, laser guidance, 
target designation, forward looking infrared, etCo  This is because 
high energy lasers interact with the atmospheric medium dynamically, 
changing its nature, while the performance of the remaining EO systems 
is determined linearly from measurements of the components of the 
losses, ioe„, absorption, scattering, and refractive effects0  How- 
ever, measurements of these quantities plus additional information 
such as values of meteorological parameters and identification by 
absorbing constituents form the basis for nonlinear predictions of the 
transmission of high energy laser energy as wello 

In this paper we discuss in situ measurements of the absorp- 
tion of infrared radiation primarily by atmospheric particulate mat- 
ters  Absorption itself is of prime importance in determining the high 
energy laser beam transmission losses, while for the EO systems it is 
simply additive with the scattering and refractive losseso 

Absorption by particulates is currently a major concern 
in both of the previously mentioned types of systems because this 
quantity is highly variable with the meteorological and battlefield 
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conditions and has not been well identified in either composition or 
magnitude„  It is known that particulate absorption can be orders of 
magnitude below the gaseous absorption.  For example, this is typical 
for the lOym "transmission window" in a quiescent atmosphereo  However, 
the particulate absorption can be considerably more than two orders of 
magnitude above that due to gases for windy conditions.  Fog and bat- 
tlefield disturbances (including EO countermeasures) also represent a 
relatively undefined but potentially strongly absorptive environment 
in terms of particulate absorption. 

Absorption and scattering, the two additive components of 
extinction for a homogeneous medium, have similar functional dependen- 
cies as described in the Lorenz-Mie theory,.  As a result of this simi- 
larity, it is highly probable that, if the absorption is well known 
and correlates well with the result calculated from particle counting 
and sizing measurements, the scattering component can also be accu- 
rately calculated on the same basis.  Thus, even when scattering as 
well as absorption is important (as for EO systems), measurements 
whose explicit function is to measure or predict the scattering are 
less vital if the absorption is measured together with the particle 
densities as a function of size. 

Since atmospheric aerosols are known frequently to be frag- 
ile with respect to composition, e.g., particles with volatile compo- 
nents, it is important to measure their absorption in situ or, in 
other words, without removing them from their natural environment. 
Other reasons for the importance of in situ measurements are that nei- 
ther the bulk properties of many atmospheric particulates nor, on a 
real-time basis, the chemical composition of these particulates are 
known. 

Measurement of atmospheric particulate absorption in situ is 
difficult and to date atmospheric absorption due to this component has 
only been done definitively by indirect techniques (1-3).  The spectro- 
phone holds promise for making these measurements directly, bypassing 
altogether measurements of particle shape, size, and complex refrac- 
tive indexo  This paper reports results obtained using a calibrated in 
situ spectrophone compared with results calculated from nearly simul~ 
taneous measurements of particle size distributions for particulate 
samples consisting of known atmospheric absorbing species prepared in 
this laboratory.  We believe these to be the first definitive in situ 
measurements of aerosol absorption with a spectrophone (4)„ 

The spectrophone technique was conceived nearly a century ago 
by Alexander Graham Bell (5), but applications using laser sources 
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(with the advantages of high spectral resolution and power densities) 
first appeared in 1968 (6); absorption measurements on solids, liq- 
uids, and gases have all been reported (7,8).  Spectrophones of unique 
design have been developed in this laboratory for gas and/or aerosol 
measurements (9)0  Systems of high sensitivity (^0.001 km

-1) have been 
developed for measurements with pulsed sources (10) as well as with CW 
sources (11), with or without windows, and for continuous flow-through 
operation.  Basic to these designs has been an acoustically isolated, 
resonant inner cavity without windows, which generally operates in a 
longitudinal acoustical mode in response to the absorption signal. 
The isolation thereby obtained effectively eliminates the window 
noise, which has been represented as the perennial spectrophone prob- 
lem. 

A schematic of a microphone is shown in Figure 1-,  Within 
this cavity, low-Q longitudinal acoustical modes are established in 
the gaseous medium from the gaseous or particulate absorption signals, 

TEFLON    CARRIER    CYLINDER MICROPHONE    DIAPHRAM 

T. u 

J ' x 
Ni  PLATED  BRASS OR 
S.S.   CYLINDER 

(outside  electrode) 

Ni PLATED BRASS 
CONTACT SPRING CLIPS 

Figure 1.  Components of cylindrical microphoneo 

Spectrophone physical considerations and design parameters 
have been discussed in a technical report (9); but briefly, the vital 
points are that the spectrophone system must be designed to produce 
signals proportional to the absorption coefficient and must be linear 
with power and be calibratableo  Finally, this calibration factor must 
be independent of the optical wavelengtho  The accomplishment of these 
qualities is discussed in the aforementioned report for gaseous ab- 
sorption, but the same requirements apply to particulate absorption 
measurements.  For the particulates, the above design criteria are 
manifested in the following concerns:  time response of the spectro- 
phone to particulate matter, behavior of volatile components, and 
variation of the optical constants of the particles as a function of 
particle temperature.  Time response for the particulate material 
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requires a very complicated calculation for precise results but, 
as simplified somewhat, provides an upper bound for the frequency of 
the chopped signal„  The spectrophone time response can be shown to 
vary as the square of the particle diametero  The system parameters 
were designed such that there is no significant net temperature in- 
crease in the particle per on-off cycle of the beamo  By keeping the 
maximum particle temperature rise down (<30 C0) the latter two con- 
cerns relative to spectrophone design are successfully treated.  Tem- 
perature rise in the illuminating beam as a function of particle 
radius was calculated for three of the four substances studied to as- 
sure that the design criteria are not violated. 

These particle heating results are highly dependent in both 
spectral form and magnitude on the complex refractive indices„  For 
example, water particle heating is quite constant as a function of 
radius below about 2yin, decreasing slowly above that radius, while 
particle heating for both quartz and ammonium sulfate were peaked with 
maximum temperatures much higher than for water droplets.  The fourth, 
calcite, was such a weak absorber that in the 9ym-lliJm region par- 
ticle heating was not of concerno  Though these heating curves were 
calculated, this type of information may be inferred from the spectro- 
phone resultso  When absorption is strong, either beam power or beam 
power density is reduced to reduce heatings 

For these absorption measurements, particles which had been 
ground with mortar and pestle were dispersed in a 0o5 m3 environmen- 
tal chamber„  Two methods of measurement were used.  In one, two CW- 
source spectrophones were used in a differential mode (12), with one 
spectrophone continuously sampling air from the chamber and the other 
sampling ambient air without the particles0  Or, if the absorption 
coefficients of only a few spectral lines were to be measured, a sin- 
gle spectrophone might be used and the ambient values measured prior 
to and checked following the measurement of dust absorption. 

The predominant ambient absorption at the wavelengths of the 
CO2 laser used (9.2ym-10o8ym) was by water vapor; and, in fact, a 
strong absorption (at R20, 10.247pm) was used to calibrate the 
spectrophone system for both gaseous and particulate absorption mea- 
surements.  For this purpose dew point sensors are always in operation 
during absorption measurements <, 

The measurement procedure for dry particulates was generally 
to sample the contents of the holding chamber repeatedly with the 
spectrophone system, with a filter carousel device to collect parti- 
cles on Nuclepore filters, and with a light-scattering aerosol counter 
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developed by Rosen (13).  Scanning electron microscope photomicro- 
graphs were subsequently taken of particles collected onto the fil- 
ters; and these, together with the particle counter results, were used 
to determine the form of the particle size distribution.  The question 
of the calibration of the particle counter may be found elsewhere 
(14,15).  Here the counter, when operated, was used to obtain only the 
total concentration of particles with radii >_0.17ym. 

A schematic of the spectrophone optical path and particle 
sampling apparatus is shown in Figure 2.  The three sampling flow in- 
lets shown, i.eo, to the filter carousel, to the particle counter, and 
to the vertically mounted spectrophone, are in similar proximity and 
orientation in the actual system.  For measurement of the absorption 
by liquid droplets a larger chamber was constructed (^1 m3) and, 
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Figure 2.  Arrangement of measurement apparatus showing light scat- 
tering particle counter, filter particle collectors (6), and spectro- 
phone cutaway.  The insert depicts a cross-sectional view of the fil- 
ter carousel.  To obtain a filter sample, the top disk is rotated to 
expose a filter; and the appropriate valve to the flowmeter is opened^ 
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though the spectrophone arrangement is similar to that described for 
the dry particulates, a commercial "Knollenberg" particle counter is 
used in place of the Rosen counter and a liquid content measurement 
takes the place of the filter sample carousel.  Intake orifices for 
each of these plus that of a dew point sensor are In close proximity 
to each other^  The droplets are generated by a commercial mist gener- 
ator. 

Individual droplets cannot be examined in this case but, 
since they can be assumed to be quite spherical, the particle counter 
is expected to be relatively accurate since calibration can be per- 
formed using spherical particles having various refractive indices 
(16). 

Several particulate substances were selected for absorption 
studies, the prime consideration being relevance to the atmospheric 
absorption problenu  Absorption studies for particulate quartz, cal- 
cite, and ammonium sulfate and preliminary results on liquid water 
will be presented in this papero 

Quartz was chosen because of the strong spectral dependency 
of the absorption in the wavelength region for the laser source used, 
the ready availability of measurements on the bulk properties of the 
material, and its stable (and minimally hygroscopic) nature. In addi- 
tion to its frequenty of occurrence and relatively strong absorption 
within the 9iJm to 11pm region. 

Measurement of the absorption of dust as a function of set- 
tling time in the environmental chamber effectively provides results 
for a continually changing size distribution.  The strong test of cor- 
relation between calculated and measured results was an objective of 
this procedure.  Figure 3 shows spectrophone measurements and Lorenz- 
Mie predictions of the absolute value of the aerosol absorption coef- 
ficient (in units of km-1) as a function of time after the quartz 
samples are dispersed in the holding chamber.  To Illustrate some of 
the difficulties and shortcomings of such a comparison, photomicro- 
graphs of the quartz particle filter samples are shown in Figure 4. 
Each of the samples was collected over a 2-mln interval at the times 
tj, t2, and t3 identified in Figure 3.  The Lorenz-Mie calculations 
of the particle absorption coefficients were made for polydispersions 
of quartz spheres of cross-sectional area equivalent to those measured 
on enlargements of the photomicrographs.  The high degree of irregu- 
larity of the particles Is immediately apparent; thus, the supposition 
that particles are spherical is not accurate.  To further complicate 
the comparisons, crystalline quartz is birefringent, with distinctly 
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Figure 3o  Absorption coefficients 
of quartz dust as a function of the 
time after the dust was dispersed in 
the holding chamber, as predicted by 
Lorenz-Mie theory and measured with 
a spectrophone, for two wavelengths. 
The predictions are based on particle 
size distributions measured at times 
ti, t2, and ta. 
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Figure 4.  Scanning electron microscope photomicrographs of quartz 
particles collected onto Nuclepore filters.  The corresponding samples 
were taken at times tj,, t2, and ta (see Fig„ 3) „  Each photograph con- 
tains the geometric mean radius r„ and geometric standard deviation 
Og for log normal size distributions obtained by determining the radii 
of spheres of equivalent cross sections from the SEM photomicrographs. 
Also shown are the corresponding aerosol mass loadings m, as deter- 
mined from the log normal size distribution parameters by using a 
quartz density of 2o6 g cm-3o  The dark circles are holes in the 
Nuclepore filter substrate. 
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different indices of refraction for the ordinary and extraordinary 
rays.  In accordance with the methods of Peterson and Weinman (17), 
the calculations for the ordinary and extraordinary rays were weighted 
on a 2:1 basis.  These calculations were based on the observed parti- 
cle size distributions and the complex refractive index for bulk crys- 
talline quartz as reported by Spitzer and Kleinman (18).  For the cal- 
culational approximations made, the agreement, which is roughly within 
a factor of 2, should be considered relatively close.  It might have 
been more appropriate to use spheres of equal volume in the calcula- 
tions of particulate absorption, since the particles were generally 
small in comparison with the wavelength; however, quantitative esti- 
mates of particle volumes from the photomicrographs were not possible. 

That the absolute agreement (in magnitude but not in form) 
of the spectrophone results and the predictions in Figure 3 is better 
for the 10.3ym than for the 9.4ym results is probably fortuitous. 
The measured and predicted time dependencies, however, are quite close 
for the results at both wavelengthso  The slightly different decay 
times for the two wavelengths are a result of the changing particle 
size distribution; the agreement between the spectrophone measurements 
and the predictions of the temporal changes in the particle absorption 
at both wavelengths is encouraging. 

A comparison of spectral dependencies of measured and pre- 
dicted absorption is shown in Figure 5.  The upper three traces are 
predictions based on samples taken at times ti, tz, and ts, which were 
previously identified in Figure 3 for different times in the settling 
process after the ground quartz was dispersed into the holding chamber. 

LORENZ-HIE PREDICTIONS 
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Figure 5.  Spectral dependence of the 
absorption coefficient of quartz dust 
as predicted from particle size dis- 
tribution measurements and bulk quartz 
optical properties by using Lorenz-Mie 
theory (absolute scale units of km-1, 
upper three curves) and as measured by 
using a spectrophone (relative scale, 
lower two curves)„  The lower two 
curves represent data using dust 
ground from two different bulk quartz 
samples.  The three upper traces 
correspond to sampling times ti = 11 
min, t2 = 27 min, and ta = 47 min, as 
explained in the texto 
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The lowest two traces refer to spectrophone measurements made at 
times comparable with the approximate time interval from ta to ta 
and should, therefore, be compared with the spectral variations shown 
in the predictions for those times.  The spectrophone results repre- 
sent a number of different measurements that were all normalized to a 
fixed time.  The spectrophone signal time decay was removed by period- 
ically repeating measurement of the absorption signal at particular 
laser lines.  At the longest wavelengths, the absorption fell well 
below the ambient air absorption (primarily water), and this stressed 
the subtraction process, though not severely.  The resulting errors in 
measurements of absorption (which are indicated by the spread in the 
data points) are larger than practical sensitivity limits because, 
despite the considerable noise in the laboratory during these experi- 
ments, no spectrophone acoustic isolation additional to that designed 
primarily for closed system gaseous absorption measurements was used. 

In any case, there is general agreement of the measured and 
predicted absorption profiles over the 9.2ym-10.8ym spectral range, 
though significantly different behavior is obtained within the 9.2ym- 
9.4ym wavelength region.  The upper absorption spectrum shown in 
Figure 5 for the spectrophone measurements is representative of a num- 
ber of samples prepared from a block of high purity crystalline 
quartz.  Some significantly different behavior (e.go, a small, sharp 
peak at 9o22ym shown in the lowest curve) has been observed for sam- 
ples associated with another source of quartz. 

Spectrophone measurements of a number of different quartz 
aerosol samples prepared by the procedures described above showed re- 
peatability of the time and spectral dependencies evident in Figures 
3 and 5o 

By contrast with quartz the spectral dependence of calcite 
is very flat and the absorption quite weak in the 9ym-llym wavelength 
region.  Spectrophone measurements of the spectral dependence of cal- 
cite agree well with that of spectrophotometer results obtained by the 
potassium bromide technique.  Because of the weak absorption, this 
common atmospheric ingredient was not studied further. 

Ammonium sulfate is also generally believed to be a fre- 
quently occurring atmospheric absorber and, like quartz, is known to 
have a strong absorption between 9ym and lOym.  Once again the 
measurement process was initiated by grinding and sieving the coarse- 
grained reagent-grade material and dispersing it within the environ- 
mental chamber.  The very large particles always settle out quickly 
and the mean particle radius (and breadth of the size distribution 

165 



*BRUCE, PINNICK, BREWER, YEE, and FERNANDEZ 

with respect to particle radius) becomes smaller with time, though 
some deviations from a simple settling process can result due to small 
amounts of turbulence in the chamber„  This can be seen in the sample 
size distribution data of Figure 6 in which the T-values represent 
successive times in the settling process.  Measurements of the absorp- 
tion were again compared with results calculated from the particle 
density as a function of size showing the degree of correlation over a 
continuously changing distribution.  Since ammonium sulfate, like 
quartz, has a peak absorption at about 9o2iim and a relatively weak 
absorption at lOym, lines from each region were used in the spectro- 
phone measurements of absorption as a function of settling time. 

Figure 60  Particle size distribution measure- 
ments (shown in units of number/cc/x-interval) vs 
particle size parameter, x = 2iTr/A0  Curves T-2 
through T-5 refer to 2-min samples centered at 
9o4, 14o4, 20.0, and 33<,0 min after dispersal of 
the dust in the environmental chamber.  The first 
sample, T-l at 4o2 min showed a heavy concentra- 
tion of particle clusters and was not analyzedo 
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Figure 7 shows absorption results for these two frequencies, 
both as measured and as calculated in the same manner as for quartz» 
Although ammonium sulfate is trirefringent (quartz was birefringent) 
the indices do not differ markedly.  The size distribution data used 
in the calculations are shown in the previous figure (6).  Here, the 
9o25)jm results are in comparatively close agreement, considering the 
calculational difficulties, though the time dependencies are different. 
The 10o22ym results for ammonium sulfate show a difference which 
increases with time—to a point.,  A consistency which has been noted 
for the two substances, ioe^, quartz and ammonium sulfate, is that the 
measured spectral dependencies are greater than the calculated quan- 
tities and, further, the measured spectral dependence increases with 
time faster than predicted and then appears to level offa  The theory 
indicates that, for any particulate substance, the spectral dependence 
becomes independent of particle radius for r<<A0  The size distribu- 
tions of these data approach but do not really satisfy this criterion 
even at the largest settling timeo 

166 



''BRUCE, PINNICK, BREWER, YEE, and FERNANDEZ 

Figure 10     Absorption coefficients of 
ammonium sulfate dust as a function of 
time after dispersal, as predicted and 
measured with a spectrophone, for two 
wavelengthso 

Absorption as a function of par- 
ticle size parameter is plotted in Figure 
8 for 9o25ym and 10.22Mm to show from what 
size range the significant contributions 
to the absorption come.  For example, at 
9o25ym approximately 80% of the absorp- 
tion for the first time period is due to 
particles between lo2pm and 6o3iim and for 
the last time period particles between 
loOym and 2,9vJm contribute about the same 
percentageo  Again, at 10o22ijm, 80% of the 
absorption occurs between llJ2ym and 6.Sum 

for the first time period but the radius range is now broader at l,5yn 
to 3o7ym for the last periodo 
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TIME (min) 

It can be seen from Figure 7 that, particularly for the 
10o22iJm calculated absorption, there is considerable fluctuation with 
settling time.  iHis apparent sensitivity to details of the size dis- 
tribution and wavelength was not encountered for quartz<,  Evidence of 
this sensitivity is also shown in Figure 9o 
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Figure 8„  Absorption coeffi- 
cient per unit size parameter 
increment as the size param- 
eter for 9.25ym (a) and 
10o22ym (b)o  Differences in 
form between the two wave- 
lengths are primarily due to 
the optical constants^ 
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CALCULATED FROM PARTICLE 
COUNTS £. SIZES 

SPECTROPHONE 
MEASUREMENTS 
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Figure 9.  Absorption coefficients of 
ammonium sulfate dust as a function of 
settling time after dispersal (similar 
to Fig. 7) for 9„25Mm but using three 
spectrophone chopping frequencies. 

This represents another 9.25ym series of 
measurements in the environmental chamber<= 
The spectrophone results are close to 
those of Figure 7o  However, the predicted 
absorption is now higher though the corre- 
sponding "differential" absorption plot 
does not appear significantly different in 
form from that of Figure 8. 

Another aspect of this particulate data that is of interest 
relates to the fact that the data were taken for three different chop- 
ping rates.  The spectrophones were calibrated for each of these rates 
using the ambient water vapor absorption.  Time response calculations 
indicate that the higher frequencies should be adequate for the par- 
ticle size distribution encountered, and these data constitute an ex- 
perimental check on this and should indicate whether the largest par- 
ticles contributing significantly to the absorption are within the 
spectrophone response time.  The smooth curve shown, in fact, gives no 
evidence of absorption dependence on the chopping frequencies usedo 

The overall agreement between spectrophone measurements and 
calculated values for distributions of particles that are quite irreg- 
ular, eogc, quartz and ammonium sulfate, is perhaps surprising consid- 
ering the uncertainty associated with the estimation of the effective 
cross-sectional areas of the particles.  However, measured spectral 
dependencies do appear to be greater than predicted =,  The reason(s) 
for this may be associated with the area estimation just mentionedo 
If the areas are being overestimated (as is probably the case), the 
spectral dependence would be reducedo  Of course this would also cause 
a general decrease in magnitude of calculated absorption. 

These uncertainties unique to irregular particles should not 
be of concern in measurement of water droplets found in foggy and hazy 
environments.  The spectral dependence of water absorption in the 
9o2ym to 10oSum wavelength range is quite flat so the principal 
question is whether the magnitudes by the two methods agreeo  The 
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instrumentation, as discussed, gives several points of comparison in 
close spatial proximity, i.e„, the chamber water vapor partial pres- 
sure, the total particulate water mass density, the number density as 
a function of size using a commercial particle spectrometer and the 
spectrophone spectral absorption values.  The water vapor pressure in 
the chamber was used to calibrate the spectrophone and is the predomi- 
nant gaseous absorber for the lOym wavelength region—hence dew point 
and temperature measurements.  A measurement of the liquid water con- 
tent (LWC) was obtained using the particle spectrometer as well as 
with separate instruments<>  The check is an important one because of 
correlations sought between meteorological parameters and absorption 
values.  Though it is not a very stringent test of the particle 
spectrometer performance, the LWC results have been found to agree 
very well with the same quantity as measured with the particle 
spectrometer. 

Since water droplets in fogs tend toward large geometric 
mean radii, spectrophone time response is once again being investi- 
gated as a function of chopping frequency for droplet distributions 
from the largest to be encountered in the chamber to the smallest. 
Calibration of the particle spectrometer with respect to response as a 
function of radius and for density is currently uncertain and under 
investigation,, 

A number of spectrophone measurements of the water droplet 
absorption have been made and compared with calculated results based 
on the particle spectrometer data.  These results show agreement 
within about a factor of two.  Comparative results are currently being 
obtained for a variety of droplet distributions in an attempt to cor- 
relate the absorption with simpler measurements in a simple and direct 
way. 

By the time this paper is presented specially designed 
spectrophone/particle spectrometer systems will have been operated in 
a field measurement program to identify atmospheric effects on high 
energy lasers and EG systems at WSMRo  The adaptation of the labora- 
tory in situ absorption measurement systems involves a number of 
design requirements.  As an example, low visibility conditions are of 
prime interest and, for dusty conditions, this frequently implies high 
wind velocities.  The problem arising from this is that the spectro- 
phone must sample the medium without modifying the size distribution 
or the densities„  To cope with the problem, an intake system based on 
calculations of aero and particle dynamics has been designed to mini- 
mize distortion of the atmospheric quantitieso 
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Another example is found in the requirement to perform sen- 
sitive acoustically based measurements in a high noise level environ- 
ment.  A relatively high degree of acoustical isolation is inherent in 
the spectrophone design (9), but further acoustic damping for the in- 
take system has been designed and tested.  Sample results for spectro- 
phone systems operating between 350 and 750 Hz chopping rates are 
shown in Figure 10„  These mechanical dampers are simply inserted in 
series with the microphone in the spectrophone system. 

FREQUENCY (Hz) 

Figure 10.  Attenuation of extraneous acoustical noise by spectro- 
phone mechanical filters.  Design range from 350 to 750 Hz, 

The approach for this measurement program is and has been to 
study particulate and gaseous absorption under relatively controlled 
conditions using prototype spectrophone systems and correlative pre- 
dicted values.  On the basis of the experience gained making measure- 
ments under laboratory conditions, systems for field measurement pro- 
grams are then designed, tested and placed in serviceo 
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SYSTEMS LABORATORY, ARMAMENT RESEARCH AND DEVELOPMENT COMMAND 
DOVER, NEW JERSEY  07801 

INTRODUCTION:  Several studies of the mass spectra of 
nitroaromatic compounds have appeared in recent literature (1) with 
emphasis on either analytical applications (2-4) or on the modes of 
electron impact fragmentation (5-7).  The chemistry of the nitro- 
aromatic compounds is of considerable interest to the field of explo- 
sives because of the central role played by TNT (2:4^-trinitroto- 
luene) in a wide variety of armaments.  Electron impact studies of 
explosives and related substances were initiated in this laboratory in 
order to provide a comparison with other modes of decomposition such 
as by heat (8,9), light (10) and ionizing radiation.  The knowledge 
thus gained should provide an insight into the nature of the chemical 
species and processes preceding detonation.  Under this program an 
investigation of nitramines under electron impact was previously pub- 
lished (11) and the present paper deals with 2:4:6-TNT which is the 
most important of the six isomeric trinitrotoluenes.  In addition, to 
assess the effect of ortho orientation of the CHo and NO2 groups on 
the fragmentation, comparative data will be presented on 3:4:5- 
trinitrotoluene which is the only isomer with no nitro groups ortho 
to the CH3 group.  The purpose of this paper is to indicate the major 
primary processes in TNT isomers under electron impact and draw 
attention to the similarities of these to the decompositions initiated 
by light and heat and to extend the analogies to the processes that 
precede detonation. 

A comprehensive and highly noteworthy study of the electron 
impact decomposition of TNB (1:3:5-trinitrobenzene) was recently 
published by Meyerson, et al. (6), which utilized metastable scanning 
technique and identified a large number of ion transitions.  This 
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study delineates, in a remarkable detail, most of the competing and 
consecutive reactions which follow the ionization and dissociation of 
TNB and led to the important conclusion that the loss of NO2 group 
was probably the rate determining step in the breakdown of the TNB 
molecule under electron impact.  Our current studies, still in the 
early stages, are modeled along similar lines to provide a comparison 
of TNB and TNT in general and to elucidate the key bond breaking 
steps in the degradation of TNT when ionized by electron impact. 

EXPERIMENTAL:  Samples of 2:4:6- and 3:4:5- trinitrotoluene 
were obtained from Stanford Research Institute and recrystallized 
from isopropyl alcohol before use.  The m-p-s were 80.5° and 133.5°, 
respectively. 

The mass spectra reported in this paper were obtained on a 
DuPont Model 21-492 double focusing mass spectrometer by introducing 
the samples via the solids probe.  An ionization voltage of 70 ev and 
a source temperature of 200° were used.  For metastable scanning the 
source temperature was maintained at 100° and the sample in the 50- 
70° range to prevent rapid loss of the sample by evaporation and 
allow time for the metastable scanning. 

The metastable scanning technique and Its theory have been 
described in the literature (12, 13).  Briefly, it consisted of 
locating a peak of interest for which precursors were to be found, 
followed by decoupling the ion accelerating voltage from the electro- 
static sector voltage and gradually increasing it.  The amplifier 
output and the variable accelerating voltage were applied to the Y 
and X coordinates, respectively, of an X-Y recorder.  To observe the 
precursors, it is essential to raise the amplifier gain by a factor 
of 100 from that employed to detect normal peaks.  At the top of each 
peak the precise accelerating voltage was measured to within +0.1 
volt using a digital volt meter. 

RESULTS AND DISCUSSION:  The 70 ev mass spectra of 2:4:6-TNT 
and the isomeric 3:4:5-TNT are summarized in Tables -1 and -2, 
respectively.  Table -1 for 2:4:6-TNT includes, in addition to the 
relative abundance, the percentage contribution of ions of each mass 
to the total ion formation. 

Table -3 summarizes the metastable transitions observed by 
the scanning technique in the high mass end of the TNT spectrum. 
Current work is aimed to determine as many transitions as possible in 
the entire mass spectrum.  The normal mass spectrum of TNT is rich in 
metastable peaks and those at the high mass end are shown in Table -4 
along with the probable assignments. 
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TABLE -1:  Mass Spectrum of 2:4:6- Trinitrotoluene* 

m/e % Total Ion RA m/e % Total Ion RA 

229 0.13 1.1 92 0.62 5.2 
228 0.12 1.0 91 0.37 3.1 
111 0.44 3.7 90 1.02 8.5 
111 0.31 2.6 89 8.06 67.2 
211 1.94 16.2 88 1.76 14.7 
210 12.00 100.0 87 1.30 10.8 
209 0.72 6.0 86 0.83 6.9 
194 0.39 3.3 85 0.31 2.6 
193 2.31 19.3 80 0.24 2.0 
181 0.25 2.1 79 0.28 2.3 
180 2.41 20.1 78 0.56 4.7 
179 1.11 9.3 77 1.67 13.9 
166 0.80 6.7 76 3.06 25.5 
165 0.13 1.1 75 1.57 13.1 
164 0.82 6.8 74 1.48 12.3 
163 0.37 3.1 73 0.21 1.8 
152 0.27 2.3 71 0.62 5.2 
151 0.27 2.3 70 0.62 5.2 
150 0.19 1.5 69 0.83 6.9 
149 1.76 14.7 68 0.28 2.3 
136 0.29 2.4 67 0.37 3.1 
135 0.41 3.4 66 0.37 3.1 
134 2.41 20.1 65 1.02 8.5 
133 0.27 2.3 64 1.11 9.3 
121 0.14 1.2 63 6.20 51.7 
120 0.68 5.7 62 3.52 29.3 
119 0.14 1.2 61 0.65 5.4 
118 0.22 1.9 60 0.23 1.9 
117 0.23 1.9 55 1.95 16.3 
116 0.16 1.3 53 0.56 4.7 
107 0.22 1.8 52 0.69 5.8 
106 0.66 5.5 51 2.50 20.8 
105 0.84 7.0 50 2.13 17,8 
104 0.72 6.0 49 0.19 1.6 
103 0.53 4.4 46 1.2 10.0 
102 0.31 2.6 44 0.30 2.5 
94 0.27 2.3 43 1.76 14.7 
93 0.29 2.4 40 0.17 1.4 
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m/e % Total Ion RA m/e % Total Ion RA 

39 3.61 30.1 29 0.58 4.8 
38 0.65 5.4 28 0.65 5.4 
37 0.36 3.0 27 0.43 3.6 
31 0.12 1.0 26 0.22 1.8 
30 8.61 71.8 

*0nly peaks of 1% or higher relative abundance are included; 
however, the % total ion is based on true total ion current. 

Several observations can be made from an inspection of the 
spectra (Tables -1 and -2) of the two trinitrotoluene isomers.  In 
the following discussion only the main features of the spectra will 
be considered. 

The Molecular Ions:  In general, the chemical stability of 
the molecule parallels the stability of M+ and is therefore reflected 
in the abundance of M+.  The stability of M+ depends on the energy 
needed to ionize the molecule.  If less energy is required to ionize 
the molecule, more molecular ions will be formed with lower internal 
energy.  Aromatic compounds are well known to yield abundant mole- 
cular ions.  In the mass spectrum of 2:4:6-TNT the molecular ion at 
m/e 227 was quite small (3.7%) for an aromatic compound.  3:4:5-TNT, 
on the other hand,, gave rise to a molecular ion of large abundance 
(70%).  This contrast indicates that the instability of the molecular 
ion of 2:4:6-TNT stems from the position of the nitro group rather 
than an intrinsic instability associated with the NO2 group in 
explosive molecules.  This point will be further elaborated later in 
the following discussion. 

The Base Peak in the Spectrum of 2:4:6-TNT:  The base peak 
in the spectrum of 2:4:6-TNT was at m/e 210 (M-17).  This represents 
the loss of an OH group since the elimination of the only other 
contender, NH3, is not a common process (15) and in any case, is 
unlikely to occur in TNT.  A precise mass determination of the peak 
at m/e 210 assigned the formula, Cyfy^O^ to it and confirmed the 
above conclusion. 
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Table 2 

Mass Spectrum of 3:4:5-Trinltrotoluene* 

m/e     RA m/e     RA m/e     RA 

229 1.3 
228 6.6 
111 69.9 
211 3.4 
197 4.0 
182 1.1 
181 1.1 
179 1.0 
149 1.5 
137 1.3 
136 1.7 
135 10.7 
134 3.4 
121 1.8 
108 1.7 
107 20.0 
106 2.0 
105 6.0 
104 1.0 
97 1.4 
95 1.3 
93 1.7 
92 1.2 
91 3.4 

90 7.3 
89 60.0 
88 4.1 
87 10.6 
86 8.0 
85 2.7 
83 1.5 
81 3.1 
80 1.8 
79 2.3 
78 8.7 
77 51.2 
76 9.3 
75 4.4 
74 7.8 
73 2.6 
71 2.2 
69 3.4 
68 1.7 
67 4.9 
66 2.6 
65 12.7 
64 9.3 
63 77.3 

62 25.3 
61 6.6 
60 1.5 
57 3.4 
56 1.4 
55 2.7 
54 1.4 
53 10.9 
52 23.3 
51 55.2 
50 16.0 
49 1.6 
46 34.6 
44 10.0 
43 4.0 
42 1.0 
41 5.7 
40 3.0 
39 41.3 
38 4.7 
37 4.0 
31 1.3 
30 100 
29 8.7 
27 8.0 

*0nly peaks of 1% or more of relative abundance are in- 
cluded in this table. 
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Table 3 

Transitions Observed by Metas 
Scanning Technique 

table 

Fragment 
ion 

Precursor 
ion 

Approximate 
Peak Height* 

210 227 

193 210 

180 227 29 

180 210 6 

179 227 35.5 

179 209 1.6 

^Comparison is valid only when the same fragment 
was obtained from more than one precursor and gives 
the relative contribution of each transition to 
yield the same daughter ion. 
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Table 4 

Well Defined Metastable Peaks Observed 
in the Normal Mass Spectrum of 2:4:6-TNT 

and their Probable Assignment to 
Various Likely Transitions 

Metastable 
Peak, m/e 

Found Calculated* 

194.2 194.3 

192.5 192.4 

177.5 177.4 

- 164.1 

154.5 154.3 

141.3 

153.3 

141.1 

Probable 
Assignment 

-OH 
227  > 210 

227     "  2   > 209 

-OH 
210  >193 

227^20H^l93 

-N0 

210  M80 

-NO 
209 > 179 

22 
-Ho0,N0 

7     2        > 179 

128.2 

— ? R 
193 >165 

-NO o 
128.1 210 ^>164 

-NO 
124.1 124.0 179- >149 

*Based  on  the well known relation,   m*  = m2   /  n^   for  the 

transition m,-* nu + neutral,  where m* represents  the 

apparent mass  of m     (14). 
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The elimination of a hydroxyl group by TNT obviously 
requires a prior hydrogen rearrangement (Scheme -I).  Such re- 
arrangements by hydrogen atoms and even larger functional groups 
(e.g., NO2 migration in HMX noted in Ref. 11) have often been 
observed (16) in electron impact fragmentations and are facilitated 
by the ortho orientation of the groups concerned.  A very low energy 

SCHEME  -I 

CH3+  o CH^ CH-   _ 

NO, 
-OH 

NO, 

m/g 210 

of the transition state involved in this reaction was probably 
responsible for the low relative abundance of the molecular ion 
(M+) in the case of 2:4:6-TNT.  When this pathway was preempted in 
the 3:4:5-TNT the relative abundapce of the molecular ion (M+) 
increased markedly (70%).  Two close analogies are the mass spectra 
of £-nitroaniline and o-nitrotoluene both of which gave significant 
peaks due to the loss of a hydroxyl radical (1) arising from the 
"ortho" effect. 

The Base Peak in the Spectrum of 3:4:5-TNT:  The base peak 
in the spectrum of 3:4:5-TNT was at m/e 30, apparently due to the 
ion N0+.  Elimination of a charged or neutral NO is one of the 
general features of the mass spectra of aromatic nitro compounds 
(14).  If a neutral NO was eliminated, the complementary fragment 
would retain the charge as was the case here shown by m/e 197. 
However, the low abundance (4%) of (M-N0+) (m/e 197) indicates its 
relative instability.  Nevertheless, the presence of these ions, 
(M-N0+) and N0+, suggests yet another interesting bond-forming 
rearrangement of the nitro group resulting in nitrite formation 
(Scheme -II). 
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SCHEME -II 

R_N02  ^_> (R-N02) + -  > (R-0-NO)+ » RO.+NO+(in/e 30) 

R0+(in/e 197)+NO 

where R = (N02)2.CH3.C6H2- 

The Cleavage of the NO2 Groups:  The loss of NO2 to give an 
(M-46)+ ion is a common process among nitroaliphatics (17) , polynitro 
compounds (17c), nitrates (18), nitrites (19) and aromatic compounds 
(1).  However, in the spectrum of 2:4:6-TNT the low abundances of 
the ions, (M-46)+ (m/e 181, 2.1%) and N0"£ (m/e 46, 10%) indicated 
that the loss of NO2 was either a relatively minor process or that 
the ions resulting from the NO2 loss were highly unstable.  On the 
other hand, in the spectrum of 3:4:5-isomer the ion NO^ was found to 
have a relative abundance of 35% while the ion (M-46)+ had only 1.1% 
relative abundance. 

In the earlier investigation (6) of the electron impact 
decomposition of 1:3:5-trinitrobenzene (TNB), metastable scanning 
revealed that the ion (M-46)+ was a precursor to almost all the 
lower mass ions found in its spectrum and not surprisingly, its own 
relative abundance was of the order of only 5%.  This was interpreted 
to mean that the cleavage of NO2 group released sufficient internal 
energy to sustain its decomposition to small fragments.  In the two 
isomeric TNTs under study a similar situation could account for a low 
abundance of (M-N02)+ ions.  A close comparison of the spectra of the 
two isomeric trinitrotoluenes shows that the 2:4:6-TNT gives rise to 
approximately 40% of the total ions in the high mass region 
( > m/e 89) against about 20% for the 3:4:5-TNT in the same region. 
This difference is in accord with the ortho effect in the 2:4:6-TNT 
which should have a stabilizing influence on the molecule by pro- 
viding a low activation energy pathway. 

Metastable Scanning Experiments:  Metastable peaks in mass 
spectra arise from ion decompositions in the field-free region of 
the analyzer following acceleration (12).  With new instrumental 
techniques such decompositions can be identified and used as a source 
of information to reconstruct the breakdown paths of molecular ions. 
Table -3 summarizes the decomposition steps determined.  Aside from 
confirming the one step elimination of OH group by the molecular ion 
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to give m/e 210, the data indicate several primary steps involving 
the loss of 2 OH groups, HN02, H20, and H20 + NO.  Table -4 illus- 
trates the fact that the mass spectrum contains many more metastable 
transitions which can be potentially correlated with the structure 
and efforts are being made to accomplish this. 

The Relationship of Electron Impact Fragmentation to 
Photochemistry and Thermal Decomposition of Organic Molecules:  The 
mass spectrum of an organic compound represent the products of 
ionization and dissociation of isolated molecules in the gas phase 
which are detected within a few microseconds after electron impact. 
The lowest energy ionization of a nitro compound in the electron 
beam will in general remove a non-bonding electron from the nitro 
group.  Much of the photochemistry of the nitro group can be attrib- 
uted (20) to excitation in the non-bonding orbital.  Reactions which 
emanate from a half-vacant non-bonding orbital should be similar 
whether the means of removing the non-bonding electron is electronic 
excitation with light or ionization by electron impact.  This is 
borne out by the parallel between the two important processes ob- 
served in the mass spectra of TNTs and the photolysis of nitro- 
aromatics including 2:4:6-TNT.  Examples are the photochemical 
isomerization of o-nitrotoluene (21), 2:4-dinitrotoluene (22) and 
the nitro-nitrite rearrangement of nitroolefines (23) and 9-nitro- 
anthracene (20).  In this laboratory o-nitrotoluene was found (24) 
to convert to o^nitrosobenzyl alcohol representing an intramolecular 
hydroxyl migration after the initial hydrogen rearrangement.  In 
fact, most recent ESCA studies (25) of 2:4:6-TNT photolysis showed 
that this reaction occurs both in the solid and gaseous phases.  The 
loss of an oxygen atom under electron impact by the cleavage of the 
N-0 bond in TNT also has a photochemical equivalent in the formation 
of nitrosodimethylamine by UV irradiation (10).  Several other 
instances of similarities betwean mass spectrometric and photochemical 
reactions were described in the literature (26, 27). 

Close parallels between mass spectral and pyrolytic decompo- 
sitions have often been rationalized as reflecting parallelism of 
bond energies and vibrational modes in the vibrationally excited 
neutral molecules and their ionized counterparts.  Recent mass spec- 
tral and thermal decomposition studies of nitroaromatics (8), polyni- 
tropolyphenyls (9) uncovered several reactions common to the two 
modes.  A detailed review (Ref. 28) of these has appeared recently. 
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The above comparisons between mass spectral reactions and 
reactions induced by light and heat will serve to support the 
suggestions often made (23, 26, 27) that the mechanistic mass spec- 
tral data helps to rationalize reactions in the other cases and 
guide the exploratory work. 

CONCLUSION:  This investigation of the mass spectral break- 
down patterns of 2:4:6-TNT and its isomers, has uncovered several 
interesting reactions which are quite analogous to those inferred 
in photochemical and thermal decompositions and opened the potential 
of the metastable scanning approach to enable construction of a 
multistep decomposition scheme accounting for the disintegration of 
TNT molecule.  Such a correlation was possible in the case of earlier 
TNB study (6) which showed that the cleavage of the C-NO2 bond re- 
quired a high energy transition state and probably constituted the 
rate-determining step in the disintegration of the TNB molecule. 
Because of the importance of such information to the understanding 
of the explosive behavior the authors (6) suggested that the break- 
down of TNB in the mass spectrometer source may profitably be viewed 
as an "explosion" in a system whose dimensions are those of a single 
molecule.  The present work supports this view as a helpful concep- 
tual model. 
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The current damage-risk criteria (10) which define the 
limitations for exposure to continuous noise are specified in terms 
of the A-weighted levels of noise rather than the unweighted, abso- 
lute sound pressure levels of noise.  A-weighted levels are derived 
via an electrical network found in sound measurement equipment.  The 
effect of A-weighting is the de-emphasis or the measurement reduc- 
tion of the levels of the low-frequency components of a noise.  For 
example, absolute sound pressure levels or octave-band levels appear 
systemically lower by as much as 70 dB at 10 Hz, 26 dB at 63 Hz, and 
.8 dB at 800 Hz when measured through an A-weighting network (1).  By 
specifying damage-risk criteria in terms of A-weighted levels, the 
implicit assumption is that high-intensity, low-frequency sounds are 
not as harmful to hearing as are high-intensity, high-frequency 
sounds. 

This is of particular concern to the Army because of the 
large number of vehicles within the Army inventory which generate 
low-frequency noise at very intense levels.  For example, analysis 
of the running noise generated by the Infantry Fighting Vehicle 
(IFV) or Cavalry Fighting Vehicle (CFV; formerly designated as the 
Mechanized Infantry Combat Vehicle, MICV) indicate the presence of 
high-intensity, low-frequency noise.  In general, the greatest 
amount of acoustic energy occurs below 250 Hz with many low- 
frequency components exceeding a sound pressure level of 100 dB. 
The unweighted intensity levels found at 63 Hz are frequently in 
excess of 120 dB sound pressure level (9). 
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Another factor which must be considered is that most 
hearing protectors characteristically provide poor attenuation at 
the low frequencies (3).  Consequently, it is more difficult to 
protect hearing from high-intensity, low-frequency noise than 
from high-intensity, high-frequency noise. 

Therefore, given the factors that (1) many Army vehicles 
generate high-intensity, low-frequency noise, (2) most hearing pro- 
tectors are relatively ineffective for low-frequency noise, and (3) 
the current damage-risk criteria are based on a measuring scale that 
de-emphasizes the intensity of low-frequency noise, a research pro- 
gram was developed to determine the potential of high-intensity, low- 
frequency noise to be a hazard to hearing.  The data presented are 
from three experiments, two with animals and one with humans.  An 
overview and summary of these data are presented. 

METHODS AND PROCEDURES 

Subjects 

Experiment I 

The subjects were eight, male binaural chinchillas which 
were randomly assigned to two groups of four subjects each. 
Chinchillas were selected as the animal model because their hearing 
is similar to man's and they are easily trained for behavioral 
audiometry (7). 

Experiment II 

Sixteen male, binaural chinchillas served as subjects. 
They were randomly assigned to four groups of four subjects each. 

Experiment III 

Five male, young adults served as subjects.  Three sub- 
jects were tested under one procedure and two subjects were tested 
with a slightly different procedure. 

Procedures 

Experiment I 

The procedure and apparatus have been discussed in detail 
elsewhere (2).  Briefly, the chinchillas were initially trained 
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to respond to pure-tone signals.  They were trained to move 
from one side of a shuttlebox to the other when a tone was pre- 
sented to avoid a mild electric shock.  Once trained with clearly 
audible tones (60-75 dB SPL), hearing thresholds at a number of 
frequencies were determined by systematically reducing the inten- 
sity level of the tones to the point where the subjects failed to 
emit a response.  The level at which the subjects no longer re- 
sponded was taken as the absolute threshold of hearing for each 
frequency. 

After the baseline hearing thresholds were determined, 
the subjects were exposed to octave bands of poise in a sound 
room especially treated to produce a diffuse uniform sound field. 
The groups exposed to low-frequency noise were exposed to an 
octave band of noise with a center frequency of 63 Hz and the 
groups exposed to high-frequency noise were exposed to an octave 
band of noise with a center frequency of 1000 Hz.  These noise bands 
were selected because they provide an example of two bands of noise 
that have a 26 dB difference in octave-band level while being equal 
with regard to A-weighted level.  The intensity level of an octave 
band at 63 Hz is reduced by 26 dB in the conversion from octave-band 
level to A-weighted level, while the intensity level of an octave 
band at 1000 Hz is unchanged in the conversion (1).  Also, 63 Hz was 
selected because it is a very high-intensity component of the noise 
generated by the IFV or CFV (9).  The distribution of acoustic energy 
with frequency of the two noise bands used in the experiments are 
shown in Figure 1. 

Each group of four subjects was exposed on separate occa- 
sions to their respective noise band at three intensity levels.  The 
low-frequency group was exposed at levels of 100 dB SPL (74 dBA), 
110 dB SPL (84 dBA), and 120 dB SPL (94 dBA).  The high-frequency 
group was exposed at levels of 75 dB SPL (75 dBA), 85 dB SPL (85 
dBA), and 95 dB SPL (95 dBA).  Adequate time was allowed between 
exposures for hearing to completely recover and stabilize.  The 
duration of each exposure was three days.  Following exposure, the 
subjects' hearing was monitored until it completely recovered or for 
30 days in those cases of permanent hearing loss. 
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Figure 1.  Power spectrum characteristics of the octave bands of 
noise used for exposure as measured in the sound field.  Panel A 
depicts the octave band with a center frequency of 63 Hz and Panel L 
depicts the octave band with a center frequency of 1000 Hz. 

Experiment II 

The training, testing, and exposure conditions were as 
described above with the following exceptions: (1) of the four 
groups, two were exposed to the low-frequency noise and two were 
exposed to the high-frequency noise; (2) each group was exposed 
only once at a particular intensity level.  One low-frequency group 
was exposed to 110 dB SFL (84 dBA) and the other was exposed to 120 
dB SPL (94 dBA).  One of the high-frequency groups was exposed to 85 
dB SPL (85 dBA), and the other was exposed to 95 dB SPL (95 dBA); (3) 
the duration of the exposures was nine days. 

Experiment III 

The baseline hearing thresholds of the five human subjects 
were determined using the conventional audiometric procedure of track- 
ing.  They were then exposed individually to the same noise bands in 
the same sound field as the chinchillas.  The subjects were exposed 
to the low-frequency noise at levels of 110 dB SPL (84 dBA) and 120 
dB SPL (94 dBA), and to the high-frequency noise at levels of 85 dB 
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SPL (85 dBA) and 95 dB SPL (95 dBk).  The duration of the exposures 
was four hours.  The procedural difference between the two groups of 
subjects primarily involved the use of a different sequence of test- 
ing the frequencies during recovery.  The hearing thresholds of all 
subjects were monitored until there was a complete recovery to base- 
line levels. 

RESULTS 

Experiment I 
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Figure 2.  Threshold shifts between .063 and 4.0 kHz after a three- 
day exposure to octave band noise with a center frequency of 1.0 kHz 
at three exposure levels. 

The threshold shifts for the 1000-Hz octave-band exposures 
are depicted in Figure 2.  These data reflect the traditional pattern 
of threshold shift found with octave bands of noise with center fre- 
quencies of 500 Hz and above (4, 5, 6, 8).  For example, as the level 
of the exposure band was increased systematically, an orderly increase 
in the amount of threshold shift occurred.  For every 10 dB increase 
in exposure level, a concomitant increase in threshold shift of about 
20 dB occurred at the frequencies maximally affected.  In addition, 
the frequency region of greatest sensitivity to the 1000-Hz octave 
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band of noise occurred one-half to one octave above the center fre- 
quency of the exposure band, i.e., 1400 and 2000 Hz.  This, too, is a 
classic finding for high-frequency octave bands of noise (4, 5, 6, 8), 
At the highest exposure level, the maximum threshold shifts were 61 
dB at 1.4 kHz and 65 dB at 2.0 kHz. 
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Figure 3.  Threshold shifts between .063 and 4.0 kHz after a three- 
day exposure to octave-band noise with a center frequency of 63 Hz 
at three exposure levels. 

The pattern of threshold shift for the low-frequency band 
of noise is quite different, however.  This is shown in Figure 3. 
The two lowest exposure levels produced very little, if any, threshold 
shift.  However, the highest level exposure, 120 dB SPL (94 dBA), 
produced dramatically different results.  There was an abrupt appear- 
ance of a moderate to substantial threshold shift across the frequency 
range tested.  This was a departure from the traditional results with 
high-frequency bands of noise.  More interesting, however, was the 
frequency region in which the maximum shift occurred.  Rather than 
occurring one-half to ore octave (90-125 Hz) above the center fre- 
quency of the exposure band (63 Hz), it occurred five octaves above 
the center frequency at 2000 Hz.  There was a slight elevation at the 
half-octave frequency of 90 Hz, but this was insignificant by compar- 
ison to the shift found at 2000 Hz.  The amount of threshold shift 
found at 1.4 kHz was 39 dB and at 2.0 kHz was 43 dB. 
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The highest level exposure for the low-frequency noise, 120 
dB SPL (94 dBA), produced permanent hearing losses in the subjects, 
and the highest level exposure for the high-frequency noise, 95 dB 

TABLE I.  Permanent threshold shifts in dB following three days 
of exposure to octave-band noise centered at 63 Hz at 120 dB SPL (94 
dBA) and to octave-band noise centered at 1000 Hz at 95 dB SPL (95 
dBA). 

Frequency 
in kHZ 1.4 2.0 

63 Hz 
Exposure Band 11 16 

1000 Hz 
Exposure Band 6 9 

SPL (95 dBA), also produced permanent hearing losses.  These are given 
in Table I for 1.4 and 2.0 kHz.  All other frequencies completely re- 
covered.  Not only did the exposure to the 63-Hz octave band produce a 
high-frequency hearing loss, a finding not previously known, but also, 
the low-frequency noise produced nearly twice as much permanent loss 
as the high-frequency noise.  This has particularly important 
implications for damage-risk criteria since both of the exposure bands 
were within 1 dBA of each other in level and consequently should be 
considered equally hazardous.  Another interesting result was that 
the threshold shift from the low-frequency exposures recovered 
considerably less than the shift from the high-frequency exposures. 

Experiment II 

The threshold shifts of subjects exposed to the two levels 
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Figure 4. Threshold shifts between .063 and 8.0 kHz after a nine-day 
exposure to octave-band noise with a center frequency of 63 Hz at two 
exposure levels. 

of high-frequency noise were virtually the same as those found for the 
three day exposure.  Consequently these data are not presented.  Fig- 
ure 4 shows the threshold shifts for the subjects exposed to the low- 
frequency noise.  Unlike the previous experiment, those subjects ex- 
posed to the level of 110 dB SPL (84 dBA) showed a small to moderate 
threshold shift with the maximum shift at 2.0 kHz.  This difference 
between the studies is likely a function of the longer exposure dura- 
tion.  The high-level exposure group, 120 dB SPL (94 dBA), showed 
considerable shift at all frequencies tested.  Again, this is pro- 
bably due to the longer exposure.  This exposure produced the largest 
shifts in the high frequencies.  Threshold shifts in excess of 30 dB 
and 40 dB occurred at all frequencies between 500 and 8000 Hz as well 
as at the half-octave frequency of 90 Hz.  The maximum shift of 44 dB 
again occurred at 2.0 kHz.  Both groups clearly incurred a high- 
frequency shift to the low-frequency noise. 
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Figure 5.  Permanent threshold shifts between .063 and 8.0 kHz ob- 
tained 30 days after the termination of a nine-day exposure to 
octave-band noise with a center frequency of 63 Hz at two exposure 
levels. 

The permanent hearing losses which resulted from the low- 
frequency exposures are shovm in Figure 5.  Small permanent losses 
occurred at 250, 1400, 2000, and 5700 Hz from the 110 dB SPL (84 dBA) 
exposure, reflecting high-frequency hearing loss to the low-frequency 
noise.  The 120 dB SPL (94 dBA) exposure resulted in permanent losses 
of 13 dB at 1400 Hz and 19 dB at 2000 Hz which are in excellent agree- 
ment with those found for the three-day exposure. 

The comparison of permanent hearing losses incurred by the 
high-level exposure to the low- and high-frequency noise bands is 
given in Table II.  The differences between the two losses are rela- 
tively small.  Unlike the previous experiment the permanent losses 
were more in line with the predictions of the damage-risk criteria. 
That is, the high-frequency noise produced slightly more hearing loss 
than the low-frequency noise which is compatible with the high- 
frequency band being 1 dBA more intense.  Again, the shifts for the 
high-frequency noise recovered substantially more than did the shifts 
for the low-frequency noise. 
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Table II.  Permanent threshold shifts following nine days of 
exposure to octave-band noise centered at 63 Hz at 120 dB SPL (94 
dBA) and to octave-band noise centered at 1000 Hz at 95 dB SPL (95 
dBA). 

Frequency 
in kHz 1.4 2.0 

63 Hz 
Exposure Band 13 19 

1000 Hz 
Exposure Band 17 28 

Experiment III 

The temporary threshold shifts found with the human sub- 
jects exposed to low-frequency noise are shown in Figure 6.  All 
subjects recovered to their baseline levels.  Although the shape of 
the threshold shift curves are not identical to those of the 
chinchillas, a good deal of shift occurred at 1.4 and 2.0 kHz, 
indicating that low-frequency noise also affects the high-frequency 
hearing of humans.  Some of the difference between the two groups 
of humans may result from using a different order of testing the 
various frequencies and an interaction of this with the rapid 
recovery of hearing that occurs to the short duration exposure.  These 
results indicate that the high-frequency hearing losses found with 
chinchillas are not unique to the chinchilla and that the human ear 
tends to respond in a similar way. 
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Figure 6.  Temporary threshold shifts found In two groups of human 
subjects between ,075 and 8.0 kHz after a four-hour exposure to 
octave-band noise with a center frequency of 63 Hz at 120 dB SPL 
(94 dBA). 

DISCUSSION 

The low-frequency exposures with chinchillas have consis- 
tently had their maximum effect on high-frequency hearing.  The 
temporary threshold shifts In humans Indicate that the human ear re- 
sponds to low-frequency noise In a like manner.  Also, the high- 
frequency threshold shifts produced In the animals by low-frequency 
noise showed considerably less recovery than high-frequency shifts 
produced by high-frequency noise.  This Indicates that low-frequency 
noise may have a more "potent" effect on hearing than high-frequency 
noise.  These results together Indicate that high-Intensity, low- 
frequency noise may be a hazard to hearing which was previously unre- 
cognized.  Because A-weighting de-emphasizes the effects of low- 
frequency noise, the current damage-risk criteria may be Inadequate 
and allow exposure of personnel to hazardous acoustic environments. 
Although the evidence is not clear-cut at this time, the findings of 
these experiments emphasize the need for much more research and 
raise serious questions concerning the adequacy of the current 
damage-risk criteria with regard to low-frequency noise. 
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Although the implications of the results for the damage- 
risk criteria are equivocal at this time, the new finding of a high- 
frequency hearing loss from low-frequency noise is significant.  All 
previous research on noise-induced hearing loss has found that the 
maximum effect on hearing of a band of noise occurs one-half to one 
octave above the frequency of the noise band.  A persistent problem 
in attempting to account for noise-induced hearing loss has been the 
consistent finding of primarily high-frequency hearing losses regard- 
less of the noise source.  These previous findings account for the 
emphasis currently placed on high-frequency noise as the primary 
hazard to hearing.  It is now known, from the results presented in 
this paper, that the effect of low-frequency noise is far removed 
in frequency from the frequency of the exposure band.  The present 
findings show, for the first time, that high frequency hearing losses 
can be induced by low-frequency noise.  This may account for the 
phenomenon of high-frequency hearing loss in individuals exposed to 
low-frequency noise.  These results also clarify the enigma concerning 
the consistent failure to find permanent low-frequency hearing losses 
in individuals exposed to low-frequency noise. 

CONCLUSIONS 

The following conclusions are made: (1) low-frequency 
noise produces permanent high-frequency hearing loss in chinchillas; 
(2) the human ear shows a similar pattern of temporary threshold 
shift; (3) the curtrent damage-risk criteria may be inadequate and 
may require revision to deal with high-intensity, low-frequency 
noise. 
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INTENSIVE TROPIC FUNCTION TESTING 

ELDON M. CADY, MR. 
US ARMY TROPIC TEST CENTER 

APO NEW YORK 09827 

INTRODUCTION: 

Tropic testing of US Army materiel includes a storage phase 
designed to surface the adverse effects of the humid tropics.  Failures 
are sometimes catastrophic, but are usually time dependent.  Regula- 
tions such as AR 1000-1 (1) require that efforts be made to reduce De- 
velopment Test time.  Project Managers and DARCOM commodity commands 
have curtailed or foregone Development Tests because of excessive time/ 
cost considerations.  It was hypothesized that reducing test calendar 
time while increasing test functioning time, i.e., increasing the ratio 
of operational hours to calendar days may yield quicker and still valid 
test results for some categories of equipment.  Large quantities of 
Reliability, Availability and Maintainability (RAM) data could be gen- 
erated quickly for immediate analysis using standard RAM data analysis. 
A methodology investigation was conducted at the US Army Tropic Test 
Center to validate the intensified testing concept and reassess storage 
testing. 

The tropic storage period results in a relatively long period 
of dormancy between data generation and the final production of test 
reports.  Because the storage period represents a significant amount of 
calendar time, it had been repeatedly proposed that the storage phase 
be shortened or eliminated and that each test item be tested at an in- 
tensified functioning rate.  Advocates of intensified functioning con- 
sidered that the same quality of RAM data would be generated in a 
shorter calendar period.  This is based on the assumption that number 
of operational hours is the only factor required for developing valid 
RAM data.  The Tropic Test Center has observed materiel failures which 
occurred in the tropic storage phase of Development Tests.  Examples of 
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such failures recently occurred during tests of the Forward Area Alert 
Radar (2), the OH-58A Helicopter (3), and the Modular Collective Pro- 
tection Equipment (4).  Although these failures were not identified 
with a single unique aspect of tropic exposure, they occurred during 
the tropic storage phase. 

The US Army's standard 1.5 KW AC generator was selected as 
the test vehicle because it incorporated both electrical and mechanical 
components, it could be easily operated and had readily available main- 
tenance support.  The generators are high density items in the US Army 
supply system, i.e., available in large quantities, thus reducing proj- 
ect expenditures.  The main advantage of using generators for this in- 
vestigation was the capability to generate a large quantity of RAM 
data. 

PROCEDURES; 

The test site selected was an abandoned concrete pad in the 
Fort Clayton General Purpose test area in the humid tropics of the 
Canal Zone.  Fifteen 1.5 KW AC generators were separated into three 
groups of five each (Figure 1), so that one group would be intensively 
functioned, the second would undergo a storage phase, and the third 
would simulate usage in the field.  The generators were operated over 
a period of one year in the same test area using a single fuel source 
and equivalent variable power loads. 

One group (Intensive Function Mode) was functioned at a rate 
of 16 hours per day for one year.  The second group (Storage Mode) was 
functioned at a rate of four hours per day for 100 operational hours, 
after which the generators were placed in limited field storage as spe- 
cified in the unit maintenance manuals (5).  The storage period lasted 
six months, with an inspection at the end of the first three months. 
After the six-month storage, this group was returned to operation with 
the same usage schedule.  The third group (Simulated Tactical Use Mode) 
was functioned at a rate of four hours per day for one year. 

Power was drawn from each unit by a series of five 300-watt 
light bulbs which were so wired that the power drawn could be varied 
from 0 to 1500 watts in 300-watt stages.  The load bank system is il- 
lustrated in Figure 2.  Wired into the load banks and connected to a 
central control panel were meters which measured operational time, vol- 
tage output and voltage frequency.  Figure 3 shows the control console 
with an oscilloscope attached for measuring the transients involved in 
load level changes.  Load level changes took place every hour for a 
duration of 15 seconds, with the power draw change being from 900 to 
1500 watts.  Figure 4 shows the shunt resistor across which the stable 
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Figure 1.  Test Site with Generators Mounted on 
a Concrete Pad 

waafiarefcaaBffMBWaB 

Figure 2.  Load Bank System for Power 
Dissipation 
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Figure 3.  Control Console with Oscilloscope 
Attached 

Figure 4.  Shunt Resistor for Measuring Current 
Levels 
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and transient current levels were measured.  Voltage and frequency 
levels for each generator were monitored and recorded on an hourly 
basis by an operator who reported malfunctions.  Close monitoring was 
intended to identify the onset of a malfunction in order to initiate 
prompt maintenance action. 

DISCUSSION OF RESULTS: 

A summary of the data used in the analysis is presented in 
Tables I, II, and III.  These tables present the basic data and com- 
puted RAM parameters for each of the functional modes and individual 
generators.  Of these parameters. Mean Time Between Failures (MTBF) and 
Mean Time Between Maintenance Actions (MTBMA) are the most useful in 
assessing RAM performance.  The discussion is confined to functional 
modes rather than individual generator performance.  To establish a 
commonality, the data have been normalized to a per 1000 hours of op- 
eration basis. 

In Tables I, II, and III there are five items of data per 
functional mode that lend themselves for RAM performance comparisons. 
These are the MTBF, MTBMA, Number of Chargeable System Failures per 
1000 Hours (CSF/1000), Maintenance Actions per 1000 Hours (MA/1000) and 
Unscheduled Maintenance Time per 1000 Hours (UMT/1000).  The MTBF is 
inversely proportional to CSF/1000 and the MTBMA is inversely propor- 
tional to MA/1000; therefore, only the values for the MTBF, MTBMA, and 
UMT/1000 are used as comparison parameters. 

The MTBF was 243.0 hours for the Intensive Function Mode, 
176.6 hours for the Storage Mode and 182.4 hours for the Simulated 
Tactical Use Mode.  This indicates that the Intensive Function Mode 
had the longest operation period between failures, and that the Storage 
and Simulated Tactical Use Modes were similar, with the Storage Mode 
being slightly less.  The second parameter, the MTBMA for the Intensive 
Function Mode, was 134.2 hours; the Storage Mode was 56.2 hours; and 
the Simulated Tactical Use Mode was 94.8 hours.  The ranking for MTBMA 
is the same as for MTBF, except that the difference between the Storage 
Mode and the Simulated Tactical Use Mode is larger. 

The UMT/1000 in Tables I, II, and III for the Intensive Func- 
tion Mode was 2.8 hours, whereas the Storage and Simulated Tactical Use 
Modes were both 7.2 hours.  Again, the Intensive Function Mode differs 
considerably from the other modes. 

Additional computed RAM data are provided in Table IV for the 
functional modes.  The MTBF and MTBMA data are also presented for con- 
venience.  Another useful RAM parameter is the Mean Time to Repair 
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TABLE IV. SUMMARY OF COMPUTED RAM DATA 

Mean Time Between Failures 
Test Modes 

a. Intensive Function 
b. Storage 
c. Simulated Tactical Use 

243.0 
176.6 
182.4 

Mean Time Between Maintenance Actions 
Test Modes 

a. Intensive Function 
b. Storage 
c. Simulated Tactical Use 

134.2 
56.2 
94.8 

Mean Time To Repair 
Test Modes 

a. Intensive Function 
b. Storage 
c. Simulated Tactical Use 

0.0 
1.3 
1.0 

Mean Time To Repair Unscheduled Maintenance Actions 
Test Modes 

a. Intensive Function 
b. Storage 
c. Simulated Tactical Use 

0.7 
1.3 
1.3 

Maintenance Ratio 
Test Modes 

a. Intensive Function 
b. Storage 
c. Simulated Tactical Use 

0.006 
0.023 
0.011 

Maintenance Ratio For Unscheduled Maintenance Actions 
Test Modes 

a. Intensive Function 
b. Storage 
c. Simulated Tactical Use 

0.003 
0.007 
0.007 
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(MTTR).  It is a measure of the degree of difficulty in performing main- 
tenance actions, and was obtained by dividing the total active mainte- 
nance time for that functional mode by the total number of maintenance 
actions.  The MTTR involves all maintenance actions, scheduled and un- 
scheduled.  For the MTTR, the Intensive Function Mode is 0.7 hours, the 
Storage Mode is 1.3 hours, and the Simulated Tactical Use Mode is 1.0 
hour.  Again, the Intensive Function Mode has required less time for 
repair than either of the other modes.  Another MTTR value is for Un- 
scheduled Maintenance Actions which is concerned primarily with actions 
involving generator malfunctions.  In this case the Intensive Function 
value is 0.7 while the Storage and the Simulated Tactical Use values 
are both 1.3.  The Intensive Function Mode required about half the 
time of the other two functional modes.  The two remaining parameters 
in Table IV are the Maintenance Ratio and the Maintenance Ratio for 
Unscheduled Maintenance Actions.  These are computed by dividing the 
active maintenance time, either total or unscheduled, by the total op- 
erational hours of each functional mode.  The Maintenance Ratio for the 
Intensive Function Mode was 0,006, the Storage Mode was 0.023, and the 
Simulated Tactical Use Mode was 0.011.  In the Maintenance Ratio for 
Unscheduled Maintenance Actions, the results were Intensive Function 
Mode 0.003, Storage Mode 0.007, and Simulated Tactical Use Mode 0.007. 
Both types of Maintenance Ratios show that the Intensive Function Mode 
produces lower values than the other two functional modes, and again 
the Storage and Simulated Tactical Use Modes had equivalent values. 

It was assumed that the computed data (Tables I, II, III, and 
IV) are measures of the degree of operational severity for each func- 
tional mode to permit the construction of an arbitrary matrix for com- 
parative purposes.  The matrix (Table V) was based on six parameters 
(MTBF, MTBMA, UMT/1000, MTTR, MTTR Unscheduled Maintenance Actions, and 
Maintenance Ratio for Unscheduled Maintenance Actions) selected from 
the previous tables.  For each parameter, a numerical value of one was 
given to the functional mode that was considered least severe; the 
value of two was given for the median severity; and the value'of three 
for the most severe.  In the case of two modes being equal for a given 
parameter, a value of 1.5 or 2.5 was assigned to both depending on de- 
gree of severity.  The data are summarized in Table V.  For all six 
parameters the Intensive Function Mode was given the value of one for 
being least severe.  For three (MTBF, MTBMA, and MTTR) of the six pa- 
rameters, the Storage Mode was the most severe and for the other three 
parameters it was equal to the Simulated Tactical Use Mode in severity 
The ranking from least to most severe was as follows:  Intensive Func-' 
txon Mode, Simulated Tactical Use Mode and Storage Mode, with a pro- 
portionality of 1:2.3:2.8, respectively. 
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Tables I, II, and III also provide information on individual 
generators so that questions may be asked concerning the types of 
malfunctions that occurred and major differences in the types of mal- 
functions.  To examine these questions. Tables VI and VII were prepared 
to summarize the data in appropriate form.  Table VI is a Summary of 
Unscheduled Maintenance Actions by type of maintenance action performed 
and time involved for each functional mode.  The number of maintenance 
actions, in decreasing order, were carburetor, ignition and voltage 
regulator, regardless of functional mode.  To establish a baseline for 
comparative purposes. Table VII presents Normalized Unscheduled Main- 
tenance Actions.  The scheduled maintenance actions were not considered 
because some involved work unique to each functonal mode.  This table 
also includes the average time to perform each action.  For carbure- 
tors, the Storage Mode had more actions per 1000 hours, thus more time 
charged per 1000 hours, but the actual time per action for all three 
modes was about the same.  This indicates that similar types of main- 
tenance actions were performed on the carburetors, regardless of the 
functional mode.  However, voltage regulators in the Storage Mode, re- 
quired the least actions per 1000 hours.  The Time Charged per 1000 
Hours for the voltage regulator, the Storage Mode is half way between 
the Intensive Function and the Simulated Tactical Use Modes.  However, 
the Time per Action for the storage mode is the highest.  This means 
that, although the frequency of maintenance actions was less on voltage 
regulators of the Storage Mode, the amount of time required for that 
action was greater.  For the ignition category, it is found that the 
Storage Mode had the highest number of maintenance actions performed 
per 1000 hours but the Simulated Tactical Use Mode had the most time 
per action.  Although the number of actions per 1000 hours for Inten- 
sive Function Mode ignition maintenance actions is similar to the other 
two modes, there is a major difference in its value for the Time 
Charged per 1000 Hours and also for the Time per Action.  This indi- 
cates that there is a difference in the type and degree of difficulty 
involved in the ignition maintenance actions performed during the In- 
tensive Function Mode when compared with the other two. modes. 

This discussion has dealt with examining the three functional 
modes by operational hours instead of by calendar time.  Because opera- 
tion hours are rapidly accumulated in the Intensive Function Mode and 
the Storage Mode involves a long dormant period, it was determined 
that biased data would result from comparing the two modes by calendar 
time.  Although it is recognized that the Intensive Function Mode pro- 
duces malfunctions rapidly in a much shorter calendar period and pro- 
duces RAM data in a shorter time, the rate and types of failure pro- 
duced differ in comparision with the other two test modes. 
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CONCLUSIONS 

On the basis of the results of the Investigation discussed 
herein, the following conclusions are offered: 

1. In terms of test severity, as depicted by the RAM para- 
meters analyzed, the Intensive Function Mode ranked the least severe, 
the Simulated Tactical Use Mode next, and the Storage Mode was the most 
severe. 

2. Materiel Items having electro-mechanical characteristics 
similar to the 1.5 KW AC generators and tested In an Intensified Func- 
tion Mode will probably not produce higher failure rates than Storage 
or Simulated Tactical Use Modes. 

3. Malfunctions which occurred were of similar nature for 
all three modes (I.e., carburetor, voltage regulator, and Ignition); 
however, the time required to correct the malfunctions was less for 
the Intensive Function Mode. 

4. Pertinence of the findings of this Investigation should 
be explored for other materiel systems such as electronic and various 
weapon systems. 

5. The need for a tropic storage phase In development test- 
ing Is essential and Is supported by results of this investigation. 
The optimum period for the storage phase requires further investiga- 
tion. 
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ENERGETIC TRANSIENT SPECIES FORMED 
VIA ELECTRONIC EXCITATION OF S-TNB AND S-TNT  (U) 

CHRISTOS CAPELLOS, PhD AND *SURY IYER, PhD1 

ENERGETIC MATERIALS DIVISION, LCWSL 
ARRADCOM, DOVER, NJ  07801 

INTRODUCTION:  The initiation of exothermic explosive decom- 
positions in materials, such as, s-TNT2 (2,4,6-trinitrotoluene) is 
probably due to the initial formation of energetic transients, like 
electronically or vibrationally excited states, ionic species or free 
radicals.  The stimuli which can cause such an event can be an elec- 
tronic, shock wave or thermal pulse.  So far, there has been no in- 
formation in the literature pertaining to the formation and reactivity 
of these energetic transients in secondary explosives. 

In the present paper data are presented on the spectroscopy 
and chemical reactivity of ionic species, electronically excited 
states and free radicals of nitro aromatics formed via electronic 
excitation of the parent molecules.  Furthermore, it was discovered_in 
the present work, that formation of the TNT anion, (C6H2) ^2)3 CH2, 
(B-), in molten TNT by additives such as (CH3)^NBsHg, known as QMB3, 
NaOH, and NaT lead to deflagration of TNT.  These additives sensitized 
TNT to impact and differential scanning calorimetry yielded data which 
are consistent with the sensitization of TNT by these additives. 

It was also discovered in this work that TNT can be sensitiz- 
ed by additives such as benzoquinone and tetraethyl lead.  It is be- 
lieved that these additives abstract a hydrogen atom from the methyl 
group of TNT during thermal excitation to form the radical (C5H2) 
(N02)3 C^*, (B-).  Work is in progress for the formation and detec- 
tion of this radical in electronically excited TNT in the gas phase 
at 2150C. 

'■Formerly known as:  K. Suryanarayanan. throughout this report the 
notations TNB and TNT refer to the symmetric form. 
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EXPERIMENTAL 

TNR  TMT ^ ^lventS used in this work were spectrograde quality. 
TNB, TNT and the nxtronaphthalenes reported here were puri?ied by 

subli^tTn^T3'3111^'10113 '^  ethano1 0r n-hexane'follo'ed by sublimation under vacuum until the gas chromatogram of the sample 
showed that the impurity level was below 0.001%' Deaerltion o^ the 

flask atta^dtr.H7 "IT 7 hel±Um  flushing for 30 ^u tea La flask attached to the optical cell.  Electronic excitation of liquid 
and gaseous samples of TNB and TNT was achieved with a flash pho^ol 
ysis system which has been described earlier (1).  Spectroscopic and 
kinetic studies of nitronaphthalenes in the nanosecond ranje were 
performed with a ruby laser nanosecond kinetic spectrophotometer as 
described in detail previously (2).  Most of the kinetic data ore 
sented here were analyzed with a Nova 840 Computer  T^e ktoetic 
oscilloscope traces were analyzed for first or second order pots 
and the result was displayed on a 4010 Tektronix terminal with t^ 

action ^ r SubrOUtines-  ^ter determining the order of the re- 
action, the least square line was plotted from the slope of which the 
rate constants were calculated. wiw-cn cne 

RESULTS AND DISCUSSION 

Electronic excitation of TNB in aerated polar solvents with 
appreciable proton affinity, such as, i-PrOH (A) and MeGH (^^1^ 

LV^r^Ti"a transient species with abso^tion ^Tlii 

Fig. 1 

Absorption spectrum of the 
transient species formed in 
flash-photolyzed aerated TNB 
solutions in (A) i-PrOH medium 
(B) methanol medium 

400 440   480 
WAVELENGTH, nm 

520 560 
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The yield of this species is a function of oxygen concentra- 
tion, and its rate of formation and decay is viscosity and temperature 
dependent.  In methanol it grows with a half-life of 25 ysec, while in 
i-PrOH its half-growth time is 60 psec.  Its decay obeys second order 
kinetics and the k/e values in i-PrOH were found as follows: 

k/e 430 1.26 x 10 ^ and k/e5l5  =  1.22 x 10 ^ sec' "I cm 

indicating that both absorption maxima are attributed to only one 
transient species.  It is important to emphasize that this transient 
is not formed in CH3CN which is a polar solvent without appreciable 
proton affinity. 

Assignment of the Transient and Mechanism 

Methanol is a molecule with large proton affinity.  A proton 
ejection mechanism as shown in reaction 1 is very likely to be in- 
volved in the photochemical generation of the transient: 

TNB 
hv NO, "C*  + (ROflt) 

TNB* 
ground state electronically excited state deprotonated TNB* 

The deprotonated form of TNB* decays to generate the nega- 
tive ion of TNB: 

NO 2 

-> NO 

It is further proposed that TNB  interacts with molecular oxygen to 
form the transient charge transfer complex TNB  O2, as shown below: 

NO 2 

+ Oc 
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In order to probe further into the polar_nature of the proposed mecha- 
nism which leads to the formation of TNB ——O2, the effect of sulfuric 
acid on the formation of this species was studied.  The presence of 
acid affects not only the formation of TNB  02, but also its decay, 
by changing the order of decay, namely, from second order when there' 
is no acid, to pseudofirst order in presence of relatively large 
concentrations of H2S04 (1.3 x 10 ^ M) as compared to the estimated 
small concentration of TNB  O2 (about 10 G M).  The effect of the 
acid strongly supports reactions 1 and 2 and the following neutrali- 
zation reaction: 

TNB" O2 + H+  -> product 

The proton ejection mechanism, reaction 1, assisted by polar 
solvents with relatively high proton affinity, is further supported 
by the fact that a similar type of dissociation has been proposed (3) 
for ground-state TNB in polar media with high proton affinity.  It is 
conceivable that the protons in TNB are acidic because of the large 
electronegative character of the nitro groups.  Furthermore, in the 
excited state, the protons would be expected to be even more acidic 
due to intramolecular charge transfer from the aromatic moiety to the 
nitro group during photoexcitation.  However, even in the excited 
state the removal of proton requires extra energy which is furnished 
by the proton affinity of the methanol molecule.  The acidic behavior 
of excited TNB seems to be analogous to that of the triplets of ketones 
and quinones having hydroxy and amino substituents (4). 

In order to evaluate the kinetic data showing the growth and 
decay of TNB —O2  in acidic solutions (2.1 x 10 5 M I^SGi,) of TNB in 
i-PrOH, the following reaction scheme was considered: 

1 and 2 TNB* 1~Pr01? TNB" 

3 TNB  + O2      '   TNB —02 

4 TNB  + i-PrOH  ■ >       iPrO + TNB 

+  k5 
5 TNB  + H —■ ^ p. 

TNB O2  + H 
+ k 6 

218 



CAPELLOS & IYER 

where ?1   and ?2  are products.  The first half-life for the decay of 
TNB  O2 in aerated i-PrOH in the absence of added acid is 2.5 milli- 
seconds^ However, in solutions of TNB in aerated i-PrOH containing 
2.1 x 10 5 M H2S01+, the first half-life for the decay of this transient 
species is 500 microseconds.  Hence, in acidified solutions, the fate 
of TNB  O2 is solely controlled via reaction 6. 

Experimental evidence indicates that the rate of formation of 
TNB  through reactions 1 and 2 exceeds by far the rate of its disap- 
pearance due to reactions 3, 4, and 5.  Consequently, the rate deter- 
mining step for the formation of TNB  O2 would depend on the relative 
reactivity and concentration of oxygen_as compared to those for 1-PrOH 
and H .  Setting (TNB ) = (X) and (TNB  O2) = (Y), the following 
integrated equation was obtained: 

7 (Y) = (X^)  [1 - e"(k3 + k^t]   e"1^ 

where (X^) = (X ) kg/Ckl + k^), and primes refer to pseudofirst-order 
rate constants IK    = X at the end of the flash).  In deriving Eq. 7, 
the simplifying assumption kg = kg was made.  Substitution of (Y) by 
(CD.) /el into Eq. 7 leads to the expression 

(O.D.)Y = e^l (X^) -kgt 
e 

since the term 1 - exp [-(k$  +  k^t}, describing the growth of 
TNB  O2, becomes practically unity after 300_ysec as the data indi- 
cate.  Equation 8, describing the decay of TNB  O2, yielded a linear 
plot.  From the plot, the following values were obtained: 

k6 = 2,1 x 10
7M_1 sec"1 

intercept = e„l(X") = 0.26 
Y   0 

kct 
The_term 1 - ((O.D.)ye b /intercept) describes the kinetic behavior of 
TNB  O2, during the growth period.  This term plotted on semilog 
paper versus t gave a linearplot from the slope of which the value of 
k" = ks + k^ = 1.2 x lO4 sec  was obtained for the disappearance of 
TNB  by reaction with both oxygen and i-PrOH. 

Efforts to observe TNB  directly by flash photolysis in 
aerated or deaerated solutions of TNB in alcohols, in the wavelength 
region 260-700 nm, were unsuccessful because of the low extinction 
coefficient (about 2000 M 1 cm 1 ) of the species (5). 
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II.  Spectroscopy and Chemical Reactivity of Electronically 
Excited States of Nitroaromatics    ' " 

A series of mono and dinitronaphthalenes (NO2N and DN02N) 
was studied, in polar and nonpolar solvents, with a laser nanosecond 
kinetic spectrophotometer which was designed and assembled in our 
laboratory.  Absorption spectra of the lowest triplet excited states 
of 1-, and 2-nitronaphthalenes as well as 1,2-, 1,4- and 1,8-dinitro- 
naphthalenes were obtained in nonpolar and polar solvents.  The spectra 
were red shifted in polar solvents.  From the spectral shifts, dipole 
moments of the lowest and upper triplet states of all the nitro- 
naphthalenes studied in this work were calculated according to the 
method described earlier (6) and the values are reported in Table 1. 

Table 1 

Values of Dipole Moments of  Tl,   T and Ground States 

of Nitr onaphthali ̂ nes 

^8 
Tl T 

n 

9.74 4.04 5.24 4.5 

4.4 5.7 11.9 6.2 

6.5 7.1 10.4 3.3 

7.7 9.6 11.0 1.4 

1-N02N 

2-N02N 

1,2-DN02N 

1,8-DN02N 

The extent of spectral shifts, lifetimes, quenching by oxygen 
and other data pertinent to the chemical reactivity of these triplet 
excited states are summarized in Table 2.  These triplet states behave 
like n-7T* states in nonpolar solvents, while in polar media the n-7r* 
character of these states is reduced with a simultaneous increase in 
their intramolecular charge transfer character (2,7).  In the case of 
1,4-dinitronaphthalene (7b), however, owing to the symmetry of 
nitrosubstitution, there is lack of spectral shift and the triplet 
excited state retains its n-n*  character even in polar media. 
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111•  Energetic Transients Formed From Electronically 
Excited TNT 

Electronic excitation of TNT in aerated nonpolar solvents 
like benzene or cyclohexane results in the formation of a transient 
species, designated here as species BH, with absorption maximum at 
460 nm as shown in Figure 2,A.  This species decays_in cyclohexane 
with a first-order rate constant k = 1.04 x 103 sec 1. 

In aerated polar solvents like methanol or acetronitrile, 
flash photolysis of TNT leads to a different transient with absorption 
maxima at 500, 5A0, and 630 nm, as illustrated in Figure 2, B. 

0.40 

■ 

O 

0.30 

0.20 
400 500 

WAVELENGTH, nm 
600 700 

The rate constants for the decay of the transient absorption 
in methanol at these wavelengths were found to be equal within experi- 
mental error; 

:500 1.61, ks^Q = 1.86 and k630 = 1.74 sec 
1 

which indicates that these transitions originate from the same 
transient species.  This species has an absorption spectrum which is 
closely in agreement with the spectrum of 2,4,6-trinitrobenzyl anion 
(8) formed by the reaction 
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N02 NO2 

N02 -C ^~CH3  + EtO" y       N02 -^i^f ^Z  + Et0H 

NOg N02 

and will be designated as B . 

In order to substantiate further the possibility, based on 
spectral similarities, that the transient species B formed photo- 
lytically in polar solutions of TNT is negatively charged, salt effect 
experiments were carried out. 

A.  Salt Effect Studies 

The Bronsted-Bjerrum theory of ionic reactions combined with 
the extended Debye-Huckel theory (9) leads to the following relation- 

ship 

9 log k =   log ko    +  2AZAZB   [y2/(l  + y 2) ] 

where k is the rate constant at ionic strength y and ko is the rate 
constant at infinite dilution.  The constant A is given by Eq. 10 

10 A = 1.825 x 106 (DT)~3/2 

where Z , Z  represent the charges on the reacting ions, and D is the 
static dielectric constant. 

For most cases reported in the literature Eq. 9 was applied 
to ionic reactions in aqueous solutions.  Dainton and coworkers demon- 
strated, however, that by using LiCl to vary the ionic strength of the 
solution, Eq. 9 could also be applicable to ionic reactions in methanol 

(10). 

At 2980K the static dielectric constant of methanol is D = 
32.63 and the constant A calculated from Eq. 10 becomes 1.9.  Then 
Eq. 9 assumes the following form: 

11 log k =  log ko    + 3.8ZAZB   [y^/U + y"2)] 

Because of the limiting solubility of TNT in neutral water (11), 
reaction 12 was studied in methanol: 
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+ ko 
12 B + H  ► products 

where H represents the acid added before the flash (4.4 x 10~5 M 
HaSOit). 

The neutralization reaction 12 was followed by time-resolved 
absorption spectroscopy at 540 run where B absorbs strongly.  The rate 
constant measured for this reaction was equal to k = 5.0 x 106 M"1 

sec ! .  Subsequently the rate constant k of reaction 12 was determined 
as a function of ionic strength, varied with LiCl, and the data were 
plotted according to Eq. II,  From the slope of the resulting linear 
plot, the negative charge on B was found to be equal to 1. 

B.  Assignment of the Transient Species BH and B~ 

The species BH and B  cannot be attributed to a free radical 
type of species because their lifetimes (in cyclohexane, T   = 1/ki = 
0.96 x 10 3 sec; in methanol, T - = I/k2 = 0.575 sec) wereB?ound to be 
unaffected by the presence of oxygen. 

Their assignment to electronically excited states of TNT can 
also be excluded because their lifetimes are extremely large as com- 
pared with the values reported (12) for the electronically excited 
states of nitroaromatics, and furthermore, molecular oxygen would be 
expected to quench excited states (12). 

The transient species B  having an absorption spectrum 
closely in agreement with that of the 2,4,6-trinitrobenzyl anion (8) 
and possessing a charge equal to -1, is assigned to the following 
species: PU~ 

SH2 '0~ NO' 
2 N0

2 NOS^-NAA resonance ^X ^  NO2 resonance II *,' N0? , 0-o^.N*^ resonance ^1 . iCr *0 < > ^V 
NO2 NO2 

conjugate base (B ) 
This structure is consistent with the conjugate base participating in 
the photochromic mechanism of ortho nitro and dinitrotoluenes (13). 
According to this structure the conjugate base B- is not paramagnetic 
and oxygen would not be expected to affect its lifetime as shown to be 
the case experimentally. 

The spectroscopic evidence which indicates that increasing 
polarity of the solvent converts BH to B  seems to be in agreement with 
the aci-quinoid and the conjugate base mechanism suggested by Wetter- 
mark et al. (13) to explain the photochromic activity of nitrotoluenes. 
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It should be realized, of course, that while the polarity of the sol-_ 
vent is necessary for the stabilization by solvation of the species B , 
the basicity of the solvent is also expected to facilitate the dis- 

sociation of BH (13c). 

Additional evidence supporting the assignment of the species 

BH to the aci-quinoid isomer 
NO 

CH2  OH 
(BH) 

is obtained by comparing the absorption spectrum of the species BH 
(Fig 2, A) with those reported earlier (13) for the aci-quinoid isomer 
of 2-nitro and 2,4- and 2,6-dinitrotoluenes.  The comparison shows 
spectral similarities and a red shift with increasing number of nitro 
substitutions, which is consistent with the absorption maximum of BH 

at 460nm. 

Furthermore, the half-life of BH in cyclohexane t^ = 0.^69 x 
10-3 sec is in fair agreement with the half-life t^ = 1.1 2 10 ■ sec 
for the rearrangement or fading reaction of the acf-quinoid isomer 

of 2-nitrotoluene (13a): 
CH2 

.N. 
OH 

"*0 
aci-quinoid isomer 

CH3 
.0 (rearrangement) 

•*o 
2-nitrotoluene 

The  similarity  of   the half-lives   is  not   surprising,   since 
the  fading reaction represents  an  intramolecular  proton  transfer 
reaction which  is  not  expected  to be  strongly  influenced  by  the  solvent 
medium. 

C.     Mechanism  of   the   Photochromic  Activity  of   TNT 
Applying closely the mechanism suggested by Wettermark et al. 

(13) for the photochromism of mono and dinitrotoluenes to the case 
of TNT, the following mechanism can be proposed: 

Nonpolar Solvent: 

NO 

NO 2 

NO 2 

CH3 hv 

NO 2 

NO^O-CHg 

Nb2 

-1 * 

~y  NO 

NO2 

NO2H 

slow rearrangement 
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NO- 

NO CH, 4 
NO 2 

Polar and/or basic solvent: 

hv 

.+ 
H  to solvent 

slow return with 

Ivent 

appropriate acid 

SCHEME I 

According to Scheme I, BH is formed through intramolecular 
proton transfer from the methyl group to one of the ortho nitro groups 
during the lifetime of the electronically excited TNT.  In nonpolar 
solvents, BH rearranges back to ground state TNT.  In polar solvents, 
however, the only observable transient species is B , and it is not 
known whether B  is formed directly from electronically excited TNT or 
by rapid dissociation of species BH.  Species B presumably regenerates 
TNT through proton abstraction from the solvent.  Caldin et al. (14) 
and Blake et al. (15) have shown that 2,4,6-trinitrobenzyl anion decays 
in alkaline alcoholic solutions via proton abstraction reaction. 

The biphotonic mechanism for the formation of B  is excluded 
on the basis of experimental evidence  showing that the optical density 
of B at the end of the flash is linearly proportional to the square 
of the charging voltage applied across the terminals of the flash 
lamps.  This implies that the yield of B  is linearly proportional to 
the intensity of the excitation light. 

D.  Modification of Initiation Thresholds of TNT by 
Chemical Additives  v  

During the course of the present studies it was discovered 
that TNT can be sensitized to impact and thermal decomposition by 
additives which form exothermically a charge transfer complex or salt 
in molten TNT through the initial formation of TNT anion, B_.  Such 
additives are NaOH, OMB3 and Nal.  These salts were isolated and 
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their sensitivity to thermal decomposition and impact were determined 
and listed in Table 3.  Also listed in this table are the thermal and 
impact sensitivity of the physical mixtures of TNT with 5% W/W NaOH 
and QMB3. 

Table -3 - 

Thermal and Impact Sensitivity Data 

DSC 

Compound 

TNT 

TNT-QMB3 (5%) 
Phys. Mixt. 

TNT-NaOH 
Heterog. Mixture 

TNT - 7% Nal 
Phys. Mixt. 

TNT - NaOH Complex 
(1:1) 

TNT - QMB3 Complex 
(1:1) 

Exotherm 
Max, r c) * 50% Impact Value  (cm) 

330 

152 

100 (I peak) 
151 (II peak) 

257 

272 

No Exotherm 

62 ±  2.59 

14.5 ±  1.04 

50.9 ±  2.70 

No initiation up to 
200 cm 

*    Picatinny Arsenal unit with Type-12 Tool, sand paper and 2% kg wt. 

Absorption spectroscopic and ESCA studies resulted in the 
following assignment of the charge transfer complexes of TNT/QMB3 (I) 
and TNT/NaOH (II). 

NO 2 

N02 -O-CT2  

NO2 

HQMB3 

II 

NO- NO' 

NO- H^H2-£^-N 

NO2     N62 CH3 

Na 

Furthermore, it was also discovered that TNT can be sensitized by 
additives, such as, benzoquinone, ^ and tetraethyl lead, 
Pb(C2H5)1+. 

0IO::0 
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DSC studies indicate that the exotherm appears at 2740C and 
1750C for the mixtures TNT/Benzoquinone and TNT/Tetraethyl lead, 
respectively.  The mechanism of sensitization, in this case, is 
attributed to the initial formation of the radical, 

NO 9 4- NO2 ~\J~ CH2 •   (B*) 
LN02 

through hydrogen abstraction.  Hydrogen abstraction by the benzo- 
quinone is expected to lead to the semiquinone radical,    _ 4 HO -^-O^O] 

while in the case of tetraethyl lead, ethane is expected to form since 
the hydrogen abstraction occurs by the ethyl radicals which are pro- 
duced thermally from Pb(02^)1+. 

Electronic excitation of TNT in the gas phase at 215°C (in 
the presence of 600mm argon) leads to the formation of a transient 
species with absorption maxima at 265 and 340 nm and t,^ = 69 sec. 
Oxygen and NO used (at 400mm Hg) instead of argon were2found to 
increase the yield and reduce the lifetime of the transient, t1  (NO) = 
14 and tj (O2) = 34 sec.  The increased yield and shorter lifetime of 
this transient species in the presence of NO and O2 are consistent 
with the tentative assignment of this species to the free radical, B* . 
Both NO and O2 are expected to assist initially, the formation of this 
radical through hydrogen abstraction from the methyl group of the 
electronically or vibrationally excited TNT.  Furthermore, when the 
radical is formed it is also expected to be scavenged by molecules, 
such as, NO and O2. 

The results concerning the modification of initiation thresh- 
olds appear to be very promising, since eventual control of the 
sensitivity of explosives should contribute towards reducing prema- 
tures and vulnerability of munitions. 

Work is in progress for the formation of the radical, B*, 
from electronically excited HNBB (hexanitrobibenzyl, B-B) in the gas 
phase or solid matrices at 77°K.  Furthermore, benzoquinone will be 
electronically excited in the gas phase in presence of TNT. Electron- 
ically excited benzoquinone is expected to abstract a hydrogen atom 
from the methyl group of TNT and yield the radical, B*, and the 
semiquinone radical, O, which has absorption maximum at 415 nm. 
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MILITARY USE OF BULK EXPLOSIVES 
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Introduction 

Background 

"Battle in Central Europe against forces of the Warsaw 
Pact is the most demanding mission the U. S. Army could be 
assigned....Warsaw Pact doctrine anticipates use of nuclear weapons 
in...future war, hut teaches preparedness to fight without them. 
For both conditions, it mpkcUsi.ZQJi  hzavy conczntAcutioni)  ofi aJmoK. .. . 
Forces opposing Soviet equipped and trained troops must expect 
intense, highly mobile combat.  [if initiated,] battle will be 
fought on a scale and at a tempo rarely seen in all history" (from 
Field Manual 100-5 (l)). 

The U. S. Army is presently developing a bulk explosive 
system intended to make possible the rapid excavation of obstacles 
and defensive positions, and to be used against large, prechambered 
targets.  It is also intended that this system will be useful for 
quarry work, and as a substitute for standard military explosives as 
may become necessary under emergency conditions.  It is not generally 
recognized that the Army has no truly suitable explosive available 
for the size of demolition mission between those normally undertaken 
with military high explosives and those considered suitable for the 
employment of atomic demolition munitions (ADM's).  Bulk explosives 
will also be desirable in certain cases to substitute for low-yield 
ADM's where field commanders must have the ability to respond to 
tactical situations unencumbered by nuclear release procedures and 
employment constraints. 

It is apparent that large quantities of explosives will be 
routinely used on bulk explosive system missions.  It is also readily 
apparent that the greatest need for obstacle creation will occur at 
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early times during the battle, and that, to he effective, obstacles 
will have to be prepared with great speed.  The conclusion is 
inescapable:  during the most critical engagements, there will not 
be time to use a bulk explosive system that requires transport from 
ammunition supply points to obstacle sites.  The system must be 
suitable for safe storage and use in forward areas, so that it may 
be rapidly employed as threats are perceived.  Also, bulk explosives 
will have to be used in conjunction with a truly rapid emplacement 
capability, since timely availability of these explosives will do 
little good if emplacement means are wanting. 

Purpose and scope 

This paper summarizes the characteristics of available 
bulk explosive systems, and evaluates them in terms of military 
requirements.  It also discusses the continuing development of 
techniques intended to place effective obstacles and defensive 
positions on time using bulk explosives under anticipated combat 
conditions. 

An Evaluation of Existing Bulk Explosives Systems 

Bulk explosives 

Bulk explosives are a class of explosives that may be 
handled by bulk loading techniques, i.e., that are pourable or 
pumpable during emplacement operations.  They are characteristically 
used in large quantities, and their costs per unit weight are nor- 
mally very low compared with those of high explosives.  Bulk explo- 
sives may be used in cartridge form, as are high explosives.  How- 
ever, during the excavation and quarrying applications, for which 
they are most suited, they are more typically placed directly into 
holes in the ground without packaging. 

In this report, eight bulk explosive types will be 
discussed: 

a_.  ANFO is a dry blasting agent composed of ammonium 
nitrate and fuel oil, usually in a 9^+ percent to 
6 percent ratio by weight.  Neither MFO nor any other 
blasting agent contains any chemical classified as an 
explosive, and all require high-explosive primers to 
induce detonation.  ANFO may be purchased from explo- 
sives manufacturers or field-mixed. 

b.  Aluminized ANFO is ANFO containing up to 28 percent 
particulate aluminum by weight.  It may be purchased 
from explosives manufacturers or field-mixed. 
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c_.  Basic field-mix slurry blasting agents are ammonium 
nitrate-based formulations that may be mixed in the 
field from commonly available chemicals using pioneer 
handtools or transit-mix concrete delivery trucks. 
These and other blasting agents are essentially mix- 
tures of oxidizers (such as ammonium nitrate) and 
fuels (such as fuel oil or aluminum) in a liquid 
medium thickened with a gum and gelled vith a chemical 
called a cross-linker.  Slurry blasting agents are 
strongly water-resistant, and may be used in wet soil 
charge emplacements without protective packaging. 

d.  Developmental field-mix aluminized slurry blasting 
agents are advanced two- or three-component slurries 
that may be mixed in large quantities in the field 
without heating, using equipment no more complex than 
transit-mix concrete delivery trucks.  A few explo- 
sives manufacturers have done research to develop 
such products, and are presently considering their 
sale on the open market. 

e_.  Commercial slurry blasting agents are, for the pur- 
poses of this evaluation, commercially available 
slurry blasting agents that contain less than 25 per- 
cent aluminum by weight.  These products are factory- 
mixed by explosives manufacturers. 

f, Highly aluminized commercial slurry blasting agents 'are 
commercially available slurry blasting agents that con- 
tain from 25 to 35 percent aluminum by weight.  These 
products are factory-mixed by explosives manufacturers. 

g. Commercial slurry explosives are similar to commercial 
slurry blasting agents except that they contain explo- 
sive compounds as sensitizers in place of (or in addi- 
tion to) nonexplosive fuels such as fuel oil or 
aluminum.  They may or may not be cap-sensitive, but 
all are classified as explosives for shipping purposes, 
whereas blasting agents are not.  These products are 
factory-mixed by explosives manufacturers. 

h.  Gelled nitromethane is a mix of nitromethane (a chem- 
ical used in the pharmaceutical, dye, insecticide, and 
textile industries), a modified guar gum, and, 
sometimes, a cross-linker that increases the thick- 
ness and water resistance of the mix.  It is field- 
mixed with specialized equipment, and is not normally 
cap-sensitive. 
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The fact that blasting agents contain no chemicals that are 
classified as explosives can be misleading under certain circum- 
stances.  ANFO can be produced in cap-sensitive form by using finely 
pulverized ammonium nitrate, and slurry blasting agents incorrectly 
made with finely flaked aluminum become similarly cap-sensitive. 
Because of the extreme variability possible with these products, care 
must be taken to ensure that the particular product being considered 
for use in the field will be properly handled.  A more complete back- 
ground on blasting agents and slurry explosives (2-U), a description 
of a recent experiment in the field mixing of a slurry blasting 
agent (5), and a discussion of gelled nitromethane (6) are available. 

Candidate systems versus 
required characteristics 

Table 1 lists required characteristics and mission 
statements provided by the U. S. Army Engineer School (USAES), and 
the author's judgment of the acceptability of each of the eight 
defined bulk explosive systems for each listed requirement or 
mission.  Though the order of the listed items has been changed some- 
what, the number associated with each item is that from the original 
USAES listing.  This section and the following section qualify the 
evaluations found in Table 1. 

ANFO and aluminized ANFO.  These products are rated 
unsatisfactory for required characteristics k,   ^a,   and 9 because 
they become ineffective when exposed to water.  ANFO is considered 
unsatisfactory for required characteristic 11 because it is bulky 
and the least efficient cratering explosive (in terms of charge 
weight) of the eight bulk explosives being considered herein.  Its 
great popularity in industry is explained by its extremely low cost 
and ease of mixing.  Watertight packaging is frequently used to pro- 
tect ANFO products from ground moisture, but such packaging is not 
always effective and may lead to other difficulties such as static 
electricity hazards or toxic gas formation upon detonation. 

Slurry blasting agents.  These products are rated marginal 
for required characteristic 5b because many slurries become rigid at 
freezing temperatures, in addition to becoming less sensitive.  How- 
ever, special formulations are available that maintain fluidity at 
freezing temperatures.  Factory-produced slurries have a shelf life 
of from 6 months to 1 year, depending on storage conditions.  Thus, 
they have been rated unsatisfactory for required characteristic 2. 
As with the dry blasting agents, slurry blasting agents become more 
efficient cratering explosives with the addition of significant 
amounts of aluminum.  The basic field-mix slurry blasting agent has 
been rated as unsatisfactory for required characteristic k  because 
several of its six components are damaged if exposed to water before 
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mixing is completed.  It is rated marginal for required charac- 
teristic T because the addition of the minor constituents (guar gum 
and cross-linker) must be carefully handled to get the right con- 
sistency in the final mix.  The developmental field-mix aluminized 
slurry blasting agents are rated marginal for required characteris- 
tics 2 and k  because these are foreseen as potential problem areas 
for vhich satisfactory performance is yet to be demonstrated. 

Commercial slurry explosives.  These products have many 
characteristics in common with commercial slurry blasting agents. 
Thus, they are rated unsatisfactory for required characteristic 2, 
and marginal for required characteristic 5b for the same reasons as 
the commercial slurry blasting agents.  Because they contain compo- 
nents that are classified as explosive for shipping purposes, they 
have been placed in the marginal category for required charac- 
teristics 1 and 6. 

Gelled nitromethane.  The guar gum used in this formula- 
tion must be quickly dispersed throughout the liquid nitromethane 
during mixing to prevent the formation of lumps that are difficult 
to break up.  Thus, this product is rated unsatisfactory for re- 
quired characteristic 7.  Liquid nitromethane is soluble in water, 
and in fact can be sensitized somewhat by the addition of small 
amounts of water.  It is therefore rated as unsatisfactory for all- 
weather mixing (required characteristic k).     It is rated marginal 
for required characteristics 1 and 6 because it is not compatible 
with several materials, some of which are used in containers.  Its 
storage is also subject to special rules.  High-explosive primers 
need protection when used in nitromethane, since this chemical can 
partially dissolve most military high explosives.  For this reason, 
and because gelled nitromethane is more susceptible to charge 
deterioration under severe groundwater conditions than are slurries, 
it is rated marginal for required characteristics 5a and 9-  It is 
rated marginal for required characteristic 8 because liquid nitro- 
methane vapors are considered a moderate health hazard. 

Candidate systems ver- 
sus military missions 

Rapid, efficient, economic explosive excavation for crea- 
tion of large, effective, antiarmor obstacles.  Because of their 
cratering efficiency and water resistance, highly aluminized slurry 
blasting agents are the products of choice for this mission.  How- 
ever, the factory-mixed product does not meet storage requirements, 
and frequent stock turnover would be uneconomical.  The ANFO products 
do not have the required water resistance to guarantee mission 
accomplishment.  Safety is considered problematical with slurry ex- 
plosives and gelled nitromethane. 
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Nonnuclear alternative to small ADM's.  The comments of 
paragraph 13 apply also to this mission.  However, charge compact- 
ness has added importance in this application "because the ADM's to 
he replaced are very small devices in proportion to their yields. 
Even a very compact, efficient hulk explosive might not be suitable 
for certain small ADM missions.  Because confinement is especially 
beneficial to the performance of an aluminized product, some surface 
missions might be accomplished at reduced efficiency. 

Safe, economical storage near planned obstacles for mini- 
mum logistics impact.  The ANFO products and the field-mix slurry 
blasting agents are the products of choice for this mission.  Long- 
term storage is not practical with state-of-the-art factory-mixed 
slurries.  Safety is considered problematical with slurry explosives 
and gelled nitromethane. 

Able to replace military dynamite and ammonium nitrate 
cratering charges for a wide variety of military explosive missions. 
A readily mixed, two-part aluminized slurry blasting agent would be 
ideal for these missions because of its efficiency and the elimina- 
tion of the explosive storage requirement.  All of the factory-mixed 
slurries would require some sort of special storage, as would gelled 
nitromethane.  The ANFO products and the basic field-mix slurry 
blasting agents would be susceptible to water damage during mixing, 
and the ANFO products could be rendered ineffective by groundwater as 
well.  However, it should be kept in mind that the ANFO products, 
because of the universal availability of their components and their 
ease of mixing, could be used as emergency supplements to the Army 
demolitions system. 

Techniques for the Use of a Bulk Explosive System 

A concept for explosive 
barrier ditch creation 

Figure 1 presents an explosive barrier ditching plan that 
enables troops in the field to use single-, double-, or triple-ditch 
designs, depending upon the perceived threat and available prepara- 
tion time. It is anticipated that the single-ditch design would be 
most appropriate for use where the barrier trace is to be mined and 
adequately covered by the fires of defending units. However, where 
the defeat of armored vehicle launched bridges (AVLB) is a require- 
ment, as might be the case where defending fires are overcommitted, 
the double- or triple-ditch designs could be used (time permitting) 
to increase the obstacles' effectiveness. 

Figure 2 shows schematic cross sections of the ditches pro- 
duced by each of the three designs shown in Figure 1.  The double- 
ditch option is the double-ditch tank trap described in an earlier 
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SINGLE-DITCH DESIGN       rr 
( 2-MINUTE MINIMUM DELAY 

DOUBLE-DITCH DESIGN 
DEFEATS 18-M BRIDGING CAPABILITY 

TRIPLE-DITCH DESIGN 
( DEFEATS 30-M BRIDGING CAPABILITY 

4M (IN-LINE CHARGE SPACINGS) 

ROW  1 

o  ROW 2 
F USED) 

ROW 3 
(IF USED) 

NUMBER OF CHARGE LOCATIONS AS NEEDED FOR INTENDED BARRIER LENGTH. 

ALL CHARGE HOLES ARE 1.5 M DEEP 

Figure 1.  Explosive barrier ditching designs (plan view) 

ORIC'KAL  SURFACl 

a.  SINGLE DITCH 
(2-MINUTE MINIMUM DELAYl 

b.  DOUBLE DITCH 
(DEFEATS 18-M BRIDGING CAPABILITY' 

c.  TRIPLE DITCH 
(DEFEATS 30-M BRIDGING CAPABILITY' 

Figure 2.  Explosive barrier ditch cross sections 
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report (T).  Note that the charge hole depths (1.5 m*), the in-line 
spacings between charges (U m), and the spacings between charge rows 
(12 m, if used) are always the same, regardless of the nature of the 
medium being cracered.  All three ditching designs are excavated "by 
the simultaneous detonation of all of the buried charges after the 
charge holes have been stemmed (backfilled above the emplaced 
charges) to the original surface with native soil from the digging 
operation. 

The 1.5-m charge hole depth has been chosen because it is 
normally practical with shaped charges and hand tools, rapidly exca- 
vated with backhoe or auger, and close to the average of optimal 
charge burial depths for cratering purposes in a variety of soils. 
The availability of the JD klO  tractor within the Army materiel sys- 
tem allows troops to use either the backhoe or an auger to make 
charge holes, depending upon the specific conditions with which they 
are faced.  The backhoe will generally be best for the digging of 
charge holes for stacked charges such as TNT, and for the emplace- 
ment of large charges of any type explosive.  Preliminary field test 
results also indicate that for smaller charges in clay soils, 
backhoe-dug charge emplacements produce steeper crater side slopes 
than do auger-dug charge emplacements.  Thus, the use of the backhoe- 
may be advantageous for the production of obstacles and defensive 
positions in certain situations.  However, any such advantage may be 
offset by the greater digging speeds possible with the auger in many 
situations.  Further field tests have been scheduled to quantify the 
differences between backhoe- and auger-dug charge emplacements in a 
variety of soils, and to investigate new techniques for charge 
emplacement. 

Table 2 shows the explosive charge weights required in 
each hole for any of the plans in Figure 1 for obstacle ditching in 
a variety of earth materials.  As can be seen from the wide varia- 
tion in the weights of the required charges, crater size is greatly 
influenced by the composition of the cratered medium.  The effects 
of soils on ditch size may vary greatly, even within a very small 
area where composition differences are not readily apparent.  For 
this reason the recommended charge sizes have been chosen to produce 
at least the minimum required effect in typical earth materials of 
the types named.  However, in cases where the soil type has not been 
determined, the largest individual charge weight for the explosive 
considered (shown in boldfaced type in Table 2) may be used as a 
rule of thumb. 

By projection from earlier estimates (T), a 10-man crew 
with a JD klO  tractor should be able to complete 150 m of the 
triple-ditch design in a 12-hour day.  Alternately, the same crew 

To convert metres to feet, multiply by 3.280839- 
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Table 2 

Design Data for Explosive Barrier Ditch Production 

Individual Charge 
Weight of TNT* 

Cratered Medium  ^g lb 

Saturated silty clay 20 kh 

Dry sand, weak sandstones, 
and shales I4O 38 

Wet clay 60 132 

Dry gravelly sand 100 221 

Dry sandy clay 160 353 

Note:  For all designs in this table:  charge hole depths 
= 1.5 m; in-line charge spacings -km;   spacings be- 
tween rows = 12 m.  (Design basis is Reference 8.) 

*  If used, highly aluminized slurry blasting agent 
charges would be about 60 percent as large as equally 
effective TNT charges.  Exact charge weights for any 
bulk explosive to be adopted by the Army will be 
available before the scheduled date for type clas- 
sification.  Note:  To convert kilograms to pounds 
(mass), multiply by 2.205. 

should be able to complete 225 m of the double-ditch design, or 
^50 m of the single-ditch design, in a 12-hour day. 

An explosively exca- 
vated tank position 

Figures 3-5 show front, side, and rear views, respectively, 
of an explosively excavated tank position created during recent field 
tests at Fort Polk, Louisiana.  Requirements for the design were as 
follows: 

a. The tank hull must have full protection from the front 
and both sides of the position. 

b. The tank's main gun must be able to make a full-circle 
traverse at normal firing elevations. 

c. The tank must be able to enter and leave the position 
from the rear without difficulty, and without any addi- 
tional preparation after the initial excavation. 
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Figure 3,  Front view of an M60 tank in an explosively 
excavated defensive position 

..■:,:*       .,-■   ,- 

Figure 1+.  Side view of an M60 tank in an explosively 
excavated defensive position 
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Figure 5.  Rear view of an M60 tank in an explosively 
excavated, defensive position 

d.  The explosive excavation must be done without the use 
of delay eaps. 

All design requirements vere met by the experiment, which was com- 
pleted in 1 hour. 

Figure 6 and Tatle 3 give specifications for the creation 
of the hull-down tank position using TUT in a wet clay soil.  It 
should be remembered, however, that this design is still under 
development.  Tests have baen scheduled to simplify the charge array, 
and to examine the effects of different soils on its successful 
execution. 

Conclusions and Recommendations 

When the primary bulk explosive system requirements for 
cratering efficiency, water resistance, and long-term nonexplosive 
storage are considered together, only one candidate system survives: 
the easily field mixable, highly aluminized, slurry blasting agent. 
However, such an advanced system is still at a developmental stage 
within the industry.  The present Army effort to accelerate comple- 
tion of this development appears very likely to succeed; it is 
recommended that the project be given appropriate priorities to 
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FRONT OF POSITION 

CHARGE HOLE NUMBER 
IS INDICATED AT EACH 
CHARGE LOCATION 

Wl 

■A 
2.8 M XI 

W2 
<►-*- 

5 
O 
cr 
a 
cr 
< 

D 
Z 

2.5 M X2 

— ^ m'. 2.2 M 

t 

o 

W4 , 

1 

1.9 M 

THE  EIGHT  CHARGES ARE 
FIRED  SIMULTANEOUSLY. 
CHARGE WEIGHTS  ARE 
SHOWN   IN   TABLE 3. 

L4 

• NO  WIND  IS  NECESSARY.     THIS CONFIGURATION   ENSURES  THAT 
STRONG  WINDS,   IF   PRESENT,  WILL  NOT UNDO   THE   EFFECT OF 
THE  EXPLOSIVE  DESIGN,   WHICH   PREVENTS  FALLBACK   FROM 
THE SHOT. 

Figure 6.  Explosive hull-down tank position 
design (plan view) 
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Table 3 

Design Data for Explosive Hull-Down Tank Position Production 

Charge 
Hole No. 

Wl 
W2 
W3 
Wit 
LI 
L2 
L3 
LU 

Hole Depth 
m ft 

0 .60 2 0 
0 
0 
0 

.52 

ko 

1 
1. 
1. 

7 
5 
3 

1 15 3. 8 
1 
0 

01 
88 

3. 
2. 

3 
9 

0. 77 2. 5 

Charge Weight 
of TNT 

Total 

k£L_ 

kl 
27 
18 
12 
20 
lit 

9 
_6 

lb 

90 
6C 
Uo 
27 
^5 
30 
20 
13 

325 

Note:  Design hasis is wet clay curve (8).  Hole depth refers to the 
depth of the empty charge hole before the charge is added. 
Holes must be backfilled after charges are placed to get full 
excavation.  If used, highly aluminized slurry blasting agent 
charges would be about 60 percent as large as the TNT charges 
listed above.  Slurry blasting agents are also much more read- 
ily emplaced than block munitions.  A final design for this 
excavation using the bulk explosive to be developed for the 
Army will be available before its scheduled type classification 
date. 

enable the DAECOM Project Manager for Selected Amnunition to achieve 
on-time completion. 

The constant charge depth and spacing technique for 
single-, double-, and triple-ditch obstacle production (Figure l) is 
ideal for use with a bulk explosive system.  Use of the DARC0M slurry 
blasting agent with this simple employment technique should give the 
Army an improved capability for swift and effective ditch production. 
Future emphasis in the Military Engineering Applications of Commer- 
cial Explosives (MEACE) program will be on increasing charge 
emplacement speed, determining the exact cratering characteristics 
of the DARC0M selected slurry blasting agent, and completing designs 
for explosively excavated defensive positions.  It is recommended 
that close coordination be maintained between USAES and the U. S. 
Army Engineer Waterways Experiment Station to ensure that newly 
developed bulk explosive system employment techniques will be ready 
for incorporation into doctrinal literature prior to the system's 
availability to troop units. 
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INTRODUCTION 

The laser will be used extensively on the modern battlefield 
to greatly improve the accuracy of new Army weapon systems.  Some exam- 
ples of applications are laser range finders in the XM-1 tank and other 
armored vehicles and laser target designators for infrared guided mis- 
siles and projectiles such as HELLFIRE and COPPERHEAD.  While lasing 
ability is found in gases, liquids, and solids (both crystalline and 
noncrystalline) , th'e laser preferred in the above Army application, be- 
cause of its high efficiency and narrow spectral linewidth, is a single 
crystal of a compound of yttrium oxide and aluminum oxide with small 
additions of neodymium oxide as the active element.  The compound 
Y3AI5O12. has a garnet crystal structure similar to the naturally occur- 
ring gemstone Mg3Al2Si30i2' hence the name yttrium aluminum garnet, ac- 
ronym YAG or Nd:YAG when doped with neodymium.  Currently Nd:YAG laser 
rods 6.4 mm diameter by 75 mm in length cost the Army more than $600 
each.  The objective of this program was to lower the cost of these 
rods by employing a different growth technique, the heat exchanger 
method (HEM)(1) shown schematically in Figure 1.  This method was orig- 
inally developed for the growth of large sapphire single crystals for 
transparent armor applications (2) and has several cost saving features 
when compared to the state-of-the-art Czochralski (CZ) technique (3). 
Single crystal boules 3.0 to 3.7 cm diameter by 18 cm in length can be 
routinely obtained by the CZ technique.  A cross section of a boule of 
this material is seen on the right in Figure 2 and Nd;YAG grown at 
AMMRC by the HEM technique is seen on the left.  In addition to the 
size difference between the two crystals, another obvious difference is 
the occurrence of facets, i.e., the flat faces of low index planes, on 
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Ti > T2 = TM > T3 
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Tj >TM >T2 >T3 

AT 

TM>^ >T2>T3 

DF '1 

(a) Crucible, cover, meltstock, and seed prior to melting. 
TM ■ melting point of Nd:YAG 
Tl' T2' T3 " temperatures at various points in crucible. 

(b) Meltstock melted. 
(c) Seed partially melted to insure good nucleation. 

ATDp   =the temperature difference which is the driving force for crystal growth. 
(d) Growth of crystal commences and covers crucible bottom. 
(e) Unidirectional crystal growth. Note nearly planar liquid-solid interface. 
(f) Crystal growth completed. 

Figure 1.  Growth of Nd:YAG by the heat exchanger method (HEM) 
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Ficurs 2.  Cross sections of Nd:YAG single crystals grovn-. 
by HEM (left) and CzochraLski technique (right). 

the CZ material. Fa 
and is very difficul 
nique (4). Aside fr 
manifests itself as 
surrounding the axis 
that can actually be 
diameter boule and 2 
laser rods are ^onsi 
creases with in;reas 
material in the cent 
6.4-mm rods could be 
center, material uti 

ceting usually occurs during 
t to prevent when Nd:YAG is 
om the flat faces of the cry 
a central strained core of ir 
of the boule. This limits 
used for laser rods to no ir 

6% of a 3.7-cm diameter bcul 
dered. The efficiency of ma 
ing boule diametsr, and woul 
er of the boule could be use 
cut from a 7.5-cm diameter 
lization efficiency would in 

the growth of garnets, 
grown by the CZ tech- 
3tal, the faceting also 
aterial immediately 
the amcunt of the boule 
Dre than 26% of a 3-cm 
e when 6.4-mm diameter 
terial utilization in- 
d increass more if the 
d.  For example, if 
^oule, including the 
crease to 5 3%. 

The CZ growth technique for Nd:YAG is also inefficient from the 
point of material utilization in that only abcut 50% of tne nelt can be 
solidified in a controlled manner to produce a single crystal.  The rest 
of the melt is frozen quickly in the crucible and remelted la~er after 
its stoichiometry is adjusted, or discarded when impurity levels become 
too high.  All the material grown by the HEM tecnnique is solidified in 
a controlled manner and 80% to 90% is available for laser rod fabrication. 

Expensive iridium crucibles (>$10,00C each) are used in the CZ 
growth of Nd:YAG while low-cost molybdenum crucibles ($20C) are used in 
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HEM growth of Nd:YAG.  Even though the iridium crucibles are reusable 
and the molybdenum crucibler are not, the latter are still less expen- 
sive.  Also, since large crystals can be grown only from large crucibles, 
scale-up of the CZ technique is limited by the cost and availability of 
large iridium crucibles. 

This paper will describe the transfer of the technology gained 
during the sapphire growth program for transparent armor to the growth 
of large Nd:YAG single crystals.  It will describe starting materials 
preparation, modifications to the crystal growth process, and growth of 
7.5-cm-diameter single crystals 9.7 cm high weighing 2000 g (the largest 
man-made Nd:YAG crystals in the world), fabrication of 3-mm-diameter by 
30-mm-long laser rods, and the lasing ability of these test rods. 

EXPERIMENTAL 

Starting Materials 

Starting materials did not present a problem during the 
sapphire growth program because of the availability of high purity 
sapphire crackle, i.e., cracked Vemueil grown boules with impurity 
levels of less than 40 ppm.  These could be placed into crucibles with 
packing efficiencies of 70%.  Any higher packing efficiency was unnec- 
essary because more material in the crucible would "boil over" due to 
the 22% volume change of sapphire upon melting.  No comparable NdrYAG 
crackle was available, so meltstock had to be made in-house by sintering 
isostatically pressed cylindrical billets of mixed oxide powders to 65% 
to 75% of theoretical density. After firing, the billets would be small 
enough to slip inside the crucibles.  Also, unlike sapphire, very accu- 
rate control of composition is necessary so that the melt stock is of 
the correct stoichiometry, Nd0 _ ^2. gyAlsO^ .  Incongruent vaporization 
of a constituent during sintering had to be minimized to maintain proper 
stoichiometry.  To determine the process parameters for the Nd:YAG melt- 
stock, a matrix experiment was conducted. 

Starting materials were high purity oxides, 99.992% pure 
alumina,* 99.999% pure yttria,t and 99.0% pure neodymia.t These were 
weighed in correct proportions in 300-g batches to form Nd:YAG, i.e., 
37.1 mol % Y2O3/62.5 mol % AI2O3/O.4 mol % Nd203.  The powders were 
either mixed by allowing ethanol to boil away in a 2-gallon mill made 

*0.3 ym Extra Pure, Adolf Meller Company, Providence, Rhode Island 02904 
t563 Y2O3, Molycorp, White Plains, New York  10604 
tNd203 Code 629.9, American Potash and Chemical Corp., Rare Earths 
Division, West Chicago, Illinois  60185 
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of high alumina, or milled in the same mill under several different 
conditions.  The time of milling, the number of l/2"-high alumina balls, 
and the milling fluid, ethanol or tertiary butanol, were systematically 
varied.  After drying, the powders were placed in a rubber bag and iso- 
statically pressed at 30,000 psi to form rods 15 mm in diameter by 
100 mm long.  These were cut into 15-mm lengths with a dry diamond saw, 
and their bulk densities were taken by weighing and then measuring with 
a micrometer.  Volumes were calculated from the physical dimensions. 
The rods were heated at 1650 C in air in a zirconia felt-lined MoSi2 
furnace for 1, 3, 10, or 10-1/4 hours.  After firing determinations of 
weight Joss, shrinkage, and bulk density were made.  Phases present 
were determined by X-ray powder diffraction from powdered samples.  The 
morphology of selected powders before and after milling were studied 
using a scanning electron microscope (SEM]. 

Crystal Growth 

A hollow, helium-cooled tungsten/molybdenum heat exchanger was 
used for growth of sapphire to protect the seed and to extract heat 
from the crucible.  With the furnace temperature held constant, the 
helium flow was increased and crystal growth commenced.  This mode of ■ 
growth resulted in a highly curved solid-liquid interface which was ade- 
quate for sapphire but would produce faceting in Nd:YAG (4).  This mode 
of growth also produced large temperature gradients within the crystal 
and it was feared a serious cracking problem would result.  Lastly, 
these hollow heat exchangers were not very durable and had to be re- 
placed after five or ten crystal growth runs.  For these reasons the 
mode of crystal growth was changed to a "gradient freeze" mode where a 
temperature gradient was imposed on the melt by redesign of the heating 
element, and the furnace temperature varied with time according to a 
predetermined program. 

A solid heat exchanger consisting of a tungsten cap, a graph- 
ite body, ana a water-cooled copper base was substituted for the hollow 
helium-cooled heat exchanger. Although this heat exchanger did not 
have the flexibility for varying the seed temperature during the run 
independently of furnace temperature, it was more durable and still 
would prevent the seed from melting. 

The crystal growth furnace contains a cylindrical graphite 
heating element.  The element is naturally hotter at the bottom than at 
the top; this is opposite the way it should be for this mode of crystal 
growth.  An engineering redesign study was undertaken to overcome this 
situation.  A series of graphite muffles and a new type of graphite 
element were machined to try to overcome this difficulty. 
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An actual crystal growth run takes 12 to 14 days from the 
time the furnace cover is closed until it is opened again. The first 
day is used for heat up and melting; the next half day is seeding; the 
next 8 to 9 days are growth; and the remaining 2-1/2 to 4-1/2 days are 
cool down.  Growth rates vary between 0.3 and 0.8 mm/h. Temperature 
gradients within the furnace vary between 1 to 10 C/cm. 

Fabrication 

Slabs of Nd:YAG were rough cut with a diamond saw from selected 
regions of single crystals.  The slabs were then cut into rectangular 
prisms, and subsequently centerless ground into 3-mm-diameter by 30-mm- 
long rods.  The ends of the rods were ground and polished flat to 
within a tenth of a wavelength and parallel to each other to within 
10.0 seconds.  The ends were free of pits, scratches, and sleeks.  They 
were then coated with an anti-reflective coating of MgF2 a quarter wave- 

length thick or ^4700 X. 

Characteri zation 

As-grown boules were studied visually in normal and polarized 
light for gross flaws such as cracks and voids.  The regions containing 
second-phase inclusions were determined with a microscope in oblique 
illumination.  When necessary, plates were cut from crystals and pol- 
ished.  From these plates the progress of the solid-liquid interface 
during the grow.th process could be determined and correlated with 
changes in furnace conditions, especially the thermal gradient imposed 
by the furnace.  The polished plates were observed with a transmitted 
light microscope and details of second phase and other scattering 
centers determined. 

The scattering centers in the laser rods were determined by 
examining them visually under a strong light. The flatness of the ends 
was determined using an optical flat and then counting the fringes from 
a photograph.  Fluorescent lifetimes were measured and compared against 
calibration curves to determine the actual concentration of Nd in the 
rods.  Long pulse lasing efficiency was determined using an AN/GVS-5 
cavity with a 20-ijf capacitor. 

RESULTS AND DISCUSSIONS 

Starting Materials 

Pressed meltstock billets had to be fired at 1650 C for one 
hour or more to attain densities above 65% of the theoretical density 
of Nd:YAG (4.56 g/cm3).  Figure 3 shows the results of several mixing 
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OMimd Eiranol 
and milling procedures on the den- 
sity of sintered billets of Nd:YAG 
as a function of sintering time at 
1650 C.  In all cases a maximum is 
reached after three hours. This 
would be enough if the Y2O3-AI2O3- 
Nd203 system were a simple ternary. 
However, the Y2O3-AI2O3 binary con- 
tains two other compounds besides 
YaAlsO]^: YAIO3 (p = 5.35 g/cm3) 
and Y^A^Og (p = 4.41 g/cm3) (5). 
When X-ray diffraction phase analy- 
sis was done on the pressed billets 
prepared under the conditions speci- 
fied in Figure 3, it was found that 
they were usually not single-phase, 
but contained mixtures of all three 
of the above compounds plus traces 
of the starting materials. Figure 
4 shows that heat treatment alone 
will not produce single-phase melt- 
stock of only Y3Al50i2'  It is im- 
portant to mill the material to 
insure good mixing and to break up 
agglomerates which would react to- 
gether and form unwanted compounds. 
Previous studies (6) had indicated 

that the meltstock must be single-phase YAG to get a controlled melt 
and the desired stoichiometry in the NdrYAG crystal. 

Furnace Design 

The furnace element used for the sapphire growth program, on 
the right in Figure 5, is a "ribbon" type where power is brought in 
from the top.  The current follows on a ribbon or sinusoidal path 
through the element as evidenced by the pitted regions on its surface. 
This type of heating element contains alternate hot and cold spots along 
the ribbon which produce circumferential thermal gradients and is hotter 
at the bottom than at the top.  This was not a problem for growth of 
sapphire because the cooling efficiency of the helium-cooled heat ex- 
changer could compensate for the reversed gradient and the hot spots and 
still produce a sufficient thermal gradient for growth.  With Nd:YAG 
where a flat solid-liquid interface is needed, the helium-cooled heat 
exchanger is too powerful.  It was necessary to build the upward temper- 
ature gradient into the heating element.  It was difficult to machine 
the desired taper in a heating element such as the one on the right of 

Figure 3.  Densification of 
sintered billets of Nd:YAG 
expressed as bulk density of 
billets divided by the theo- 
retical density of Nd:YAG as 
a function of heating time in 
air at 1650 C and different 
mixing and milling conditions. 
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A - Mixed Elnanoi 
B - MillH] ?'! hr Tertiary Butanol with 10 Baiis 
C - Miiled 72 hr Terliarv Butanoi with I'J Bails 
D - MiiiM 12 hr Etnahol with 10 Balis 
E -Milled 72 hr Ethanot with 40 Balls 

nnm ■ VJAI5OI2 

10-14     10-14      10l'4 

Heating Time Ihri at 1650 C 

Figure 4.  Phases present after heating powder mixtures of 
composition 37.1 m/o Y2O3/62.5 m/o AI2O3/O.4 m/o Nc^C^. 

Figure 5.  Graphite heating elements used in HEM furnace:  "Birdcage" 
type is on the left and "ribbon" type is on the right.  Note pitted 

regions on "ribbon" type indicative of electric current path. 
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the figure.  Interim solutions, such as contoured muffles which fit in- 
side the element, were not totally satisfactory because not enough of a 
gradient would be introduced this way.  Therefore, the furnace element 
design at the left was selected.  This "birdcage" design is all graphite 
and consists of a complete bottom ring, a split upper ring, and many 
tapered rods connecting the upper and lower portions.  The individual 
rods can be tapered as needed to introduce the desired temperature gra- 
dient.  Initially, the power feeds came through the top ring.  It was 
found that because the power feeds act as powerful heat sinks the gra- 
dient in the element was still not satisfactory. This problem was cor- 
rected by inverting the element, which brought the power feeds to the 
bottom of the element. With the heat sink at the bottom, a sufficient 
gradient, i.e., 10 C/cm was built into the element over the 12-cm height 
of the crucible. 

Crystal Growth 

Unfaceted Nd:YAG single crystals have been grown by HEM.  Scale- 
up efforts over the last several years have increased crystal sizes from 
5.32 cm diameter by 3.50 cm high weighing 355 g to 7.62 cm diameter by 
10.5 cm high weighing 2180 g, as seen in Figure 6.  It is believed that 
the 2180-g crystals are the largest ever made in the world.  The crys- 
tals shown were doped at levels between 0.25 and 0.75 at. % Nd which is 
below the 1.1 at. %  required.  These crystals are free of scattering 
centers throughout 90% of their volume.  At dopant levels of 1.1 at. %, 
crystals are free of scattering centers for no more than 50% of their 

Metrit 

Figure 6.  Scale-up of Nd:YAG single crystals, 
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volume. This is because growth becomes more difficult with greater 
dopant concentrations. More careful attention must be paid to attain- 
ing and maintaining stoichiometry because of the complex phase equilib- 
ria (5), and to achieving the required temperature gradients and growth 
rates.  Nd:YAG must be grown slower than undoped YAG (7).  While an 
average growth rate can be calculated from crystal size and time of 
growth, the instantaneous growth cannot yet be measured directly. Thus, 
although the change of growth rate with time should equal zero, it does 
not. This means that different parts of the crystal grow at different 
rates . 

Scattering centers can be seen with the unaided eye. Detailed 
structure (Figure 1]   can be seen with a transmitting light microscope. 
The scattering centers are channels which are mostly empty except for 
some second-phase a-A^C^ or YAIO3, depending upon whether the liquid 
is Al203-rich or Y203-rich.  This structure is characteristic of one 
formed when the planar solid-liquid interface breaks down because of 
constitutional supercooling (8).  The channels are originally liquid 
regions which freeze well below the melting point of the rest of the 
crystal because they contain higher concentrations of impurities and/or 
dopant.  Thus the crystal freezes around them.  When they finally freeze, 
the material contracts leaving mostly empty space in the channels. 

Figure 7.  Optical photomicrographs of second-phase inclusion in YAG 
single crystals.  Plate a - inclusion of perovskite; plate b - inclu- 
sion of ot-alumina.  The arrows denote voids in channels containing 
inclusions.  These voids were created due to the liquid-solid contrac 
tion.  Therefore it could be concluded that the second-phase liquid 
solidified in already solid YAG matrix. 
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Laser Rod Fabrication 

Laser rods were fabricated from the lower half of a nominally 
1.1 at. % Nd:YAG.  As seen in Figure 8, these were 3 mm diameter by 
30 mm long and were cut along a radius of the single crystal.  The size 
was dictated by the lasing chamber which was used for characterization. 

Figure 8. 3 x 30 mm laser rods made from AMMRC-grown 
Nd:YAG single crystal - scale 1:2. 

Lasing Properties 

The fluorescent lifetime of the rods was determined to be 
254 ±2.5 ysec.  When compared with predetermined calibration curves re- 
relating fluorescent lifetime to Nd concentration in the rods, AMMRC 
rods were found to have a concentration of 0.6 to 0.8 at. % Nd.*  Lasing 
efficiency for long j5ulse operations is seen in Figure 9. The slope of 
the curve n = 0.2%.  This is less than obtained from CZ Nd:YAG where 

Figure 9.  Energy output versus 
energy input for HEM-grown laser 
rods.  R = 75%. 

2 4 6 
Energy Input (J) 

*STR0ZYK, J.  ERADCOM, Private Communication, 28 February 1978, 
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n « 1.0%.  This value is also dependent upon Nd concentration.  The pur- 
pose of these tests was to demonstrate that material made by HEM could 
lase, which it did.  No attempt was made to optimize laser performance. 
It did appear, however, that performance could have been better if the 
material contained higher concentration of Nd.  Studies are now underway 
to increase Nd concentration in AMMRC laser rods, including a detailed 
investigation of the ternary phase equilibrium diagram in the region 
near Y3A15012. 

SUMMARY 

This paper has described HEM and its application to the growth 
of Nd:YAG.  It has detailed the advantages of growing Nd:YAG by HEM as 
compared to the state-of-the-art CZ technique.  The technology transfer 
from a technique originally developed for the growth of large sapphire 
ingots has been covered.  The particular problem areas have been melt- 
stock preparation, furnace redesign to insure a planar solid-liquid 
growth interface and hence facet-free crystals, and definition of pro- 
cess parameters.  HEM-grown Nd:YAG does lase, and studies are now under- 
way to optimize its lasing properties by increasing Nd concentration in 
the laser rods. 
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I.  INTRODUCTION 

An inherent problem with existing Military FLIR Common 
Module systems*^ is that the dynamic range of the thermal scenes far 
exceeds that of the system display.  Current displays used in FLIR 
systems have a dynamic range of approximately 30 db (32:1) and typical 
infrared scenes can be several orders of magnitude greater.  A common 
example being the terrain-sky horizon which an Airborne FLIR encoun- 
ters when the helicopter or aircraft makes a steep bank.  In this 
scenario some of the channels in the vertical array of detectors will 
be viewing both the hot terrain and cold sky.  This scene dynamic 
range can be as high as 500 to 1, or 54 db, with a temperature differ- 
ence, AT of 100oC and the noise equivalent differential temperature 
(NEAT) of 0.2oC.  The display of the channels will be such that the 
terrain saturates to white and the sky is suppressed to black, assum- 
ing that the system polarity switch is in the white/hot mode.  Now if 
the operator attempts to reduce the gain of the system, such that 
both areas are within the dynamic range of the display, he is unable 
to perceive detail in both regions due to a lack of contrast.  At 
this moment the operator may adjust the brightness level and maintain 
the contrast high enough to perceive either the terrain or the sky 
detail but not both simultaneously.  In addition, the operator has 
to contantly adjust both the brightness and the contrast controls for 
the various types of scenarios encountered in flight and if the 
operator is the pilot, this reduces his ability to navigate.  To 
accommodate approximately 60 db of scene information onto a 30 db 
display a large degree of signal compression is required.  Classical 
methods of automatic gain control and logarithmic compression 
techniques are unable to preserve the detail signal over such a large 

261 



*CHOW & PUPICH 

dynamic range and provide the fast response time required in missile 
tracking applications.  This paper describes an electronic approach to 
solve this problem called "Automatic Low Frequency Gain Limiting"' '• 
This circuit limits the amplitude of the signal pedestal and enhances 
the high frequency scene detail.  Thus it expands the perceivable scene 
dynamic range and provides the fast response time required by many 
military applications. 

II.  PRINCIPLE OF AUTOMATIC LOW FREQUENCY GAIN LIMITING 

A.  Principle of Operation 

The Automatic Low Frequency Gain Limiting circuit operates 
in two modes depending on the input signal level.  When the signal 
amplitude is within the prescribed detection levels, it is fed 
directly to the output.  However, as the signal amplitude either 
exceeds the white detection level or is below the black detection 
level, it compresses the pedestal, the average value of the local 
background, and preserves detail, the temperature variation of 
interest in all parts of the scene.  Since this approach essentially 
preserves most of the high frequency detail and automatically limits 
the average value of the local background, which mainly consists of 
low frequency components, it is called "Automatic Low Frequency Gain 
Limiting (ALFGL)." 

1        V*A/J 

_!_ 
i 
I 

_j 

LINE AA, INPUT    | 
VIDEO SIGNAL      i 

REAL SCENE 

 •7>7s7<7| 

ALFGL 

^U*/1AVS 

 T WHITE LEVEL 
I 

I 

j  LINE A-A, OUTPUT 
BLACK LEVEL 

A      _ A      _ 

DISPLAY IMAGERY 
WITH ALFGL 

DISPLAY IMAGERY 
WITHOUT ALFGL 

Fig. 1A. 
System with ALFGL 

Fig. IB. 
System without ALFGL 

Figure 1A exhibits the display imagery and the video signals 
at line A-A' of the system with ALFGL.  In this case:  (i) the tree 
signal is within the detection levels, thus, it is fed directly to the 
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output, (ii) the signal level of the hot tank exceeds the white detec- 
tion level, therefore, the pedestal is compressed, yet the tank detail 
is preserved and (iii) the terrain signal levels on both sides of the 
tank are below the black detection level, where the terrain pedestals 
are clipped and the detail signals are preserved.  In Figure IE. the 
system does not have ALFGL.  In this case, the tank signal saturates 
to the display white level and the cold terrain signal is suppressed 
below the display black level.  Therefore, the scene detail is lost 
in the terrain area on both sides of the tank and is also lost in the 

local horizon. 

B.  Signal Transfer Characteristic 

The ALFGL signal transfer characteristic is shown in 
Figure 2.  In the nonlimited condition, i.e., the input signal is 
within -ei and e^ both pedestal and detail signal operate in the 
linear region A' 0 A.  When the input pedestal exceeds e^, the output 

PEDESTAL 

OUTPUT 
SIGNAL 

lr/W| V 

Fig. 2.  Signal transfer characteristics 

of the pedestal is limited to V , the detail signal is superimposed on 

this limited pedestal and operates within the limited range of Vd+ to 

V,, .  Similarly, when the input pedestal is more negative than -e^ it 
d- 

is limited to -V and the detail signals operate within the limited 
P 

range of -V,  to -V d+ d- 
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C.  Frequency Response 

The frequency response of the ALFGL is shown in Figure 3, 

GAIN 

IG (jCJ) I 

NONLIMITED CONDITION, K - 1 v/.ltl = P.(t) + D(t)   ' V  (t) = P  (t) +D(t) II o o 

MAV D(t) r—D(t) 
Detail \    Detail 

^P.(t) 
i 

Pedestal 

P   (t), Pedestal 

Tp Tp Tp Tp 

Fig. 3.  Frequency response of ALFGL 

Here we assume that the input signal, V.(t) is the sum of the pedestal, 

P.(t) and its detail, D(t).  The width of the pedestal is T .  Simi- 1 P 
larly, the output signal, V (t), is the sum of the limited pedestal, 

P (t) and its detail, D(t), the pedestal width is T . o r p 

If we take the Fourier transform of both input and output 
signals, then the transfer function is: 

G(jco)   = 

D(jaO 
V0(jco)       P0(jw)   + D(ja))       X       P0(

jaj) 

Vi(jw)   ""  P.Cjco)   + DCju)   " 
K D(ja)) 

Po(jW) 

where:     K = 
Pi(ja)) 

i     >1,   limited  condition 
"A  =1, I 

o 

sin w T /2 

P (iw)   A  =1, nonlimited condition 
o J     o 

and    P   (ju)   = A T     —-r^- 
oVJ   / op       co T   /2 

(1) 

(2) 

(3) 
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If we assume that the detail is much smaller than the output pedestal, 
then by inspection of equations (1) through (3) we have: 

- at f = 0 (i)     IGCJO))! 

(ii)    lG(jto)| - 1 at f = ^  where:  n = 1, 2, 3, -, -, 

(iii)   Attenuation is more dominant in the low frequency. 

The approximate frequency response of the ALFGL in the 
limited condition is shown in the solid curve of Figure 3.  In the 
nonlimited condition, where K = 1 and the |G(jco)| = 1 for all values 
of f.  This is shown in the dotted line of the same figure. 

III.  ALFGL IMPLEMENTATION 

Figure 4 depicts the block diagram of the ALFGL and its 
position in the common module video chain.  The advantages of inserting 

^ 
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b 
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POSTAMP 

#1 
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DEI . 
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#2 
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b 
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DRIVER -*- 
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BRIGHTNESS & 
IR GATE 

^ 
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LIMITER 

+   DIFFER 
- AMP A„ 

n b 

a     'c 

HIGH PASS 
FILTER & 
EDGE 
CLIPPER 

SUMMING 
+ AMP A_ 

*Fb ALFGL 

Fig. 4.  ALFGL block diagram 
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ALFGL before the LED driver are:  (i) it reduces the DC level shifting 
since video signals are directly coupled from the ALFGL to the display, 
(ii) semiconductor diodes can be selected for both black and white 
levels of detection since the signal amplitude is 0.5 to 1.5 volts, 
(iii) the system gain control function precedes the ALFGL circuit and 
thereby a change in the gain control setting will not effect the 
pedestal limiting level.  This assures that the output signals are 
always within the dynamic range of the display and (iv) for remote 
view FLIRs, dynamic range expansion is not limited by the dark current 
of either the CCD image buffer or vidicon tube. 

To analyze the operation of the ALFGL circuit consider input 
signals at three different signal levels: "a", "b" and "c".  Assume 
that:  level "a" is within the display dynamic range, level "b" 
exceeds the black detection level (it is inverted because the LED 
driver has a negative gain), and level "c" exceeds the white detection 
level. 

(i)  When an input signal of level "a" is fed into the ALFGL 
circuit, it passes through the pedestal limiter without attenuation 
and is directly fed to the lower input side of the summing amplifier, 
A3.  The signals at both inputs of the differential amplifier, A2, 
are identical.  Therefore, the differential amplifier output voltage 
is zero as is the upper side input of the summing amplifier, A3. 
Consequently, the output of the summing amplifier is the lower side 
input signal, which is the same signal fed into the ALFGL circuit. 

(ii)  When the input signal level "b" is fed into the ALFGL 
circuit, the pedestal limiter clips the signal amplitude to the black 
limiting level.  Then, it is directly fed into the lower input side 
of the summing amplifier, A3.  The output of the differential ampli- 
fier, A2, contains both the detail and a reduced amplitude pedestal; 
the latter is then removed using a high pass filter and edge clipper 
to limit leading and trailing edge of the spikes.  Thus, the output 
of the summing amplifier, A3, is the sum of the input detail and the 
black level limited pedestal. 

(iii)  When the input signal level "c" is fed into the ALFGL 
circuit, the circuit is similar to case (ii) except that the pedestal 
limiter clips the signal to the white limiting level and the output of 
the summing amplifier, A3, is then the sum of the detail and the white 
level limited pedestal. 

Figure 5 shows the ALFGL schematic diagram where the opera- 
tional amplifier Aj is provided for dynamic range expansion.  This 
avoids the presaturation of the post amplifier #2, which has an output 
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DYNAMIC RANGE EXPANDER 

o—H VyV**—**"! 

LBD.tV^ 

Fig. 5.  ALFGL schematic diagram 

voltage swing of 1.5 volts peak-to-peak.  This is achieved by scaling 
down the resistor pot and compensates the attenuated gain by the opera- 
tional amplifier Aj which has a large output voltage swing.  Diode Dj 
is a black level detector which has a threshold voltage of 0.34 volt 
and diode D2 is a white level detector with a threshold voltage of 0.5 
volt.  Amplifier A2 is a differential amplifier, and the capacitor C 
and resistor R constitute a high pass filter for the detail signal 
path.  Diodes D3 and D14 clip the high peak leading and trailing edges. 
Amplifier A3 is a summing amplifier, which sums the detail signal 
across the resistor R and the pedestal across the diodes Dj and D2. 
The output of the amplifier A3 is fed to the LED driver, which has a 
gain of -6. 

IV.  PERFORMANCE DATA 

A.  Voltage Waveforms 

Typical voltage waveforms at the corresponding nodes of the 
ALFGL circuit are depicted in Figure 6 where the input signal is com- 
prised of a 2 volts, 1.5 milliseconds wide pedestal and a 0.3 volts 
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Fig. 6.  Voltage waveforms 

peak-to-peak 6 KHz 'sine wave.  The signals which exceed either +0.35 
or -0.5 volts are clipped off by the pedestal limiter and the signal 
which is lost at the pedestal limiter appears at the output of the 
differential amplifier, A2.  A high pass filter and edge clipper 
remove the remainder of the pedestal and clip the leading and trailing 
edge of the spikes.  Thus the output of the high pass filter and 
clipper is the detail signal which was lost at the pedestal limiter. 
Consequently, the summing amplifier, A3, simultaneously adds the same 
input detail signal and limited pedestal. 

B.  Dynamic Range Expansion 

Amplifier A^ in Figure 5 has a large output voltage swing 
of 17 volts peak-to-peak when biased with ± 10 volts.  Since one volt 
peak-to-peak to the input of the LED driver will saturate the display 
the dynamic range expansion contributed by the ALFGL is 17/1 volts/ 
volt or approximately 25 db.  This allows the systems operator to 
maximize the gain of the system and enhance scene detail without 
saturating the display. 
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C.  Minimum Resolvable Temperature (MRT) 

Figure 7 depicts the system MRT, with and without ALFGL. 
Test results indicate that no degradation of MRT occurs with ALFGL 
circuitry in the system.  This is logical since MRT is measured with a 
low signal level below the detection levels of the ALFGL circuit and 
is therefore fed directly to the output.  Therefore, MRT should not be 
effected by ALFGL. 

MTF 

MRT 

SPATIAL FREQUENCY 

1 WITHOUT ALFGL 

2 - WITH ALFGL 

SPATIAL FREQUENCY 

Fig. 7.  Minimum Resolvable 
Temperature with and without 
ALFGL 

Fig. 8.  Modulation 
Transfer Functions 

D. Modulation Transfer  Function (MTF) 

Figure 8 shows how the system MTF is boosted when ALFGL is 
employed.  This occurs because during the MTF measurement the signal 
amplitude generally exceeds the detection level of the ALFGL circuit. 
This results in boosting since the low frequency components are attenu- 
ated more than the high frequency components. 

E. Narcissus Effect and 1/f Noise 

The Narcissus effect, i.e., a dark image that appears in the 
center area of a display due to the detectors sensing their own cold 
surfaces relative to their warm surrounding'3' and 1/f noise are sub- 
stantially reduced by the ALFGL circuits.  This occurs since both the 
narcissus effect and 1/f noise are essentially low frequency components 
which are limited by the ALFGL circuitry. 
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V,  FIELD TEST RESULTS 

A. Combat Vehicle Applications 

In a combat vehicle battlefield environment, targets are 
frequently encountered in the vicinity of large fires and burning 
vehicles.  For a FLIR to perceive target detail in this scenario it 
must have a large dynamic range.  Fire tests were conducted in the 
field to determine the capability of the ALFGL circuitry in this 
extreme thermal scenario.  The tests indicate that the 25 db of 
dynamic range expansion of the ALFGL FLIR is barely adequate. 

B. Airborne Applications 

Helicopter flight tests were conducted with a FLIR system 
in which half the FLIR channels contained ALFGL circuitry and the 
other half contained standard common module electronics.  The results 
of these tests clearly indicate that the serious image streaking 
problem (loss of scene detail) in the vicinity of the horizon is 
eliminated.  This is shown in Figure 9 where the top half of the scene 
illustrates the imagery of the ALFGL circuits.  Figure 10 shows the IR 
imagery of a tower and illustrates how the upper tower details are 
enhanced by the ALFGL circuitry. 

Fig. 9.  Horizon. 
Upper half with ALFGL 
Lower half without ALFGL 

Fig. 10.  Tower. 
Upper half with ALFGL 
Lower half without ALFGL 
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C.  Missile Tracking Applications 

Another problem with Common Module FLIR systems was their 
inability to perceive targets in the vicinity of the rocket plume.  A 
static firing test was conducted with an ALFGL modified FLIR, where 
simulated targets were placed in the vicinity of the rocket plume. 
Figure 11 shows the results of this test and indicates that the simu- 
lated targets can be observed during the rocket firing. 

Fig. 11.  Rocket plume test.  Square targets are 
not obscured with ALFGL circuitry 

D.  Ground Applications 

In ground applications targets are frequently obscured by hot 
backgrounds such as buildings, roads and runways.  Figure 12A depicts 
FLIR imagery of a man target that is obscured while standing on a hot 
runway where the IR channels in the upper half of the scene contain 
ALFGL circuitry and those in the lower half of the scene contain 
standard common module circuitry.  Figure 12B is the identical scene 
except that the man is standing in the upper portion containing the 
ALFGL circuits and is clearly recognized.  Figure 13A is the FLIR 
imagery of a tree-sky, scene without ALFGL where the trees are satu- 
rated to white and the sky is suppressed to black.  Figure 13B is the 
identical scene with ALFGL showing detail enhancement. 
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Fig. 12A. Man on a runway 
is obscured in the lower 
half of the scene without 
ALFGL 

Fig. 12B.  Man on a runway 
is seen in the upper half 
of the scene with ALFGL 

Fig. 13A.  Trees and sky 
without ALFGL 

Fig. 13B.  Trees and sky 
with ALFGL 
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VI.  ALFGL DEVELOPMENT 

During 1975 an internal development program was initiated 
at the Night Vision Laboratory to design and fabricate the ALFGL 
circuitry.  Demonstration of the first ALFGL circuit was held in 
June 1975 with 80 channels of circuitry designed into the common 
module M.O.D. FLIR system.  Once circuit feasibility was demonstrated 
a contract was awarded to Circuit Technology Incorporated'4' to pack- 
age the circuitry using thick film technology for airborne system 
flight testing.  This circuitry provided 25 db of dynamic range expan- 
sion and operated over the temperature range of -54CC to +710C. 
Common Module FLIR post amplifier boards are currently being redesigned 
to incorporate this ALFGL circuitry.  These ALFGL post amplifier boards 
will be used in the Pilot Night Vision Sight and Target Acquisition 
Designator FLIR systems being designed for the Advanced Attack Heli- 
copter.  In 1977 a development contract was awarded to the Hughes 
Aircraft Corporation'5' to develop a low cost, monolithic integrated 
circuit version of ALFGL with 34 db of dynamic range expansion and 
automatic gain control for hands-off operation of the FLIR.  This 
improved circuitry will be installed in all Army FLIR systems begin- 
ning FY81. 

VII.  CONCLUSIONS 

The principal of Automatic Low Frequency Gain Limiting and 
its application to parallel scan FLIR systems has been described. 
ALFGL allows the system gain to be maximized without saturating the 
display.  This enhances scene detail and improves the systems recogni- 
tion capability.  Field tests have demonstrated that 25 db of ALFGL 
dynamic range expansion is sufficient for airborne applications to 
eliminate horizon streaking and enhance terrain features.  Tests have 
also demonstrated that the response time is adequate for missile track- 
ing applications.  Development efforts are currently being directed 
towards designing an ALFGL Circuit with 34 db of expansion which is 
required in some missile tracking applications and in scenarios con- 
taining fires.  Automatic Gain Control will also be incorporated into 
the circuitry to provide hands-off capability to the FLIR. 
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INTRODUCTION 

The use of area correlation in terminal guidance requires that 
the system cross correlate a stored reference with the observed scene 
and have the capacity for handling variations in aspect angle, rotation, 
scale and intensity.  This correlation must be made in real time at a 
low false alarm rate. 

Digital techniques can accomplish the preceding requirements 
but have several limiting characteristics.  The number of resolution 
elements that can be processed is limited by the available core memory. 
Even with well-chosen algorithms, a large number of multiplications 
and additions are required and these increase with the number of resol- 
ution elements.  For the hypothetical situation of cross-correlation 
of a reference pattern having 100 X 100 resolution elements against a 
scene with 200 X 200 elements, 10 multiplications and additions are 
required for each possible location of the patterns.  Because there 
are 10^ possible locations with 100% overlap, 10b operations are re- 
quired to perform a complete cross-correlation; scale and orientation 
compensations increase this number further.  Parallel processing can 
reduce the time required to perform this very large number of oper- 
ations but requires increased complexity and cost. 

Permanent Address:  Environmental Research Institute of Michigan, 
PO Box 8618, Ann Arbor, Michigan 48107. 
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A recent study (1) has been performed to establish the hardware 
requirements for using a digital correlation technique.  It was con- 
cluded in this study that approximately 500 integrated circuits (IC) 
requiring 350 W of power are required to cross-correlate two 128 X 128 
pixel pictures using 16-bit arithmetic precision.  It was also assumed 
that eight reference maps would be carried in the processor  Six 
correlations could be performed on the 128 X 128 reference and 128 X 
128 input scene in 0.5 sec.  It was assumed that some parallel pro- 
cessing was used to obtain this speed. 

Optical techniques can be used to perform cross-correlation and 
have the following advantages.  An optical processor has an inherently 
large information capacity.  A relatively modest optical system can 

handle scenes having over 107 resolution elements.  Such a system han- 
dles two-dimensional data in a parallel and isotropic manner with a 
response time dictated by the time it takes light to travel the length 
of the processor, plus the time required for data input and output. 
An increase in the number of required resolution elements does not 
increase the response time or size of the optical system. 

Optical data processing techniques can be divided into two general 
categories, incoherent and coherent.  Incoherent optical processing 
operates on the intensity of the images to be correlated, that is, it 
handles only positive functions.  Coherent processing makes use of the 
phase and amplitude of the images and can therefore handle complex 
functions.  A study has been performed that compares the two optical 
processing techniques (2).  This study demonstrated that typically a 
larger output signal-to-noise ratio and a greater precision can be 
obtained using coherent rather than incoherent processing. 

Optical processing is only one of several analog techniques that 
can be used to perform correlation. A comparison of these analog tech- 
niques with digital processing has been made (3) and the results show 
that optical processors now out perform digital systems in speed and 
cost. 

In all correlation systems, variations in the input scene when 
compared to the on-board reference scene can cause a reduction or loss 
of the correlation signal.  The ability of a processor to handle vari- 
ations in the input scene will determine if a particular correlation 
technique is successful.  The most common scene deviations are scale 
rotational orientation, intensity, aspect angle, and overlap. A 

KyPiCai1
P';0ueSSOr Can handle errorS of ±5% in scale- Larger errors can 

be handled by using additional reference images or by change in mag- 
nification of the input image.  Variation in rotational orientation 
can be reduced by providing attitude control to the missile.  Atypical 

276 



*CHRISTENSENS UPATNIEKS, and GUENTHER 

optical processor can handle ±2° rotational errors although this is 
a severe error for a digital system.  Other compensation techniques 
for rotational variations include using additional reference images 
or rotating the input optically, electronically, or digitally. A 
change of intensity or shading can be a serious problem for a nonco- 
herent processor or a digital processor that matches scenes in real 
space by an overlay process or by identification of key features.  It 
is not a problem for those systems that first obtain the Fourier trans- 
form of the scene (such as a coherent processor) for they can bandpass 
filter the spatial frequencies of the scene before correlation.  A 
small change in aspect angle is a distortion of the scene and can be 
handled by a nonuniform magnification change across the scene area. 
Large aspect angle changes require that additional reference scenes be 
stored on board.  Overlap of the input scene beyond the boundary of 
the reference scene causes a reduction in the signal-to-noise ratio of 
the correlation,, This problem can be handled by making the reference 
scene larger than the input scene. 

It should be remembered when considering all of these errors that, 
because of energy requirements, the missile should not be designed to 
correct to a predetermined trajectory but should be designed to home 
on the target from a point on the actual trajectory. 

In the design of optical processors very little attention is paid 
to the number of resolution elements in the input because this param- 
eter does not affect the speed of the correlations.  However, in the 
design of digital systems the reduction of this parameter is a major 
consideration. Thus, the digital and optical systems which have been 
designed are not equivalent devices and cannot be directly compared. 

A sensor on board a missile will typically provide a low reso- 
lution scene for the terminal guidance system.  A previous study (4) 
has demonstrated that the use of low resolution imagery reduces the 
sensitivity of the system to scale and rotation errors in the input 
scene while still providing an adequate correlation signal (signal- 
to-noise ratio greater than 15 dB).  Additional advantages are also 
obtained by the use of low resolution imagery. The size of the opti- 
cal elements required in the processor is reduced and the coherence 
requirements on the light source for the coherent optical processor are 
reduced, allowing laser diodes to be used. 

In this paper, the design of a real time coherent optical pro- 
cessor will be described that will operate using realistic, low resolu- 
tion input imagery. The design incorporates a bank of reference images 
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to provide the capacity for handling variations in aspect, rotation, 
and scale.  This bank is scanned in time so that it can be determined 
which reference images are providing correlation signals. 

THE EXPERIMENTAL SYSTEM 

A coherent optical correlator operating at TV frame rates and 
utilizing a liquid crystal optical modulator was constructed for these 
experiments.  Figure 1 shows a schematic of the system.  Details of 
its operation are given in a previous report (5). 

Figure 1.  Schematic of coherent optical filter. 

CROSS CORRELATION EXPERIMENTS 

A series of experiments was performed using aerial photographs to 
demonstrate real time performance of the optical processor.  Three 
classes of scenes were chosen which are representative of potential 
military targets.  Photographs made in 1962 were used to record matched 
filters. These photographs were cross correlated with photographs of 
the same areas made in 1970.  No attempt was made to optimize the filter 
parameters for each input image although a K-ratio was chosen to record 
spatial frequencies between approximately 0.5 and 4.0 i/mm.  This 
yielded good correlation signal-to-noise ratios for input images of 
urban and rural areas and structures such as airports and bridges. 

Figure 2A is a photograph of a 1962 airport scene on the corre- 
lator input monitor. Figure 2B is the output from the liquid crystal 
modulator The matched filter made from this input is shown in Fig- 
ure /o. ihe 0-50 scale corresponds to 1 mm. The matched filter was 
illuminated with the reference beam to reconstruct the image of Fig- 
ure 2D. The features on which the filter will correlate are readily 
seen. The bandpass filtering property of the matched filter is apparent 
from the edge enhancement in the reconstructed image. 
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Figure 2.  (A) TV image of airport In 1962, (B) modulator 
output; (C) matched filter made from this scene, and 
(D) image reconstructed from filter. 

A 1970 aerial photograph of the same scene was correlated with 
the filter made from the 1962 photograph.  Cross-correlation and track- 
ing are demonstrated in Figure 3. Figure 3D is a triple exposure show- 
ing the correlation spot for each of the three positions of TV input 
image.  The displacement from Figure 3A to Figure 3C corresponds to 
680 m on the ground.  An oscilloscope trace of a horizontal TV camera 
scan line through the center correlation spot is shown in Figure 3E. 
The noise in these traces is electronic no"_se from the TV camera.  The 
halfwidth at half height for the correlation pea^ represents approxi- 
mately 15-m displacement in the scene.  Similar results were obtained 
for other classes of scenes. 

EXPERIMENTS WITH RADAR IMAGERY 

Tests were performed with imagery used in another terminal guid- 
ance program.  The purpose of these experiments was to determine if the 
simulated radar imagery would correlate, with actual radar imagery and 
to obtain performance data on which to base an improved correlator 
design.  The simulated radar imagery is shewn ir. Figure 4A as it 
appeared on the TV monitor input to the correlator.  This photograph 
shows an area estimated to be 5.2 km in diameter.  Figure 4B shows the 
image formed by the liquid crystal cell.  A matched filter (Figure 4C) 
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Figure 3.  (A, B, C) positions of 1970 airport image 
corresponding to (D) peaks in correlation plane, 
(E) oscilloscope display of TV line scan through 
the central cross-correlation peak. 

was constructed for this image with a spatial frequency bandpass of 
0.2 to 0.8 ,0/mm, chosen to match the frequency content of the radar 
imagery.  The image reconstructed from the filter is shown in Fig- 
ure 4C.  Its low quality is due in part to problems of extraneous 
scattered light and low light level. 

An actual radar image that was not grossly distorted relative to 
the simulated image could not be obtained.  A scheduling problem pre- 
vented the recording of high quality images.  The remaining tests were 
performed with the original simulated radar image and therefore were 
auto-correlations. 
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Figure 4.  (A) TV display of simulated radar image, 
(B) modulator output image, (C) matched filter, and 
(D) image reconstructed from matched filter. 

Figure 5A shows the correlation plane and Figure 5B is a trace 
through the center of the auto-correlation peak as detected by the TV 
camera at the output of the correlator.  The correlation is distinct 
and well above noise level.  The half-power width is 1/60 of the width 
of the input image.  It should be possible to estimate the center of 
this peak to at least 1/5 of its width, thus giving an estimated accu- 
racy of 1/300 or 0.3% of image width.  The correlation peak was also 
detected and displayed with a phozodiode array to confirm the feasi- 
bility of using this detector array in a compact breadboard system. 

The required filter alignment: and input scale and rotational 
alignment accuracies were determined by adjusting the system until 50% 
decrease in the height of the correlation peak was observed. The tol- 
erances measured are ±12 (im for lateral filter position, ±2° for image 
or filter rotation and ±4.3% for image scale change. 

A measurement was made of the light energy incident on the input 
image and the energy in the correlation peak.  Energy input over the 
12.5-mm diameter image was 1.5 mW and the energy in the correlation 

-3 
peak was 5 X 10  (iW.  No attempt w=s made to improve or optimize the 
system efficiency. 
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Figure 5.  (A) correlation plane and (B) oscilloscope display of TV line 
scan through the simulated radar image autocorrelation peak. 

In a tactical correlator it would probably be necessary to gen- 
erate the filter on a separata optical system and load it into the 
correlator.  A matched filter was recorded using one liquid crystal 
modulator and the correlation was performed in the same system using a 
different modulator.  The correlation spot amplitude and signal-to- 
noise ratio were the same as those measured using one modulator to 
record the filter and to input the image to be correlated. 

PROPOSED CORRELATOR CONFIGURATION AND PERFORMANCE ESTIMATES 

A.   Image and Filter Format 

Correlator configurations are dependent upon the input image 
size and resolution.  It will be assumed that this correlator is to 
operate on low resolution images with relatively few pixels.  As the 
input data, the image will be assumed to consist of 128 X 128 or 

4 
1.64 X 10  pixels and the reference image from which the matched filter 

4 
is made to consist of 256 X 256 or 6.55 X 10  pixels.  Having the ref- 
erence larger than the input insures that the correlation peak amplitude 
will not vary due to relative lateral displacement of the images. 

For a reasonable balance between input image and its Fourier trans- 
form size, an input image format of 22 pixels/mm which gives an image 
size of 6 X 6 mm and a reference image twice as large will be chosen. 
If the Fourier transform lens has a 200-mm focal length and laser diodes 
are used as light sources with X =  820 nm, the maximum diameter of the 
Fourier transform is 3.6 ram for data and 7.2 mm for sampling frequency. 
For a correlation peak displayed at a distance of 200 mm from the 
Fourier transform plane, the minimum size of the correlation spot should 
be approximately 200 |j,m.  The location of this spot should be within an 
area 6X6 mm in size if the input image is to overlap the reference 
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completely,,  A detector having a resolution of 100 pm should be suffi- 
cient and the area covered need not exceed 6x6 mm.  As a minimum, 
100-|am detector resolution is needed to detect correlation peaks while 
20~\jm  resolution would provide a much better estimate of the location 
of the correlation peak, to approximately 1/5 the width of the corre- 
lation peak. 

Using a cathode ray tube (CRT) or an equivalent input device 
(Figure 1), scale search can be performed by changing the CRT deflec- 
tion amplifier gain to change the image size.  By changing the hori- 
zontal gain as a function of vertical position, small aspect angle 
changes or distortions can be searched, 

B.   Filter Multiplexing 

Multiplexing can be performed by the use of several input 
image illuminating beams and numerous parallel filters at the Fourier 
transform plane0  Figure 6 shows the basic arrangement.  At the left 
are several light sources which can be turned on either one at a time 
or simultaneously.  These sources might be laser diodes, for example. 
Light from each source passes through the input image and forms a 
Fourier transform that is separate from those of adjacent light sources. 
A different matched filter can be located at each transform location. 
The correlation from each source can be made to coincide at the output 
plane or appear at separate locations.  If they coincide, then one 
detector can be used for all filters and the filters would be used in 
time sequence.  If the correlations appear at separate locations at the 
output plane, then each correlation would have its own detector and the 
correlations could be performed simultaneously; the latter arrangement 
is faster but requires multiple detector arrays.  All of the light from 
each source is used to perform correlations with one filter,,  To keep 
the complexity to a reasonable level, an array of up to 5 X 5 light 
sources for a total of 25 parallel processors could be used. 

LASER DIODES 

DETECTOR 

MATCHED FILTER 

Figure 6.  Matched filter multiplexing with 
multiple light sources. 
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Another method of multiplexing was described by Vander Lugt (8). 
Numerous filters are superimposed at the same location in the Fourier 
transform plane so that correlation peaks from each are located sepa- 
rately at the output. This arrangement requires multiple detectors in 
the output plane. The number of such superimpositions is limited by 
space available at the output plane and by the fact that light is 
equally divided between all correlations and thus decreases as l/N, 
where N is the number of superimposed filters.  Vander, Lugt demonstrated 
the use of nine superimposed filters which seems to be a realistic 
maximum number. 

Using both multiplexing techniques simultaneously, a total of 
9 X 25 or 225 different filters could be recorded at the Fourier trans- 
form plane.  If the scale search for ten different image sizes for each 
of the 225 filters is included, this correlator could perform a total 
of 2250 different correlations.  These 225 filters might include dif- 
ferent images, angular orientations, or aspect angles. 

C.   Estimate of Correlation Time 

An optical correlator takes a Fourier transform and performs 
correlations almost instantaneously.  The readout of data is limited 
by the rate of scanning the output device and by the light energy used 
in the processor to charge light detector ceils.  The time to load the 
image into the processor is determined both by the scan rate of the 
sensor or sensor display and by the response time of the light 
modulatoro 

Output Detector - As an example, a commercial 100 X 100 ele- 
ment detector array with elements spaced on 60-|j,ra centers and a 
6X6 mm active area will be considered.  The usable range of sensi- 

2 
tivity extends from a minimum of 0.16 ergs/cm to a saturation expo- 

2 
sure of 8 ergs/cm .  The maximum scan rate of 10 MHz permits one com- 
plete output plane scan in 1 msec.  The power consumption for a detec- 
tor array and its associated electronics is approximately 10 W. 

Light Sources - A 10-mW laser diode with output at 820 nm 
and having 4 nm spectral bandwidth can be used in the correlator.  A 
typical diode has an emitter area of 2 X 13 (im and an overall package 
diameter of 10 ram.  Input power is less than 1 W.  Its switching time 
is less than 1 nsec and therefore can be considered instantaneous.  Its 
wavelength matches the peak response of the detector array.  It is 
estimated that approximately 10% of its output energy will enter the 
correlator„ 
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Correlator Input Devices - Several types of input devices 
using liquid crystal or photoconductor-thermoplastic materials could 
be employed in an optical correlator.  Because previously described 
experiments were performed with the Hughes Aircraft noncoherent-to- 
coherent image converter and complete specifications are available, 
the computational estimates used here will be based on this device 
using a CRT as the source of the image and a lens to image the CRT pic- 
ture onto the image converter. 

Correlation Time - In generation of the input image, it will 
be assumed that the image data are collected and stored in a digital 
memory and read onto a CRT which is imaged onto the liquid crystal cell. 

Thus for a 128 X 128 point array there are 1.6 X 104 points.  These can 
be scanned at a 1.6-MHz rate so that the image is read onto the CRT in 
10 msec.  Because the image converter response time is 15 msec and 
turn-off time is 25 msec, it will be assumed that a usable image exists 
during a 10-msec period from 20 to 30 msec after the start of the scan, 
and that an additional 20 msec are needed for a complete image turn- 
off. During these 10 msec, five sequential sets of correlations, each 
with nine parallel correlations, can be performed for a total of 45 
correlations. Thus, in 50 msec, 45 correlations can be performed at 
an average rate of 900 correlations/sec. 

The data arrangement for the correlator would depend upon factors 
such as the angular search or scale search required, the storage of 
multiple targets, and the total operating time for the correlator. 
Table 1 summarizes the performance capability of the correlator for a 
few examples of input and filter combinations. 

TABLE 1.  SUMMARY OF SPECIFICATIONS FOR PROPOSED OPTICAL CORRELATOR 

Rtfferencu data format (filters) 256 ■ 256 points 
i vput Lmagc format (real time) 128   128 points 
lotal number of rcforunce filters 225 
Maximum number of scale changes 10 
pi Iter format 25 sets of filters in time sequence, 

nine filters per set at a time 
Correlation time 2 msec per set 
[magu enter and erase time 50 msec (includes ill msec computation 

t i me) 
(orrclator [lower consumption - 2 W 
Correlator size 1500 cm  (100 in.  or 0.05 ft ) 
Correlator weight 5 kfi (12 lb) 

Computational Capability per ilalf-Sc cond Period for Various Data Arrangements 

New I mages Scale increments per 1 mage Filters Accessed Correlat ion^ 

1 1 225 225 
1 10 45 450 
1 10 9 90 
2 

1 
45 
90 

4 50 

4 50 
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Since the laser diodes require 1 W of power and the liquid crystal 
input device and detector array a fraction of a watt, the total power 
consumption should be less than 2 W. This does not include the power 
requirements of the CRT and computer components expected to be used 
with the correlator. The charge-couple-device (CCD) addressed liquid 
crystal modulator under development by Hughes could be used directly 
in place of the incoherent-to-coherent image converter (9).  With the 

3 
latter arrangement, the computer could be packaged into 1500-cm 

3 
(0.05-ft ) volume and would probably weigh less than 5 kg (11 lb)o 

A BRASSBOARD CORRELATOR 

Figure 7 shows a proposed design for a correlator to demonstrate 
the concepts discussed in the previous section. Current state-of-the- 
art components are used.  While the general arrangement is the same as 
that discussed in the previous sections, this correlator has four 
superimposed filters instead of nine.  This change was considered nec- 
essary to reduce complexity and to increase light level in each corre- 
lation peak.  The image input device is a Hughes Aircraft liquid cry- 
stal TV display having 4 pixel/mm resolution. This low resolution 
makes the input light modulator approximately 33 X 33 mm in size and 
gives a very small Fourier transform.  To increase its size, the 
Fourier transform is magnified by lenses L  and L by the ratio of 

f,/f , where f is the lens focal length. This provides a Fourier 

transform focal length of 200 mm. The use of the combination !,„, L 

allows for the use of a small polarizing beamsplitter and reduces the 
overall correlator size.  The lens combination L„ and L  also reduces 

the image size to 6 X 6 mm to the right of lens L„.  The preceding lens 

focal lengths were chosen primarily to achieve a convenient scale and 
do not represent the minimum possible (10). 

The matched filter consists of an array of 5 X 5 filters each 
occupying 7.2 X 7.2 mm of space.  At each filter location, four dif- 
ferent filters are superimposed. The correlation peaks from each fall 
on a detector array such as a Reticon RA 100 X 100 which has a spectral 
sensitivity matching the laser diode output.  One-fourth of this detec- 
tor could be allocated for each filter giving 50 X 50 elements for each 
correlation. For the parameters shown in Figure 8, the width of the 
correlation peak can be expected to be approximately 100 \jm  while the 
detector elements are on 60-|im centers. This allows for some improve- 
ment in estimating the location of the peak. 
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LASER            {1 ^T 

L4 N 2 
1      ""UT             A^RAV  '        U ~ 1      IMAGE               ARRAY             It 

1     /        L3 3l  4^ ̂  |            \                                      '                            " 
POLARIZING 

BCAMSPLITTEg__ 4- *=*=: ^ 
l      W—-^===^====== "^^ U 

FILTER SET ^^3 

|      iTV^MTECTOR 
,                       ARRAY 

LENSES 
FOCAL LENGTH 

(mm) 
DIAMETER 

imm} 

Ll 100 10 

L2 25 125 

L3 125 50 

L4 200 10 

Figure 7.  Brassboard optical correlator. 

The light sources are laser diodes such as RCA Type C30127.  Of 
the 10-mW output, approximately 10% can be utilized and should give 
sufficient light output at the detector array. 

The matched filter array would be constructed on an optical sys- 
tem separate from the correlator.  The filters could either be recorded 
on a high resolution photographic emulsion, on dielectric materials 
such as dichromated gelatin for higher efficiency, or on thermoplastic 
photoconductive recording materials. The latter would be most suitable 
for operational systems because it is nearly real time and the record- 
ing is permanent until erased. 

SUMMARY AND CONCLUSIONS 

Coherent optical correlators are well known to give distinct auto- 
correlation and cross-correlation peaks between data having precise 
scale, orientation, and contrast match.  These peaks are generally 
quite narrow and have a low background level because correlations are 
performed on the high-frequency content of the input image, such as 
edges and other details. Correlation time is independent of the num- 
ber of data points on the reference filter and the input image, 
although in practice the time required to obtain a correlation is 
determined by the data read-in time and the correlation read-out tiime. 
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Experiments were performed with an existing optical correlator to 
determine typical correlator operating parameters.  Special emphasis 
was placed on correlation of low resolution images because these would 
be typical for terminal guidance situations. Distinct correlations 
were obtained with simulated radar images and data on alignment accu- 
racy of the optical system were obtained.  Additional data have been 
compiled in a separate report (5). 

An optical correlator suitable for guidance applications was 
designed and its correlation time estimated. The reference filter was 
assumed to contain 256 X 256 pixels; the input data had 128 X 128 
pixels.  It was estimated that 50 msec is required to complete one 
read-in and erase cycle and that during this time, up to five sequen- 
tial correlations and up to nine parallel correlations can be performed 
and read out.  The filter library could store up to 225 different 
reference functions; in addition, scale can be changed by rewriting 
input data on the input light modulator. 

This proposed optical correlator would have very low power 
demands.  The power consumption of the optical correlator itself, 
including laser diode light sources and photodiode detector arrays, 
would be less than 2 W.  Additional power would also be required for 
electronic circuitry to handle data input and output and to control 
the operation of the correlator. 

The optical correlator can be packaged into 1500 cm (0.05 ft ) 
of space and is expected to weigh less than 5 kg (12 lb).  Additional 
size and weight reductions could be achieved by miniaturization of 
components and the use of holographic optical components in place of 
lenses. 

A brassboard correlator was designed with presently available 
components. This correlator can be made small and lightweight, with a 
capability of storing up to 100 reference filters.  A variety of tests 
could be performed with this correlator to demonstrate the feasibility 
of compact coherent optical correlators. 
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Electroslag remelting of gun steel has been proposed as an 
alternate manufacturing process because of reported improvements in 
mechanical properties and potential economic benefits. These im- 
provements are a result of the effective control of the many 
variables inherent in the process. 

In order to obtain a uniform microstructure while avoiding 
piping, porosity and macrosegregation, a unidirectional solidifi- 
cation mode is desiredC1). This mode of solidification, together 
with the relatively short holding times of the molten metal, also 
affects the distribution of second phase particles, for example, it 
results in a more uniform carbide distribution because the carbides 
are not allowed to grow in the transverse or longitudinal directions. 

The slag layer plays many roles. The composition of the 
slag is a vital factor in determining the net composition of the 
final product. A slag that is too reactive removes desired alloy 
elements, while one that is not reactive enough results in inadequate 
cleanliness "J. 

Another advantage of the slag is its presence between the 
mold and the solidified metal. This results in a smooth ingot sur- 
face requiring minimal finishing and conditioning. However, in order 
to avoid excess slag along the sides of the mold, the distance be- 
tween the electrode tip and the molten metal pool should be kept at a 
constant value; the exact distance depending on the specific alloy 
being produced. 

The amount of non-metallic inclusions can be controlled with- 
in certain limits with the slag layerC3). The non-metallic matter 
becomes dissolved in the slag, lowering the amount of inclusions in 
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the finished product and distributing those that do result more 
evenly. One of the most deleterious elements removed in this manner 
is sulfur(4),(5), Desulfurization of the metal usually results in 
better mechanical properties and weldability than can be obtained 
with conventionally cast materials. 

Controlling the hydrogen level in the ingot also enhances the 
weldability, ductility, fracture toughness and fatigue life of the 
alloy produced(6).  Vacuum degassing of the electrodes prior to melt- 
ing reduces their hydrogen level thereby reducing the amount of 
hydrogen in the ingot(2)-. 

High ingot yield is another reported advantage of the electro- 
slag remelt process.  It has been shown that the depth of the molten 
metal pool is critical in achieving this. The optimum condition is a 
shallow pool, which can be maintained by correct control of the power 
source.  Preserving a constant electrode to molten metal pool distance 
is also an aid in attaining high yields. 

Electroslag remelting of other alloys is also possible be- 
cause of the uniform microstructure that results.  In experiments on 
Cr-Fe alloys, changing the ingot diameter from 60mm to 250nim and 
altering the Cr content had no affect on the uniformity of the micro- 
structureC^). 

Another procedure that can help in obtaining a uniform micro- 
structure is constant agitation of the molten metal pool to ensure 
mixing of all the alloying elements.  This can be affected by stir- 
ring of the pool or rotating the base plate of the apparatus.  How- 
ever, this is only supplemental to maintaining a uni-directional 
solidification mode in obtaining a uniform microstructure. 

In the current study, it was decided that in order to evalu- 
ate the cited potential benefits of ESR material, several ingots of 
ESR melted 4335 + V should be obtained from various manufacturers to 
the same chemical requirement.  It should be noted that at the time 
of the inception of this program, the primary emphasis of ESR melting 
was in the production of tool steels and superalloys with little 
going toward the production of alloy steel billet. 

Procedure:  ESR material corresponding to a nominal 4335 + V 
alloy steel was ordered from five (5) producers including one 
European producer. While it would obviously have been desirable to 
obtain the complete log of melt practice from the suppliers, such in- 
formation could not be obtained since it was considered proprietary 
by the producers.  However, some information was obtained and is 
shown in Table I. 

The aim composition, together with the actual compositions, 
are shown in Table II. The original ingots were 12" diameter which 
were forged to 7-1/4" billets.  In one case, a 10" diameter billet 
was obtained and forged to 7-1/4" diameter in order to evaluate the 
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effects of forging reduction. 
The ingots were then sectioned and mechanical properties, 

chemical analysis, microprobe analysis obtained.  The mechanical 
properties were derived from transverse bars heat treated as 1" 
square blanks, thereby effectively eliminating heat treatment vari- 
ations as a possible cause of variations. Tensile tests were con- 
ducted at 720F (210C) while impact tests were conducted at -40oF 
(-40oC). 

The material tested was tempered at varying temperatures. 
However, 9750F.and 11250F are the only tempering temperatures for 
which data was obtained for all five heats. Other tempering tem- 
peratures of 1000, 1050 and 1100oF were applied to selected heats, 
as shown in Table III. 

The hardenability of the various heats was determined using 
the method proposed by Hollomon and Jaffee.  This method, similar 
to others, uses hardenability factors for each element (Table IV) 
which are multiplied by the concentration of each element to 
determine the maximum diameter of an ideal round which can be 
hardened. 

Microhardness tests were run on a Tukon Hardness Tester 
employing Knoop hardness.  This was felt to be superior to Vicker 
Hardness Tests because of the greater sensitivity of the Knoop 
hardness to microstructural changes.  One hundred random readings 
were obtained on polished specimens from each heat tempered at 9750F. 

Optical metallography was performed on samples from each 
heat tempered at 9 750F in order to observe the microstructure and 
the dendrite arm spacing. 

A microprobe analysis for Cr, Ni, and Mn was done on 
samples tempered at 9750F from each manufacturer. The method used 
in this analysis was to perform a continual scan on the specimen 
over a specific region.  The total number of counts for a fixed time 
period was determined for each element of interest.  This count was 
then corrected for background level and expressed as total counts as 
a function of distance in microns.  In this way, compositions as a 
function of position could be determined. The specimens were 
oriented so that the scan would be perpendicular to the axis of the 
dendrites. 

Discussion and Results: 
a.  Chemical Analysis - The results and the general chemical 

analysis are shown in Table II. As can be seen, most of the chemical 
compositions are within the aim chemistry with a few minor variations. 
However, there are two factors which should be discussed regarding 
chemical composition.  The first is that even though the chemical 
compositions are within the aim, a range of compositions does exist 
and this variation has the capability to affect the mechanical 
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properties.  For this reason, a hardenability calculation was made on 
the actual compositions derived for the various heats. As can be 
seen from an examination of the data presented in Tables II and IV, 
there does exist a range of hardenability with the C material ex- 
hibiting the greatest hardenability and the D material the least. 
The ramifications of this variation will be discussed somewhat more 
fully in a later section. 

A second factor involving chemical analysis which should be 
discussed is the distribution of the compositional elements.  In many 
respects, it is the distribution of the elements, rather than the 
nominal composition, which controls mechanical properties. For this 
reason, a microprobe analysis was also conducted on the material as 
previously described. 

d.  Microprobe Analysis - The results of the microprobe 
study for the 5 heats (3 elements) were also examined.  These data 
illustrate the distribution of a particular element in a linear 
scan over the surface.  It was obvious from our examination of the 
data that some of the heats were more uniform in concentration and 
displayed less periodicity than do others.  For example, in examining 
the traces of concentration vs distance, the distinct presence of a 
periodic distribution was quite evident in Heat C. 

In order to determine the variation in uniformity of the 
microprobe data, a statistical evaluation was undertaken using the 
following technique. 

The numerical value of the concentration (counts) was 
determined at each 10 y interval in distance.  The data was then 
analyzed statistically to determine the mean concentration (ex- 
presses as counts) and the standard deviation and variance from that 
mean.  The data are shown in Table V.  The D heat was considerably 
more uniform than any of the others whereas the C heat showed the 
greatest variation in concentration exhibiting the greatest variance 
in all three elements. 

c. Hardenability - The hardenability of each heat, ex- 
pressed as the diameter of an ideal round (Di) is shown in Table II. 
The values range from 14.459 inches for Heat C to a low of 13.334 
inches for Heat D.  It is interesting to note that the low harden- 
ability resulted not from a lack of any single element, but rather 
from the fact that all elements were on the low side of the com- 
positional range.  The significance of the hardenability as a factor 
in determining the obtained properties will be discussed in a later 
section, (Mechanical Properties). 

d. Microhardness - The microhardness data has been sum- 
marized and statistically analyzed.  The summary of these data are 
presented in Table VI.  The data shows that the D heat exhibits the 
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least variation in the microhardness, a fact which is consistent 
with the results observed in the microprobe testing.  This, however, 
was the only heat where a correspondence was observed.  In general, 
the microhardness variance data did not correlate well with the rank- 
ing of the heats on the basis of microprobe tests.  However, when one 
examines the mean microhardness level, one finds that the resultant 
microhardness level is affected both by the alloy level in the heat 
(hardenability) and by the microdistribution of these elements.  For 
example, if one projects the expected microhardness for each heat on 
the basis of the calculated hardenability, it would be expected that 
the C heat would exhibit the highest mean value, whereas in fact, it 
is ranked lower. Conversely, it would be expected that the D heat 
would exhibit the lowest mean microhardness on the basis of its cal- 
culated hardenability.  In reality, the mean microhardness is higher 
than expected. The significance of the finding is simply that a 
higher hardenability can compensate for larger dendrite spacing which 
might occur in melting due to poor control over melt or cooling rates. 

Mechanical Properties:  The mechanical properties of the 5 
heats after forging and tempering at 9750F are shown in Table III. 
Examination of the data also shows that while there is not a signifi- 
cant variation in the yield strength and tensile strength, there are 
large variations in the ductility parameters (Heat E being the poor- 
est) and in impact strength. The data also shows the Heats A and B 
at the top based upon both their impact strength and ductility.  This 
is consistent with their generally high ranking in hardenability, 
dendrite spacing and microprobe distribution. 

Heat E displayed the poorest overall performance exhibiting 
not only the lowest ductility, but low impact values as well. Be- 
cause of the abnormal behavior of this heat relative to the expected 
ductility for this grade material, it was subjected to gas analysis. 
This gas analysis revealed that the oxygen content was approximately 
198 ppm, thereby accounting, in part, for the low ductility and im- 
pact strength. 

After tempering at 11250F, Heats A and B are.still ranked 
at the top of order with respect to impact strength and ductility; 
however, the yield strength level is somewhat lower than Heat C. 

Also, Heats C and D have reversed the ranking from the 9750F 
temper with Heat D now exhibiting superior impact strength at the 
1125°F temper. 

Summary and Conclusions:  A review of the various properties 
obtained on the 5 heats (summarized in Table VII) reveals that a wide 
variation of mechanical properties, more specifically the ductility 
and impact values, is possible even though all heats are within the 
specified chemistry range and are melted utilizing acceptable melt 
practices and procedures. 
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The variables which appear to affect the properties most profoundly 
are the hardenability and the dendrite arm spacing which presumably 
is related to the rate of melting. 

The mean microhardness level was related both to the harden- 
ability for a particular heat and the microprobe distribution of the 
elements, a heat with good hardenability being adversely affected by 
an uneven distribution of the alloying elements, the latter in turn, 
being affected by the melt rate for the heat.  The significance of 
this information is that a higher hardenability would be expected to 
permit a wider variation in the melt rate without adversely affecting 
the mechanical properties.  In summary, all the heats, with the ex- 
ception of Heat E, were within acceptable limits for the alloy under 
study.  Two of the heats, A and B, showed exceptional properties and 
undoubtedly represent the potential of the process for making high 
quality, high strength alloy steel economically. 

296 



*COLANGELO § LESSEN 

BIBLIOGRAPHY 

1. G. Yuasa, T. Yasima, K. Shina 
"Quality Improvement of High Alloy Steels by ESR", Fourth 
International Symposium on ESR, Tokyo, Japan, 1973, pp 229-239. 

2. W. E. Duckworth and G. Hoyle, "Electroslag Refining", Chapman 
and Hall, London, 1969. 

3. R. A. Swift and J. A. Gulya. 
"Property Evaluation of Electroslag Remelted A533B Plate", 
Welding Research Supplement, Dec. 1973,. p. 537. 

4. R. A. Swift, "Electroslag Remelting Improves Properties of 
Plate Steels", Metals Progress, May 1973. 

5. M. Kepka, "Electroslag Remelting of Steel", Dept, of the 
Army Publication. 

6. "Plate Steels Score Breakthrough in Quality" Iron Age, October 12, 
1972. 

7. K. Suzaki, "Production of Cu-Fe Alloy by Electroslag Remelting 
Process", ESR Symposium, Tokyo, Japan, p. 183. 

297 



*COLANGELO § LESSEN 

TABLE I 
MELTING PARAMETERS 

HEAT A B C D E 

Mold Dia. 12" 10" 12" 12" 12" 

Current Type AC AC AC AC AC 

Flux Type CaF2-60% CaF2-60% NA CaF2-60% CaF2-70% 

CaO-12 CaO-12 NA Ca0-10 

A1203-28 A1203-28 NA A1203-30 A1203-30 

Flux wt. (lbs ) 55.5 40 NA 52 

Mold Material Copper Copper Copper Copper Steel 

Current, Avg. (amp) 7180 6300 NA 6000 9200 

Voltage, Avg( volt) 44 47 NA 5 2 32 

Melt Time [min] 136 110 NA 240 172 

Ingot Weight (lb) 1130 960 3200 3415 1250 

NOTE: NA - Not Available 
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ALLOY 

TABLE II 

CHEMICAL ANALYSIS 

Mn Ni 

Aim .30-.35 38-.50 .010 max 2.10-2.35 .010 max 

A .32 .52* .009 2.28 .003 

B .33 .49 .009 2.25 .003 

C .30 .60* .009 2.30 .003 

D .30 .40 .006 2.08 .004 

E .35* .45 .013 2.31 .010 

**Hardenability 
Ideal Round 

ALLOY Si Cr Mo V Diameter (in) 

Aim .25 max • ' 88-1.12 .45-.55 .06-.12 

A .21 .08 .49 .10 14.035 

B .17 .05 .48 .10 13.708 

C .13 .02 .60* .10 14.449 

D .13 .14* .48 .07 13.334 

E .18 .13* .52 .07 13.684 

Outside specified range 
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TABLE III 
SUMMARY OF MECHANICAL PROPERTIES 

(Tempe ;red at 9750F) 

.1% YS UTS EL RA CHARPY (-40oF) 
PRODUCER (PSI) 

172,850 

CPSI) 

191,250 

(%) 

18.1 

(%) 

55.2 

CFt-lbs) 

A 27.4 
B 173,500 189,675 16.1 50.8 24.9 
C 170,500 192,000 15.7 50.4 14.0 
D 169,800 186,800 15.7 49.6 12.0 
E 175,025 191,550 9.3 24.6 14,0 

(Tempered at 1000oF) 

C       169,000   192,300   16.8 54.4         14.2 
D       167,600   186,800  14.7 40.4        18.5 

(Tempered at 1050oF) 

C       164,700   187,300  15.7 49.6        14.7 
D       164,600   182,800  16.8 54.2        23.6 

(Tempered at 1100oF) 

C       159,300   183,200  17.1 55.8        17.5 
D       157,700   172,900  14.3 42.0        41.7 

(Tempered at 11250F) 

A 151,056 164,045 19.3 60.9 59.3 
B 150,752 162,476 18.3 57.9 48.1 
E 149,548 157,463 6.1 11.4 23.8 
C 157,500 181,200 19.1 57.5 19.5 
D 156,100 170,900 17.1 43.5 43.1 
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TABLE IV - EFFECT OF CARBON AND ALLOYING ELEMENTS 

ON HARDENABILITY* (IDEAL ROUND) 

Pearlitic Harden- Bainitic Harden- 
Element      ability Factor ability Factor 

Carbon(:50% Pearlite or bainite 0.338 x % C in./ 0.494 x % C in. 
(almost no pearlite or  0_254 x % C in./' 0.272 x%C in. 
bainite) 

Manganese 

Phosphorus 

Sulfur 

Silicon 

Chromium 

1 + 4.10 x % Mn 1 + 4.10 x % Mn 

1 + 2.83 x % P 1 + 2.83 x % P 

1 - 0.62 x % S 1 - 0.62 x % S 

1 + 0.64 x % Si 1 + 0.64 x % Si 

1 + 2.33 x % Cr      1 + 1.16 x % Cr 

Nickel 1 + 0.52 x % Ni      1 + 0.52 x % Ni 

Molybdenum 

Copper 

1 + 3.14 x % Mo 1 

1 + 0.27 x % Cu      1 + 0.27 x %  Cu 

*After Hollomon and Jaffe (277) 

/ For grain size A.S.T.M. 7 
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TABLE V 
STATISTICAL  EVALUATION OF MICROPROBE DATA 

Heat No. A B 
COUNTS 

C D E 

Mean 
Ni 917.50 848.33 749.44 974.09 860.67 

Mn 867.41 403.89 622.78 417.27 303.33 

Mo 400.00 300.69 155.00 115.00 121.33 

Standard Deviation 

Ni 47.73 

Mn 29.45 

Mo 20.00 

53.50 97.19 45.95 59.55 

32.29 120.86 36.49 57.90 

17.34 53.68 9.49 36.86 

Variance 

Ni 

Mn 

Mo 

2278.57       2862.50 9446.52 

867.41       1042.36       14606.95 

400.00 300.69 2881.25 

2114 09 3545 95 

1331 82 3352 38 

90 .00 1358 81 
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TABLE VI 

SUMMARY OF MICROHARDNESS DATA 

STANDARD 
HEAT MEAN MEDIAN DEVIATION MODE VARIANCE 

A 522 504 20 509 400 

B 494 465 19 475 361 

C 505 504 18 498 324 

D 521 480 10 480 100 

E 459 434 16 438 256 
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TABLE VII 

RANKING OF HEATS BY VARIOUS ATTRIBUTES 

TEMPERED AT 9750F 

UTS C 

.1% Y.S. E 

%B1 A 

%RA A 

Impact A 

Dendrite 
Spacing D 

Microhardness 
Mean A 

Standard Deviation 0 

Hardenability C 

Microprobe D 

2nd 3rd 4 th 5 th 

E A B D 

B A C D 

B C/D E 

B C D E 

B C/E D 

c 

E 

A 

A 

D 

C 

B 

B 

B 

B 

E 

E 

E 

A 

D 

C 
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A FOUR-CHANNEL POLARIMETER TO MEASURE NANOSECOND LASER PULSES 

EDWARD COLLETT, PhD 
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US ARMY ELECTRONICS R&D COMMAND 
FORT MONMOUTH, NEW JERSEY  07703 

INTRODUCTION 

With the advent of nanosecond lasers, new opportunities 
have arisen as well as problems of scientific and military interest. 
One problem is the measurement of the polarization state of nano- 
second laser pulses. We solved this problem by developing a novel 
four-channel polarimeter which simultaneously measures the four 
Stokes polarization parameters of an optical pulse. This design is 
enhanced by proper selection of the polarization state of the trans- 
mitted beam, which makes it possible to determine the ABCD polariza- 
tion matrix of an optical system, using a single optical pulse. 

The polarimeter is automated, has no moving parts, and is 
controlled by a Hewlett Packard (HP) 9825A desk calculator and an 
HP-IB Interface Bus System with an HP 6940B multiprogrammer. 

Two Important factors were critical to the adoption of this 
polarimeter design. The first was the realization that if an optical 
system was illuminated with a nanosecond laser pulse, the traditional 
methods for measuring the polarization state, or equivalently the 
Stokes polarization parameters, are completely inadequate. In order 
to measure the Stokes parameters, four distinct settings of a wave- 
plate/polarizer combination are needed. It is obviously impossible 
to do this in such a short time frame when dealing with nanosecond 
pulses. Since four distinct settings must be made, a polarimeter 
must contain four separate channels in which the wave plate/polarizer 
is preset and permanently fixed. With this design it is then pos- 
sible to determine the Stokes polarization parameters simultaneously. 
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We wish to emphasize, however, that this arrangement allows us to 
measure the Stokes parameters of an optical beam irrespective of any 
time duration of the signal. 

The second important factor in the design of the polari- 
meter was the fact that most optical systems of military interest 
contain only polarizing and phase shifting elements, as we shall show 
in the following sections. This being the case, it is possible to 
show that the 4x4, sixteen-element, Mueller-Stokes polarization 
matrix has only four unknown matrix elements. A, B, C, and D. 
This specialized matrix form is called the AB^D polarization matrix. 
Further analysis shows that if an optical component or system is 
illuminated with either circularly polarized or linearly polarized 
light, each of the detected Stokes parameters is equal to one of the 
A, B, C, or D matrix elements. 

The design and operation of the polarimeter are directly 
related to the polarizing behavior of optical systems. Consequently, 
we first devote several sections of the paper to a detailed mathemat- 
ical discussion of the polarization behavior. 

DISCUSSION 

Mueller-Stokes Matrices for Optical Components 

The basic properties of the Stokes polarization parameters 
have been described in the classic texts by Chandrasekhar and 
Born   and   Wolf. Futher   properties,    as   well   as   their   relation   to 
the Mueller-Stokes polarizatipn matrices, have been treated by 
Shurcliff   and  other authors.   '   ' 

There are three types of optical components that can change 
the state of polarization of an optical beam. These components 
are 1) a polarizer, 2) a compensator (phase shifter), and 3) a 
rotator. In this section we present the Mueller-Stokes matrix for 
each of these components and refer the reader to the referenced works 
for  their derivation. 

Polarizer 

M     .(p   .p  )  -  1/2 pol    x     y 

'P2 
'x 

+ 
2 

py 

2 
px 

2 

-py 

2 
Px 

1 0 

0 

2 
py 

2 
Px + P2 

y 

o 

0 

2p  p 
xry 

0    1 

2p  p 
x y /       , (1) 
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where 0 < p(x,y) < 1. For p(x,y) = 1 we have perfect transmission, 
while p(x,y) = 0 corresponds to no transmission (total absorption). 
For example, p  = 0 for a Nicol prism or Polaroid, so 

^WV^ 0) =p^/2 

1 

1 

0 

0 

Compensator (Phase Shifter) 

I 

M       (40 = 
COMP^ 

1 

0 

0 

0 

0 

1 

0 

0 

1 

1 

0 

0 

0 

0 

COS(}) 

sin(j) 

0 

0 

0 

0 

0 

0 

-sin(|) 

cos^ 

0 

0 

0 /. (2) 

(3) 

where   *    is   the   total   phase   shift   between   the   orthogonal   axes, 
Specifically,   for a  quarter-wave plate,   $ =  Tr/2,   so 

M ( COMPv Tr/2) 

Rotator 

"ROT'26' " 

11 
0 

0 

1° 

1 

0 

0 

0 

0 

1 

0 

0 

0 

cos(26) 

-sin(2e) 

0 

0 

0 

0 

1 

0 

sin(2e) 

cos(2e) 

0 

0 

0 

-1 

0 (4) 

0 

0 

0 

M (5) 

where 6 is the angle of rotation. 
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These expressions are valid only if the axes of the compon- 
ents are aligned with those of the incident beam. If the optical 
device is rotated through an angle 0 then the transformed matrix is 
given by 

M(20) = ^(-26) M MR0T(2e) 
(6) 

It is possible to construct an eigenvector which provides 
a simultaneous diagonal basis for the Mueller-Stokes matrices for 
the polarizer and the phase shifter, but not the rotator. To show 
this, the Stokes parameters are defined in terms of the optical field 
by 

* * 
S=EE+EE=I       +1 

0 xx y    y xx yy 

* * 
Sn=EE-EE=I       -I 

1 x     x y     y xx yy 

* * 
S0   =  EE+EE=I       +1 
I x     y y     x xy yx 

SQ   =   i(E     E     -  E     E   )   =   i   (I       -  I     ) . 
i x     y y     x xy yx (7) 

The eigenvector that allows Eq 1 and 3 to be written 
in a diagonalized form is 

/M 
yy 

xy 

yx (8) 
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and the diagonalized polarization matrices for the polarizer and 
the phase shifter are, respectively. 

WvV 

/   2 

Px 
0 0 0 

0 
2 

py 
0 0 

0 0 p p rx  y 
0 

0 0 0 Px y 
(9) 

and 

M   (<t)) 

1 0 0 0 

0 1 0 0 

0 0 e-i* 0 

0 0 0 
+i e (10) 

where the tild«, ^, stands for diagonalized matrix representation. 
The relation between the diagonalized forms, Eq 9 and 10, and the 
nondiagonalized Mueller-Stokes matrices, Eq 1 and 3, is 

M = 

where 

Mp =  (1/2) 

^     M    % 5 

1               1 0 

1             -1 0 

0             0 1 

0              0 1 

»1 
0 

-1/ 

(11) 

(12) 
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and 

% 
-1 

1 

1 1 0 0 

1 -1 0 0 

0 0 1 1 

0 0 -i i (13) 

The use of a diagonalized matrix representation allows us to write 
the total system matrix for a system with m polarizing surfaces and 
n phase-shifting elements.  This is found to be 

^OL^ 

0 0 0 
Al 

0 
P2 

yl 
0 0 

0 0 p   p 
xl yl 

0 

0 0 0 p   p 
xly 

m 

0 

0 

0 

p p 
x  y 
m m 

0 

0 

0 

p   p   k x  y f 
ml mm' 
(14) 

or 
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m 
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Similarly, 

HcojjpCal- 

0 

n 
exp -i I <i>s 

" \ 

U 

exp -1 E ct)j 

(16) 

In terms of the non-diagonalized Mueller-Stokes matrices, we can then 
write 

m m m m 
,2 TT   T.2 vti+^h     *:*lt~*Jy.. 
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m m 
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and 

0 

r 
McQMpCn) 

V0 

0 

0 
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/ n      V 
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By direct matrix multiplication, the total system matrix is found to 
be 

M - -r x 

n p^ + n P^    n P'- n PL o o 
\ 

n P^- n P^    n P^ n Pyi o 
i-l   i-l    i-i   1-x 

m 
2 n pxipyic 

tm      \ m /m     \ 

-xl   "2
i2l

PxiPyiSlnU1
4)| 

\ 

m m m m 
0 2 n P    P     sin    E  ^        2  n Px Pyico8     E  ^ 

(19) 

The reader should note carefully the form of Eq 19. 

The ABCD Polarization Matrix 

Equations 1, 3, and 19 are seen to have the form 

/ 

M = 

A B 0 0 

B A 0 0 

0 0 C -D 

0 0 D C (20) 

Thus, for the polarizing matrix, Eq 1, we see that A, B, C, and D of 
Eq 20 are 

A = (1/2) (p2+ p2) rx  ry 

C  =  2 p  p rx  y 

B = (1/2) (p2+ pp 

D = 0, 

while for the compensator, Eq 3, we have 

A    =     1,B =  0,C  =  co8<|>,   and D  =  sin^). 

(21) 

(22) 
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Henceforth, Eq 20 will be called the ABCD polarization matrix, or 
simply the ABCD matrix. 

We can show that the following equation holds for the 
Stokes parameters for a perfectly polarized beam: 

2    2   2    2 
S  - S.  +S0  + S- o    1    2    3 (23) 

Using Eq 20 and 23, we readily find that the following relation 
exists between the A, B, C, and D parameters: 

2    2    2    2 
A  = B + C + D , (24) 

In practice, this relation is very useful since it obviously allows 
us to find the fourth matrix element if the other three are known. 
Moreover, the relation can serve as a useful check on all four 
measured or calculated elements. 

Consider that we now illuminate a system described by 
the ABCD matrix with linearly +45 polarized light. The Stokes 
vector for the incident light is {1, 0, 1, 0}. Matrix multipli- 
cation with Eq 20 yields 

r (A B 

U B A 

S2 0 0 

3 / 1° 0 

0    0 

0    0 

-D 

I 0 / . 
(25) 

so 

K 

s' b2 

■d »/ (26) 
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Thus we have the very useful result that if an optical 
system consists only of polarizers and/or phase shifters and if the 
optics are illuminated with linearly +45° polarized light, each of 
the measured Stokes parameters is equal to one of the ABCD matrix 
elements. 

The ABCD matrix elements can also be extracted using right 
circularly polarized light. In this case, the incident Stokes Vector 
is (l, 0, 0, 1} , so 

sol 
S' 

s' 

S' 

A B 0 0 

B A 0 0 

0 0 c -D 

0 0 D c 

1 

0 

0 

1 (27) 

and 

S' 1 

S' 

b2 

s' b3 

-D 

(28) 

We note that D and C are interchanged when Eq 28 is com- 
pared with the result for linearly +45° polarized light, Eq 27. 

The previous analysis assumes that the axes of the trans- 
mitted field and the optical system being illuminated are aligned. 
In general, this is not true. Nevertheless, the A, B, C, D param- 
eters can still be determined. This can be done by transmitting two 
sequential orthogonally polarized pulses. The optimum choices are 
either right and left circularly polarized light or linearly +45° 
and -45 polarized light. The angle of rotation between the axes 
can then be determined and the A, B, C, D parameters found. In 
practice, this operation is always done with the polarimeter. 
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Measurement of the Stokes Polarization Parameters and the ABCD Matrix 
Elements 

We have seen that each of the Stokes parameters is equal to 
one of the ABCD matrix elements for polarizing and/or phase-shifting 
systems. In this section we discuss the measurement of the Stokes 
parameters, or equivalently, the ABCD matrix elements. 

The Stokes parameters of an optical beam can be measured 
by the appropriate positioning of a wave plate followed by a polar- 
izer, set at an angle 9 .  This arrangement is shown below in Fig. 1. 

COMPENSATOR POLARIZER 

Figure 1.  Measurement of the Stokes polarization parameters. 

A straightforward analysis shows that the detected inten- 
sity, 1(0, (J)), is 

1(9,*) = (1/2) [S0+S1cos(29) + S2sin(2e)cos(}) -S3sin(29)sincJ)] , (29) 

where S , S,, S?, and S~ are the detected Stokes parameters, 9 is the 
angle between the horizontal x-axis and the polarizer transmission 
axis, and $ is the phase shift between the orthogonal axes of the 
wave plate. 

The Stokes parameters can be obtained by sequentially 
setting 9 to either 0, 7T/2, or TT/4 and inserting or removing a 
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quarter-wave   plate   in   the    optical   train.       The   respective   detected 
intensities will be 

(30a) 
1(0,   0)   =   (1/2)[SQ+SJ], 

1(77/2,   0)   =   (1/2)[S0-S1], 

I(TT/4,   0)   =   (1/2) [S0+S2] ,   and 

I(TT/4,   ^/2)  =   (1/2) [S0-S3], 

(30b) 

(30c) 

(30d) 

from   which   the   Stokes   parameters   or   the   equivalent   A,   B,   C,   D 
parameters   are  found  to be 

S0  =  1(0,   0)   + 1(^/2,   0) 

51 =  1(0,   0)   - I(Tr/2,   0) 

52 =  21(^/4,0)   -  1(0,0)   -  I(TT/2,   0) 

S0  =  1(0,   0)  + I(iT/2,   0)   -  I(iT/4,  TT/2) 

(31a) 

(31b) 

(31c) 

Old) 

In the measurement shown in Fig. 1, the assumption was made that the 
source of radiation was continuous. This allows time for selective 
setting of the polarizer/wave plate. We can represent the continuous 
beam measurement schematically, as shown in Fig. 2, below. 

Incident Beam Wave Plate/Polarizer 
Single Channel 

>S0' V V S3 

Figure 2.  Sequential measurement of the Stokes 

Thus an incident beam propagates through a single optical train 
(referred to as a single channel), and four sequential settings 
and measurements are then made. 
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It is clear that the CW method for determining the Stokes 
parameters for a nanosecond pulse is inappropriate, and, therefore, a 
different arrangement is required. This can be accomplished by 
introducing four separate channels, which correspond to each of the 
equations in Eq 30 . This four-channel polarimeter, shown in Fig. 3, 
permits the simultaneous measurement of the Stokes parameters. A, B, 
C, and D elements. 

1(0,0) 

I{*/4.0M 

Figure 3.  Parallel measurement of the Stokes 
polarization parameters. 

A  quarter-wave  plate   is   placed   over   the   fourth   channel,   KTTM,   T/2) . 

The   arrangement   shown   in   Fig.    3   can   be   schematically 
represented by 

Incident Beam Wave Plate/Polarizer 
Four Channels 

r 
>s 

-^s 

"U 

Figure 4.  Configuration of the four-channel analyzer. 

We emphasize that this arrangement of the polarimeter has no moving 
parts and, therefore, allows either continuous or pulsed polarized 
radiation to be measured. Because we actually use the polarimeter to 
measure the ABCD parameters, the polarimeter is known as either the 
four-channel polarimeter or the ABCD polarimeter. 
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In the following and final section we describe the imple- 
mentation of the polarimeter and its integration into an automatic 
measurment system. This is done using an HP 9825A desk calculator 
and a Hewlett-Packard Interface Bus System, in conjunction with 
the HP 6904B multiprogrammer. 

Computer Interfacing in the Four-Channel Polarimeter 

During the past decade there has been remarkable progress 
in the development of minicomputers, desk calculators, and interfac- 
ing equipment. In view of this fact and the large amount of data to 
be collected and analyzed, the Hewlett-Packard 9825A desk calculator 
was selected to operate the four-channel polarimeter. 

The interfacing between the calculator and the polarimeter 
was accomplished using the Hewlett-Packard Interface Bus System 
(HP-IB). Briefly, the HP-IB transfers data and commands in parallel 
between the components of an instrumentation system and the HP 
9825A calculator. There are 16 signal lines, of which eight are 
data input/output (I/O) lines reserved for the transfer of data 
and other messages in a byte-serial, bit-parallel manner. The 
remaining eight signal lines are used for data byte transfer control 
(3) and general interface management (5). 

In order to provide even greater flexibility, Hewlett- 
Packard has developed a general laboratory instrument known as the HP 
6940B multiprogrammer. The system is placed in parallel on the 
HP-IB. This device allows a wide choice of measurements or instru- 
ment controls to be made. The HP 6940B multiprogrammer holds up to 
15 plug-in cards for various purposes; e.g., control of stepper 
motors, voltage monitoring, relay control, etc. In our system, an HP 
693330A relay card was inserted into the multiprogrammer and used 
to sequentially open and close relays connecting the detector/ 
amplifiers to a digital voltmeter. 

While a voltage monitor card is available for use in 
the multiprogrammer and permits readings of 150 times per second, 
it is limited to 12-bit analog to digital conversion. Since reso- 
lution is of greater interest than speed, an HP 3490A digital 
voltmeter, which has a resolution of 1 microvolt on a 100-millivolt 
scale, was used on the HP-IB. Because of this much greater resolu- 
tion, the number of readings per second, however, is reduced to 5 per 
second. 

Finally, the HP-IB Interface Bus uses an 8-bit ASCII 
coded output.  This must be converted to the HP 6940B multiprogrammer 
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16-bit format.  In order to make this conversion, an HP 595000A inter- 
face unit must be used between the calculator and the multiprogrammer. 

We pointed out earlier that the configuration of the 
four-channel polarimeter can be used with a CW optical source as well 
as a pulsed optical source. A description of the CW mode will be 
given first. 

To illustrate the basic technique of determining the 
Stokes parameters, a block diagram of the four-channel polarimeter 
and the computer/interfacing is shown in Fig. 5. Several versions of 
the four-channel optical head were built, using Polaroids initially 
and precisely mounted calcite prisms and quarter-wave plates later. 
Each Polaroid was cut from the same sheet, and each channel nor- 
malized to the first channel. The same was done to the detector/ 
amplifier channels. The alignment of the Polaroids was measured to 
be within 10' of arc, while the calcite prisms polarizers were 
measured to be within 2' of arc. 

Optical Source 
Pulsed or CW 

Test Optics 

HP 9862A 
Plotter 

I 
HP 9825 
Calculator 

^ 

4 Channel 
Polarization 
Analyzer 

HP Interface 
Bus 

HP 69408 
Multiprogrammer 
Relay Card 

HP 59500 
Interface 

HP 3490 Digital 
Voltmeter 

Figure 5.   Block diagram of the computer-controlled polarimeter. 

The four channels of the optical head were uniformly 
illuminated, detected, and converted from a current to a voltage 
signal, using UDT 101A transimpedance amplifiers. By programming 
the calculator, each relay was closed for N seconds, and a maximum of 
five readings per second was made on each channel.  This was done for 
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all four channels and the measured data were then stored in the 
calculator. At the end of the read cycle, the average intensity 
reading in each channel was determined and converted to the Stokes 
parameters, or equivalently, to the A, B, C, and D parameters. The 
results were then printed out on an HP 9871A impact printer. In some 
instances it was more useful to display the corresponding polariza- 
tion ellipse, using an HP 9862A plotter. At a future date a CRT will 
be used to speed up the data presentation. 

The system configuration for a pulsed source is similar to 
that of the CW operation. The difference is the increase in complex- 
ity of the detection circuit. Fig. 5, and the addition of an HP 
69434A Event Sense Card and an HP 69600B Programmable Timer Card in 
the multiprogrammer. 

The detection circuit converts the nanosecond pulse 
current' to a voltage that is held by the peak detector. The laser is 
fired once per second, and a trigger is sent to the Event Sense Card. 
The output of this card initiates the calculator for reading each of 
the relays. Each relay is programmed to be closed for 100 millisec- 
onds and sequentially read at the beginning of each 200-millisecond 
interval. All four relays have then been read at the end of 800 
milliseconds. During the last 200 milliseconds of the 1-second 
cycle, a single 1-millisecond pulse is sent to field effect transis- 
tors from the HP 6900B Programmable Timer Card. This pulse dis- 
charges the capacitors in the detection circuit. Finally, after the 
laser has fired N times, usually taken at N-20, the data are averaged 
and the A, B, C, D parameters printed out. 

CONCLUSIONS 

We have shown that a four-channel polarimeter can be used 
to determine the polarization characteristics of optical components, 
systems, and other related phenomena. While the primary purpose of 
the four-channel configuration is to measure the four Stokes polar- 
ization parameters in a nanosecond duration, there is an additional 
benefit to the design. This is shown by illuminating an optical 
system with right circularly polarized light or linearly +45 
polarized light. Each of the measured Stokes parameters is then 
equal to one of the unknown A, B, C, D matrix elements. In many 
situations of military interest this property could be invaluable. 

The development of the polarimeter described in this 
paper evolved from the recognition that all optical beams carry 
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polarization information. If this information is processed in 
real time in the manner described, then it may be possible to pro- 
vide significantly improved performance of military systems. 
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INTRODUCTION 

Typical electromagnetic shielding problems involve the calcu- 
lation of the time-dependent electric or magnetic field penetration of 
electrically conducting media.  Two material properties which enter 
into such calculations are the electrical conductivity o  and the 
permeability y.  In most cases the electrical conductivity does not 
significantly vary with electromagnetic field level and can be re- 
garded as a constant for a given material.  In nonmagnetic materials 
the permeability is also independent of field level and has the value 
for free space (vacuum) yo = ^ x 10-^H/m.  For media whose material 
properties are independent of the applied electromagnetic field level, 
the partial differential equations which govern electromagnetic field 
propagation are linear.  The analytical theory for electromagnetic 
field calculations in media with constant permeability has been well 
developed and extensive analyses exist.  In fact, quite often the 
exact analytical solution can be achieved by any one of a number of 
standard linear mathematical techniques. 

On the other hand, ferromagnetic materials, which are common- 
ly used in electromagnetic shield fabrication, not only have a permea- 
bility that is dependent on the magnetic field strength H but also 
exhibit the phenomenon of saturation.  Although ferromagnetic 
materials usually have relatively large (in some cases relatively 
enormous) permeabilities compared to nonmagnetic materials, the perme- 
ability can be greatly reduced if the material is driven into satura- 
tion.  For these materials the partial differential equations which 
govern electromagnetic field propagation are nonlinear and 
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considerably less amenable to analytic solution.  Due to the difficul- 
ties associated with the nonlinear partial differential equations 
which arise in this case, relatively few analyses are available so 
that it is difficult to assess the effect of a variable permeability 
on the time-dependent electromagnetic field penetration. 

This study examines the time-dependent penetration of a step 
increase in magnetic field strength H into a semi-infinite conducting 
medium having a permeability which varies with magnetic field 
strength.  The medium is considered to be isotropic, homogeneous, and 
initially demagnetized.  The medium at any point is presumed to follow 
its initial magnetization curve for which a simple approximation is 
assumed.  The analytical approach consists of mathematical analysis 
supplemented with numerical calculations.  The problem can be simpli- 
fied from one involving a second order nonlinear partial differential 
equation to one involving a second order nonlinear ordinary differen- 
tial equation utilizing a simple transformation of variables.  Al- 
though a formal parametric representation of the solution of the 
second order differential equation is considered, a simple closed form 
solution in terms of elementary functions does not seem to exist. 
Hence several analytical techniques, as well as numerical calcula- 
tions, have been employed to deduce properties of the solution. 

MATHEMATICAL FORMULATION OF THE PROBLEM 

The propagation of electromagnetic fields in a conducting 
medium (where the displacement current can be neglected) is governed 
by the equations 

V x I - - B (1) 
o t 

and 

V x H = aE , (2) 

where E is the electric field, H is the magnetic field strength, and 
B is the magnetic flux density.^ In a^homogeneous and isotropic 
medium, it can be assumed that B = B(H) , i.e., that the magnetic flux 
density is a function of the applied magnetic field strength and is in 
the same direction.  With the differential permeability defined as 
lid(H) = 9B/3H, (1) can be written as: 

V X « - - PdCH)| . (3) 

Consider a homogeneous, isotropic, conducting medium of semi- 
infinite extent (x > 0).  In the present problem it is presumed that 
the medium is initially demagnetized, and at time t = 0, a step in- 
crease in magnetic field strength in the y direction occurs at the 

324 



CROISANT & NIELSEN 

surface x = 0, e.g., as the result of an Imposed surface current in 
the z direction. 

Since it is presumed that H = H (x,t)y, the propagation of 
the electromagnetic fields following the onset of the step increase in 
H (x,t) is governed by the equations 

3Vx'^   , (H ^V*'0 

9x  = ^V-^TT-  ' ^ 

dE   (x,t) 

8 = aE (x,t) . (5) 
x       z 

By eliminating Ez(x,t) from (4) and (5), it is found that the partial 
differential equation governing the penetration of H (x,t) is 

d2n  (x,t)      SH (x,t) 

I  2    = ^d(H)^^— • ^ 
dx 

In general, B(H) = y0[H + M(H)], where M(H) is the magnetization.  As 
H is increased from zero, y^CH) usually starts from an initial value 
M± (Uf is usually larger than y0), increases to some maximum value, 
and then decreases to y0 as the material undergoes saturation.  In 
many cases before saturation, the variation of B with H [hence the 
variation of y^H)] is primarily due to M(H) .  In this study it is 
assumed that over the range of interest B(H) can be represented by the 
simple approximation 

B(H) = Bs[l - exp(-H/Hm)], 

where Bs represents a saturation value for B and Hm is a parameter 
which indicates the shape of the magnetization curve for the medium. 
With this representation of the magnetization curve, 

yd(H) = y. exp(-H/Hm) , 

where yi = Bs/Hm is the initial slope of the B-H curve.  The variation 
of B(H) with H is shown in Figure la and the corresponding variation 
of y^CH) with H is shown in Figure lb.  For large H, y^CH) actually 
approaches y0 as a lower limit; hence this simple representation is 
appropriate as long as yi exp(-H/Hin) > y0 over the range of H under 
consideration. 
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FIGURE lb    jUd(H)   VS.   H 

The present problem, therefore, requires the solution of the 
nonlinear partial differential equation 

3 H (x,t) 8H (x,t) 

1— = aiJi exp(-H/V (7) 

subject to the initial condition 

H (x,0) = 0 

and the auxiliary conditions 

and 

H (0,t) = H 
7        o 

H (^.t) = 0 
y 

(8) 

(9) 

(10) 

The electric field can be determined from the solution to the above 
problem by noting from (5) that 

, 9H (x,t) 
E (x,t) = A^  z  '    a   3x 

REDUCTION IN THE NUMBER OF INDEPENDENT VARIABLES 

(11) 

Using an approach similar to that used for nonlinear diffu- 
sion phenomena analysis, the number of independent variables appearing 
in the problem can be reduced by the transformation 
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H (x,t) = H(0;  ? = -y12^ • 
y z /t 

The new variables are introduced by evaluating the partial 
derivatives in terms of the new variables and substituting these 
quantities into the original partial differential equation.  On 
calculating the partial derivatives it is found that 

^y^0 _ H dH(o _ ^i dH(o , 
3x      8x dl, r—    dj; 

^y^-^   92C dH(C) , /3C\2 ^  (g)   ^i d2H(0 

9x2    " 8x2 d^    W   dC2     4t dC2 

and 

8Hy(X,t)   _   ^  dH 1  taiJi     x      dHCQ 1   ^  dHCQ 
3t '  9t d? "       2     2 3/2     d^        " " 2 t    d? 

Upon substituting these quantities into (7) and cancelling a factor of 
ay.Mt, it is found that the magnetic field strength satisfies the 
equation 

^f = - 2? exp(-H/H ) ^ , (12) 
dc2 In    Q? 

in which the variables x and t no longer appear explicitly.  The 
electric field is related to H(0 by 

a &     dc UJ; 

in which a factor of /t appears.  Noting that both x = 0 and t = ^ 
imply that ^ = 0 and that both x = o0 and t = 0 imply that ? = 0O, it 
follows from (9) that 

H(0) = H (14) 
o 

and from (8) and (10) that 

H (") - 0 . (15) 

For computational purposes, it is convenient to normalize the 
problem in terms of H .  With 

o 
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F(C) = H(C)/Ho = H (x,t)/Ho , (16) 

the problem has been reduced to solving the nonlinear second order 
ordinary differential equation 

2 
d F dF 
^-f = - 2C exp(-aF) ^ (17) 
dC2 dC 

subject to the conditions 

F(0) = 1 (18) 

and 

F(oo) = 0 , (19) 

where a = HQ/HJJ,.  Having solved for F(^) , the electric field can then 
be evaluated from the relation 

o /  1 

ANALYTICAL ASPECTS OF THE ORDINARY DIFFERENTIAL EQUATION 

Classical Linear Solution 

In classical analyses of electromagnetic field penetration, 
it is assumed that the permeability is constant, which corresponds to 
a = 0 in the present investigation.  For a = 0 the problem reduces to 

^f = - 2C -^ (21) 
dc2 dc 

subject to conditions (18) and (19).  This equation can be integrated 
in a straightforward manner, to obtain the classic solution 

F(0 = 1 - erfCC) , (22) 

where the error function is defined as 

?   C      2 
erf(C) = — / exp(-C1)dC1 . 

It follows immediately that 

dF(c)     2   , 2. ,n^ 
d'  = - — exp(-C ). (23) 

nr 
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Formal Solution of the Nonlinear Problem 

Most of the standard linear techniques are of relatively lit- 
tle use in achieving an exact solution in nonlinear cases (a / 0); 
however, in the course of an investigation of a related problem in non- 
linear diffusion phenomena, Fujita [1] found a formal solution which 
can be directly adapted to the problem presently under investigation. 
The problem is satisfied with F and £ being given by the parametric 
representations 

= f /0^1 " ^1>] 

-1/2 

dC, (24) 

C = 

r 5 ~1,2 

exp 1/ |£* - 6£n(?1)
2J   dqj , 

(25) 

where the derived quantity 3 is related to the given quantity a by 

-1/2 

a - 2 / UJ - e£n(^) <£, (26) 

The parametric representation of dF/dC can be evaluated from 

dF m  (dF^^ 
dc w'Mr 

a6 1/2 
5 exp \ - 

5r 

0 
%1 -  6An(5 ^']"1/2-1)- 

(27) 

The parameter ^ (0 <. ^ <. 1) relates a value of F to the 
corresponding value of T,.     (Note that 5 = 0 implies t, = <*>  and F = 0, 
while C = 1 implies 5=0 and F = 1.) To evaluate F versus C» a value 
of ^ is selected and the value of F and the corresponding value of Z, 
are evaluated.  The integrals appearing in the formal solution do not 
appear to be evaluated in closed form, thus numerical integration 
seems to be required; however; the above representation offers the 
advantage of allowing the computational effort to be directed to the 
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very accurate calculation of the solution at only a few points, or one 
point for that matter, since the knowledge of intermediate points is 
not required.  Of special interest is dF/d? evaluated at C = 0 where 

dF(0)      4 

^   " " a31/2 
exp(-a/2) . (28) 

In addition to its relation to the electric field at x = 0, the cal- 
culated value of dF(0)/d^ can be used to transform the problem from a 
two-point problem (with a condition at x = » as well as one at x = 0) 
to an initial value problem (with both boundary conditions specified 
at x = 0).  Such a transformation is often useful from a computational 
standpoint. 

Taylor Series Expansion of the Solution 

If F(0 was a known function of X,  and if F(0 and its 
derivatives were continuous, then F(?) could be expanded in a Taylor 
(Maclaurin) series about C = 0 

m=0  d^ d^ 

where F and its derivatives are evaluated c; = 0.  For example, the 
solution (22) to the linear case (a = 0) has the series representation 

00   ,   nXn^2n+l 0 r3 5 
F(0   ^  1 " T    ^   (2n+l)n!     '  1        /- ^       3    + 5-2!        ' ' ^   ' 

/TT n=0 /rr 

A series expansion approach can also be used to develop the 
solution ¥(0   from the second order differential equation.  If F(0) 
and dF(0)/dC are given as boundary conditions, then the approach is 
straight-forward since the second and higher order derivatives can, in 
principle, be determined from successive differentiation of the second 
order ordinary differential equation.  Although F(0) is one of the 
auxiliary conditions in the problem presently under investigation, it 
is evident that a difficulty arises because the second condition F(°°) 
= 0 is specified at C = ^  For this reason we are led to consider 
the associated initial value problem 

^f = - 2C exp(-aF) § (29) 
d? 

subject to 

F(0) = 1 (30) 

330 



CROISANT & NIELSEN 

and 

dF(0) 
= Y » (31) 

where y is to be chosen such that FC00) = 0.  This value for y can be 
computed from Eq. (27). 

The second derivative can be determined directly from (29) 
from which it follows that 

d2F(0) 

cc2 
= 0 

The third derivative can be found by differentiation of Eq. (29) 

dF d3F 

dC 
2 j exp(-aF)f + c^ exp(-aF) 

d^ 
(32) 

from which it follows that 

d3F(0) 

dc3 
2 y exp(-a) . 

Differentiating (32) and evaluating the result at ^ = 0 yields 

d4F(0) 

d?4 
■2ay exp(-a) 

Similarly, it is found that 

d5F(0) .23 /     x        -.o, /ON  -r—^ = -6a y    exp (-a)  4  12Y  exp (-2a)   . 
d? 

The approach could, in principle, be extended indefinitely; however, 
in practice it becomes rather tedious after the first few terms. 

To fifth order terms the solution F(^) is given by 

F(C) - 1 + y? " Y e3P("a) C3 + aY e7("a) C4 

2 3 
2y exp(-2a) -ay exp(-a)  5 

20 <;+... (33) 
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The series representation (33) can be used to calculate  F(0 for small 
values of ?. 

In the study of pulse penetration it is frequently of 
interest to know the time that it takes for the fields at a certain 
point to rise to a given value- For this purpose a convenient 
manipulation is the reversion of series.  Given a series for the 
dependent variable y in terms of the independent variable x, 

2    3    4    5 
y = ax + bx + ex + dx + ex + .,. . 

Using a reversion of series one can write x as a function of y: 

2    1    A    s x = Ay + By + Cy + Dy + Ey + 

where 

A=l. R__b_. r_ 2b - ac  _  5abc - ad - 5b 
A  a ' B "   3 ' C 5  ; D =  7  5 

a a a 

^2      2 2     4      9    1 
E „ 6a bd + 3a c + UhH -  21ab c - a e , 

9 ; ... - 
a 

For example, the classic linear  solution (22) can be rewritten as 

(1_F) = !_ y  (-I)0  c2n+l _ 2_     ?! . Ci     . 

A reversion of series yields 

which is suitable for calculating the value  of ? at which the solu- 
tion F(C) has a specified value for small values of (1 - F) (which 
implies small ?)- 

Equation (33) can be rewritten as 

(1 - F) - -YC + X^EizoI ^3 _ <*£ exp(_aK4 

2 3 _ 2y exp(-2a) -ay exp(-a) 5 
20 C + ••• • 
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A reversion of series yields 

C - i f (1 - F) + ^50(1 - F)3 + a  exP^) (1 - F)4 
Y L 3Y2 6Y

2 

(1_ a  exp(-a) _ 7_ exp(-2a)        5 J    1 K20 2     30   41  ) (1 - F) + ... 

which can be used [for small values of (1 - F)] to examine the varia- 
tion with a of the value of C at which F(0 has a specified value. 

NUMERICAL CALCULATIONS 

For a specified value of &  the corresponding value of a can 
be computed by numerical integration of (26) and the value of dF(0)/d? 
- Y can be calculated from (28).  Some numerical calculations were 
performed and the results are shown in Table 1. An examination of 
Table 1 reveals that rather large changes in B correspond to relative- 
ly small changes in a.  This situation can make it difficult to 
determine the value of B which corresponds to a specified value of a. 
On the other hand, it is evident that dF(0)/dC = Y exhibits a 
relatively moderate variation with a.  While a varies in the range 
0 ^ a < «> , Y varies in the range - 2//jf < y < 0.     This moderate 
variation makes it possible to accurately represent Y as a function 
of a  using the regression equation 

dF(0) _i o o 
-^— = Y = - 1.1284 + 2.0490 x 10 ^ - 3.4426 x 10"V 

+ 4.4139 x 10"3a3 - 4.1562 x 10~V 

+ 2.7025 x 10~5a5 - 1.0736 x 10"6a6 

+ 0.9395 x 10"7a7 - ... , 

which provides a convenient means of evaluating Y for 0 < a < 10. 

The variations of F and dF/d? with ? were calculated for a = 
0(B - «). a - 2(3 = 3.959 x 10-1). and a = 5(B = 5>922 x 10-3)  aad  are 
shown in Figures 2a and 2b.  The magnetic field strength H can be 
determined from (16) and the electric field from (20).  In shielding 
applications, the time variation is often of interest; therefore the 
variations of F and dF/d? with 1/^2 are shown in Figures 3a and 3h 
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Table 1 

Numerical Calculations of a and dF(0)/dC.* 

dF(0) 

5 x 10 

1 x !(/ 

5 x 10" 

1 x 10"' 

5 x 10^ 

1 x 10' 

5 x lO3 

1 x 10] 

5 x 10 

1 x 10 

5 x 10 

1 x 10 

5 x 10 

1 x 10 

5 x 10 

1 x 10 

5 x 10 

1 x 10 

5 x 10 

1 x 10 

0 

0 

-1 

-1 

-2 

-2 

-3 

-3 

-4 

-4 

-5 

-5 

0 

0.0112 

0.0249 

0.0351 

0.0773 

0.1083 

0.2326 

0.3197 

0.6424 

0.8475 

1.5058 

1.8681 

2.8683 

3.3552 

4.5797 

5.1378 

6.4838 

7.0801 

8.4931 

9.1115 

10.5651 

d? 

/v^r 

-1. 1260 

-1. 1233 

-1. 1212 

-1. 1127 

-1. 1066 

-1. 0825 

-1. 0662 

-1 0098 

-0. 9769 

-0, 8847 

-0 8414 

-0 7432 

-0 7043 

-0 6255 

-0 5965 

-0 .5392 

-0 .5183 

-0 .4767 

-0 .4612 

-0 .4300 

*The calculations were performed on a CDC 6600 computer using simple 
trapezoidal numerical integration. 
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CONCLUSIONS 

In the linear case (a = 0), the solution F(0 is linearly 
scaled by H0 and the shape of the solution F(0 remains unchanged. 
Examination of the preceding analyses and numerical calculations 
reveals that the nonlinear case is more complicated.  As might be 
expected, the results in the nonlinear case may not be simply scaled 
in the usual linear fashion.  Although by the nature of the problem 
the final value HQ is the same, the manner in which this value is 
approached depends on the value of HQ.  The variation in permeability 
with applied magnetic field strength in the present problem results 
in a more rapid penetration of the medium by the magnetic field.  In 
other words, at a given position in the medium, the magnetic field 
strength H will reach a given percentage of the applied field HQ in a 
shorter time.  Alternatively, at a given time the point at which the 
magnetic field strength has a prescribed value will have penetrated to 
a greater distance.  In addition it is evident that for a given value 
of the parameter a the solution F(?) at some C = c will have the same 
value for all combinations of x and t which are related by ^ = c. 
This indicates that if a certain value for the magnetic field strength 
H has reached location x at some time t, then the same value of H will 
occur at some location x' = ax at some time t' = a2t.  It might be 
pointed out that for a given a, the solution F(^) will have reached a 
prescribed value Fp at some Cp-  Thus, one can consider a "penetration 
thickness" 

6 = C (2//oiii.)/t" 

beyond which the magnetic field strength has changed by less than 'p* 
percent of H0.  For example, the linear solution (22) has a value less 
than 0.01 when the error function argument is about 2.  If it is 
necessary to calculate the electromagnetic fields in a shield of 
finite thickness, then the solution F(z;) will be a good approximation 
if the "penetration thickness" is small with respect to the shield 
thickness. 
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UTRODUCTIOl 
Laser ProLes and Combustion Chemistry 

The application of lasers to the study of combustion processes 
offers a wealth of information of diverse kinds. Many of these new 
techniques - in particular laser-excited fluorescence, ordxnary Raman 
scattering, and coherent anti-stokes Raman spectroscopy - are.aimed at 
the measurement of concentrations of individual molecular speeds at 
partial pressures ranging from several atmospheres down to 10 
torr (1) The use of scanning lasers permits one to map out energy^ 
level population distributions within ground electronic states, with 
an ease and accuracy previously possible only for excited states. 
From such information can be obtained temperatures corresponding to 
different degrees of freedom. Measurement of laser absorption line- 
shapes within flames provides data on energy transfer rates and trans- 
lational temperatures. The recent successful observation of two- 
photon excitation of la in a 1-atm pressure flame(2) suggests numerous 
possibilities for probing those species now inaccessible by present- 
day commercial available lasers with one-photon excitation. 

The use of the full arsenal of these laser techniques so far 
demonstrated would provide a nearly complete experimental characteri- 
zation of a process undergoing combustion.  Of course, the use of 
lasers means, almost necessarily, a high degree of spatial resolution: 
focusing to 100 V  beam diameter is generally easy. Pulsed lasers of 
various types yield concomitant temporal resolution down to several 
nsec.  Consequently spatial profiles, over time periods unblurred by 
turbulence, can be obtained for these quantities of interest.  It 
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should be noted that, in addition, laser probes are non-perturbative. 
That is, they introduce no physical barriers into the gas flow or 
provide surfaces which could cause heterogeneous catalysis influencing 
the chemistry.  Although the presence of particulate matter can be a 
serious problem, extremes of temperature and pressure offer no 
hostility to the laser beam itself. 

The field likely to benefit most from this detailed picture is 
that of combustion chemistry.  The information on transient, reactive 
species will provide the key to the mechanistic chemical kinetics here- 
tofore usually only inferred from the composition of final products. 
Data on state distributions will directly address the questions of 
disequilibrium in combustion systems, widely recognized as existing 
but seldom accounted for in mechanistic schemes.  In fact, this combi- 
nation of experimental probes using laser-based techniques together 
with theoretical chemical kinetic modelling on modern large computers 
has been heralded(3) as promising - finally - significant advancement 
in the enourmously complex problem of the chemistry of combustion 
An understanding of the chemistry pertinent to ballistic systems will 
undoubtedly require such models tied in detail to copious laser-based 
experiments (as well as measurements with other techniques) under con- 
trolled laboratory conditions and proven by agreement with the neces- 
sarily more limited data available on real systems. 

Nearly all of the currently available laser probe methods rely on 
the scattering or emission of light as the mode of detection.  While 
this can be a highly sensitive method under many conditions, there are 
other situations in which it is less suitable.  For example high 
excited state quenching rates reduce the degree of emitted fluores- 
cence, and Raman-scattered photons could be absorbed by some inter- 
fering molecular species.  One recent alternative method is the opto- 
galvanic effect, (1+) in which the yield of collisionally produced ions 
is enhanced by promotion, using laser excitation, to excited elec- 
tronic states lying nearer to the ionization continuum than does the 
ground state. 

Opto-Acoustic Pulses 

We discuss here another means of detection of the absorption of 
laser radiation by individual species in a flame environment:  the 
production of opto-acoustic pulses in a flame at 1-atm pressure.(5) 
The flame is seeded with alkali atoms and a pulsed laser is tuned to 
the appropriate absorption line.  While some of the electronically 
excited atoms fluoresce, the vast majority lose their energy by colli- 
sion with other gases present in the flame.  This energy ultimately 

338 



CROSLEY 

(though rapidly) is converted into translational kinetic energy of 
the flame gases, producing a pulsed pressure wave which expands from 
the region illuminated by the laser.  This sound wave is readily 
audible to an observer in the vicinity of the burner.*  Quantitative 
measurements are made using a microphone, and show that the technique 
is very sensitive and accurate, and perturbs neither the gas dynamics 
nor chemical kinetics of the flame. 

Now the opto-acoustic effect in general, viz.,   the conversion of 
optical to acoustical energy through absorption and collisional quench- 
ing, has long been known as a means of sensitively detecting the 
absorption of radiation.  What is here newly demonstrated is the 
nature of its occurrence following pulsed excitation, and the exist- 
ence of the effect under in situ  conditions on a 1-atm pressure flame 
burner (in contrast to the typical mode of operation using specially 
constructed cells at low pressure). 

In addition to exploiting its detection capabilities, we have 
also utilized the effect to perform measurements of the speed of sound 
within the flame on a spatially resolved basis.  These data provide 
information on the translational motion of the flame gases.  This 
aspect may prove especially useful for environments too hostile to 
insert thermocouple probes or processes too rapid to obtain usable 
thermocouple response. 

Finally, we note that the form of the pressure wave appears to 
contain information concerning density gradients within the flame, and 
may be influenced by bulk energy transfer within the flame gases. 
However, we have not pursued these possibilities in a quantitative 
manner in this study. 

* 
In fact, a typical mode of locating the Na or Li resonance lines 

within the lab has become tuning the laser while listening for the 
sound wave produced when on resonance. 
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CHARACTERIZATION OF THE EFFECT 
Experimental Details 

The overall experimental arrangement is depicted in Fig. 1.  The 
flame utilized in the experiments is an approximately- stoichiometric 
mixture of C2H2 and air, seeded with Na atoms.  (However, the genera- 
tion of opto-acoustic pulses has also been accomplished using Li in 
the C2H2/air flame, and with Na in a Ch./air flame).  This is burned on 
a standard burner used for atomic absorption analytical measurements, 
so that the Na may be introduced by aspirating Nal solution.  The Na 
atom number density was typically of the order of 10-10 cm as 
determined from both absorption and absolute fluorescence intensity 
measurements.  The primary reaction zone at 1 atm extends only a few 
mm above the burner surface.  The experiments are carried out at 
heights ranging from 0.5 to 3 cm above the surface, that is, in the 
region of the secondary reaction zone containing partially combusted 
gases. 

The laser used is a Chromatix CMX-^, a commercially available 
flashlamp pumped tunable dye laser having a pulse duration of 1 psec. 
Although the laser is capable of delivering 10 mj/pulse in the region 
of the Na resonance lines, it was here operated typically at < 1 mJ/ 
pul|e.  The bandwidth is nominally 3 cm  and can be narrowed to 0.l6 
cm  by insertion of an etalon.  (in a separate experiment, not 
further described here, opto-acoustic pulses have also been observed 
with a N2-laser-pumped-dye laser.  The 5 nsec pulse lengths available 
with this instrument* offer useful versatility with the technique). 

Fig. 1.  Experimental arrange- 
ment.  The laser scanner, and 
a spectrometer often used for 
fluorescence observations, are 
not shown. 
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The laser is focused to a few mm beam diameter and directed into 
the flame at a spot ~ 2 cm ahove the burner surface.  When the laser 
is tuned to either of the two components of the 3 P-3 S transition in 
Na, the energy released in the quenching of the resonantly excited 
3P state produces a pressure wave which propagates outward from the 
region illuminated by the laser.  This sound wave is detected by a 
condenser microphone located ~ U cm from the flame.  After amplifica- 
tion, the microphone signal is fed to an oscilloscope and to a boxcar 
(gated) integrator, both of which are triggered by a pulse from a 
photodiode detecting the laser pulse itself.  Fig. 2 is a recorder 
tracing of the amplitude of the pressure wave signal vs. laser fre- 
quency.  The laser is operated here in its narrowed mode and auto- 
matically scanned over the wavelength region which includes both 
doublet components.  (The spikes marked 'etalon reset' are artifacts 
of the scanning sequence.)  It is clear that the pressure waves result 
from the resonant electronic excitation and not from some other mode 
of laser energy deposition within the flame gases. 

Magnitude of the Effect 

We here calculate the amplitude of the pressure wave, given a 
simple picture of its formation, and compare the result with a 
measured value.  The reasonable agreement achieved lends confidence to 
the physical picture, and shows that the pressure wave should not per- 
turb the flame to any noticeable degree. 

We consider a particular (though typical) experiment in which the 
Na absorbs 0.22 mJ from a single laser pulse, as the beam transverses 
a 1 cm path through the flame with a beam diameter of 1.5 cm.  Over 

of this energy is quenched; we assume that it immediately (on the 
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Fig. 2.  Opto-acoustic pulse signal as a function of laser frequency. 
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time scale of the laser pulse duration) is converted to translational 
energy* so that the illuminated region is effectively locally heated. 
This energy will then begin to spread into the surrounding regions of 
the flame.  However, the laser pulse length, equivalent to a heating 
time, is shorter than the time it takes sound to traverse the heated 
region.  Thus it is possible that a shock wave of very small amplitude 
is initially formed; if so, it soon degrades into a pulsed pressure 
wave. 

The flame gases are assumed diatomic here, with a density approp- 
riate to 1 atm and the flame temperature (from speed of sound measure- 
ments described below) of 2300oK.  The irradiated volume of 1.75 cm 
thus has a heat capacity of 0.3^ mJ/degree and is heated 0.6i+oK.  This 
is a truly negligible amount of heating compared with the temperature 
of the flame gases themselves. 

A pressure rise of 0.22 torr within the heated volume is calcu- 
lated using the ideal gas law.  This would produce an amplitude of 
0.044 torr at the position of the microphone.  (The expected inverse 
dependence on distance is verified by experiment; see Fig. 3.)  The 
actual measured value** is 0.13 torr.  In view of some contributions 

l2r 

Fig. 3.  Dependence of 
pressure wave amplitude on 
flame-to-microphone dis- 
tance r. 

* See below for further comment on this process, 
**Using a calibrated microphone. 
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due to non-uniform irradiation, and especially the lack of knowledge 
concerning the actual mode of formation of the pressure wave, we 
consider this to he reasonahle agreement. 

This model suggests that the amplitude of the effect should be 
proportional to both the laser energy and the Na concentration.  Fig. 
k  shows such dependency.  (in Fig. ha,  the laser power is well below 
the values later used for optically saturating the transition.)  The 
high values of Na concentration in Fig. kb  exhibit non-linearity due 
to the large amount of absorption occurring. 

Form of the Pressure Wave 

The form of the pressure wave is quite complex, and has been 
extensively examined although no quantitative information could be 
extracted.  It is quite reproducible on a pulse to pulse basis for a 
fixed laser beajn/flame/microphone geometry, though it varies as that 

Fig. k.     a) Opto-acoustic signal as a function of laser power 
b) opto-acoustic signal as a function of sodium concentration 

4|- 

2 3 
LASER    POWER    (RELATIVE) 

a. b. 
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Fig. 5-  Oscilloscope traces 
of opto-acoustic signal wave- 
form, for k  different geomet- 
rical arrangements.  Each 
results from a single laser 
pulse.  Horizontal axis: 
20 ysec per major division. 

geometry is changed.  Fig. 5 shows four oscilloscope traces for four 
different geometrical arrangements.  The scope is triggered on the left 
by the photodiode, and the time scale here is 20 ysec/cm.  (The ampli- 
tude referred to throughout this paper is measured by setting the two 
boxcar gates to sample the first positive and negative extrema of the 
waveforms, and taking the difference.) The characteristics of the 
waveform, especially the smaller-amplitude oscillations following the 
first large wave, can be readily varied by introducing disturbances, 
particularly turbulence, into the flame.  This implies that the form 
is dictated by reflections and/or interference from density gradients 
within the flame, though no analysis was attempted. 

A sound wave having a frequency of the order of the inverse of 
some relaxation time (e.g., a vibrational energy transfer rate) within 
the system will undergo attenuation and phase shifts due to that relax- 
ation process.  Since vibrational relaxation times at 1 atm Eire of the 
order of the laser pulse duration, and since the laser pulse contains 
a spectrum of frequencies, it was hoped that a Fourier analysis of the 
waveform might yield information on these relaxation times within the 
flame.  This approach was not successful, due to the dominance of the 
density gradient effects and the bandwidth (lUo kHz) of our fastest 
microphone.  "Air" mixtures of N /Op, Ar/0 , and CO /0 were tried in 
this series of experiments, but no differences could be discerned. 
With a faster microphone it remains possible that this will be a useful 
application of this technique. 
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Even though the vihrational relaxation could not he directly 
observed in this manner, it is safe to conclude that the energy is 
transferred through the internal levels of the flame gases. N-, which 
constitutes some 60%  of the total gas flow, has long heen known to 
have a very high quench rate for electronically excited alkalis, es- 
pecially Na. The suspicion that such high efficiency is due to the 
internal levels of the Np accepting the Na electronic energy has 
recently heen borne out In a detailed experiment investigating the 
process.(6) 

QUENCH RATE MEASUREMENTS 
Descriptive Equations 

Under conditions of high laser intensity, one may create an appre- 
ciable population in the electronically excited state.  This will be 
the case when the rate, per atom, for absorption of laser light be- 
comes comparable to the rate at which the atoms exit the upper state. 
Then, the number of excited atoms is no longer linear in the laser 
intensity.  For Na, it is relatively easy to attain the necessary 
laser power density by focussing the beam, even for the high quench 
rates found in flames.  This phenomenon is here used to measure the 
quenching rate of the excited state, which is the dominant term in 
determining its lifetime. 

Fig. 6.  Schematic illustration 
of 2-level system near optical 
saturation. 

We consider a two-level system (see Fig. 6) and write a steady- 
state equation for the excited state number density N . 

dN 
 € 

dt 
= 0 = BIN - (BI + Q + A)N 

g « 
(1) 

The assumption of a steady state is valid since the time scales 
involved for the absorption and quenching processes are significantly 
shorter than the laser pulse duration.  Here, B and A are the Einstein 
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coefficients for absorption and spontaneous emission, respectively; the 
term BIN accounts for stimulated emission._ I is the laser spectral 
power density, measured in (erg/sec) per cm per unit frequency inter- 
val.  Q is the total quench rate, per sec, for the upper level. 

Since the total Na number density is a constant N , i.e. 

ego' 
Eq. (l) may be solved for the steady-state value of N 

BIN e 

(N ] = — . (2) v e's.s.   Q+A+2BI y   ' 

Now the opto-acoustic pulse signal M is proportional to (N )    : 
e s . s . 

M = c(N ) 
e s.s. 

where the constant represents the efficiency of conversion of elec- 
tronic to' translational energy, the microphone and amplifier charac- 
teristics and geometrical considerations.  Substituting into Eq. (2), 
one has for the inverse of the microphone signal 

M-l = c.[2 + (^)l]  . (3) 

Thus a plot of M  (in arbitrary units) vs. I-  (in absolute units) 
should yield a straight line with a slope to intercept ratio of 

Q+A _ Q/A+l 
2B    2B/A  ' 

The relationship between B and A is known from thermodynamic consider- 
ations: 

so that the experimental result serves to determine Q/A.  But if A has 
been separately measured, then an absolute value of Q may be extracted. 

Experimental Results 

Measurements were made at several heights above the burner sur- 
face.  At each position, the microphone signal was measured as a func- 
tion of laser intensity by inserting a series of neutral density 
filters into the laser beam.  The data were taken in a manner alter- 
nating reference measurements with no filter and the signals with 
each given filter, in order to compensate for any drift in the overall 
laser power.  The power measurements are made on an average power 
basis and reduced to instantaneous spectral power density 
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-2 -1 TT -1. (erg cm " sec "L Hz 'L)  using the laser "bandwidth, an assumed Gaussian 
gain profile, and observations of the pulse duration. 

Fig. 7 shows a plot of the data for one run, in the form of Eq. 
(3).  The error bars represent estimates of the readability of the box- 
car signals; the line is an unweighted least squares fit to the data. 
In this instance we obtain Q/A = 1+10 ± lj-0.  Using the value/7) 
A -  6.3 x  10' sec 1, this results in a Q = (2.6 ± 0.3) x 10 sec 

The results for several heights above the burner are shown in 
Fig. 8.  There is a marked falloff with height.  This is at first sur- 
prising.  Since the pressure across this flame is nearly constant, and 
the temperature decreases over this region, the number density is in- 
creasing with height.  In addition, quenching rates should show little 
temperature dependence due to the exoergicity of the process.  (in 
fact, the scanty data that does exist shows(8) the N -Na* cross sec- 
tion dropping slightly in this temperature range.) ' ?his means that 
the observed variation of Fig. 8 must be caused by the presence of 
some species which itself has a large concentration gradient through 
this region.  On the other hand, N2 constitutes most of the flame 
gases.  This molecule already has a large cross-section, so the species 
responsible must have a very large quench rate indeed.  It is possible 
that the decrease reflects contributions from reactive quenching, an 
interpretation in accord with recent results of Schofield and Stein- 
berg(9) who find that in some flames, the overall Na concentration 

3- 

Fig. 7. Plot of inverse 
of microphone signal vs. 
inverse of laser spec- 
tral power density for 
quench rate determina- 
tion. 
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Fig. 8.  Quench rate for Na 3 r level as a function of height ahove 
the burner in a 1 atm acetylene-air flame. 
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drops with height due to laOH fonnation. Also, the measured quench 
rates (10 to 50 per nsec) are substantially higher than the value (3 
per nsec) calculated using the measured(lO) bimolecular quench rates 
in a CHi-Op flame and an assumed stoichiometric composition(11) for 
the current flame. This further suggests the presence of some inter- 
mediate species removing the Na(3P) state by some means, reactive or 
non-reactive. 

It should be noted that of course the 3P level of Ha is a 
doublet, so that the simplified two-level scheme outlined above is in- 
adequate.  Since only one component of the doublet is pumped in any 
given experiment, collisional transfer rates between the two compon- 
ents enter into the steady-state expressions. The necessary account- 
ing for such transfer can be performed only by making measurements 
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on dispersed fluorescence following initial pumping of one level by 
the laser. Preliminary results(2) from such experiments indicate that 
the quench rates shown in Fig. 8 are uniformly higher than actual by 
about 11%.    This of course would not change any of the inferences about 
the cause of the variation of Q with height. 

For this series of measurements, the opto-acoustic pulses have 
served simply as a sensitive detector, and the fluorescence itself 
could have been used. However, the acoustic signal suffers from no 
reabsorption problems as does fluorescence, facilitating comparisons 
within different, regions of the flame. This can be in general (and 
here is, in particular) an important advantage. 

SPEED OF SOUMD MEASUREMENTS 

Both the oscilloscope and the boxcar are triggered by a pulse 
from a photodiode which responds to the laser firing. This enables 
the arrival time of the leading edge of the pressure pulse to be 
accurately measured.  If the laser beam is then moved toward or away 
from the microphone, remaining in the flame and at the same height, 
the difference in arrival times together with the distance moved fur- 
nishes the speed of sound within the flame.  (Although these measure- 
ments were made physically moving the beam for successive shots, a 
better method would be to split the beam into two or three components 
and obtain the information from one laser pulse, thus adding time 
resolution). 

The measurements were made at three different heights well into 
the region of partially byrned gases.  The results were all the same, 
(9-7 ± 0.5) x 10 cm sec  , within experimental error.  The uncer- 
tainty could be reduced by a more careful measurement of distances 
than was done for this demonstration experiment. 

For a gas of average molecular weight M and average heat capacity 
ratio Y, the speed of sound u is related to the translational temper- 
ature by 

us = [7RT/M]
1/2 

Again, a stoichiometric composition is used to calculate M and Y; the 
results are insensitive to this choice. The measured u corresponds 
to a temperature of 2280 ± 230oK.  For comparison, theSadiabatic flame 
temperature for a stoichiometric acetylene air flame is 25U50K.(ll) 

The translational temperature is a most important flame charac- 
teristic, from the standpoint of both the gas dynamics and the 
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chemical kinetics.  The opto-acoustic pulse method offers the possi- 
"bllity of measuring the closely related speed of sound on a basis of 
high spatial and temporal resolution.  No perturbation such as a ther- 
mocouple need be introduced into the flame, and extremely high temper- 
atures (which are hostile to non-optical probes) appear to pose no 
fundamental difficulties.  Such speed of sound measurements could well 
form the unique contribution of this method as a combustion diagnostic 
tool. 

CONCLUSIONS 

The experiments described here demonstrate that the pulsed opto- 
acoustic effect in a flame forms a sensitive and reproducible detector 
of the absorption of laser radiation by individual species within the 
flame.  On the basis of the data such as that shown in Fig. h,  the 
magnitude of the observed effect can be scaled to very low values of 
overall absorption.  Using the CMX^ laser, and this CpH /air flame, Na 
should be detectable at concentrations of < 10  atoms/cm with usable 
signal to noise; this is a partial concentration of < 0.01 ppb. 

The method should be suitable for other species as well, as long 
as the overall quench mechanism is similar to the E->V->T process here. 
It should be especially useful at high pressures where little of the 
absorbed laser energy appears as fluorescence but rather the excited 
state is predominantly quenched.  For molecular systems, it holds 
promise for the detection of species which absorb but do not fluoresce 
at all, for example, due to rapid intersystem crossing (singlet to 
triplet) followed by quenching. 

In addition, the method affords the ability to measure, rapidly 
and with spatial resolution, the speed of sound in a combusting mix- 
ture.  The form of the pressure pulse produced, if it yields to analy- 
sis, holds information on density gradients within the flame and per- 
haps on relaxation phenomena within the flame gases. 

ACKNOWLEDGMENTS 

This project owes its success to the participation of, and con- 
tributions by, Drs. John E. Allen, Jr., and William R. Anderson, both 
NAS-NRC Postdoctoral Research Associates.  The author gratefully 
acknowledges a pleasant and fruitful collaboration. 

350 



CROSLEY 

REFERENCES 

(1) See, e.g., A. C. Eckbreth, P. A. Bonczyk and J. F. Verdieck, 
United Technologies Research Center Report RT7-952665-6, 
Hartford, Conn. (19T7). 

(2) J. E. Allen, Jr., W. R. Anderson, D. R. Crosley and T. D. 
Fansler, Ifth Symposium (international) on Combustion, Leeds, 
England, Aug. 1978. 

(3) D. Hartley, M. Lapp and D. Hardesty, Physics Today, Dec. 1975, 
p. 37. 

(k)     R. B. Green, R. A. Keller, P. K. Schenck, J. C. Travis and C. G. 
Luther, J. Amer. Chem. Soc. 98, 8517 (1976). 

(5) A preliminary account is given in J. E. Allen, Jr., W. R. 
Anderson and D. R. Crosley, Optics Letters 1, 118 (1977). 

(6) I. V. Hertel, H. Hofmann and K. A. Rost, Phys. Rev. Lett. 36_, 
86l (1976); Chem. Phys. Lett. _i+7, 163 (1977). 

(7) A compilation of Na lifetime measurements is contained in 
N. loli, F. Struraia and A. Moretti, J. Opt. Soc. Am. 6l, 1251 
(1971). 

(8) P. L. Lijnse and R. J. Elsenaar, J. Quant. Spectr. Radiat. 
Trans. 12, 1115 (1972). 

(9) M. Steinberg, Univ. Calif, at Santa Barbara, private communica- 
tion, Feb. 1978. 

(10) H. P. Hooymayers and C. Th. J. Alkemade, J. Quant. Spectr. 
Radiat. Trans. 6_, 8U7 (1966). 

(11) A. G. Gaydon and H. G. Wolfhard, Flames, 3rd Ed., (Chapman and 
Hall, London 1970). 

351 



*DAVIS & HORN 

AD-A056426 

THE INFLUENCE OF LARGE RUNWAY SURFACE 
ROUGHNESS ON AIRCRAFT RESPONSE 

*LANDON K. DAVIS, MR. 
WALTER J. HORN, DR. 

U. S. ARMY ENGINEER WATERWAYS EXPERIMENT STATION 
VICKSBURG, MISSISSIPPI  39180 

An accurate and reliable evaluation of the effective damage 
produced by military attacks against airfield runways cannot be made 
until suitable criteria for "effective" damage levels are developed. 
Obviously, a large crater in a runway will be an effective obstacle. 
However, from 30 to more than 90 percent of the damaged runway areas 
associated with each impact point of conventional bombs, cluster bomb- 
lets, or tactical nuclear warheads may actually consist of damaged 
pavement surrounding the crater. Even the craters that are produced 
by some attacks, such as strafing, mortar, or artillery bombardments, 
may not be Impassable obstacles. 

From a defensive standpoint, it is important to know what 
levels of pavement damage can be tolerated by military aircraft in 
combat scenarios or how well such damage must be repaired (in terms of 
surface smoothness) during rapid runway repair operations. The level 
of pavement damage or runway roughness that will deny use of a runway 
is therefore an important parameter for both offensive and defensive 
aspects of warfare. The objective of this study is to develop such 
criteria for specific combat aircraft. 

STUDY CONCEPT 

The pilot and the landing gear were selected as the critical 
components of the aircraft system in this analysis. The failure cri- 
terion selected for the pilot was one of maximum tolerable vertical 
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acceleration.  It was assumed that aircraft control cannot be main- 
tained during take-off when such accelerations exceed a previously 
established short-term tolerance limit of 5 g's (1).  The failure 
criterion for the landing gear was a dynamic force exceeding the cal- 
culated strength of any critical component in the mechanical linkage 
of the nose or main gear structures. 

A basic element of this investigation was the use of an air- 
craft simulation computer code, TAXI, originally developed at the Air 
Force Flight Dynamics Laboratory to compute the acceleration response 
of aircraft to low-level runway roughness (2).  The code was modified 
to (a) accept the structural and aerodynamic characteristics of a 
selected fighter aircraft and (b) compute the acceleration response at 
selected locations on the fuselage and forces within the landing gear 
system as various idealized types and magnitudes of runway roughness 
(or pavement damage) were encountered during take-off. 

DELIBERATE ROUGHNESS PROFILE 

AIRCRAFT CHARACTERISTICS 

COMPUTED 
AIRCRAFT 
RESPONSE 

~~m~,..„Mf   —flA— —W"*— 

INSTRUMENTED 
AIRCRAFT FIELD TESTS 

77Tf}77f77. 
DELIBERATE ROUGHNESS PROFILE IUGHNE 

BOMB DAMAGE PROFILES 

^^^^S^^^ yTrrrm 

7/?;/////- 

VERIFIED SIMULATION CODE 

Figure 1.  Concept of runway damage study. 
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It was necessary to verify and "tune" the computer code 
operation to develop confidence in the results of the TAXI calculations. 
This was done by comparing the initial output of the code with measure- 
ments of aircraft response to low levels of roughness obtained experi- 
mentally.  Where significant differences existed between the experi- 
mental and the calculated results, the computer code was adjusted to 
match the experimental results.  When the code was verified and ad- 
justed, it was then used independently to predict the aircraft response 
to higher levels of roughness until aircraft failure levels were 
exceeded.  The concept of this approach is illustrated in Figure 1. 

RUNWAY DAMAGE DEFINITIONS 

@ POSITIVE BUMP ~ T 
HEIGHT 

An examination of measured profiles of runway damage by vari- 
ous munitions (3-5) revealed four basic types of pavement damage in 
terms of surface profile distortions.  These types, identified as 
"bumps" and "humps", are shown in Figure 2.  A positive bump is a ver- 
tical displacement in the pavement profile extending above the normal 
surface, while a negative bump extends below the normal surface. 
Similarly, a positive hump is a mound or rise in the pavement, and a 
negative hump (or slump) is a depression.  The boundaries of these 
basic profile forms are always defined by joints or cracks in concrete 
pavements.  In asphaltic pavements, the boundaries are often less dis- 
tinct and may be smooth 
transitions in profile. 
Since pavement damage 
intervals can correspond 
to spacings between im- 
pact points of cluster 
munitions, strafing 
round impacts, etc., as 
well as to joint spac- 
ings in pavements, the 
possibility of a reso- 
nant response of combat 
aircraft to a series of 
bumps was also investi- 
gated.  Individual and 
series of bumps or humps 
were termed "single 
encounter" or "multi- 
encounter" problems, 
respectively. 

NEGATIVE BUMP   7777777777^7777^7777. 

POSITIVE   HUMP 

NEGATIVE HUMP 

Figure 2.  Idealized forms of four 
major types of runway roughness 
representing pavement damage. 

355 



*DAVIS & HORN 

EXPERIMENTAL PROGRAM 

Two phases of field tests were conducted to verify the 
results of the aircraft response simulation computer code.  In Phase 1, 
response data for a full aircraft/landing gear/pilot system was ob- 
tained by taxiing the aircraft across small, artifically-constructed 
bumps on a runway.  Because of the value of the aircraft, it was 
necessary to restrict the severity of the simulated pavement damage 
for the Phase 1 tests to low levels of roughness to insure no risk 
of damage. 

Pressure gages, accelerometers, and velocity and displace- 
ment transducers were used to monitor the response of the nose and 
main landing gear components as the aircraft was taxied over the arti- 
ficial runway bumps. Accelerometers were also mounted on the cockpit 
floor.  Signal conditioning and tape recording equipment was mounted 
on the wing of the aircraft, with electrical power taken directly from 
the aircraft power system. 

The artificial pavement damage was simulated by plywood 
strips nailed to the runway surface.  The single-encounter bumps ranged 
in height from one to three centimeters. The multiple-encounter bumps 
were all one centimeter high and were placed in three groups of 18 
bumps each at spacings of 0.35, 1.5 and 3.5 metres. These spacings 
were determined by initial code calculations to be those most likely 
to generate a resonant aircraft response. Taxi runs were made over 
the bumps at speeds of 10, 20, 30 and 40 raph (Figure 3). 

Figure 3.  Layout of artifi- 
cial runway bumps for Phase 1 
taxi tests. 
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Phase 2 of the experimental verification consisted of tests 
similar to those of Phase 1, except that only the landing gear assem- 
bly was tested.  A special test carriage was constructed to contain 
the gear at the back of a dump truck.  The carriage permitted the 
gear to be loaded with a weight equal to the normal aircraft load and 
towed behind the truck over a series of artificially-constructed 
bumps, similar to those used in the Phase 1 tests.  The Phase 2 tests 
were identical in nature to those of the Phase 1, except that the 
bump heights ranged from 1.0 to 7.5 centimeters, and encounter speeds 
from 10 to 35 mph. 

VERIFICATION OF CALCULATIONS 

Figure 4 shows typical comparisons of the aircraft response 
measured in the test programs and the response calculated by the first 
run of the TAXI code.  Although the initial correlations were poor for 
very low aircraft speeds, the response measured in the full aircraft 
tests approached within 10 to 30 percent of the first calculated 
values for speeds greater than 20 mph.  The measurements made in the 
Phase 2 tests (landing gear alone) were not expected to match the 
calculated values of 
those measured on the 
full aircraft, but to 
simply show the rate        ■ 
of increase in response     3 
up to larger bump : 
heights than could be       a 
measured on the full        I 

c 

aircraft. s 

After com- 
parisons were made be- 
tween all measured and 
calculated response 
parameters, small 
adjustments were made 
to the TAXI program to 
produce calculated 
results that were 
consistent with the 
measured data. 

 O    MEASUttED  (l»ROTOTYPC) 

 Q    UEASURED (GEAR ONLY) 

 A    COMPUTED BUMP DIMENSIONS 

_-aQ 

* 9-' 

AIRCRAFT  SPEED, MPH 

Figure 4.  Comparison of measured and 
calculated main gear accelerations. 

357 



*DAVIS & HORN 

RESULTS AND DISCUSSION 

When the verification of the TAXI computation results were 
judged to be satisfactory, the program was run for aircraft speeds 
ranging from 10 to 160 mph (8.7 to 140 knots) and for bump heights 
ranging from 1.3 to 15 centimeters (0.5 to 6 inches).  Runs were made 
for each of the four types of characteristic bumps shown in Figure 2. 
Figure 5 shows the calculated peak acceleration in g's at the pilot 
station for the positive bump with a pavement slab length of 4 metres 
(13.12 feet). 

POSITIVE HUMP 

BUMP HEIGHT, H t IN. 

777777J7 JT^T7777^*/?" _„-cr' 

pr 
,-D-' 

f 

r 
-■      LEGEND 

BUMP  HEIGHT 
SYMBOL cm IN. 

D D 15.24 80 
O O 10 1 e 40 
a—A see 20 

^--^7 2.S4 .0 
■—■ „ 1.27 0.5 

40 60 60 100 120 
AIRCRAFT    SPEED. MPH 

Figure 5.  Two types of graphs showing 
calculated maximum accelerations at 
pilot station versus speed and bump 
height. 

As might be expected, the 
pilot station acceleration increases 
more or less evenly with increasing 
bump heights, and the higher air- 
craft speeds generally appear to pro- 
duce the highest response.  When the 
same data is viewed another way, 
however, it can clearly be seen 
in Figure 5 that acceleration re- 
sponse to the smaller bumps 
approaches its maximum at fairly 
low speeds.  Even for the largest 
bumps, there is only a small in- 
crease in pilot acceleration be- 
yond an encounter speed of 40 mph. 

Similar response 
data for encounters with the 
other three forms of pave- 
ment damage are shown in 
Figure 6.  Figure 6a shows 
that for a negative bump, 
the pilot accelerations are 
similar to those generated 
by a positive bump up to 
an encounter speed of about 
40 mph.  As speed increases, 
however, the aircraft 
response drops to much lower 
levels, with the amount of 
drop-off increasing with the 
height (or depth) of the 
bump.  This is due to the 
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LEGEND 

Ca) 

POSITIVE  HUMP 

4m 

aircraft tendency to "fly" across the bump depression as speed 

increases. 

Pilot accelerations generated by positive and negative humps 
(Figures 6b and 6c) are much less than those produced by positive 

bumps of equal height at all 
encounter speeds.  The tendency 
for response to positive humps 
to peak at about 80 mph is 
apparently due to the natural 
frequency of the aircraft/ 
landing gear spring-mass 
system.  As with a negative 
bump, the aircraft has a 
tendency to "fly" over a 
negative hump at higher speeds. 

The forces in 
selected components of the 
landing gear for large bump 
sizes and high encounter 
speeds were also calculated 
with the adjusted computer 
code.  Figure 7 illustrates 
the basic mechanical link- 
ages of the nose and main 
landing gear assemblies, 
along with force diagrams 
showing notations for the 
shear or tensile forces 
calculated. 

Figure 8 shows a 
typical force graph, with 
force plotted as a function 
of bump height (for a posi- 
tive bump) at different air- 
craft encounter speeds. 
From graphs such as this, a 
bump height was determined 
for each speed that repre- 
sented the point at which 
the force exceeded the limiting strength of the gear component. These 
failure limits were calculated for each critical component based on an 
ultimate shear strength of 8 x 10^ psi for normal aircraft steel. 

Cb) 

NEGATIVE  HUMP 

CO 

40       80        80        100      120 

AIRCRAFT    SPEED, MPH 

Figure 6.  Calculated maximum 
accelerations at pilot station for 
different forms of pavement damage. 
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b.  Force Diagrams 

Figure 7.  Mechanical linkage and force diagrams for 
nose (left) and main (right) gear assemblies. 

s 

Figure 9 shows 
failure limits, as a function 
of bump height and aircraft 
speed, for the weakest com- 
ponents of the landing gear/ 
pilot system.  As mentioned 
earlier, the criterion for 
pilot failure was the accel- 
eration level at a frequency 
of one cycle per second 
which will begin to produce 
injury to the pilot, or 
about 5 g's.  Also shown in 
Figure 9 is the failure 
limit for the nose gear 
down-lock pin for a com- 
ponent made of high- 
strength, chrome-alloy 
steel.  The failure limits 
for the other gear compon- 
ents would be raised by an 
equal amount if they are 
also constructed of such 
a material. 
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Figure 8. Force on nose gear piyot 
pin versus bump height and aircraft 
speed for positive bump. 
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Figure 9.  Failure limits of gear components and 
pilot control as a function of bump height and 
aircraft speed.  Normal aircraft steel strength 
assumed except as noted. 
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HYBRID POWER SOURCE  FOR VEHICULAR PROPULSION 
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MOBILITY  EQUIPMENT RESEARCH  & DEVELOPMENT  COMMAND 

FORT BELVOIR,  VIRGINIA    22060 

BACKGROUND 

The only current off-the-shelf contender for powering electric 
vehicles, the lead acid battery, needs help'.    Gasoline contains about 
5000 watt-hours of energy per pound  (11   KWH/kg ) while its  lead acid 
"challenger"  produces  about  11  watt-hours  per pound  (24 WH/kg)  in pow- 
ering a  typical   electric vehicle.    This  paper presents a means  of 
overcoming this  energy disparity - a hybrid lead acid battery-fuel, cell 
power source. 

The Army has  a requirement for higher energy density power 
sources   for electric vehicles,  the most immediate of which is   for mat- 
erial  handling equipment  (MHE)  such as   fork  lift trucks.     Future mili- 
tary needs  are anticipated in utility trucks  and pick  ups  or vans. 
The  two main paths  being explored are higher energy density molten salt 
batteries, 82 WH/lb   (180 WH/kg), and hybrid, or load sharing power sour- 
ces.    The hybrid fuel   cell-battery power source technology is a prime 
candidate  for providing a viable electric vehicle power source.    Com- 
pared to present battery and engine technology, the hybrid technology 
should increase  range, improve performance, reduce air pollution, in- 
crease efficiency and expand the options  available  to meet requirements 
in cost, size and weight.    The need for improvements is  particularly 
evident during emergencies such as  the Vietnam War, when increased am- 
munition movement from narrow door storage igloos,  up ramps  to trucks 
was  seriously hampered by the  poor performance,  range and large volume 
of present batteries  in electric fork lift trucks. 
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INTRODUCTION 

Hybrid power sources are composed of two separate power sources, 
capable of operating at the same time into a common load.      They 
typically use a high specific energy (WH/kg) source such as an engine 
or fuel   cell  coupled with a high specific power (W/kg) and storage 
source such as  a battery or flywheel.    A battery-flywheel   hybrid is 
currently under development by Garrett Air Research  (1).    In this case, 
the battery is  the energy source. 

The underlying purpose 
operation of the major energy 
only the base or average  load 
supplies  the transient load in 
drops below average.    Thus, th 
gy source is  reduced in freque 
sign and operation within a ba 
design for peak with  dominant 
duced emissions  and increased 
operation of hybrid systems. 

of the hybrid approach 
source near optimum des 
requirements. The stor 
creases and is recharge 
e load variation experi 
ncy and magnitude. Thi 
nd representing the ave 
operation under off-pea 
efficiency are expected 

has been to allow 
ign by supplying 
age source then 
d when the load 
enced by the ener- 
s allows  for de- 
rage, rather than 
k conditions .    Re- 
benefits  from 

This  paper will  present the design and performance character- 
istics  of a hybrid,  fuel  cell-battery power source    for use in MHE and 
other military electric vehicles. 

HYBRID POWER SOURCE 

The hybrid,  fuel  cell-battery power source is shown in  Figure 1 

/-2284WH 
 ► 

^ 

-1056 WH 

-3790 WH 

+1300 WHI 

FUEL 
CELL 

BATTERY 

ELECTRIC 
VEHICLE 
DRIVE 
TRAIIM 

+206 WH 

REGULATOR 

+3340 WH 

Figure  1   FUEL  CELL/BATTERY HYBRID POWER SOURCE 
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Figure  1   shows  a fuel   cell   energy source with a series  regulator for 
limiting the  voltage from the  fuel   cell   to charge  the battery and  for 
limiting the  current out of the  fuel   cell   to  a value that will  maximize 
fuel   cell   life.    The  fuel   cell   and battery supply power to the  load,  in 
this  case, an electric vehicle drive train consisting of a controller 
and a differential-motor drive.    The interplay between the  fuel  cell  and 
battery is  illustrated in  Figure 2.    The system terminal   voltage common 
to the  load and battery is  represented by the  thick  line in the case of 
a charged battery and the  thick dashed line in the case of a discharged 
battery.    The  fuel   cell   load line extends   from OCVp^  (the open circuit 
fuel   cell   voltage)  to  the  relative current abscissa.    The battery dis- 
charge follows  a  load line starting between OCVp-i   or OCVno depending on 
the state of charge of the battery.    The  regulator can be preset to lim- 
it the maximum battery charge voltage to MAX Vg,  the battery is  charged 
by the  fuel   cell;  some fuel   cell   current goes  to the battery and some to 
the  load depending on the relative currents  at the same voltage.     Charg- 
ing occurs  in the stripped regions.    When the battery drops below mini- 
mum voltage, MIN Vn , motor current becomes  excessive.    A continuation of 
this will   eventually cause  the motor thermal   cut out  to be activated. 
The  fuel   cell   current is  held at 1   Ip^ by the  regulator.    The  regulator's 
power dissipation is  the product of its  voltage drop,  V,  and 1   Ipr. 

The  fuel  source in lift truck  feasibility studies was  cylinders 
of compressed hydrogen gas.    A methanol  steam reformer is under devel- 
opment at MERADCOM to supply the hydrogen in the  future.    The  fuel  cell 
power source consisted of four, one kilowatt,  stacks  that were  connected 
electrically in parallel.    The stacks were fabricated by increasing the 
number of cells  in existing 750 watt stack  technology, built by Engel- 
hard  Industries.    These stacks  are based on phosphoric acid technology 
and utilize hydrogen and air.    Each stack has  its  own blower  for air 
and temperature control   and is  supplied fuel   from a common hydrogen man- 
ifold.    Each stack  is  rated to produce one kilowatt at 42 volts.    The 
battery consisted of six auto ignition batteries.    Two groups  of three 
series  connected 12 volt batteries were connected in parallel.    The ig- 
nition batteries were chosen because of their low internal   resistance 
and high  rate capability.    The regulator was  a modified transistorized 
load bank.     It consisted of 65  transistors  connected in parallel  which 
are capable of dissipating 1000 watts at currents  up to 110 amperes. 

LOAD PROFILE ACQUISITION 

To design a hybrid power source, data on the temporal frequency 
distribution of the load is necessary (2). Information on the power 
required during travel and lifting with various loads was available but 
the frequency, duration and magnitude of these events had not been ade- 
quately recorded. Thus, the initial phase of designing a 1 i f t truck 
power source required a determination of these parameters for a conven- 
tional,  battery powered truck. 
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Instrumentation consisted of signal  conditioning circuits and 
a magnetic tape recorder for recording analog signals of electrical   par- 
ameters      The  tape recorder was  operated at 1.875  inches   (4.763 cm)  per 
second      The signal  conditioning circuitry consisted of a main battery 
voltage divider,  a shunt-voltage amplifier for current monitor,  an ana- 
log multiplier and circuits  for averaging power and current to increase 
the effective  frequency  response of the  recorder.    The parameters  meas- 
ured were battery voltage, current and power and vehic e velocity.    Cur- 
rent and power were recorded both  raw and electronically averaged._   The 
raw recorded values  preserved the  rapid switching transients  associated 
with  the solid state  controller.    This  instrumentation package was  moun- 
ted on an electric vehicle during  field operation. 

The field recorded analog signals were then reproduced and pre- 
pared for analysis by conversion to a digital   format with a high speed 
15 bit A/D converter.     From this  data,  frequency of occurrence distribu- 
tions  for velocity,  current and power were derived.    This was  accomplished 
by counting how often preset incremental  values of these parameters were 
exceeded. 

Programs are available for estimating hybrid behavior using the 
data and a simple model.    The model  assumes that the average power is 
available  from some primary  (energy)  source.    When the measured demand 
exceeds  this level  it is supplied by a storage device.    Conversely when 
the demand drops below that available the surplus is returned to the 
storage device.    Allowance was made in the programs  for some variation 
in transfer efficiencies  in charge and discharge of the storage device 
The size of the device is  based on the maximum and minimum energy levels 
determined during processing of the profile data. 

LOAD PROFILE ANALYSIS 

The results of analysis of field data will  be presented for a 
4000 pound capacity  fork lift truck  that was  instrumented as  described 
above and operated over the Military Standard Endurance test course  (3). 
This test course is a cyclic route involving three load placements and 
a ramp      Since load placement is  done on one  lap and removal   is  performed 
on another,  it required two laps of the route to yield one cycle      A seg- 
ment of the strip chart.  Figure 3, displays  the analog current and vel- 
ocity from this  profile and  the  identifiable events.    The  frequency of 
occurrence distribution for power is  shown in  Figure 4.    The  negative 
power values  result from the minor noise about zero and some transients 
due to tape head vibration.    These have subsequently been reduced to in- 
significance with new Hall  effect devices and improved recorder design 
and mountings.    This  distribution shows  clearly the relationship between 
peak to average power demand.    The average power demand was  determined 
by computer integration of the power levels. 
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EVENTS: A. LIFT, LOADED, FULL MAST 
B. RAMP, EMPTY 

E. RAMP, LOADED 
F. LIFT, EMPTY, HALF MAST 

C. LIFT, LOADED, HALF MAST 
D. LIFT, EMPTY, FULL MAST 

OWE MINUTE F 
H H   L 

"  VELOCITY: 
LU , a 

 ONE CYCLE  
E. D. C. 

TIME 

Figure 3 CURRENT-VELOCITY  PROFILE   FOR MIL.  STD.  TEST COURSE 

The cyclic MIL.  STD.  route, wherein the same  tasks  are performed reg- 
ularly,  results in a distribution with local  maxima.    The full  capacity 
lifts  consumed considerable time  and energy.    The stopped/no work mode 
is an integral  part of the work cycle.    No work breaks  are included. 
The data can yield the distance and travel  time for discrete periods 
of motion.    An analysis is shown in  Figure 5 where the percent-of-total 
values  indicate  the percent of the  total   travel   time  represented by an 
interval . 

The last seven entries of Table 1   represent characteristics of 
the hybrid derived from the computer simulation.    The time spent in 
charging the energy storage device was  roughly equal   to that in discharge 
Of particular importance is  the energy transfered through  the storage 
device.    Forty-four percent of the energy used while performing the 
task came from, i.e. passed through,  the storage device.    Because the 
magnitude of the pulses,  discharge and charge  are small,  the  theoreti- 
cal  storage required is quite small, 0.18 Kwh.    The small  theoretical 
size indicated and the large  fraction trans fered implies  high  transfer 
rates are required.    A term to express  this  is  the capacity cycles  per 
hour; this  represents the number of times energy, equivalent to the 
capacity,  is cycled through both  discharge and charge.    Cycles  in the 
normal   sense have  no real  meaning  relative to  a hybrid since the de- 
vice may be fully discharged only once during many capacity cycles. 
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The above value of storage required was based on a model  that assumed 
100% transfer efficiency.    This is  not realistic.    The next section 
describes laboratory operation with a fuel   cell, batteries  and regula- 
tor responding to  field recorded load profiles. 

DATA:  MIL STD ENDURANCE 

2      2      4     5     6     7      8     9    10    11    12   13   14 

POWER ;   KILOWATTS 

Figure 4 

FREQUENCY-OF-OCCURENCE DISTRIBUTION  FOR VELOCITY 
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FORWARD TRAVEL 

DATA:  MIL STD ENDURANCE 

REVERSE TRAVEL 

DATA:  MILSTD ENDURANCE 

FREQUENCY 
PERCENT OF 

TOTAL 

1   5    10 15   20 25  30 35 40 45 
TIME ; SECONDS 

Pi gure 5 
DISTRIBUTIONS   FOR TRAVEL   PERIODS.  TIME.   FREQUENCY AND  PERCENT-OF-TOTAL 

1 2   4   6   8  10 12 14 16 
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SUMMARY OF ANALYSIS OF MILITARY  STANDARD ELECTRIC  FORK LIFT TRUCK PROFILE 

Duration Min. 
Average Power,  Watts 
Kilowatt-Hr/Mile 

Forward: 
% Time 
% Energy 

Reverse: 
% Time 
% Energy 

Stopped/Lift 
% Time 
% Energy 

Stopped/No Work 
% Time 

Charge,  % Time 
Avg.  Power 

Discharge, % Time 
Avg,  Power 

Energy, % Transferred 
Storage Size,  KWH 
Capacity Cycles/Hr. 

147. 
3040. 

1 .54 

46. 
46. 

17. 
16. 

24. 
38. 

14. 

51 . 
2580. 

49. 
2710. 

44. 
0.18 
7.4 
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LABORATORY TESTING WITH  FIELD PROFILES 

The  following  field profiles   for testing a hybrid were  recorded 
by instrumenting a  4000  pound capacity electric  fork  lift truck  at the 
Red  River Army Depot,  Texarkana,  Texas.     RRD #5 -  An electric  fork  lift 
truck  replaced a gasoline lift truck in the shipping department where a 
variety of items were picked up and loaded into  trucks;    RRD #4 - Ammu- 
nition was  unloaded from a  train freight car to a truck,  and then re- 
moved from the  truck,  taken down a  ramp, and  placed in a storage igloo; 
RRD #3 - Ammunition was  removed  from an igloo, taken up a  long ramp to 
a truck and the  fork lift truck returned,  empty,  for more  ammunition. 

The data in Table  2 was  acquired by operating with the previous- 
ly described  fuel   cell-battery hybrid power source including the regu- 
lator against these  field profiles.    The discharge profiles were con- 
trolled in the laboratory by a unique in-house simulator  (4).    This  sim- 
ulator is  ideal   for hybrid studies.    It can change  from a charge  to a 
discharge current of 1000 amperes  in 0.2 seconds.    To  generate  the data 
in Table 2,  it was  programmed by the  field recorded magnetic tape pro- 
files  set to reproduce  the actual   field current levels. 

The energies   from Table 2 for the  RRD #5  profile are shown in 
Figure 1,  next to their associated components   for clarity.    Adsorbed 
energy is  positive and removed energy is  negative.    The +1300 WH repre- 
sents  energy into  the battery.    The energy actually accepted by the bat- 
tery was  not measured.     Future tests  are planned to measure this  as well 
as  the effects  on the battery life. 

The profiles in Table 2 are presented in the order of increasing 
current and power.    The MIL.  STD.  profile is  included in the table for 
comparison.    The MIL.  STD.  and  RRD #3  profiles  have a significant net 
battery capacity loss.    Both  profiles   represent an unusual  use of a  fork 
lift truck.    The endurance run is  designed as  a test of the mechanical 
components of the truck not the power source.    It exceeds all  field re- 
quirements.    No coffee or lunch breaks  are included in the profile. 
These non-drain periods would allow fuel  cell   recharge of the battery. 
The  RRD #3 ammunition run is mainly used during war emergencies.    The  RRD 
#3 operation only lasted about one hour when the  truck's motor overheated, 
The battery voltage had decreased rapidly  under the high  power ramping 
conditions.    This  required increasing currents  to maintain the required 
power.    Since generated heat is  directly proportional   to the square of 
the  current,  the motor overheated. 

Adding one 1   KW fuel  cell  module should significantly extend 
the duration of the MIL. STD.  and the  RRD #3  profiles.    The ramping op- 
eration in the  RRD #3  profile should  not increase in duration due to the 
stiffer system voltage,    the time saved could be used for recharge by the 
fuel  cell.    The increased system voltage should prevent the motor over- 
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heat experienced while determining the field profile and thus operation 
time should be dependent on the quantity of fuel. 

TABLE  2 

LABORATORY  PERFORMANCE OF HYBRID POWER SOURCE WITH   FIELD LOAD  PROFILES 

Profile                                        RRD #5         RRD #4 MIL.  STD.     RRD #3 

Test Time,  Hours                        2.0              1.4 2,6                1.2 

System Load: 

Avg.   Current,  Amperes             44                 80 97                 134 

Avg.   Power,  Watts 1670 30 30 3435 4710 
Energy,  Watt Hours 3340 4242 8931 5652 

Fuel   Cell   Subsystem: 

Avg.  Current,  Amperes 48 83 94 94 

Avg.   Power, Watts 1895 3240 3490 3420 
Energy, Watt-Hours 3790 4536 9074 4104 
Regulator Loss,  % 5.4 4.9 3.5 4.1 

Battery Subsystem: 

Charge 
% Time 76 61 55 42 

Avg.   Current,  Amperes 20 37 70 42 

Avg.  Power, Watts 855 1515 2745 1630 
Energy,  Watt-Hours 1300 1294 3925 822 

Discharge 
% Time 24 39 45 57 

Avg.  Current,  Amperes 60 62 101 108 
Avg.  Power, Watts 2200 1223 4101 2538 

Energy,  Watt-Hours 1056 1223 4101 2538 

Net  Change,  Amp.-Hours +2.0 -1.4 -20.5 -52.3 
Net Change, Watt-Hours      +244 -71 -176 -1716 
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HYBRID-FUEL  CELL OPERATIONAL  EXPERIENCE 

The hybrid  power source was  operated in a 4000  pound capacity 
fork lift truck  for three years.    During this  period the  fuel   cell  ex- 
perienced about 54 thermal   (on-off)  cycles  and accumulated over 250 
hours  of operation.    The only discernable  change has  been a slight in- 
crease in operating temperature.    This  temperature  normally  ranges  be- 
tween 200 and 210oF.    The system sealing seemed to be holding well.  Hy- 
drogen cross  leaks were  not detectable and there was  no indication of 
acid leaks . 

FUTURE MILITARY APPLICATIONS 

Extending the range and performance of electric fork lift 
trucks with a hybrid power source would make it possible  to replace  not 
only current electric trucks but make significant inroads on gasoline 
powered trucks.    Twenty-eight battery-powered cargo carriers of a 2- 
passenger,  4-wheel   type with a  flat cargo bed have been purchased for 
a facilities  engineering work  force at the Military District of Wash- 
ington.    The low maximum speeds of 10-12 mph  and the lack of power to 
negotiate hills could be overcome with a hybrid power source, with in- 
creased range. 

Several military truck manufacturers have indicated that they 
would respond to a documented army requirement for electrics.    An 
assessment of present and future military use of electric vehicles  is 
needed.    A preliminary study was  published in 1976  (5).    The potential 
for replacing gasoline powered vehicles with electrics was  determined 
for three military bases:    McClellan Air  Force Base,   Fort Ord Army Base 
and the Long Beach  Naval   Shipyard.    The results  are summarized in Table 
3.    The study was based on lead acid electrics.    Hybrid electrics'  en- 
hanced performance should assure rapid replacement of such conventional 
vehicles . 

MERADC0M, under an interagency agreement with the Department 
of Energy, is conducting state-of-the-art assessments of electric and 
hybrid vehicles.    A representative electric passenger vehicle, with a 
gross weight under 4000 pounds  (1814 KG), has performance requirements 
that could be met by a hybrid power source up to about 35 mph as shown 
in Table 4.    The peak to average power ratios are similar to that of 
the fork lift truck,  namely 4 or 5 to 1 .    Cruise peak power was  not 
given since this peak only occurs one time during the initial  acceler- 
ation and is below the schedule B and C powers.    For example,  the 48 
mph acceleration peak power is about 22 KW. 
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TABLE 3 

EXAMPLES OF CONVENTIONAL MILITARY VEHICLES 
POTENTIALLY REPLACEABLE BY ELECTRICS 

Vehicle 
Type 

Number 
of 

Vehicles 
in Class 

Potentially 
, Replaceable 

by Electrics* 

Average 
Daily 

Mileage 

Vehicle 
Application 
and Comments 

1/2 Ton 
Pick-Up 390 197 44 

Onbase Maintenance 
and Repairs , some 
personnel  Transporta- 
tion and Messenger 
Service. 

3/4 Ton 
Utility 
Truck 

155 75 22 Onbase Maintenance 
and Repairs . 

29  Pas- 
senger 
Bus 

17 11 49 Onbase Bus  Service 

1   Ton 
Metrovan 40 40 22 

Used for Mail   Distri- 
bution, Aircraft Main- 
tenance, and delivery 
of Flight Crews on Base 

3 Wheel , 
Low Speed 
Truck 

41 41 13 
Onbase Messenger and 
Light Repai r Service . 

*Criteria:    Maximum daily use would be 40 miles and top speed require- 
ment would be 25 miles per hour. 
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TABLE 4 

POWER REQUIRED BY A TYPICAL ELECTRIC PASSENGER VEHICLE 

Mode of 
Operation 

Peak 
Power 
(KW) 

Average 
Power 
(KW) 

Rati o 
PK/Avg. 

Duration 
(Hours) 

SAE-J227a 

Schedule B 26 5.3 5 1.7 

Schedule C 30 7.6 4 1.2 

CRUISE 

25  MPH -- 7.9 -- 1.5 

35 MPH -- 12.0 -- 0.8 

48 MPH -- 16.5 -- 0.5 
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CONCLUSIONS 

An Army assessment of electric vehicle applications  should be 
conducted.    Inclusion of hybrid fuel   cell-battery power sources  in the 
assessment is expected to provide  the margin required  for successful 
resolution of present lead acid battery deficiencies.    This  may acceler- 
ate  the development of electric vehicles  as  a practical   alternative to 
conventional  gasoline vehicles. 
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Increased projectile muzzle velocity and extended range can be 
achieved with a given gun system through the use of a sub-caliber pro- 
jectile with a discarding sabot.  This improvement occurs because the 
bore area on which the gun pressure acts may be greatly increased with 
only a relatively modest increase in total projectile weight, and the 
small diameter flight body has less aerodynamic drag.  Obviously, to 
obtain the optimum performance improvement, the sabot mass must be kept 
as low as possible within the constraints set by the structural require- 
ments of the sabots. 

Foremost of these requirements is that the sabot must ensure 
the in-bore operation of the projectile, i.e., it must be able to 
seal the gun tube against the hot propellant gas.  Then, especially 
for long rod kinetic energy penetrators, the sabot must provide 
enough support to prevent the subprojectile from being permanently 
deformed in an undesirable manner during in-bore travel.  Also, the 
sabot must constrain the subprojectile during in-bore travel and 
then discard in such a manner as to impart small initial yaw and 
yaw rate to the subprojectile during launch.  These parameters are 
related to target dispersion and should be reduced as much as 
possible.  Finally, the sabot will generally provide the means for 
assembly of the full round.  Hence, such matters as fin encroach- 
ment into the cartridge case and location of crimping grooves so 
that the assembled round can withstand rough handling should be 
considered. 

In the discussion to follow, we will assume that the pene- 
trator diameter, length, and material, fins and nosecone (in 
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short, the inflight configuration) are given.  In addition, the 
interior ballistic parameters of the gun system are known.  In practice 
the sabot designer would have input to all these decisions.  However, 
these interactions will not be treated so that some basic concepts of 
sabot design may be the primary focus.  These ideas were applied during 
the recent Advanced Technology Tank Gun Initiative (ATTGI) Program 
which culminated in the December 1977 Trilateral Tank Gun Trials.  At 
these trials the U. S. Armor Piercing Fin Stabilized Discarding Sabot 
(APFSDS) Projectile was very successful, so there has been experimental 
verification of the design features to be emphasized in the following. 

The first concept is the use of a ramp-back sabot.  This con- 
figuration has had an extensive development at the Ballistic Research 
Laboratories.  Both the Silver Bullet and the 60mm Anti-Armor Auto- 
matic Cannon (AAAC) Technology Programs have a long conical taper as 
the aft configuration of the sabot.  One reason for this feature is 
that a sabot is composed of a number of segments or petals around 
the circumference, rather than being a single piece.  Thus, if the 
aft profile of the sabot is such that the base pressure acts in an out- 
ward direction over any portion of the sabot (as due to undercutting to 
remove material), the result is an opening of the sabot petals and/or 
separation from the subprojectile.  Unless an additional structural seal 
is added to this conventional rear shape, the gas pressure seal can be 
lost and severe blowby occur.  This is especially true when a condition 
of high secondary wear is present in the gun tube.  The ramp-back causes 
gas pressure on its surface to be translated into compressive hoop and 
radial stresses in the sabot.  Thus the interfaces between sabot petals 
and between the sabot and subprojectile are self-sealing. 

Most of the force imparted to the sabot by the propelling gas 
must be transmitted to the subprojectile.  The taper profile may be 
tailored so that the shear distribution between sabot and subprojectile 
is nearly uniform.  This condition allows maximum load transfer over a 
given length of interface. 

The second major concept is that of a centered rotating band. 
The conventional design methodology for discarding sabot projectiles 
locates the gas seal near the rearmost portion of the sabot.  This 
has the effect of placing the rotating band well aft of the center 
of gravity of the in-bore projectile.  As will be shown later, the 
result is an inherently unstable configuration.  In order to avoid 
this difficulty, the rotating band must be located so that the center 
of gravity of the projectile is under it.  The improved stability of 
this configuration substantially reduces the magnitude of the trans- 
verse moments applied to the projectile by its yawing motions.  The 
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smaller restoring moments experienced during in-bore operation allow 
lighter weight sabots. 

Locating the rotating band near the center of the projectile 
required a change in the long ramp-back sabot design of the 60mm AAAC 
projectile.  The rear ramp was shortened by using a compound taper. 
To maintain the favorable uniform shear load transfer which is possible 
under a taper, a front ramp was added ahead of the centered rotating 
band.  This configuration is the basis of the BRL Double-Ramp Sabot. 

Calculation of Taper Profile.  As mentioned previously, one of 
the primary reasons for adapting a ramp-back sabot is the self-sealing 
nature of this configuration.  The propellant gas operating on the 
tapered surfaces creates very high compressive hoop and radial stresses. 
These stresses are higher than the gas pressure, so there is no ten- 
dency for pressure to leak into narrow splits between sabot petals, 
forcing them apart. 

It has been realized for many years that a long ramp-back 
sabot configuration might enable subprojectiles to be launched without 
driving grooves.  The high compressive radial stress at the sabot/ 
subprojectile interface under a rear taper, in combination with a 
reasonable coefficient of friction, could allow the entire shear 
load to be transferred from the sabot by friction alone (1).  A 
very recent study has attempted to determine the minimum weight 
taper profile which would transfer a given shear load from sabot to 
subprojectile without exceeding a specified friction coefficient (2). 
The minimum weight shape did not give a uniform shear transfer along 
the interface.  However, the use of some very severe restrictions 
(e.g., a rigid subprojectile) make the practical application of 
this work doubtful. 

The methodology of calculating the shape of a long rear taper 
for a cylindrical penetrator is based on elementary free-body stress 
analysis, combined with well known solutions of closely related 
problems.  The basic procedure was developed by Dr. Bruce P. Burns 
of BRL during the 60mm AAAC Technology Program.  The taper profiles 
are designed to provide a uniform shear transfer along the interface 
at the maximum chamber pressure condition. 

The external base pressure and the projectile acceleration 
may be found from interior ballistic considerations based on an 
approximate projectile weight.  The initial stress in the penetrator 
at the edge of the sabot is determined from the unsupported length 
of rod, weight of fins or nosecone, and the acceleration.  In the 
derivations to follow, a subscript s will refer to the sabot and 
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subscript p will refer to the penetrator or subprojectile. 

The free bodies shown in Figure 1 are formed from the projectile 
by planes perpendicular to the axis.  The segment is thin enough that 
the outer contour may be replaced by a straight line, forming a trun- 
cated conical segment.  Squares and higher powers of AZ will be ignored 
compared to one.  In addition, the slope of the contour will be assumed 
to be small.  It is further assumed that the axial stress in each 
component is constant over the cross section, or, alternately that 
only average axial stresses are considered.  The shear x is to be 
constant in the axial coordinate and may be assigned any desired 
value.  The object is to determine R(Z), the shape of the contour, 
which will accomplish this. 

Summing the forces defined in Figure la acting on the sabot 
in the axial direction, with consideration of the mentioned assump- 
tions, gives 

,.   da 
(1) (Pn + cr_ ) 5| + (-jf2- " P ZH = 2

TR o   Zs  aZ    aZ     s        p 

where the unknown is 

2    2 
d) = R -R  : A » d)  atZ=0. p  ' T   To 

To be able to solve this relation for cf), the axial sabot stress must 
be known. 

Along the interface between sabot and penetrator, the axial 
displacement is the same in both components (no slip condition). 
Hence the axial strain is equal across the interface.  Utilizing 
Hooke's Law for elastic materials, the sabot axial stress may be 
found as 

E 
(2) a  => rr-  [a  - v (a  - a.) ]  + v (a + aj v /   Zs  E    Zp   P  r   dp s  r   6 s 

P 

Summing forces acting on the penetrator, as shown in 
Figure lb gives, after integrating 

(3) a  = (p Z - ^-)   Z + a 
Zp     p    R       o 

P 

It remains to determine (a + a ) for the sabot and penetrator 
in terms of the known pressure and material properties.  For the 
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Figure 1.  Free Body Diagram for Sabot and Penetrator Stresses 
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configuration under consideration, this would be a very difficult prob- 
lem.  The difficulty may be eliminated by appealing to the smallness 
of the taper ratio and the principle of superposition of stresses in 
order to consider only stresses in the r - 6 plane.  Then the stress 
state may be approximated by the Lame solution for elastic circular 
cylindrical bodies of dissimilar materials acted on by external pressure, 
The pressure at the interface in the Lame solution is determined by 
matching the radial displacements there as 

P. = 2R2P [(R2 + R 2) + v  (R2 - R 2) + ^ (1 
i      o       p      s       p    h 

2    2-1 
V(R - RP )] 

If this relation were used in the differential equation for R, the 
result would be a highly nonlinear expression due to the appearance of 
R2 in the coefficients.  To sidestep this difficulty, the limits of 
P-L as R approaches both Rp and large possible values are determined, 
and the numerical average used as the constant value of P.;^ for all 
values o"f R.  This is 

(4)  2P. = [3 + vs + / (1 - vp)] Po [1 + vs f  (1 - vp)]- 
P P 

If equations (2), (3) and the Lame solution for (a + aQ), using 
equation (4) for interface pressure are substituted into the differ- 
ential equation (1), the solution may be found by integration as 

(5)       * =   U    - — R  ] v   '        T To       a       p 

p   J 

+ 
21R 
a       p 

where      E     =    a    + 2v  P.  + ^  (1 -  2v  )P o o p   i       t 

a ■ r (ppz - R"5 - PsZ 

P P 

E p   Z 

E 

p 

2 2 
d)     =   R   (0)   -   R To p 
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Up to the present the derivation has implicitly considered the 
rear taper.  However, the same analysis applies to the forward taper. 
Since there is no propellant gas operating, the pressures are zero. 
In using the formula for ramp profile, the taper begins at the origin 
of the Z axis.  Thus the slope of both front and rear tapers is positive. 
Care must be exercised with the sign of other quantities; however, 
especially the shear and acceleration, depending on the configuration 
under investigation. 

The taper profile calculated from the formula is nonlinear. 
Within the accuracy of the analysis and when only the lower portion 
of the ramp is to be used in a compound taper, the actual R curve 
may often be replaced by a linear interpolation for ease of machining. 

The formula as derived could certainly be improved.  Ignoring 
the axial stresses while applying the Lame solution is inconsistent 
at least.  Axisymmetric stress solutions exist which improve the esti- 
mate of a  being constant over the penetrator cross-section.  Use of 
axial stress values corrected for nonuniformity at the interface 
improve the taper predictions.  However, it would be inappropriate 
to develop the approximate analysis too far.  Its purpose is to give 
an initial estimate of a taper profile which permits uniform shear 
transfer at the sabot/penetrator interface.  The predictions of the 
formula should be checked and improved if necessary by use of an 
axisymmetric, elastic, finite element code.  Only by this procedure 
may the approximate analysis be justified. 

The concept of the double-ramp as opposed to the more con- 
ventional sabot configuration may be illustrated by finite element 
analysis of two examples.  In Figure 2 is seen a saddle-back sabot, 
with the pressure acting on the rear face of the sabot.  To illustrate 
the shear load transfer qualitites, no acceleration will be imposed 
on this example.  The parameters used in the calculations are shown 
in Table I. 

A dot is used in Figure 2 to locate each element of the sabot 
that has a tensile hoop stress.  A segmented sabot cannot support hoop 
tension, so the seams must open in these regions.  The areas of hoop 
tension form a path completely through the sabot, which would open 
to gas flow.  Also shown is the shear stress variation at the inter- 
face.  The result is very nonuniform, with a peak of nearly 344.75 
MPa at the ends, falling to low values in the center.  This type of 
variation is conducive to domino failures, with shear grooves fail- 
ing sequentially along the interface. 
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Figure 2.  Conventional Saddle-Back Sabot Configuration 
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Figure 3.  BRL Double-Ramp Sabot Configuration 

384 



V 
p 

V = .3 
s 

R 
P 

.0254 m 

^ore = 
.0762 m 

Length 
of 

Sabot = .254 m 

*DRYSDALE, KIRKENDALL, KOKINAKIS 

Table I.  Properties of Sabot and Penetrator 

E = 275,800 MPa 
P 

E =  68,950 MPa 
s 

Z = 0 

P  = 172,38 MPa 
o 

a    =  689.5 MPa 
o 

The same material and loading parameters were used to calculate 
the stresses in a double-ramp sabot, shown in Figure 3.  The desired 
shear stress at the interface was 68.95 MPa.  Only two elements near 
the forward taper had hoop tension.  The shear stress at the interface 
is relatively uniform, differing by less then 20.69 MPa from the pro- 
jected value. 

Both numerical examples were calculated with the SAAS II 
axisymmetric, elastic finite element code.  They clearly present the 
advantages to be expected from a double-ramp sabot configuration with 
respect to self-sealing of gas pressure and uniform transfer of load 
from sabot to subprojectile. 

In-Bore Rigid Body Dynamics.  The lack of in-bore stability 
of a projectile has important consequences for its overall perfor- 
mance.  It has been realized for at least 100 years that locating 
the rotating band at the projectile center of gravity improves in- 
bore stability (3).  Reasons for this conclusion may be demonstrated 
using rigid body dynamics.  Figure 4 is a conceptual diagram of a 
conventional projectile during its in-bore travel.  It is assumed 
that the rotating band acts as a centering device and that, therefore, 
transverse yawing motion must be about an axis through the band.  The 
center of gravity is located at a distance L ahead of the pivot axis. 
Clearances and eccentricities of parts cause the axis of the pro- 
jectile to deviate from the centerline of the tube during in-bore 
travel and move the center of gravity away from the axis of the tube. 
The setback force, due to the acceleration of the projectile, will 
be a vector parallel to the gun axis, which will create an over- 
turning moment M about the pivot.  If the gun tube is rifled, the 
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'22 
MT =mZaL + m^ aL 

Figure 4.  In-Bore Rigid Body Dynamic Configuration 
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centrifugal force due to the spin of the eccentric projectile will also 
produce a moment.  The magnitude of the total moment is 

M,^ = MZaL + Me2aL2 

and it is unstable in the sense that any yaw angle, no matter how small, 
generates a moment which operates to increase yaw.  This unstable 
growth of yaw angle increases until the front bourrelet impacts the 
tube wall, after which the projectile will travel the remaining'distance 
cocked at the maximum possible yaw attitude.  The overturning moment 
is countered by the moment produced about the pivot by the force F 
applied to the forward bourrelet.  This force is reduced by the adap- 
tion of a longer wheelbase or distance to the front bore rider.  Even 
so, this transverse force may be substantial.  The structure support- 
ing the front bore rider must suffer the weight penalty necessary to 
adequately resist the load. 

As the length L approaches zero, the configuration of a 
centered rotating band appears.  For this case, any small disturb- 
ance will not result in the unstable growth of yaw, because the moment 
arm is zero.  This situation would normally be called neutrally 
stable, since as presented, there is no moment which would tend to 
eliminate an initial yaw.  However, in a much more detailed dynamic 
analysis performed by L, H, Thomas (4), it was shown that, for the 
case L = 0, the gyroscopic moments due to spin would act to realign 
the projectile and tube axes. 

To ensure that the rotating band was centered over the position 
of the eg,, use was made of two computer codes for calculating the 
rigid body properties of objects.  The first is a locally derived 
code which finds the properties (weight, eg,, moments of inertia) 
of axisymmetric shapes or segments by numerical integration.  The 
second code, known as MOMENTS II (5), can combine several basic 
shapes or defined shapes (such as are determined from the first code) 
into a total body.  As any design changes affecting the taper angles, 
fin weight, etc. are made, the rotating band may be relocated over 
the center of gravity in an iterative manner.  In this way the in- 
bore stability of the projectile is maintained. 

Other Details.  There is a multitude of other details that 
must be considered by the designer which will only be alluded to in 
this section.  Since the double-ramp sabot is a centered configura- 
tion, the length of penetrator extending fore and aft of the sabot 
must be determined.  When the penetrator length is known, this calcu- 
lation also determines the minimum sabot length. 
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In order to determine the allowable stress level in a struc- 
tural component in a triaxial state of stress, the effective or equiva- 
lent stress of plasticity theory is used.  It is well known that this 
parameter correlates with plastic yield much better than maximum normal 
stress.  The effective stress level in the free fore and aft length of 
the rod depends only on the acceleration forces acting on the subpro- 
jectile, since a uniform hydrostatic pressure has no effect on effective 
stress level.  The unsupported lengths are chosen to give the desired 
stress immediately aft and forward of the sabot. 

The above value of unsupported length must be checked for 
stability problems.  One such check is for column buckling.  Expres- 
sions for determining the critical length of a fixed-free column in a 
uniform acceleration field may be found in many handbooks.  Likewise, 
the problem of the whirling of a shaft with an end mass (such as fins) 
will have some critical length which must not be exceeded for each 
value of projectile spin allowed. 

Under the rear taper the ratio of interface radial stress to 
shear stress can be made nearly constant and less than some maximum 
allowable value of friction coefficient.  In this area, no grooves or 
other load transfer devices are necessary (1).  In the other portions 
of the sabot/penetrator interface, the resultant shear load must be 
carried by threads or grooves.  The number of grooves per inch is 
determined by equating the product of allowable bearing stress and 
bearing area with the shear force per inch of interface to be trans- 
mitted.  To obtain the highest possible groove strength in the dis- 
similar sabot and penetrator materials, equal shear area grooves should 
not be used.  The areas of the root of a tooth in the sabot and rod is 
ratioed inversely to the ultimate strengths of the two materials so 
that both components may carry the same load. 

After the initial design calculations have been performed, the 
candidate design and all further iterations should be thoroughly inves- 
tigated with a reliable stress analysis code.  Ideally a fully three- 
dimensional dynamic analysis simulating the interior ballistic 
process should be performed.  We have settled for an axisymmetric, 
quasi-static analysis at peak pressure and acceleration. 

One of the primary results of an analysis as described is a 
map of effective stress in the projectile.  In the ATTGI program, this 
effective stress was required to be below the plastic yield stress of 
the respective material.  It may be appreciated that this is an overly 
conservative requirement, since plastic flow does not of itself mean 
failure in a single use component.  The adaption of a more sophisticated 
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failure criteria would be a very fruitful modification of the current 
design procedure. 

Test Results and Discussion.  Two separate models of the BRL 
double-ramp sabot were designed as part of the ATTGI program.  A high- 
pressure version capable of operating at maximum chamber pressures of 
730.87 MPa was initially tested, but not pursued.  A low-pressure version 
operating at standard 105mm tank gun pressures was also designed and 
tested more extensively. 

A sketch of the low-pressure BRL double-ramp projectile is 
shown in Figure 5.  It has been successfully fired during high tempera- 
ture tests to a peak chamber pressure of 572.29 MPa. Three of the early 
versions of this projectile suffered rotating band failures, which are 
believed to have been caused by excessive interference due to tolerance 
buildup.  Even though the sabots suffered severe gas wash due to loss of 
the band, there was no gas leakage between sabot petals or at the sabot/ 
penetrator interface.  No rotating band failures have occurred since 
this band was redimensioned (28 rounds fired). 

Included within the ATTGI program was the development of an 
advanced conventional saddle-back sabot.  Effectively the same subpro- 
jectile was used in both this sabot and the BRL double-ramp, so com- 
parisons of performance are easily made.  For the full in-bore 105mm 
projectile, the BRL double-ramp weighed slightly over .4536 Kg less 
than the conventional sabot.  This translates into a muzzle velocity 
increase of 57.3 m/s for the subprojectile.  The initial yaw of the 
free flight subprojectile was measured from yaw cards approximately 
40 m from the muzzle.  These measurements showed nearly the same 
average value of yaw for the BRL double-ramp and the conventional 
saddle-back sabot.  Likewise, the target dispersion at 1,000 meters, 
based on very small samples, was essentially equal. 

It had been anticipated that the centered rotating band of the 
BRL double-ramp sabot would result in substantial reductions in initial 
yaw and, consequently, target dispersion, over the conventional con- 
figuration.  Instead the values of these parameters are nearly equal 
for the two sabots.  Development of the double-ramp, by the lengthen- 
ing of the wheelbase and/or the use of full projectile spin, will con- 
tinue in the future and should reveal the advantages in reduced yaw 
and target dispersion of which the stable in-bore configuration is 
capable. 

The BRL double-ramp configuration has been demonstrated to be 
a very effective sabot for launching kinetic energy penetrators.  How- 
ever, the concepts involved are applicable whenever it is desired to 
obtain higher velocity or increased range by use of a sabot. 
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INTRODUCTION 

The Army's requirements for electric power in the field have 
increased dramatically in recent years as a result of increased use of 
special weapons, communications equipment, sensors, and other electric 
and electronic devices.  The supply of the necessary power to the user 
Is thus a matter of considerable importance to the Commander.  At 
present the only systems available for transferring electrical power 
from source to user are wire and cable type systems.  Rapid deployment 
and re-deployment capabilities, ease of handling and flexibility are 
essential characteristics of these systems for use in today's highly 
mobile tactical environment.  The weight of presently available cable 
materials is a barrier to achieving these characteristics, especially 
for high power systems.  Recent investigations have revealed a class 
of compounds, known as intercalated graphite, which appear promising 
as new conductor materials.  Intercalation compounds are compounds of 
lamellar host materials which have atoms or molecules of a foreign 
chemical species inserted between layers.  Graphite intercalation 
compounds are presently of interest in two major areas: in selective 
catalysis and as synthetic metals, especially for high infrared 
reflectance and high electrical conductivity.  In particular, it has 
been shown that some of these materials exhibit higher electrical con- 
ductivity and have lower density than copper.  These materials are of 
obvious interest to Army power programs.  MERADCOM has initiated a 
cooperative effort with the University of Pennsylvania to investigate 
intercalated graphite compounds for possible application as an elec- 
trical conductor.  MERADCOM's in-house program which supports this 
work is an investigation of the electrical conductivity of graphite 
and selected graphite compounds over the temperature range between 
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4 and 300 K.  The subject of this paper is an initial investigation 
of graphite fibers. 

BACKGROUND 

A detailed knowledge of graphite itself is necessary for any 
investigation of graphite intercalation compounds.  Consequently, some 
of the properties of graphite will be reviewed briefly along with a 
discussion of recent investigations of graphite intercalation com- 
pounds.  Graphite crystallizes into a layered structure consisting of 
planes of carbon atoms arranged in a hexagonal pattern.  A model of 
the ideal crystal structure of graphite is shown in Figure 1.  At room 
temperature the separation distance between nearest neighbor atoms in 
the basal planes is 1.415A, and successive basal planes are separated 
by 3.354A(l).  The difference in separation distances is due to the 
two different types of bonds found in the graphite structure.  Carbon 
atoms in the basal planes are linked together by covalent bonds; 
adjacent layers are weakly bonded to each other by van der Waals 
forces.  The approximate two orders of magnitude difference between 
the two different bonds is reflected in its anisotropic physical pro- 
perties, e.g., the measured value of Young's modulus which is 101-3 

dyne/cm2 along the a-axis is thirty times greater than the c-axis 
value.  Most graphite crystals have a layer stacking sequence ABAB.... 

It has been established that graphite is a semi-metal in 
which the highest filled valence band overlaps the lowest empty con- 
duction band by about 35meV.  In contrast to a semiconductor, a semi- 
metal such as graphite will have empty valence states (holes) and 
filled conduction states (electrons) even at temperatures approaching 
absolute zero.  Pure single crystal graphite is a moderately good 
electrical conductor with a resistivity parallel to the basal planes 
about twenty times that of pure copper at room temperature.  (See 
Table I which is a chart showing comparisons between significant 
properties of graphite and a good metallic conductor, copper.).  The 
relatively high conductivity of graphite is due to a mobility which is 
greater than any metal (10 cm /V-sec), in spite of a relatively low 
carrier concentration (n = p = 10 cm- ).  The high mobility is a con- 
sequence of the bond structure of the hexagonal graphite rings. 
Delocalized TT electrons (molecular orbitals) are free to follow the 
carbon chains throughout an entire layer leading to enhanced electri- 
cal conductivity within the graphite layers.  Measurements of c axis 
conductivity on natural crystals have resulted in a conductivity ratio 
CTa/ac from 10  to 10  at ambient temperature; measurements on synthe- 
tic materials give values near 5x10 .  The large spread in the c axis 
conductivity measurements is apparently due to the difficulty of 
preparing samples which are free from defects, especially fissure-like 
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defects parallel to the a axis.  Many early uncertainties observed in 
the electrical properties arising from varied sources and types of 
graphite available, as well as sample history, have been resolved with 
the development of techniques for stress-annealing pyrolitic graphite. 
This process provides near-ideal material which is comparable to 
natural crystals(2)(3). 

It has been known since the 1860s that certain elements and 
compounds cause graphite to swell and increase in weight.  Not until 
the 1930s were systematic studies of this effect undertaken.  It is 
now well established that this effect is due to the formation of 
graphite intercalation compounds.  Studies(4)(5) have shown that while 
the distance between the carbon layers is increased due to the inter- 
calated atoms or molecules and the stacking order of the carbon layers 
is changed, there is almost no change in the in-plane separation of 
carbon atoms.  Graphite intercalation compounds exist in various 
"stages" of intercalation.  "Stage" is defined as the number of carbon 
layers separating intercalant layers.  In general, graphite intercala- 
tion compounds possess a high degree of order with definite crystal 
structures and chemical compositions. 

At the present time, at least 60 atomic and molecular species 
have been intercalated into graphite.  Two classes of intercalation 
compounds have been identified.  Intercalation with Group I elements 
from the Periodic Table (and some other metals) produces donor com- 
pounds (6) (7) while acceptor compounds are formed by intercalation with 
bromine(8), bisulfate(9 ), and strong acids(lO).  Many of the result- 
ing intercalation compounds are metallic, or semimetallic in their 
behavior as the intercalant modifies the semimetallic electronic pro- 
perties of the graphite. 

Many intercalation compounds show an enhanced electrical con- 
ductivity along the a-axis (aa).  The magnitude of this effect is con- 
trolled by the intercalation species and the stage of the resulting 
compound.  The mechanism for the increased conductivity appears to be 
due to the transfer of fractional negative charge from the intercalated 
species to the carbon layers in a donor compound or from the carbon 
layers to the intercalated species in an acceptor compound.  At the 
same time, the mobility, compared to graphite, is reduced due to en- 
hanced electron-phonon scattering associated with the enlarged Fermi 
surface or an increase in the effective mass associated with changes 
in band structure or both of the preceeding effects.  In any event, 
the decrease in mobility is more than offset by the increase in 
carrier concentration, and the net effect is an increase in Oa  due to 
intercalation. 
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The effect of intercalation upon the c-axis conductivity (oc) 
is more complicated and illustrates a fundamental difference between 
donor and acceptor compounds.  For donors, ac increases, and in some 
cases ac increases more than aa, e.g., for the first stage potassium 
compound KC3, Oa/oc =  34, two orders of magnitude smaller than pure 
graphite.  The essentially three dimensional behavior of the electri- 
cal conductivity in donor compounds is due primarily to the strong 
interaction between the electron clouds of the graphite structure and 
the valence electrons of the intercalants.  For acceptors, ac drops 
significantly, and Oa/oc  increases strongly, by as much as 300 for 
arsenic pentafluoride (AsF5) relative to pure graphite.  It is con- 
cluded that acceptor compounds exhibit a two dimensional character due 
to the decreased attraction between carbon layers and weak interaction 
between intercalant and the graphite structure.  This conclusion is 
supported by observed tendency of acceptor compounds to exfoliate 
during intercalation. 

The significant increases in Oa  of acceptor compounds make 
them promising candidates for lightweight electrical conductors. 
Recent investigations of graphite intercalated with strong acid 
fluorides, antimony pentafluoride (SbFs) and arsenic pentafluoride 
(AsF5), have produced samples with electrical conductivities exceeding 
pure copper at room temperature.  The first experiment demonstrating 
the high conductivity of acid fluorides was performed by Vogel(ll) 
etal. on composite wires consisting of a graphite powder core inter- 
calated with SbFs in a copper sheath.  Results were obtained from a 
standard four terminal dc resistance method on samples 0.1cm dia. by 
10cm long.  The resistivity of the core was found to be 1.0x10" fi'cm 
or approximately two-thirdp  that of pure copper.  Subsequent investi- 
gations on highly oriented pyrolytic graphite (HOPG) crystals inter- 
calated with SbFs by Thompson(12) et al.  and Fuzellier (13) et al. 
yielded resistivities five times greater than the composite wire 
results.  These results are difficult to reconcile because the prepar- 
ation of the samples was significantly different.  The composite wires 
were fabricated in open air by compacting graphite-SbF5 mixtures in 
copper tubes, heating overnight at 105oC, swaging the tubes to a frac- 
tion of their diameters, and then annealing.  The HOPG samples were 
made with distilled materials and under moisture- and impurity-free 
conditions.  In both cases, the SbFs conductivity results were 
obtained from dc resistance measurements, and are suspect due to the 
non-uniform distribution of current in the samples caused by the 
extremely high anisotropy of the acid fluoride samples.  Zeller(14) 
etal. have developed a contactless radio frequency (r.f.) technique 
for measuring electrical conductivity in samples with large aniso- 
tropy.  A sample is inserted into an induction coil with the c-axis 
parallel to the magnetic field.  Eddy currents induced in the sample 
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change the coil's inductance; this change causes a shift in the 
resonant frequency of an LC oscillator circuit.  The conductivity of 
the sample is determined from a semi-empirical formula based on the 
resonant frequency shift.  With the r.f. technique, Falardeau(15) 
et al. have measured conductivities (aa) exceeding silver at room 
temperature for HOPG crystals intercalated with AsFs.  The contactless 
r.f. technique eliminates the problem of non-uniform current density 
which can occur in four terminal dc measurements and is therefore 
well suited for measuring' conductivities of highly anisotropic graphite 
compounds. 

The investigation of intercalated graphite compounds has 
recently been extended to graphite fibers.  These fibers are of con- 
siderable technological interest, and highly conducting fibers have 
obvious electrical applications.  Vogel and his associates have 
recently produced graphite fibers intercalated with AsFs with room 
temperature resistivities  from  200-500^^'cm.  The low temperature 
behavior of the electrical conductivity of the fiber samples is being 
investigated at MERADCOM. The temperature dependence of the electri- 
cal conductivity provides fundamental information about the mechanisms 
contributing to the overall conductivity. 

EXPERIMENTAL DETAILS 

The experimental apparatus shown in Figure 2 consists of a 
liquid helium cryofetat with a variable temperature insert.  The system 
permits the sample temperature to be controlled over the range between 
liquid helium temperature and room temperature.  The graphite samples 
are mounted (Figure 3) on a sample block of OFHC copper which aids in 
maintaining uniform sample temperature; this sample holder also pro- 
vides a heat sink for instrumentation leads and a mounting point adja- 
cent to the sample for the temperature sensor.  The sample temperature 
is monitored using a diode with a digital readout.  Electrical conduc- 
tivity measurements are made using a four terminal dc technique.  A 
constant current source supplies sample currents of 10 microamperes, 
and the voltage drop across the sample is measured with a nanovolt- 
meter.  Power dissipation is held to less than a microwatt to minimize 
spurious effects caused by self-heating of the sample.  In a typical 
experiment, the sample is cooled to the lowest temperature and allowed 
to warm quasi-statically to room temperature.  For convenience in 
taking data, the analog outputs of the nanovoltmeter and temperature 
monitor are connected to an X-Y recorder to produce a continuous 
record of  each run.  The four terminal dc measurement technique 
requires some care in its application and interpretation since aniso- 
tropic characteristics of graphite can lead to non-uniform current 
density in the sample.  Graphite fiber samples which have length to 
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thickness ratios greater than 1000 were used to assure uniform current 
distribution; individual filaments used in this experiment are 
nominally 8y dia x 1 cm long.  The work reported here was performed 
on Celanese GY-70 fibers with their high conductivity direction (a 
axis) oriented parallel to the fiber axis.  Individual fibers are 
mounted on alundum wafers with platinum contacts baked on.  Secure 
joints are made by soldering the fiber to these contacts with 80Au- 
20Sn solder paste and small pieces of platinum wire.  The fibers were 
intercalated by immersing them in the intercalant, in the case of 
HNO3, or suspending them in AsFs vapor, under controlled temperature 
conditions.  Observation of the fibers before and after intercalation 
with a microscope revealed that the fiber thicknesses were nominally 
unchanged by the intercalation process. 

EXPERIMENTAL RESULTS 

The reliability of the experimental apparatus was determined 
by measuring the temperature dependence of the resistivity of a piece 
of #36 AWG copper wire over the range 4.2-300K.  The experimental 
data (open circles) are plotted in Figure 4 along with the Block- 
Griineisen function (solid line) for simple metals.  The semi-empirical 
Block-Griineisen relation describes the ideal temperature dependence of 
the lattice or phonon contribution to the electrical resistivity at 
all temperatures.  The relation gives the resistivity, p, « T5 for T<9 
(Debye Temp.) and p^ T for T>0, as required by theory. The agreement 
between the data and the theory is quite good indicating that the 
experimental apparatus provides reliable data.  The systematic depar- 
ture of the experimental data from the ideal theory is due to addi- 
tional resistivity contributions, including faults due to annealing, 
impurities, and size effects especially at low temperatures, not 
accounted for in the theory. 

The recent investigations of intercalated graphite fibers at 
MERADCOM have revealed two unexpected and not yet reported results in 
the temperature dependence of the electrical resistivity.  First, for 
both pristine graphite fibers and the same fibers intercalated with 
either HNO3 or AsFs,  the resistivity increases monotonically with 
temperature from room temperature down to 4.2K, the boiling point of 
liquid helium at atmospheric pressure (low temperature limit of this 
investigation).  In contrast, the basal plane resistivity(16) of 
natural and synthetic crystalline graphite decreases monotonically 
over the same temperature range. (This behavior of pristine HOPG 
graphite crystals has also been verified at MERADCOM as part of the 
experimental apparatus checkout.)  Second, the dependence of fiber 
resistivity upon temperature is essentially linear, especially for 
the intercalated fiber samples. 
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The preceeding results are clearly illustrated by plotting 
reduced resistivity ( p(T)/ p(300K)) data versus absolute temperature 
(K) for a pristine fiber and for the same fiber after intercalation. 
Figure 5 is such a plot for a fiber (F-l) intercalated with HN03. 
Intercalation with HNO3 was performed at MERADCOM with fibers supplied 
by the University of Pennsylvania.  The resistivity of the 
fiber increased almost linearly to 140% of its room temperature value 
of 480y^cmupon cooling to 4.2K.  Intercalation with HNO3 reduced the 
room temperature resistivity to 102yQ-cm (almost a factor of 5 from 
the unintercalated value).  The intercalated fiber's resxstxvity had a 
small, approximately linear temperature dependence  (2% increase over 
the full temperature range).  Several successive cyclings between 4.2K 
and room temperature reproduced the temperature dependence of the 
resistivity shown in Figure 5; changes in the absolute values of the 
resistivity were negligible indicating little de-intercalatron of HNO3 

from the fiber. 

Data obtained from another sample, Fig. 6, prepared frotn die 
same fiber and intercalated with HNft confirmed the results obtained 
from sample F-l.  Sample F-2 had nominally the same room temperature 
resistivity (483y^cm) as F-l.  The resistivity increased monotomcally 
as the temperature was decreased to 4.2K; the resistivity at 4.2K_ 
was 136% larger than the room temperature value.  Upon intercalation, 
the room temperature resistivity was reduced to 189ufi-cm or approxi- 
mately 40% of the unintercalated value.  The resistivity ot sample 
F-2 had a small, approximately linear temperature dependence {9A 
increase over the full temperature range), larger than the temperature 
dependence of sample F-l.  Repeated temperature cyclings again veri- 
fied the temperature dependence of the resistivity of the intercalated 
fiber with negligible effects due to de-intercalation. 

Intercalation with AsFs produced the results shown in Figure 
7   Samples intercalated with AsFs were supplied by the University of 
Pennsylvania, and consequently it was not convenient to measure 
resistivity before and after intercalating.  The unintercalated curve 
is representative of data taken from other Celanese fiber samples at 
MERADCOM and is supplied only for qualitative comparison.  The room 
temperature resistivity of the intercalated fiber was 241uQ-cm.  The 
important result obtained by the AsFs intercalated fiber is that the 
temperature dependence of the resistivity was again linear over the 
range from 4K to room temperature.  The magnitude of the change with 
resistivity of the AsFs intercalated fiber was larger (about 30.) 
than the magnitude of the change in the HNO3 intercalated fibers (less 
than 10%).  Again repeated cyclings between 4K and room temperature 
resulted in little change in the temperature dependence of the resis- 
tivity although de-intercalation caused measurable increases in the 

absolute resistivity values. 
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The preceeding results can be understood qualitatively in 
terms of a size dependence argument.  When one or more dimensions of 
a sample becomes sufficiently small as in the case of a thin film or 
wire, collisions of the charge carriers with surfaces decrease the 
effective mean free path (mfp) of the sample.  The effective mfp by 
Mathiesson's rule is the sum of independent components and is written 
as 

-fl.fr  -PpUr)   iorf CD 

where lph(T) is the temperature dependent mf  due to scattering of 
electrons by thermal vibrations (phonons) oFthe lattice and ldef is 
the temperature independent mfp due to scattering from defects.  The 
term due to defects may be written as a sum of terms due to scattering 
from surfaces lsur and scattering from impurities linip.  It will be 
assumed that contribution due to impurities is negligible compared to 
the surface contribution.  For sufficiently thin samples or at low 
temperatures where 1^ is very large due to negligible scattering 
from phonons, leff is approximately equal to lsur.  Microscopic exami- 
nation of individual graphite fibers reveals that they are composed of 
large numbers of tangled fibriles whose thicknesses are probably no 
more than ly or about one-tenth the fiber thickness.  If the effective 
mfp is limited by scattering at the fibrile surfaces or Iph » 1 
then the effective mean free path for a graphite fiber is equal tor' 
lsur.  The consequences of a size limited leff upon the fiber resis- 
tivity can be seen by writing the resistivity as: 

o (-r)  =  !  
-^ ntr)epL(r) (2) 

where n is the temperature dependent carrier density, e the electronic 
charge and y(T) the temperature dependent mean mobility for both 
electrons and holes.  The mean mobility can be represented approxi- 
mately by a combination of relaxation processes as 

M.CT)  = rn-*vF 

' eJ>effCr) (3) 
where m* is the effective mass and vf the Fermi velocity.  Replacing 
^ff by 1

SUV   (for fibers) in Eq. (3), the resistivity can be written 
as 

»*•, 

n(T)ezJlsur (4) 
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In this simplified model, the temperature dependence of the resistivity 
is due only to the change in carrier density with temperature  For 
crystalline graphite, n(T) is found  to decrease with temperature. 
This fact implies that p(T) will increase as the temperature decreases 
for this model.  The resistivity data for the unintercalated fxbers 
exhibits this behavior and consequently supports this model.  The 
dSa for the intercalated fibers does not present a unxform trend 
?he resistivity of the fibers intercalated with AsE5 exhibit consxder- 
abty greater temperature dependence, than the fibers intercalated wxth 
HNO  The lack of temperature dependence of the resxstxvxty can be 
^cco'unted for in the size dependence model with a temperature xndepen- 
dent carrier density.  This is consistent with results obtaxned by 
Ser 17 which supports a temperature ^pendent carrier density in 
graphite intercalated with HNO3.  The experxmental data for the fiber 
intercalated with AsE5 shows that the resistivity does depend upon 
temperature implying I  temperature dependent carrxer densxty based 
upon the size dependent model. 

CONCLUSION 

The investigation of intercalated graphite fibers has pro- 
duced two interesting results, viz., the resistivity is a monotonxcally 
and approximately linearly decreasing function of the temperature for 
both pristine and HNO3-and AsF5-intercalated graphxte fxbers.  These 
resulS have been interpreted in terms of a size dependence model xn 
which the temperature dependence of the resistivity is essentially due 
to the carried concentration.  Further work which will xnclude such 
additional parameters as the magnetoresistance are being undertaken to 
define more completely the mechanisms involved in the electrxcal trans- 
port properties.  The results of these investigations wxll be used to 
further clarify the role of size effects and carrier concentration on 
the electrical conductivity of graphite fibers.  Finally, to illus- 
trate the possible technological application of these highly conduc- 
tive intercalated graphite materials to the Army requirement for 
lightweight electrical conductors, Figure 8 shows a sectxon of wxre 
prepared by the group at the University of Pennsylvania.  Thxs con- 
ductor consists of a copper jacket with a core of SbF5-xntercalated 
graphite; it was prepared by forming the intercalatxon compound xn a 
sealed copper cylinder and swaging the cylinder to the desired dia- 
meter  The resistivity of the core was found to be approximately 
1.0 ufi-cm which corresponds to a conductivity about 70% greater tnan 

pure copper. 
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PROPERTY 

COMPARISON OF GRAPHITE PROPERTIES 

(T = 300 K) 

GRAPHITE 
(BASAL PLANE) 

MASS DENSITY (G/CC) 

RESISTIVITY (a-CM) 

CARRIER DENSITY (4/cc) 

MOBILITY (CM2/VSEC) 

2.25 

40.0 x KT5 

7 x 105 

TABLE   1 

COPPER 

8.90 

1.67 x ID"6 

1023 

35 

Figure 1. The crystal structure of graphite, showing the stacking 
sequence. ABAB.... 
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Figure  2.   Schematic  drawing  of  the  experimental  apparatus, 
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Figure  3.   Artist's  rendition of   the  sample block. 
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Flgure 4.  Resistivity versus temperature of a copper wire. 
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Figure 5,  Resistivity versus temperature of graphite fiber (F-l) 
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HIGHLY SURVIVABLE TRUSS TYPE TAIL BOOM 

THOMAS F. ERLINE, MR. 
BALLISTIC RESEARCH LABORATORY 

ABERDEEN PROVING GROUND, MARYLAND  21005 

INTRODUCTION.  Successful completion of Army helicopter mis- 
sions in future battle scenarios may well depend upon survival of the 
structure after battle damage.  Survivability of a helicopter will de- 
pend significantly upon the structure's ability to retain structural 
integrity.  The principle purpose of this study is to develop a struc- 
tural concept which assures a high degree of confidence in the integ- 
rity of a structure that has received combat damage.  This study has 
been pursued because the Army needs to meet and provide a solution to 
the ever escalating high explosive anti-aircraft threat to the heli- 
copter tail boom. 

The highly lethal 23mm high explosive projectile represents an 
existing widely deployed threat to Army helicopters.  The more lethal 
30mm high explosive projectile appears on the horizon as the potential 
future threat.  Because of this potentially severe 30mm threat and the 
possible inadequacy of present semimonocoque designs to survive hits 
by the 30mm, the present study was initiated to develop a structural 
challenge to the 30mm and to improve upon the present designs. 

The tail boom of a helicopter (for example, the present AH-1 and 
UH-1 models) presents a significant amount of vulnerable area, and due 
to the flight loads of the tail rotor and elevators, the tail boom is 
constantly in some stressed condition. The semimonocoque tail boom con- 
struction configuration consists of skins, longerons, stringers, and 
bulkheads.  Four longerons provide the main bending support for the 
tail boom.  Shear loads are carried by the skin structure which is 
locally supported against buckling by the stringers.  Presently the 
semimonocoque structure is configured to the minimum weight design. 
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Ballistics tests using the 23nnii high explosive against the minimum 
weight semimonocoque tail boom design have demonstrated its lack of 
damage tolerance.(l)  Structural modifications have been shown to in- 
crease the damage tolerance of the structure but the amount of damage 
is predictably a function of confined volume and detonation distance 
to the surface.(l)' Clearly the larger 30mm projectile reduces the 
survivability of the entire semimonocoque tail boom structure. 

The solution for a structural challenge in this study took the 
form of a search for a highly redundant tail boom structure.  A highly 
redundant structure is a structure that starts with a compact unit 
structure.  The compact unit structure is interconnected within itself 
by comparatively small, relative to the entire structure, but stiff 
structural elements.  The entire structure is then built up by a rep- 
lication of the unit structure, scaling as desired or necessitated. 
The main reason for a high degree of redundancy is to build-in damage 
tolerance by attempting to keep damage strictly localized. 

A possible engineering solution that can easily be made highly 
redundant is the truss type structure.  Use of modern technology and 
standard elements can make a truss both practical and economical.  Be- 
cause of its potential to fulfill such characteristics, the truss type 
structure was selected for this study in place of the semimonocoque 
structure.  This study not only utilizes the truss concept but also 
introduces the concept of complete imbedded substructures.  Complete 
imbedded substructures are easily generated within a truss structure 
that has a base figure equivalent to a quadralateral by including the 
interior diagonals in a simple open truss structure.  The intent is to 
develop a truss type tail boom with complete substructures that is 
highly redundant so that it can absorb massive damage and yet still 
hold the aerodynamic loads of flight.  The truss tail boom can reduce 
vulnerability while lowering the weight of the tail boom.  The observ- 
able surface area drops significantly reducing visibility and radar 
echo.  A bonus would be the possibility of mounting a recoilless rifle 
on the helicopter because the openness of the truss allows the passage 
of back blast. 

The development was performed throughout by computer modeling. 
The aerodynamics loads can be simulated and a damage criterion estab- 
lished very easily by this technique.  A damage criterion should re- 
flect a maximum amount of damage that can be sustained by the struc- 
ture.  The design objective is to retain structural integrity after 
imposition of the damage criterion. 

Damage to a truss structure would not be in terms of confined vol- 
ume or surface distance as it is in the semimonocoque structure, but 
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damage would be in terms of loss of a memtier(s) or a loss of a joint. 
Not counting a completely destructive blast, the most catastrophic 
single event that could occur to a truss structure would be the de- 
struction of a joint.  The loss of a joint in a truss structure can be 
considered as massive damage because the loss of many members assembl- 
ed at the joint is associated with loss of the joint.  The demand that 
the truss sustain loss of a single joint and still retain structural 
integrity (not have other members buckle or fail) under flight loads 
is considered maximum survivability for the purpose of this study. 
Thus, loss of a joint is the damage criterion employed in this study. 

Static and dynamic analysis of two truss design concepts were 
performed by the NASTRAN (NASA STRuctural ANalysis) program.  One of 
these truss concepts is a simple open truss design.  The other model 
incorporates the concept of complete substructures. The semimonocoque 
tail boom of AH-1 helicopter series is used as the basis for a re- 
placement truss tail boom model.  The AH-1 series helicopter presents 
a logical choice to develop a truss structure tail boom to replace a 
semimonocoque structure.  This helicopter has been in the Army's ar- 
senal for a while and will continue in service for a number of years. 

PROCEDURES.  The longerons are the longitudinal elements 
which constitute the basic configuration to be employed in the truss 
structure model development.  The basic overall dimensions come from 
the AH-1G helicopter reported in reference (2) (see Figure l).  Longe- 
ron pattern at the larger (or base) end has been selected to conform 
to the bolt pattern of the AH-1G model at the tail boom - main fuse- 
lage manufacturing break line.  The aerodynamic loading conditions 
were obtained from Bell Helicopter Company.(3)  Common design para-* 
meters and formulas are listed in Table 1.  Consideration of cost and 
logistics leads the ideal design concept to have all structural truss 
members with the same cross sectional dimensions.  There is less cost 
involved buying large quantities of structural elements all the same 
size than small quantities of various sizes.  The standard tube(U) 
structural element of 3.8lcm (l 1/2 in) outside diameter and .159cm 
(l/lb in) thickness was chosen for this study because of its higher 
inertia over rods of the same cross sectional area. 

Initial model goal was a high degree redundancy.  The goal was 
achieved by orienting outside diagonals at ^5° angles, which generat- 
ed a large number of joints (kk)  within the dimensional bounds of 
Figure 1.  Though truly highly redundant and damage tolerant, the 
geometric configuration is not a low weight design.  To obtain a geo- 
metric configuration conducive to a low weight design without doing a 
geometry optimization analysis, this study utilizes only the joint 
locations described in reference (7).  Thus, both models of this 
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Figure 1.  Geometry of Helicopter Ta.ll Boom. 
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TABLE 1. 
Common Design Parameters and Formulas 

Material: Aluminum Alloy- 

Modulus of Elasticity:  E = 7- x 1010 n/m2(l0.5 x 10 psi)       (U) 

Density p: p = 2.7 x 103 kg/ra3(0.1 lbs/in3) (1+) 

Margin of Safety: i • ■ + 
of Individual Member  M.S. =  —stress limit  _ ^ , , 

applied stress 

Stress Limits per member 

Compressive        CSL =  .8*6 

Tensile TSL =  6 
cr 

cr 

Euler Column Buckling (6) 

Per 6 
cr     CSA 

2   2 Cross Sectional Area of Tube:    CSA =  Tr(r - r.) 
o   i 

Compressive Critical Load with Hinged Ends (6) 

2 
Per = TT El 

—2" • 
1    where 1  = length of member 

study have 28 joints and 72 degrees of freedom.  Model 1 is an open 
truss framework containing 11^+ members (see Figure 2).  Model 2 is a 
substructured truss framework by the inclusion of the interior dia- 
gonals generating a total of 138 members (see Figure 3).  The chosen 
standard structural tube element makes Model 1 weigh approximately 
k0.8  kg (90 lbs), and Model 2 weigh approximately 52.2 kg (115 lbs). 

Static and dynamic analyses were performed on both models by 
NASTRAN.(8)  NASTRAN is a large, comprehensive, general purpose, 
finite element, displacement method computer program.  Design and 
analysis of all forms of airframes have been carried on by NASA, aero- 
space industries and other government agencies for a number of years 
by use of NASTRAN. 

The loading that corresponds to the maximum, 130 kt. level flight 
condition(3) was applied to each complete model and its subsequent 
damage cases.  The application of the 130 knot level flight load was 
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Figure 2. Computer Drawing 
of Model 1. 

Figure 3. Computer Drawing 
of Model 2. 
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simulated using NASTRM rigid format U, Static Analysis with Differ- 
ential Stiffness outputting displacements, stresses and margins of 
safety.  More accurate design operating stresses are calculated for 
analysis of buckling failure to individual members by this method(9) 
over NASTRM rigid format 1, Static Analysis. 

Buckling failure determined by margin of safety for each individ- 
ual element is calculated in NASTRM according to the relations given 
in Table 1.  Buckling due to compressive stress occurs before failure 
of an element due to tension.  An additional 20%  safety factor is in- 
cluded for compressive stress limits.  A margin of safety less than 
zero indicates failure.  A margin of safety between zero and one 
indicates structural integrity and is acceptable.  Margin of safety 
greater than one is preferred for the purposes of this study. 

The complete models were analyzed first with the 130 knot flight 
loads applied.  Then the imposition of the damage criterion was simu- 
lated by removing a joint and all elements connecting that joint.  A 
vertical station in front, middle, and rear of the models were chosen 
to have their joints deleted one at a time and then the damaged struc- 
ture was reanalyzed with the same applied flight loads.  A total of 
twelve damaged cases were simulated. 

Realistically, portions of members that enter a joint may remain 
affixed to the truss structure after loss of a joint.  The effects of 
these members (or portions thereof) remaining are considered minor, 
and therefore are neglected in this study. 

RESULTS.  Maximum deflection constraint due to tail rotor 
driveshaft couplings (10) is 8.13cm (3.2 in).  Table 2 shows maximum 
displacements of the truss models with and without damage imposed. 
These displacements lie comfortably within this maximum deflection 
constraint.  The complete semimonocoque tail boom structure weighs 
approximately 90.72 kg (200 lbs)(3) and its deflections due to the 
130 knot level flight load are 1.37cm (.539in) in y direction and 
.37cm (.1^6 in) in the z direction.(10)  The complete truss models 
which weigh about half the semimonocoque tail boom weight, show as in- 
dicated by Table 2, a stiffness 12/£ greater in the y direction and 
k6%  less in the z direction.  Considering the weight difference the 
truss modelb stiffness is reasonably competitive.  Table 2 shows a 
maximum increase in the y direction displacement of .82cm more than 
the undamaged case occurring in the case where joint 5 is deleted.  It 
shows a maximum increase in the z direction displacement of .803cm 
more than the undamaged case occurring in the case where joint 7 is 
deleted. 
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Members in tension have been found to have margins of safety 
greater than 1.0.  Compressive margins of safety under 1.0 do occur 
due to imposition of the damage criterion.  (Table 3 is a key for 
Tables h,   5 and 6).  Since changes in margins of safety only occur 
locally, only the damage criterion in the neighborhood of the joint in 
question is presented.  Tables h,   5, and 6 show the compressive mar- 
gins of safety and change in load path due to imposition of the damage 
criterion. 

The compressive margins of safety (M.S.) shovn in Tables h,   5, 
and 6 indicate load path redistributions due to the damage cases. The 
comparison made between model 1 and model 2 shows the interior diago- 
nals of model 2 to be working by taking on tensile and compressive 
loads.  Though no members of model 1 or model 2 failed. Table 7 ex- 
tracts four cases from Table k  and 5 where M.S. is under 1.0 for model 
1 and two cases for model 2.  Table 7 also shows that substructured 
model 2 consistently has M.S. greater where needed than the open truss 
model 1.  Also, to be noted in Table 7 is a 75/£ loading condition for 
two cases out of the four where the M.S. is less than 1.0 for model 1 
and comparative M.S. over 1.0 for the substructured mo'del 2. 

Table 8 shows the maximum and minimum presented areas and their 
appropriate orientations.  The semimonocoque structure presents a con- 
tinuous surface whereas the truss models present non-continuous sur- 
face areas.  For the maximum model 1 has a hTfo  reduction and model 2 
has a 33%  reduction in presented area compared to semimonocoque.  Com- 
parison of the minimum presented areas show: model 1 has a Q0%  reduc- 
tion, and model 2 has a 75^ reduction.  These reductions show a clear 
reduction in visibility of the truss tail boom relative to the semi- 
monocoque type tail boom. 

TABLE 3 Key for Tables ^,5, and 6 

I.D.  = interior diagonal; O.D. = outside diagonal 

T.H.  = transverse horizontal; T.V. = transverse vertical 

T.D.  = transverse diagonal; Long. = longeron 

J-J  = joint-to-joint connection 

D    = deleted member;  T = member in tension 

= Nonexistant member; Blank space = compressive 

Margin of Safety greater than 10.0 

417 



ERLINE 

TABLE k.     Compressive Margins of Safety Under 10.0 Due to 130 knot 
Flight Load on Forward Vertical Sta with 2 00^ Loading 

DAMAGE NONE Joi nt 5 Joi nt 6 Joint 7 Joint 8 

MODEL 1 2 1 2 1 2 1 2 1 2 
MEMBER J-J No# 

Long. 1-5 7 T T D D T T T T T T 
ii 2-6 8 T T D D 2.0 2.3 
ii 3-7 9 3.6 3.6 l.h 1.3 k.l k.l ,D D 1.9 2.2 
n 1+-8 10 T T T T T T D D 

O.D. 1-6 11 8.0 8.1+ 10. D D 2.8 2.2 7.1 
IT 2-5 12 T T D D T T T T T T 
II 1-8 13 T T T T T T T T D D 
II U5 lit D D 8.7 7.6 T T 1.6 3.0 
II U-T 15 T T T T T T D D T T 
II 3-8 16 2.0 2.2 2.8 2.6 2.3 2.3 .36 • 71 D D 
II 2-7 IT 2.0 2.0 1.5 1.3 1.2 l.h D D 1.5 1.2 
II 3-6 18 T T T T D D T T T T 

I.D. 1-7 19 - T - T - - D - T 
II 2-8 20 - - T - - 3.2 - D 
II 3-5 21 - - D - T - - 3.7 
it 1+-6 22 - T - - D - T - T 

T.V. 5-6 23 D D D D 
T.H. 5-8 2h D D D D 
T.V. 7-8 25 T T T T T T D D D D 
T.H. 6-7 26 T T T T D D D D T T 
T.D. 5-7 27 T D D T T D D 

II 6-8 28 1+.0 3.5 D D T T D D 
Long. 5-9 29 T T D D T T T T T T 

II 6-10 30 T T T T D D T 
II 7-11 31 k.h k.k 1.8 1.8 1.9 2.2 D D 8.5 
II 8-12 32 T T T 2.5 3.1 D D 

O.D. 5-10 33 8.6 7.0 D D 1.6 2.1+ T 6.9 h.9 
M 6-9 3^ T T T T D D T T T 
II 5-12 35 T T D D T T T T T T 
II 8-9 36 6.0 5.7 3.7 5.6 5.7 2.2 1.9 D D 
II 8-11 37 T T T T T T T T D D 
II 7-12 38 1.7 1.9 1.3 1.1 1.2 1.1 D D .81 1.2 
II 6-11 39 2.3 2.3 3.1 2.6 D D .hk • 79 2.6 2.1 
II 7-10 ko T T T T T T D D T T 

I.D, 5-11 kl - T - D - 5.1 - T - T 
II 6-12 k2 _ - T - D - 3.0 - 
II 7-9 h3 - - - T - D - 7.5 
II 8-10 kh - T - - T - T - D 
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TABLE 5.  Compressive Margins of Safety Under 10 0 Due to 130 knot 
Fli ght Load on Middle Vertic al St a with 100^ Loading 

DAMAGE None Joint 13 Joint ll+ Joint 15 Joii it 16 
MODEL 1 2 1 2 1 2 1 2 1 2 
MEMBER J-J No.# 

Long. 9-13 51 T T D D T T T T T T 
Tl 10-11+ 52 T T T T D D 5-1 7.5 T T 
11 

11-15 53 6.2 6.2 3.0 3.0 T T D D 1.5 1.9 
tl 12-16 5h 7.6 8.5 5.6 6.1 D D 

O.D. 9-lh 55 7-0 5.6 2.5 3.7 D D 2.9 2.2 T 8.U 
IT 10-13 56 T T D D T T T T T T 
11 9-l6 57 T T T T T T T T D D 
1! 

12-13 58 3.5 3.U D D 3.8 3.0 10. U.7 .62 1.1 
11 

12-15 59 T T T T T T D D T T 
Tl 11-16 60 1.3 1.5 1.3 1.2 1.3 1.2 .21+ .56 D D 
11 

10-15 61 2.3 2.3 2.2 1.7 1.2 1.7 D D 1.2 1.0 
11 11-lU 62 T T T T D D T T T T 

I.D. 9-15 63 - T _ T - - D - T 
M 10-16 61+ - - T - - 3.2 - D 
11 11-13 65 - - D - T - - 2.9 
11 12-11+ 66 - T - - D - T - T 

T.V. 13-1!+ 67 D D D D 
T.H. 13-16 68 D D T T D D 
T.V. 15-16 69 T T T T T T D D D D 
T.H. 11+-15 TO T T T T D D D D 
T.D. 13-15 71 D D D D T T 
T.D. 1^-16 72 D D T T D D 
Long. 13-17 73 T T D D T T T T 

n 1U-18 7^ T T T T D D T T T T 
it 

15-19 75 9.8 9-9 1+.8 14.9 M 5.7 D D 
ti 16-20 76 T T 5.9 5.8 2.6 3.1 D D 

O.D. 13-18 TT 5.U 5.1+ D D 1.7 2.9 7.2 3.2 2.8 
it 

11+-1T 78 T T T T D D T T T T 
it 13-20 79 T T D D T T T T T T 
ti 

16-17 80 h.O 3.9 2.1 2.9 1+.8 3.0 2.2 1.9 D D 
it 

16-19 81 T T T T T T T T D D 
it 15-20 82 2.3 2.3 2.3 1.8 2.1 1.7 D D .87 1.2 
it 

11+-19 83 3.3 3.1+ 3.3 2.8 D D .82 1.3 5.5 l+.l 
it 15-18 8^ T T T T T T D D T T 

I.D. 13-19 85 - - D - 5.9 - - T 
ii 11+-20 86 - - T - D - 1+.2 - 
it 

15-17 87 - T - T - T - D - 7-3 
it 16-18 88 _ T _ - T _ T - D 

41§ 



ERLINE 

TABLE 6. Compresslve Margins of Safety Under 10.0 Due to 130. knot 

Flight Load on End Vertical Sta with 100/£ Loading 

DAMAGE None Joi: at 21 Jo: int 22 ! Jo: Lnt 23 Joi: nt 21 
MODEL 1 2 1 2 1 2 1 2 1 2 
MEMBER J-J No# . 

Long. 17-21 95 T T D D T T T T T T 
IT 18-22 96 T T T T D D T T 
tl 

19-23 97 5.h 5.6 T T D D 3..2 3..7 
M 20-2h    98 7.8 9.1 6.6 6.8 D D 

O.D. 17-22 99 6.5 6.5 2.6 h.l D D 3.6 3.2 9-1 
it 18-21 100 T T D D T T T T T T 
u 17-2U 101 T T T T T T T T D D 
tt 20-21 102 5-1 h.9 D D 5-0 k.l 6.5 6.5 l.lt 2.0 
tt 20-23 103 T T T T T T D D T T 
tt 19_2U 10it 2.9 2.9 2.9 2.U 3.0 2.k' 1.1 1.5 D D 
it 

18-23 105 k.2 U.3 k.l 3.1 2.3 3.3 D D 2.5 2.2 
it 19-22 106 T T T T D D T T T T 

I.D. 17-23 107 - - - 10. - D - T 
it 18-2U 108 - - T - - 6.7 - D 
ti 19-21 109 - T ' - D - T - T - 6.1 
it 20-22 110 - T - 9.6 - D - T - T 

T.V. 21-22 111 D D D D 
T.H. 21-2h  112 D D T T D D 
T.V. 23-2U 113 T T T T T T D D D D 
T.H. 22-23 11^ T T D D D D 
T.D. 21-23 115 T D D D D T T 
T.D. 22-21+ 116 T D D T T D D 
Long. 21-25 117 T T D D T T T T 

it 22-26 118 T T T T D D T T T T 
it 

23-27 119 6.7 7-1 5.6 l.k D D 
it 2U-28 120 T T 7.8 7.3 3.U 3-9 D D 

O.D. 21-26 121 7-3 7-2 D D 2.k k.O k.l 3.7 
it 22-25 122 T T T T D D T T T T 
it 21-28 123 T T D D T T T T T T 
n 2U-25 12h 5-0, U.8 2.9 U.O 6.0 3.7 2.9 2.It D D 
it 21+-27 125 T T T T T T T T D D 
it 23-28 126 3.1 3.1 2.9 2.3 2.8 2.3 D D 1.2 1.6 
it 

22-27 127 k.2 h.h h.3 3.7 D D 1.2 1.9 7.U 5.6 
it 23-26 128 T T T T T T D D T T 

I.D. 21-27 129 - - D - 6.2 - - T 
it 22-28 130 - T - T - D - 6.3 - 
tt 23-25 131 - - T - T - D - 8.0 
tt 2^-26 132 - T - - T - T - D 
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Loading 

100^ 

15% 

100^ 

100^ 

1% 

100^ 

TABLE 7.  Cases of Models 1 and 2 Where M.S, Less Than 1.0 

Case Where Damage is - Joint 7 

J-J      Model 1 M.S. Element # 

16 
39 

16 

39' 

38 

60 
83 

60 

58 
82 

3-8 
6-11 

3-8 
6-11 

.36 

.82 

.9i+ 

Model 2 M,S, 

.71 
• 79 

Case Where Damage is - Joint 8 

7-12        .81 

Case Where Damage is - Joint 15 

11-16 
li+-19 

.2\ 

.82 

11-16       .66 

Case Where Damage is - Joint l6 

12-13 
15-20 

.62 
• 87 

1.3 
1.1+ 

1.2 

.56 
1.3 

l.l 

l.l 
1.2 

TABLE 8.  Observable Presented Ar ea 

AH-1G 
Semimonocoque 

Truss 
Model 1 

Truss 
Model 2 

Maximum Orientation 

58,655cm2(i+5i+6  in2)Side 

Minimum Orientation 

39,233cm2(3506 in2)Bottom 

31,35W  (21+30  in   )0blique 7,838cm2(6o8  in2)Side 

39,019cm  (302^ in  )0blique        9,751+CIII (756 in2)Side 
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CONCLUSIONS.  The truss type tail boom models of this study- 
provide a reduction in weight of approximately 50^ over the present 
semimonocoque tail "boom structure of the AH-1G.  The truss models are 
reasonably stiff structures compared to the semimonocoque structure. 

Analyses of the highly redundant truss models under the aero- 
dynamic loads of flight and with imposition of a massive damage 
criterion show: 

o Substantial retention of stiffness 

o Change of load path that is localized 

o No failure of elements due to tension or compression 

o Retention of structural integrity 

The substructured truss model has more supporting structural elements 
to redistribute the load and consistently has margins of safety higher 
than the non-substructured truss model.  The substructuring concept 
has vulnerability reduction built-in.  The substructure concept 
assures a higher degree of confidence in the truss concept to retain 
structural integrity after imposition of the loss of a joint.  The 
substructured truss model has at least a 33/^ reduction in presented 
area compared to the semimonocoque structure.  The highly redundant 
substructured truss type tail boom is a highly survivable structure. 
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INTRODUCTION 

It is well known that aerosols which cause poor visibility 
affect infrared and submillimeter wave propagation, and water vapor 
causes significant additional attenuation of the near-millimeter wave- 
lengths.  Direct estimates of climatological probabilities for the de- 
grading performance are difficult to obtain.  These probabilities re- 
quire the knowledge of the liquid water content and the drop-size dis- 
tribution, and neither quantity is observed on a routine basis.  In 
the past the liquid water content was often assumed to be a unique 
function of the visibility.  This postulation is erroneous because the 
relationship between visibility and liquid water content depends upon 
the drop-size distribution. 

The second quantity, drop-size distribution, is even more de- 
ficient because information is available only from sporadic measure- 
ments made during specific research projects of insufficient duration 
to develop a systematic climatology of drop-size distributions.  Avail- 
able information in the literature has recently been summarized by 
Stewart (12).  There are large variations, but on the average fogs 
caused primarily by radiational cooling (radiation fogs) have smaller 
drops than other fogs. 

We have attempted to develop a propagation climatology by 
inference from the frequency of occurrence of different types of fog. 
The methodology is presented in detail in the next 3 sections.  The 
analysis resulted in the estimation of average attenuations of dif- 
ferent wavelengths by fogs in Central Europe.  Attenuation of 1250-iJm 
energy is always less than attenuation of 870 ym in fog.  Average 
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attenuation of 870 ym in dense fogs is much less than attenuation of 
10.6 ym in all seasons.  In summer 10.6 ym penetrates light fog 
better than 870 ym, but 10.6 ym penetrates less well than 1250 ym. 

Before the details of our research effort are discussed, 
the occurrence of poor visibility in Central Europe will be reviewed. 
It is known that fog. has a distinct diurnal variation with the highest 
chances of occurrence in the early morning hours.  Ten stations were 
selected from Central Europe, and the frequency of fog (visibility 
<, 1 km) was established.  The result is depicted in Figures 1 and 2. 
We learn from Figure 1 that for most stations fall is the worst sea- 
son having the highest amount of morning fogs up to 25% of the time, 
and winter is next.  Had we included monthly results the frequency 
for the worst month at some stations would have been more than 30% 
of the early morning hours. 

Fuerstenfeldbruck has been selected to illustrate the dura- 
tion of fogs.  As disclosed in Figure 2 one case with over 120 hours 
of consecutive fog existed, and fog was present in the morning hours 
on 13 consecutive days.  Consequently, poor visibility occurs fre- 
quently enough to warrant the consideration of the degrading effect 
on electro-optical propagation.  Further details are given by 
Essenwanger (2, 3, 4) and Essenwanger and Stewart (6). 

THE FOG CLASSIFICATION MODEL 

Because average drop sizes are usually smaller in radiation 
fog than in other fogs, electromagnetic energy with wavelengths in the 
middle infrared and longer should penetrate radiation fog better. 
Recent measurements published in the meteorological literature (e.g., 
Meszaros, 9, and Pilie et al., 11) contradict the widespread belief 
that fogs remote from coastal areas can be assumed to be pure radia- 
tion fogs.  However, no probabilities of occurrence are available. 

Unfortunately, fog is not classified by the observer at the 
time of measurement, and a detailed analysis of individual fog cases 
is tedious and time consuming.  Consequently, the authors sought a 
computerized method which could be efficiently applied to large data 
collections.  It is difficult to develop a computer model which sep- 
arates all known types of fog because most fogs are mixtures of 
processes, and some radiative cooling occurs in nearly all of them. 
Therefore our goal was the separation of fogs into primary groups: 
those caused predominantly by radiational cooling and all other types. 
Although the individual fog may be a borderline case and be placed 
into the wrong group, these cases should balance out in a statistical 
sense. 
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Figure 3 delineates the computer processing of the data at 
an individual station with observations in synoptic code form.  The 
flow chart should be self-explanatory, and the grouping is described 
in detail in a forthcoming report by Essenwanger (5).  The model is 
applicable to morning fogs, and is based on precipitation, cloud and 
temperature behavior in fog processes.  A clear or partly cloudy 
night leads to radiation fog (class 11-13) while precipitation and an 
overcast sky imply the presence of predominantly non-radiative types 
(class 6-8).  Class 9 remains a mixture of both but the data cannot be 
separated without a considerable increase in computer costs.  A split- 
ting of this class in half is very cost effective, and this simple 
rule has no significant impact on the final outcome.  The model was 
robust to reasonable changes in cloud conditions.  Table 1 provides an 
excerpt from the detailed tables in the report by Essenwanger (5), and 
illustrates the grouping of fogs for 10 stations in Central Europe. 

The reasonable functioning of the fog classification model 
is supported by results depicted in Figures 4 and 5.  These show the 
cumulative frequency of wind speeds and dew points by fog groups dur- 
ing fall and winter.  As expected, radiation fogs display a lower 
wind speed and dew point than non-radiation fogs.  More details can 
be found in Essenwanger (5). 

Ta ble ! L.  ( ?roup ing c f Fog From the Mod el in 
] 7igure 3 (in /o o o f Fog). 

Fall Winter Spring 

NR M R N NR  M R N NR M R N 

/oo /oo /oo /o o /o 0 /oo 
0/   0/ 
/o 0 /oo /oo 

Stuttgart 73 147 780 2234 154 256 590 2196 99 198 703 2208 
Heidelberg 154 201 645 1546 246 347 407 1561 209 116 675 1623 
Bitburg 206 206 588 1661 461 262 277 1654 180 157 663 1666 
Hahn 245 315 440 1623 419 353 228 1292 403 258 339 1555 
Sembach 114 127 759 1559 305 288 407 1499 64 149 787 1507 
Fuerstenfeldbr. 218 243 539 1061 243 421 336 993 161 53 786 1081 
Grafenwoehr 92 172 736 969 421 228 351 933 108 108 784 973 
Frankfurt 268 271 461 2273 363 381 256 2192 241 241 518 2206 
Fulda 246 0 754 799 - - - 125 83 792 840 
Berlin 215 321 464 2275 346 318 336 2197 143 224 633 2269 

NR = non-radiation fog (class 6-8) 
R = radiation fog (class 11-13) . 

M = mixture (class 9). 
N = total data base in days, 
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THEORETICAL COMPUTATIONS 

Extinction of electromagnetic energy by fog droplets de- 
pends upon the wavelength of the energy, the complex index of re- 
fraction of the drops for that wavelength, and the drop-size dis- 
tribution.  We chose.to compute attenuations for the wavelengths of 
0 55  10 6  870, and 1250 ym.  The complex index of refraction of 
water for 0.55 ym was taken from Hale and Querry (7), and the value 
for 10.6 ym was interpolated from a table in the same article. 
Davies et al. (1) made measurements from which the index of refraction 
of water for 1250 ym could be computed, and the value for 870 ym was 
interpolated from their data.  The computational procedure for ob- 
taining theoretical attenuations based on Mie (10) theory is out- 
lined by Stewart (12).  She made an extensive literature survey, and 
her report lists the references for the drop-size distributions used 

in this study. 

Figures 6-9 illustrate some of the results of our computa- 
tions.  Figure 6 is a plot of visibility as a function of attenuation 
at 10.6 ym, and one can readily see that there is a great deal of 
scatter in the data.  An attenuation of 50 dB/km at 10.6 ym can be 
associated with visibilities over 300 m or considerably less than 
100 m.  Figure 7 depicts the relation of visible and 1250-ym attenua- 
tions, and these data contain even more scatter than the data in 
Figure 6.  Figure 8 shows that 10.6-ym attenuation by fog droplets is 
more closely correlated with 1250-ym attenuation than it is with visi- 
ble attenuation.  Figure 9 contains a plot of 870 ym attenuation 
versus 1250-ym attenuation, and it is obvious that these attenuations 
are very closely correlated. 

The data in Figures 6-9 were examined individually to de- 
termine which fogs could be classified as radiation or non-radiation 
fogs.  Table 2 contains the expected mean attenuations of 10.6, 870, 
and 1250 ym by fog drops for three different visibilities. 

Water vapor is another source of extinction of infrared and 
near-millimeter wavelengths.  McCoy et al. (8) gave a formula for 
computing attenuation of the 10.6-ym wavelength by water vapor. 
Webster (13) developed a procedure for computing water vapor attenua- 
tion near 1 mm.  The attenuation by water vapor depends primarily 
upon the amount of water vapor and the temperature, but there is also 
a slight pressure dependence.  Figure 10 displays the cumulative fre- 
quency distribution of attenuation of 870 ym by water vapor for ra- 
diation and non-radiation fogs in fall and winter in Germany. 
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FIG.  6.     PLOT  OF  VISIBILITY  VERSUS ATTENUATION 
AT  10.6-A(m 
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FIG.  8.    COMPARISON  OF  ATTENUATIONS OF 1250-Mm 
AND  10.6-A(m WAVELENGTHS  BY   FOG   DROPLETS 

0 20 40 60 80 100 120 140        160        180 

ATTENUATION (dB/km) OF 10.6 M™ RADIATION BY WATER DROPLETS 
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lOOOm 400in 200in 

16.99 42.47 84.95 

5.95 14.87 29.73 

14.78 36.95 73.91 

0.21 0.52 1.04 

0.54 1.34 2.68 

0.12 0.31 0.62 

0.35 0.87 1.74 

Table 2.  Expected Mean Attenuation (dB/km) 
by Fog Droplets. 

Visibility 

0.55 ym 

10.6 lam, radiation fog 
10.6 ym, non-radiation fog 

870 ym, radiation fog 
870 ym, non-radiation fog 

1250 ym, radiation fog 
1250 ym, non-radiation fog 

PROPAGATION CLIMATOLOGY 

From the above theoretical framework and climatological in- 
formation one can infer climatological attenuation characteristics 
for fogs in Europe.  The mean attenuations by radiation and non- 
radiation fog droplets in Table 2 were weighted according to the 
number of fog cases in Table 3.  Table 4 contains the mean attenua- 
tions by water vapor.  These have been weighted according to the 
number of fog cases in Table 3 and added to the mean attenuations by 
fog droplets to obtain the mean total attenuations in Table 5.  One 
sees that 1250 ym penetrates fog better than both 10.6 ym and 870 ym 
in all seasons and for all visibilities.  This occurs because attenua- 
tions by both water vapor and fog drops are small at 1250 ym.  At 
10.6 ym attenuation by water vapor is always small but attenuation by 
fog drops may be quite large, especially in non-radiation fogs which 
typically have larger drops than radiation fogs.  In winter when about 
half the fogs are non-radiation fogs, average attenuation of 10.6 ym 
is considerably larger than attenuation of 870 ym for all visibilities. 
In summer water vapor attenuation causes average 870-ym attenuation 
to be larger than 10.6-ym attenuation in light fogs, but 870-ym 
attenuation is less than 10.6-ym attenuation in dense fogs.  In spring 
and fall 10.6 ym and 870 ym have comparable attenuations ^ light togs, 
but 870 ym is attenuated less in heavy fogs. From 0600 to 0800 
Greenwich Mean Time 64 per cent of fogs have visibilities less than 
500 m in spring and 75 per cent in fall. 
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Table 3.  Number of Cases of Fog From Ten German 
Stations at 0600 Greenwich Mean Time. 

Type of Fog 

Radiation 
Non-Radiation 

Winter Spring Summer Fall 

672 
677 

(49.8%) 
(50.2%) 

477 
186 

(71.9%) 
(28.1%) 

456 
130 

(77, 
(22. 

8%) 
2%) 

1591 
641 

(713%) 
(28.7%) 

Table 4.  Mean Attenuation (dB/km) by Water Vapor 
in Germany at 0600 Greenwich Mean Time. 

Radiation Fog 

10.6 ym  870 ym  1250 ym 

Winter 
Spring 
Summer 
Fall 

0 
0 
0 
0 

11      5.61   1.74 
21      8.16   2.54 
50     13.45   4.21 
29      9.82   3.06 

Table 5.  Expected Mean 
Fogs at 0600 G 

Season Wavelength 
(micrometers) 

Dec - Feb 10.6 
870 

1250 

Mar - May 10.6 
870 

1250 

Jun - Aug 10.6 
870 

1250 

Sep - Nov 10.6 
870 

1250 

Non-Radiation Fog 

10.6 ym  870 ym  1250 ym 

0.14 
0.25 
0.64 
0.32 

6.63 2.06 
9.06 2.82 

15 a 38 4.82 
10.26 3.20 

Visibility 
1000m 400m 200m 

10.5 26.1 52.0 
6.5 7.1 8.0 
2.1 2.5 3.1 

8.6 21.3 42.3 
8.7 9.2 9.9 
2.8 3.1 3.6 

8.4 20.3 40.1 
14.2 14.6 15.3 
4.5 4.8 5.2 

8.8 21.5 42.7 
10.3 10.7 11.5 
3.3 3.6 4.0 
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SUMMARY AND CONCLUSIONS 

It is generally agreed that propagation of electromagnetic 
energy is affected by fog drops and water vapor, but climatological 
probabilities of attenuation do not exist except for the visible 
range which has wavelengths from about 0.4 to^0.7 \m.     Unfortunately, 
attenuation in the visible portion of the spectrum does not uniquely 
determine attenuation of other wavelengths.  The ratio of middle 
infrared attenuation to visible attenuation is determined mainly by 
the sizes of the drops in a fog because water vapor attenuation is 
small in the middle infrared and negligible in the visible.  Water 
vapor is an important factor to be considered near one millimeter 
(see Table 4). 

Average drop sizes depend primarily upon the meteorological 
processes which cause condensation.  Fogs caused primarily by radia- 
tional cooling (radiation fogs) typically have smaller drop sizes than 
other fogs.  Droplet sizes for fogs of each type vary widely with a 
large dispersion around the average.  The curve of droplet size dis- 
tribution for non-radiation fogs is shifted toward larger droplet 
size relative to the curve for radiation fog.  Some overlapping area 
exists, but in principle the two frequency curves are significantly 
different for large data collectives. 

In order to handle large amounts of data for a statistical 
analysis, we developed a computerized model for morning fogs in which 
the classification depends upon precipitation, cloud cover and temper- 
ature changes during the previous six hours.  Data for several years 
from ten stations in Central Europe were examined.  Theoretical mean 
attenuations of 10.6, 870, and 1250 ym by water drops were calculated 
from a large sample of drop-size distributions in the literature.  The 
theoretical attenuations by water vapor were calculated from the actu- 
al observed water vapor distributions (see Fig. 10).  The two longer 
wavelengths are in window regions with respect to attenuation by water 
vapor.  Our data indicated that average water vapor content in radia- 
tion fogs was less than in non-radiation fog (see Fig. 4, Table 4). 

Attenuation of 1250 ym in fog is less than attenuation of 
870 ym and 10.6 ym in both light, moderate, and heavy fog in all 
seasons.  The relationship between 870 ym and 10.6 ym is more complex. 
In a light fog with a large water vapor content the attenuation of 
870 ym by water vapor may be so large that the total attenuation of 
drops plus water vapor is larger at 870 ym than at 10.6 ym.  In mod- 
erate and heavy fogs attenuation of 10.6 ym by water drops usually 
causes 10.6 ym to be attenuated more than 870 ym.  With visibilities 
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of 200 m or less even radiation fogs attenuate 10,6 ym by 30 dB/km or 
more, and non-radiation fogs have attenuations in excess of 70 dB/km. 
On the other hand the maximum attenuation of 870 ym by water vapor in 
our large data sample was 24 dB/km (see Fig. 10).  One must add the 
attenuation by fog drops to obtain the total attenuation.  Fog drops 
in an average non-radiation fog of 50 m visibility would have an 
attenuation of 11 dB/km.  Therefore, even an extreme attenuation of 
35 dB/km for 870 ym is less than the average attenuation of 10.6 ym 
for visibilities of 200 m or less.  According to Essenwanger (5) 49 
per cent of German fogs in fall have visibilities less than 200 m. 
In winter, spring, and summer the corresponding percents are 36, 37, 
and 41, respectively.  Therefore, one must conclude from our data that 
a system operating at 870 ym penetrates most European fogs better than 
10.6 ym. 
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1. Introduction 

The objective of this program was to investigate optical 
resonator properties relevant to the improvement of laser systems 
suitable for military designator/rangefinder applications.  A study 
of the particular characteristics of a negative-branch, unstable 
resonator laser was performed.  Laboratory experimentation revealed 
unique aspects which offer a new approach to solutions of existing 
technological problems of:  beam quality, operational efficiency 
and reliability, and boresight stability. 

In an initial effort to extend the results of the labora- 
tory experimentation, an existing "Handheld Laser Designator" (HLD) 
was retrofitted with an unstable resonator laser module.  A perfor- 
mance evaluation, and comparison with the standard unit using a 
conventional resonator system, revealed particular advantages in this 
preprototype design. 

The conclusions drawn from this investigative effort high- 
light the unique characteristics of this new approach and offer 
insight to possible techniques for improving reliability of laser 
designator systems. 

2. Technical Background 

The primary function of a laser resonator is to maintain, 
through multiple reflection, the high intensity internal field 
necessary for the stimulated emission process.  A fortunate 
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by-product of this process is the formation of a coherent, monochro- 
matic, narrow beam of radiation which is the hallmark of a laser and 
distinguishes it from all other known sources of radiation. 

However, this statement is only qualitative in nature, 
and it is not until the actual performance of real lasers is measured 
against specifications for real applications that the quantitative 
shortcomings of state-of-the-art systems can be appreciated.  Military 
applications, in fact, probably generate the most stringent require- 
ments and specifications. 

Army or Tri-Service applications for lasers range from 
very small rangefinder units, lightweight handheld target designators 
to larger, sophisticated units which may be tripod or vehicle 
mounted and have multi-functional capabilities.  Although these 
systems may be very different in operating characteristics, due to 
their different design requirements, they share common problem 
areas in which improvement is necessary.  The areas to be covered 
in this work are those which specifically require advances or 
improvements in laser resonator technology. 

Military designator/rangefinder systems which employ 
flashlamp excitation and crystalline laser media (such as neodymium- 
YAG), are typically Q-switched and generate pulses of radiation with 
megawatts of peak power in approximately 10-20 nanoseconds duration. 
They must be capable of reliable repetitive pulse operation, as well 
as single-shot, from a "cold" start through a continuous time period 
dictated by mission requirements.  The problem areas generated by 
these operational characteristics, which still confront current 
laser systems, are identified in the following list and will be 
addressed in the text.  (a)  Overall operating efficiency:  This 
factor is important for all systems but especially for lightweight 
units with limited power resources.  (b)  Beam Quality:  This term 
encompasses not only far-field beam divergence, but must also be 
concerned with near-field spatial coherence and freedom from spurious 
radiation.  This factor determines the facility by which the "raw" 
laser beam emitted from the oscillator can be subsequently optically 
processed and implies the degree to which the resonator discriminates 
against unwanted modes of oscillation.   Resonator mode discrimina- 
tion is important since spurious internal radiation can cause not 
only a loss in true operating efficiency, but also produce "hot spots" 
within the resonator which can exceed materiel damage thresholds and 
thus deteriorate optical components within a short operating time 
span.  (c)  Initial expense and long-term reliability:  These factors 
are related not only to fabrication quality, but also to inherent 
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superiority and simplicity of design, since improvement may some- 
times be accomplished by merely reducing the number of components, 
if a superior design eliminates unnecessary complication required 
by an inherently more sensitive optical configuration, 
(d)  Maintenance of accurate boresight:  This factor is critical for 
military applications and represents a primary area of consideration 
for improvement by resonator technology.  (e)  Overall performance 
over temperature change:  This factor encompasses the totality of 
performance of the individual operating characteristics of the 
laser system and represents a major challenge in meeting rigorous 
military specifications.  Ideally, lasers designed for field applica- 
tion should be operable over a relatively large ambient temperature 
range and/or over an extended operating time with minimum deteriora- 
tion of output energy, beam quality, or boresight accuracy.  The 
degree to which a laser system has these qualities is related to the 
relative sensitivity of the resonator design to optical misalignment 
caused by thermal variation. 

3.  Technical Approach 

This work was specifically concerned with improvement 
of the performance characteristics of Q-switch neodymium-YAG lasers 
operating in an energy category and repetition-rate suitable for 
designator/rangefinder applications. 

Based on previously successful experience (1) with 
rhodamine 6G dye lasers, the negative-branch form of confocal, 
unstable resonator was investigated for use with the crystalline 
system.  Although numerous publications describing unstable 
resonators have been presented in recent years, (2) their primary 
application has been virtually restricted to large-bore gas lasers - 
exploiting the inherent feature of arbitrarily large mode volume. 
However, more important to our interests, we found that the unstable 
resonator has the additional beneficial capacity of producing near 
diffraction-limited beam quality in short pulse-duration, high-gain 
lasers (3, 4, 5).  An important consideration which particularly 
motivated the choice of the negative-branch configuration was 
provided by its unique feature of relatively large misalignment 
tolerance.  Unstable resonator laser performance was not significantly 
degraded by mirror misalignment far beyond the point where laser 
action completely ceased with a conventional plane mirror-porro 
prism resonator (3). 
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4.  Experimental Results 

Figure 1 schematically illustrates the arrangement of 
optical components for the laboratory experimentation.  Pertinent 
design parameters and formulas are defined (2,3).  A 1/4 x 2 1/2 in. 
neodymium-YAG laser rod was pumped by a linear flashlamp in an 
elliptical pump cavity.  Q-switching was accomplished with either a 
Pockels cell or a plastic sheet saturable absorber.  Output coupling 
corresponding to an optical magnification of m = 2 was found to be 
optimum. 

Q-SWITCH /OUTPUT MIRROR 
y^X(APERTURE RADIUS a,) 

(RADIUS Q,) 

OUTPUT COUPLING FRACTION  0=1-   '/fflZ 

OPTICAL MAGNIFICATION m = f, / f2 

CONFOCAL RESONATOR LENGTH  L = f,* f2 

OUTPUT MIRROR  APERTURE RADIUS     a2 = a, /m 

Figure 1.  Physical arrangement of the negative-branch, 
unstable resonator laser and definition of 
pertinent parameters. 

4.1 Beam Quality Measurements 

Figure 2 shows the quasi-far-field intensity profile 
of the laser beam as detected by a linear array of pyro-electric 
elements at a distance of 17 m.  At this distance, the Fresnel 
Number is about 0.33, and the array pattern describes the far-field 
distribution with reasonable accuracy.  A Fraunhofer pattern is 
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clearly evident, and the diffraction angles to the first and second 
minima were immeasurably close to the theoretical values of 
0.174 and 0.405 mrad, respectively. 

Figure 2.  Far-field intensity profile of the unstable 
resonator laser beam as detected by a linear 
array of pyro-electric elements. 

Figure 3 shows examples of laser burn patterns that were 
produced on Polaroid prints at various distances.  In general, 
they were well resolved and clearly traced the evolution of the beam 
through the Fresnel diffraction regime.  These observations implied 
that the output beam had excellent spatial-coherence characteristics 
and beam quality. 
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Figure 3.  Laser burn patterns at 0.25 m, 1.7 m, and 7.2 m 
from the laser.  A Fraunhofer pattern was observed 
to occur at a distance approximately 6 m, correspond- 
ing to diffraction theory. 

P-P CAVITY (SA) 

E0 =30.5mJ 

(SA) = SATURABLE ABSORBER 

(PC) =P0CKELS CELL 

0.4 0.6 0.8 1.0 1.2 1.4 
HALF-ANGLE DIVERGENCE , m rad 

Figure 4.  Comparison of energy distribution measurements for 
the laser with either an unstable or parallel-plane 
resonator. 
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Quantitative measurements of the emitted energy distribution 
were made by measuring the fractional transmission through apertures 
placed at the focal plane of a well-corrected plano-convex lens. 
Figure 4 shows the results of such measurements using either a Pockels 
cell or saturable absorber Q-switch.  The results of corresponding 
measurements made with a parallel-plane mirror resonator are shown 
for comparison. 

This data graphically illustrates the superior "brightness" 
achieved in the far-field beam by the unstable resonator.  Note 
that although the divergence angle for the 90% energy distribution 
is only slightly less than that for the conventional resonator, the 
20-70% energy points are achieved at significantly smaller angles. 

4.2 Misalignment Tolerance 

4.2.1 Since the optical axis defines the orientation 
of the resonator mode, it may be expected that angular mirror 
misalignment will result in beam steering.  If the short focal length 
end mirror is misadjusted by an-angle 9 so that the optical axis 
makes some angle 0 with respect to the geometrical axis of the 
resonator, the rate of beam steering is given by simple geometrical 
calculations to be 0/6 = 2/(m + 1).  It was found that actual 
laser performance closely concurred with the results predicted by 
these geometrical considerations.  The beam steering rate was 
measured to be 0.61 mrad/mrad while the above equation gives the 
value 0.67.  Over a measured range of 9 as large as 4.5 mrad, output 
energy diminished by only about 1/3.  Beau, divergence characteristics 
changed significantly only when misadjustment was so severe that 
internal vignetting was eventually produced. 

4.2.2 Actual resonator length was empirically determined 
by adjustment for optimum beam collimation.  In general, length 
misadjustment was found to be not critical and a change up to about 
one-half percent produced no discernible difference in either output 
energy or beam divergence. 

With respect to the radially expanding, outgoing wave, the 
resonator appears to be an expanding telescope.  Changing its 
length merely focuses or defocuses the radiation.  Consequently, this 
feature may be used as a simple form of adaptive optics that can 
compensate for thermal "lensing" of the laser rod or other such 
thermal effects in the resonator. 

447 



EWANIZKY 

4.2.3  The major significance of these observations is 
that angular or length misalignment produces effects which can be 
explained by a simple geometric model and can be corrected by 
correspondingly simple means.  For example, by readjusting only the 
short focal length mirror, both bore-sighting and collimation 
adjustments can be performed without necessity for additional adjust- 
ment in the other resonator optics and without loss in operating 
efficiency. 

5.  Packaged, Fieldable Prototype 

The objective of this extension program was to investigate 
the characteristics of the unstable resonator design in an actual, 
packaged laser designator.  An existing "Handheld Laser Designator" 
(HLD), shown in Figure 5, was retrofitted with the unstable resonator 
and a hybrid form of pump cavity (in which the flashlamp is conduc- 
tion cooled, with the jacketed laser rod liquid cooled).  The 
original HLD utilizes a conventional laser resonator and gas cooled 
pump cavity. 

Figure 6 is a schematic illustration of the optical configura- 
tion actually packaged in the laser module.  The raw beam from the 
laser module is directed through a pair of optical wedges, for bore- 
sight adjustment, to the standard HLD six-power telescope.  Because 
the resonator module was retrofitted to an existing unit, physical 
constraints prevented realization of the new design concept for 
alignment optimization as described in the previous section.  However, 
it was expected that this retrofitting would provide a fair compari- 
son with conventional engineering approaches and thus strenghten the 
technological base for future development. 

Table I summarizes the results of a performance comparison 
with a standard HLD unit.  Both units were operated at 10 pulse/sec. 
In general, it is seen that the unstable resonator version produced 
superior beam radiance and equaled the standard version in operating 
efficiency. 

Figure 7 shows a plot of beam divergence variation with 
pulse repetition frequency (PRF) for the raw beam output of the 
laser module.  Comparison is made with a conventional resonator which 
employed an intracavity compensating lens necessary to reduce 
thermally induced deteriorating effects.  Although the unstable 
resonator was fixed in adjustment and employed no explicit compensa- 
ting elements, it gave a clearly superior performance and demonstrated 
its inherent misalignment insensitivity. 
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Figure 5.  Handheld Laser Designator (HLD) 

Laser Beam 
To Output Optics 

Ml Q 

M3 

M2 

Ml - Long Focal Length Mirror 
M2 - Short Focal Length Mirror 
M3 - Output Coupling Mirror 

B 

Q- Q-Switch/Polarizer 
A&B - Folding Prisms 

Figure 6.  Schematic illustration of the unstable resonator 
optical arrangement, as packaged in the retrofitted 
laser module. 
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Table 1.  Performance comparison of standard HLD 
Designator with retrofitted Unstable Resonator/ 
Hybrid Pump cavity version. 

HLD Unstable Resonator 

Energy/pulse 

Pulse Duration (FWHM) 

Peak Power 

Full-Angle Beam 
Divergence 

50% Energy 

75% Energy 

90% Energy 

Shot-to-Shot 
Amplitude Stability 

58  mJ 60 mJ 

22  ns 14   ns 

.6 MW 4.3   MW 

0.39 mrad 

0.58 mrad 

0.82 mrad 

+ 10% 

0.37 mrad 

0.48 mrad 

0.55 mrad 

+ 1% 
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Figure 7.  Comparison of "raw" beam divergence from the 
unstable resonator and the compensated conventional 
resonator as a function of pulse repetition frequency. 
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6.  Conclusions 

Experimental results of a Q-switched, neodymium-YAG laser 
in the designator energy category have been presented.  A performance 
comparison between an unstable resonator, retrofitted designator and 
a conventional unit has been described.  The experience and informa- 
tion gained have shown that the unstable resonator system can have 
a significant impact on laser technology in the following areas: 

a. Beam quality:  Improved beam divergence and high 
radiance can be achieved.  Both of these parameters are important 
for improvement of designator target discrimination characteristics. 

b. Resonator Mode Discrimination:  This factor is important 
in producing good output beam quality.  In addition, the dominant 
character of the internal flux reduces spurious oscillation which 
can produce "hot spots" responsible for both short and long tern 
deterioration of optical components, with consequent loss of 
reliability. 

c. Performance insensitivity to misalignment:  It has been 
shown that the unstable resonator has inherent qualities which reduce 
sensitivity of output energy or beam divergence to optical misadjust- 
ment.  Furthermore, because the confocal unstable resonator has 
focusing properties inherent to its configuration, it is feasible 
that this feature could be directly employed as an efficient 
mechanism for correcting beam divergence and output variation typically 
induced by either ambient or dynamic thermal variation.  The approach 
presently employed to perform these tasks in conventional resonators 
is to introduce additional, corrective, intracavity optical elements. 
The problems associated with this approach might be obviated by the 
focusing characteristics of the unstable resonator. 

d. The feasibility of extending the unstable resonator 
design concept to large bore, high Fresnel Number lasers operating 
to wavelengths as far as the submillimeter range would appear to 
have an established technological basis. 
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INTRODUCTION 

Scrub typhus is an acute infectious disease of man that has 
caused significant morhidity in troops operating in Southeast Asia 
during World War II and the Vietnam conflict.  Infection is caused 
by Rickettsia tsutsu^amushi and is acquired through the bite of an 
infected larval mite.  Rickettsiae, living organisms similar to but 
smaller than most bacteria, require an intracellular environment for 
multiplication.  Rickettsiae must therefore leave infected cells 
and enter other cells efficiently for an infection to proceed and 
disease to be produced.  A better understanding, of the infection 
mechanism will hopefully lead to improvement of existing measures for 
prevention and treatment of scrub typhus. 

Previous morphologic studies of scrub typhus rickettsiae in 
various types of cultured cells have revealed organisms protruding 
from the surfaces of undamaged cells (2,6), suggesting the possibility 
that rickettsiae can escape from cells by budding, leaving the host 
cells intact.  It is known that susceptible mice as well as cultured 
cells can be experimentally infected (l,5), and that mesothelial cells 
lining the abdominal cavity of these animals will vigorously support 
rickettsial growth (h).     In the present study, we focus on infected 
mouse mesothelial cells to reveal events occurring at the ultra- 
structural level as an infection progresses in the living animal. 

453 



*EWIE[G, TAKEUCHI, SHIRAI, and OSTERMAN 

MATERIALS AND METHODS 

Adult female BALB/c mice (Flow Laboratories, Dublin, Va.) 
were divided into infected and control groups of four animals each. 
Infection was accomplished by injection into the abdominal cavity of 
1000 50%  mouse lethal doses of the Karp strain of Rickettsia 
tsutsugamushi in a volume of 0.2 ml.  Control animals received the 
same volume and dilution of normal, uninfected yolk sac suspension. 
All animals were killed by cervical fracture on day 10 postinoculation. 
Portions of spleens bearing' peritoneal mesothelium were collected, 
fixed in chilled half-strength Karnovsky's (3) glutaraldehyde, and 
processed for electron microscopy. 

RESULTS 

Rickettsiae were often numerous within the cytoplasm of 
mesothelial cells from infected mice.  The organisms appeared as 
pleomorphic coccobacilli bounded by a double membrane made up of an 
outer cell wall and an inner cell membrane separated from each other 
by a narrow space.  The interior had a mottled, granular structure 
with a loose network of fine fibrils.  An occasional rickettsia was 
found bulging up beneath the host cell plasma membrane slightly 
(Fig. l) or markedly (Fig. 2).  Rickettsiae were also found free of 
any apparent cell connection, yet covered by an extra, third membrane 
indistinguishable from host cell plasma membrane (Fig. 3). 

Rickettsiae bearing a third coat appeared within mesothelial 
cell surface invaginations (Fig. k)   and within membrane-lined vacuoles 
near the free cell surface (Fig. 5).  On occasion, the extra membrane 
coat and the vacuole membrane appeared as discontinuous, electron- 
dense fragments encircling an intact rickettsia (Fig. 6).  Rickettsiae 
showing central annular constriction characteristic of binary fission 
were always free within the cytoplasm (Fig. 7). 
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Fig. 1 A rickettsia has moved 
to a position just beneath the 
host cell plasma memhrane. 
Double membrane of the organism 
is clearly visible. 
(x33,000) 

Fig. 2 An organism protrudes 
from the free surface of a 
mescthelial cell, still covered 
by host cell plasma membrane. 
(x35,000) 

Fig. 3 Rickettsia in extra- 
cellular environment, enveloped 
by third membrane derived from 
host cell. 
(x33,000) 
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Fig. ^4 Phagocytosis of 
enveloped rickettsia by 
mesothelial cell. 
(x33,000) 

Hk 

Fig. 5 Still enclosed by a- 
host membrane coat, an organism 
appears within a phagocytic 
vacuole near the cell surface. 
(x33,000) 

Fig. 6 The host membrane coat 
and vacuole membrane are 
disintegrating to liberate an 
intact organism into the 
cytoplasm of a host cell. 
(x33,000) 

'-< ^ 
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Fig. 7 Rickettsia free within 
host cell cytoplasm, undergoing 
binary fission. 
(x33,000) 

DISCUSSION 

The plasma membrane of the host cells appeared to play an 
important role in the spread of rickettsiae from one host cell through 
the extracellular environment to another host cell.  Organisms 
multiplied in the cytoplasm of mesothelial cells, moved to the cell 
periphery and acquired a host membrane coat as they budded from the 
cell surface.  Free rickettsiae enveloped by this membrane entered 
other mesothelial cells, apparently by a phagocytic mechanism.  Entry 
of rickettsiae lacking this coat was not observed.  After internal- 
ization, organisms escaped from the phagocytic vacuole into the 
cytoplasm as the vacuole membrane and host membrane coat disintegrated, 
Rickettsiae devoid of extraneous membranes replicated by binary 
fission in the cell cytoplasm. 

A host-derived membrane coat enveloping extracellular 
rickettsiae may stabilize the organisms, protect them from the immune 
system of the host and promote their entry into susceptible host cells 
by phagocytosis. 
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Investigators in the life sciences in this country typical- 
ly rely on normative concepts in evaluating the outcomes of experi- 
ments; that is, averages and/or variances are compared by means of 
statistical methods based on data for groups, and conclusions are 
drawn based on the probability of occurrence of the results obtained. 
The conclusions taken from research so produced usually are not 
tempered in any way as to their specific applicability to individuals 
within the group and, consequently, through a process of oversimplifi- 
cation, come to be interpreted as being applicable to people in 
general, or to the average person. 

The concept of the average person is particularly embedded 
in the military milieu.  It is implicit in the "can do" concept, based 
on the assumption that all soldiers can perform all tasks equally well 
under all conditions, and pervades most military actions, policies, 
and decisions.  The military research establishment reinforces and 
perpetuates these policies by generating in-house or selecting from 
the scientific literature, research information which is a product of 
normative thinking.  Almost all experimentally-derived human perform- 
ance information included in military manuals and bulletins is based 
on normative concepts of average performance; although purportedly 
written for the individual soldier, they really refer to the average 
soldier.  This is extremely important to recognize, since, otherwise, 

^uman research reported herein as accomplished at the U.S. Army 
Research Institute of Environmental Medicine was reviewed and 
approved, in protocol form, by the Office of The Surgeon General 
for The Department of The Army in accordance with Army Regulation 
70-25. 
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the tendency is to form a false favorable impression of the extent to 
which the sciences can predict, understand, or explain behavioral 
phenomena of practical importance to the Army. 

With reference to knowledge about the effects of climatic 
stress on human performance, the area of expertise within which this 
paper is written, thirty years of normative research have left even 
the simplest questions about individual human capabilities unanswered. 
At this time, one can do. no better than to say that exposure to rou- 
tinely occurring extremes of heat, cold, or altitude may adversely 
affect some people's performance of some tasks some of the time.  One 
cannot specifically predict which people or what kinds of tasks will 
be affected, or when the effects, if any, will occur, let alone state 
the reasons for their occurrence. 

The belief in and reliance on the concept of normative 
behavior by the military to account for troop performance and to an- 
ticipate future outcomes can be dangerously misleading.  In fact, it 
can legitimately be termed the fallacy of the "average" soldier.  This 
fallacy is founded on a gross misconception of the extent to which 
soldiers differ in all aspects of human functioning.  The practical 
importance of these differences has been seriously underestimated by 
the military and this has led to untold numbers of military casual- 
ties, performance inefficiencies, accidents, and man-machine mismatch- 
es.  The fallacy is even less appropriate, and much more serious, when 
applied to new concepts of a future army of individually trained 
specialists. 

The normative approach to research and its opposite, the 
individual differences approach, do not differ substantially in basic 
experimental orientation.  However, they do diverage significantly in 
research emphasis, as well as in assumptions made about human behavior. 

In the normative approach, similarities among people are as- 
sumed- in fact, emphasized - regarding the structure and function of 
mind and body.  In substance, this approach assumes that "a body is a 
body is a body," and, therefore, that "on the average," men are inter- 
changeable.  Such ideas are probably generic to our society with its 
dependence on mass-production, making possible the interchangeability 
of parts.  If machines, why not machine operators?  While obvious 
interindividual differences such as age, sex, and weight are recogniz- 
ed and often taken into consideration in the design and analysis of 
normative experiments, the implicit assumption typically is made that 
the basic underlying processes which "govern" behavior, and, thus, 
the behavior itself, must be the same from person to person.  The ex- 
periment now becomes a device to determine that performance which, 
once known, is assumed to be standard under the given circumstances 
for all individuals.  Differences between individuals are assumed to 
average out, if one takes a random sample of subjects for study.  In 
statistical analysis, the variance due to subjects is considered to be 
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unaccountable random error or "noise" in the system, which is basical- 
ly irrelevant and antagonistic to the "science"  of the research; i.e., 
it corrupts the picture of the "true" behavior.  Again, random sampl- 
ing is supposed to cancel the "noise." 

On the other hand, the individual differences approach 
assumes that while people in general are grossly similar, they may 
differ quantitatively and qualitatively from one another in many ways. 
For example, some may be left-hemisphere dominant and some right- 
hemisphere dominant in brain activity.  Some may respond to stress 
with increased and others with decreased excretion of the same hor- 
mone. Some may have more sensitive or stronger nervous systems than 
others.  It is assumed that these kinds of differences can be categor- 
ized; in other words, that people can be classified into "types" on 
the basis of these and most other characteristics.  Experiments are 
designed so as to maximize the possibilities of studying the differ- 
ences between people and an awareness of the characteristics or 
"types" of test subjects is critical. 

The issue is crystallized by questions such as:  What kinds 
of information are obtained by the normative approach? Who JLS the 
"average" soldier?  What is the meaning of an "average" response?  The 
following examples bear on these questions.  The first example, al- 
though taken from biochemistry, nevertheless relates to the behavior- 
al area on which this paper is focused, and, thus, demonstrates that 
the principles being discussed here are general ones.  Example 1 (1) 
shows the group mean (solid line) along with the individual excretion 
levels of the hormone noradrenaline (NA) of 25 soldiers measured 
before, immediately after, and several hours after viewing a two-hour 
film program depicting cruelty, violence, and torture. 

Based on the group mean 
curve shown in Example 1, a reas- 
onable normatively-oriented con- 
clusion would be that the film had 
little effect on NA excretion. 
However, from the individual 
curves in Example 1, it is clear 
that:  (1) approximately one- 
half of the subjects showed in- 
creases in NA excretion due to 
exposure to the film, while the 
other half showed decreases; (2) 
both initial- and post-control 
levels show large inter-individ- 
ual differences under so-called 
"baseline" or non-stress condi- 
tions; and, (3) the initial 
levels show no relationship to 

fILM     STRESS 

\ 

A-  -■'■■-< 

>^-: 
—■.ji 

jgJ^; 

/ 
'.e::::- 

5   "■-*"           •"* 

CONtBOL 1 FILM                     CONtROL    2 

Example  1 

461 



*FINE & KOBRICK 

the direction of influence of the film; that is, some subjects with 
initially high levels of NA nevertheless increased in NA excretion 
following exposure to the film, while some subjects with quite low 
initial levels decreased in NA excretion following film viewing. 

An individual differences-oriented investigator would 
hesitate to conclude that there was no effect of the film, for only a 
few subjects actually showed no change.  What, then, is the meaning of 
an "average" response in this situation?  How many of the individual 
curves shown in Example 1 actually are of the same shape and magnitude 
as the derived "average" curve? Has the question of the effect of the 
film on NA excretion really been answered by the "average" curve 
presented in Example 1? 

Turning to military performance. Example 2 shows the perform- 
ance curves of 28 soldiers who participated in a heat stress study (2) 
at the U. S. Army Research Institute of Environmental Medicine 
(USARIEM).  The task involved was 
analagous to one performed by 
artillery fire direction center 
personnel engaged in fire missions. 
The heavy solid line represents 
the average performance of the men 
over a period of seven hours under 
normal conditions (70oF, 50% RH). 
The heavy broken line represents 
the performance of the same men 
under severe heat stress (950F, 
88% RH). The difference between 
the two curves was shown to be 
highly significant on the basis 
of parametric statistics.  Ex- 
ample 2 also depicts the indiv- 
idual performance curves (narrow 
lines) from which the averages 
were derived.  Although only the 
individual curves for the heat 
stress are shown, it should be 
noted that considerable inter- 
individual variation in performance also occurred under normal 
conditions. 

Comparison of the group mean heat curve with the individual 
curves from which it was derived shows that the group mean curve fails 
to represent adequately the true behavior of the group.  It is 
obvious that the very significant heat effect obtained was due to the 
reactions of only about 1/4 to 1/3 of the participants.  The rest 
were either affected slightly or not at all. 

In the face of such discrepancies, one can legitimately 
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question the real value of average-curve performance data for serving 
the practical needs of the military field commander.  Can he get from 
them a true estimate of what the effect of heat will be on the per- 
formance of his troops?  When shown this kind of information, a com- 
mander typically will evince considerable interest, but then will ask: 
"Can you tell me ahead of time which men will be combat-effective, and 
which will fail?"  This kind of question simply cannot be answered by 
use of a normative approach alone. 

With questions like this, the commander is implicitly seek- 
ing information such as that shown in Examples 3,4,5, and 6.  These 
examples are derived from actual (unpublished) data obtained in a 
research study at USARIEM. 

Example 3 shows minute-by-minute group mean performance of 
53 soldiers on an extremely trying test of physical endurance, that 
of attempting to squeeze a hand dynamometer for 10 minutes at a target 
level of tension previously determined to be virtually impossible. 
The data are expressed as percent of the target level achieved. 

Example 4 illustrates the same performance, except that the 
data have been plotted for two sub-groups of the 53 subjects, separ- 
ated on the basis of scores on a personality variable, referred to 
here as Variable A for illustrative purposes.  Group Ai are those 
subjects scoring above the median, and Group A2 those scoring below 
the median of the "A" distribution.  One can observe a large differ- 
ence in performance between the curves of Groups Ai and A2. 
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In Example 5, the same index of performance is plotted for 
a second variable, "B".  Sub-group Bi involves those scoring above the 
median of the distribution of this personality variable, and sub-group 
B2 includes those scoring below the median.  Again, differences between 
the two groups can be seen, although not as large as in the case of 
Variable A. 

Logically, it would be expected that subjects scoring above 
the median on both variable A and variable B would be the best per- 
formers, and those scoring below the median on both A and B would be 
the poorest performers.   The data shown in Example 6 indicate that 
this actually was the case.  The large differences in performance 
between groups A^! and A2B2 show that the original average-curve in 
Example 3 has little meaning. 
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One should not conclude from the above discussion that all 
individuals perform consistently with a variety of tasks or stressors. 
The converse is more likely to be true.  Individuals who excel on a 
task in the cold may be poor performers on the same task in the heat 
or at high altitude.  Those who excel at high altitude may be poor 
performers in the heat, and so on.  The problem of sorting out which 
kinds of individuals can best perform specific kinds of tasks in 
various climates will probably be best resolved by an application of 
the individual differences approach. 

It has been noted previously that individual differences 
are assumed to average out in the normative approach, particularly 
when the group being studied is a random sample drawn from a large 
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population.  While this may be true in theory, such differences 
rarely average out in actual practice, particularly in the usual 
study which typically employs small numbers of subjects. 

The risks inherent in this assumption are illustrated in 
Example 7 which shows the distribution of Variable A in two samples of 
nearly identical size, both drawn  from Fort Devens, Massachusetts, one 
in 1963 and one in 1965.  It is obvious that the two samples differ 
substantially.  Given the relationship between Variable A and perform- 
ance shown in Example 4, two quite different "average" curves would be 
obtained, depending upon which of the two samples, 1963, or 1965, was 
used in the study. 

Example 8 shows yet another source of error which users of 
the normative approach are usually unaware of, or assume will average 
out.  The average scores of 170 soldiers tested on Variable A at Fort 
Devens in 1972 are shown by the heavy solid line.  It can be seen 
that the scores are evenly distributed throughout five scoring categ- 
ories.  However, when the subjects were divided according to the units 
from which they came, dramatic differences became apparent between 
units in the distribution of Variable A scores.  Therefore, a sample 
of subjects selected from the Engineers unit will be very different 
from a sample selected from the Medical unit with respect to Variable 
A.  If one is studying physical endurance, as depicted in Example 3, 
and the subjects are primarily from Engineer units, a very different 
average performance curve will be obtained than if the subjects were 
from Medical units. 
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All of these points would be academic except for one major 
consideration.  Variables A and B above are actually psychological 
"individual difference" variables which have been shown to be related 
to many militarily relevant types of performance, such as; motor per- 
formance (3,4); vigilance (5,6); detecting booby traps in jungle 
terrain (7); identifying targets in aerial photographs (8); identify- 
ing targets in the field (9); motor vehicle accidents (10); monitor- 
ing visual information (11); and illness at altitude (12). 

Failure to take into account these research findings has 
very likely resulted in many military personnel being exposed to 
avoidable hazards.  For example, no military commander would send a 
soldier with very poor eyesight on a difficult reconnaisance mission. 
Yet some line troops with perfect visual acuity have been found to 
have considerable difficulty in detecting hidden or camouflaged 
targets (9).  Undoubtedly such personnel are sent on patrol and other 
types of combat missions.  Exposing those individuals to combat situ- 
ations not only puts them at greater than usual risk, but also en- 
dangers other personnel who may be dependent upon them for critical 
perceptions. 

While the studies cited above relate to military perform- 
ance and are of the individual differences type, very few of them stem 
from programmatic research.  Rather, they reflect the efforts of a 
relatively small number of investigators, the majority of whom are not 
allied with the military research establishment.  In view of the is- 
sues raised above, what the Army appears to need is a strongly suppor- 
ted research effort incorporating the individual differences concept, 
and directed toward specific goals.  Within the area of climatic- 
oriented research, the need for such an effort Can be demonstrated 
particularly well by looking at cold weather military operations in 
Alaska, and by contrasting our situation and outlook in this regard 
with those of the Soviet Union (13). 

Years ago, experience gained in previous military operations; 
e.g.. World War II Europe, and Korea, was used to justify the need for 
more research on the effects of cold exposure on man.  However, three 
significant aspects of current affairs now make the need for such re- 
search even more important: 

1. The strategic value of the Alaska pipeline, in view of 
the world oil situation, and the need for its direct policing and sec- 
urity.  The vulnerability of the pipeline was graphically demonstrated 
by the ease with which it was sabotaged on 15 February 1978. 

2. Reports of Russian capability for military operations at 
Division strength in the Arctic for extended periods of time. 

3. The unanimous opinions of Arctic military experts that 
the U.S. Army cannot presently conduct extended military operations in 
extreme cold. 

A broader perspective on the comparative capabilities of the 
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U.S. and the Soviet Union for cold weather operations can be gained by- 
considering the fact that the Soviet Union has had millions of people 
living under severe Arctic and sub-Arctic conditions for a substantial 
period of their history.  For example, Murmansk, a city of over 500, 
000 population, is above the Arctic circle. 

On the other hand, Alaska is only sparsely populated.  Other 
areas of the United States which experience extremely cold weather 
also are not highly populated and, furthermore, lack the added stress- 
es of the polar night and its attendant adjustment difficulties. 

Consider not only the size differential between the cold- 
dwelling populations of the two countries, but also the length of 
time of residence of the inhabitants.  Except for natives, trappers, 
and a few other hardy individuals, most cold-dwelling Americans are 
relative newcomers to such a climate, particularly when compared to 
the Russian people who have lived in the extreme cold for centuries. 
One might even expect the latter to have undergone some natural sel- 
ection processes resulting in better cold survival.  Reasoning from 
this, one must expect Russian cold-weather troops to be drawn from 
among these cold-dwelling peoples. 

The comparative standards of living of the two countries 
should also be considered.  The Russian standard is substantially low- 
er than ours, and, as a result, the people are accustomed to expect 
extreme hardship in their daily lives.  From this, they undoubtedly 
have acquired many simple and effective skills for coping with the 
environment, and for leaking the most out of their relationships with 
it.  Coming from such a background, transition to the rigors of Arctic 
life, for the Russian, apart from family separation, would probably be 
relatively easy. 

On the other hand, the American soldier assigned to the 
Arctic is transplanted abruptly from a temperate or even hot climate, 
leaving not only family but also comparative luxury and thermal com- 
fort.  There he is immediately subjected to many stressors not prev- 
iously experienced.  Despite all, he is expected to be highly motiva- 
ted and productive. 

These assignment practices stem directly from U. S. Army 
policy and doctrine which dictates that with leadership, training and 
support, the American soldier can function in any climate.  But how 
effectively can he function?  Can all men make this extreme transition? 

The extremity of the transition is seriously underestimated. 
Individuals, most of whom dislike the extreme cold and some of whom 
already have psychological problems, are put into the field in small 
groups, usually isolated, under conditions of prolonged semi-darkness. 
They have little or no experience with the Arctic and only rudiment- 
ary survival training.  They must contend with vehicles, weapons and 
communications systems which often become inoperable in Arctic cold. 
Furthermore, they feel no real purpose for being where they are. 
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Temperatures range from -30°? to -80CF combined with wind, a complete- 
ly unforgiving environment where human flesh can freeze in less than 
one minute and where one mistake, theirs or someone else's, can mean 
loss of limbs or death. It should hardly be surprising to find that 
under these conditions some individuals literally cease to function, 
or begin to behave in bizarre ways. 

To properly understand the problem, one must distinguish 
between the concrete and the abstract aspects of cold.  Concrete as- 
pects refer to effects of being cold on the individual's organic and 
behavioral functions, such as core and skin temperature, speed of 
chemical reactions and neural transmission, metabolism, psychomotor 
and mental performance.  Most research, both laboratory and field, has 
focused on concrete aspects almost exclusively. 

However, the abstract aspect of cold may be even more criti- 
cal but has not been examined systematically.  By abstract aspect of 
cold is meant that extreme cold, in the range of -40°F and below, 
represents a threat to a man's life which at the very least rivals the 
hazards of combat.  The evidence, most of which is anecdotal rather 
than scientific, points to the fact that the effects of extreme cold 
resemble those of combat in that cognitive and motor aspects of the 
brain appear to become dissociated in some individuals. 

Consider the following anecdote:  A squad on an exercise is 
caught in a sudden temperature drop, down to -80°F.  A man who thinks 
his feet are freezing tells the leader to stop.  When the group halts 
to make camp, the leader orders the man with cold feet to gather wood 
and start a fire.  The man simply stares back at him, apparently un- 
comprehending, hugging himself.  After several further attempts to get 
the man moving, the leader gets the wood himself and starts a  fire. 
When questioned later, the man indicated that he had heard the leader, 
understood everything that was said, realized that he would have been 
better off if he had followed orders and kept active, but was unable 
to move. 

Other anecdotes differ in situation, but are similar in 
substance.  Men have burned their survival gear to keep warm instead 
of leaving the fire to get wood which was readily available nearby; 
men, including commanders, have become virtually inert at temperatures 
of -80oF and have failed to perform chores necessary for their own 
survival, such as unloading nearby trucks laden with food and fuel 
supplies; and men who normally function well in the cold have started 
to have psychological problems when told to remove a mitten to work on 
a piece of equipment. 

Rioch (14) has addressed this general problem, speaking of 
the "body failing to support the brain," and cites S.L.A. Marshall's 
Omaha Beach story:"....We had more beaten troops there than we had 
troops that were successful.  It was only a small fraction of Ameri- 
cans that pulled us out of a great disaster.  We had companies that 
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folded completely.  Men who were obviously physically strong drowned 
because they did not have the strength to pull themselves out of the 
water which was only two or three feet deep.  I'm convinced that we 
lost more men from drowning than we did from enemy fire."  Rioch stat- 
es:  "Whether or not this was due to the sudden exposure to extreme 
danger following a long passage in a landing craft is a matter of 
speculation.  It may be noted, however, that equivalent factors would 
be involved in flying paratroopers from distant fields into the Arctic 
for a dangerous jump." 

Thus, danger seems to produce a separation of cognition from 
motor behavior in some men, while others can successfully withstand 
such stress.  How do we identify these latter type's of men?  Could we 
use them as the nucleus of special stress-resistant troops for duty 
in the Arctic and other strategic areas of importance? 

Must the disasters of Korea be repeated?  Consider an in- 
cident in the Korean War, at a temperature of -180F,as related by 
S.L.A. Marshall:  "They decided to move on.  Halfway up the next ridge 
the column stopped.  Davis moved up front to see what had happened. 
Nothing had happened, except that they could not move anymore, at 
least they thought they couldn't.  So Davis took the lead...and...they 
got to the top of this ridge and then, by the witness of Davis and his 
fellow officers, they saw happen what they never expected to see hap- 
pen among Marines.  As each company came over that ridge, the men fell 
flat on their faces in the snow and not a man would move...." 

There is very little research relating directly to this kind 
of behavior under stress.  The normative approach does not properly 
conceptualize this kind of problem, but, rather, seeks universal 
principles applicable to all men; unfortunately, there are very few 
such principles.  A more individual-specific approach is needed, one 
which emphasizes individual differences. 

In contrast, the Russians are strongly emphasizing the 
individual in their research.  For example, a publication (15) about 
bioelectric activity of the brain and its relation to mental processes 
under extreme cold conditions concludes with the following (underlin- 
ing is ours): 

"This conclusion is confirmed by results of psycho- 
metric investigations if we take into consideration the 
link between the degree of introversion and the magnitude 
of nervous system strength.... 

All of the abovesaid confirms that theoretical 
studies of the dynamics of man's psychophysiological 
conditions should be determined taking into account 
the general and specific type of higher nervous 
activity of the examinee.  An objective understanding 
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of changes in the functional properties of the CNS 
in the course of adaptation (to cold) may be ach- 
ieved only on the basis of combined psycho- and 
neurophysiological investigations by quantitative 
methods; this will help solve the problem of psy- 
chological selection of personnel." 

Notice that "introversion" referred to in the quotation is the same 
as Variable B in Example 5. 

The Russians evidently consider selection of personnel for 
cold-weather duty to be a very serious issue (the article is entitled 
"Urgent Tasks of Psychophysiological Studies in the Antarctic").  The 
quotation concerns selection of scientific personnel for Antarctica. 
One might assume there must be even more sophisticated material per- 
taining to military operations in the cold. 

An analysis of the differences between Soviet and American 
cultures presents an apparent paradox with respect to the behavioral 
science research approaches of the two countries.  On the one hand, 
the Soviet Union, with its communist orientation, appears to western 
eyes to be a country in which the sameness of people is commonplace. 
Individual initiative is encouraged, but is directed collectively 
toward support of the state.  Emphasis is placed on group identity and 
a classless society.  People tend to dress, eat and live alike.  Non- 
conformity in thought and expression is discouraged or punished. 

On the other hand, American values seem to derive from 
differences between people, such that both self-expression and indivi- 
dual initiative are encouraged.  Freedom of thought and choice are 
fundamental.  Government exists to serve the people; individual rights 
are paramount and transcend all else.  Dress, food preferences and 
life styles vary widely. 

It appears paradoxical, then, that the Soviet Union, although 
oriented around the collective, supports an individual differences 
approach to research, while the United States, which encourages indiv- 
iduality, fosters predominately normative research. 

This constrast appears paradoxical only when viewed through 
American eyes.  If one looks analytically beneath the apparent uniform- 
ity of Russian life, a deep concern for individuality can be found, 
tempered by the political constraints of the totalitarian system.  By 
similar analysis, beneath the apparent diversity and individuality of 
Americans, one can find considerable conformity in behavior, in the 
context of political freedom. 

The basis for the above may lie in differences between the 
two countries in child-rearing practices.  According to Bronfenbrenner, 
(16) Russia has become a matriarchal society since World War II, as a 
result of the decimation of its male population in that war.  As one 
effect of this change, children now receive much affection, emotional 
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support, and guidance from both male and female adults.  Even when 
children are taken from their homes at early ages and reared collect- 
ively (and politically indoctrinated at the same time), they, never- 
theless, receive constant attention as individuals, and warm, loving, 
personal care by adults in the collectives.  While in school, they 
compete for academic awards in teams, but heavy emphasis is placed on 
individuals as contributors to team success.  The notion of the in- 
tegrity and worth of children as individuals pervades the society; 
they are highly valued, and are dealt with as though small, but real, 
adults. 

An opposite picture emerges with regard to American society. 
Here, while children may be thought of as individuals, they are not 
treated that way.  In our patriarchal society, children implicitly 
are expected to fend for themselves, and to develop their own indivi- 
dualities.  Open expressions of warmth, affection, and emotion are 
not sanctioned, particularly among males.  The children receive open 
emotional support primarily from the mother.  However, as Bronfenbren- 
ner points out, in the typical middle-class household, the father s 
work schedule, the mother's social and/or work demands and the child- 
ren's own activities combine to limit opportunities for maternal 
expression of affection. 

As a result, children have developed a reliance on peer 
groups rather than on parents for finding strong emotional support and 
self-identity.  Although peer group cultures superficially may gxve 
the appearance of children performing and behaving as individuals, in 
reality, they conceal a pervasive similarity among children.  Thus, 
in the context of great political freedom, many of our youth tend to 
wander aimlessly, seeking themselves. 

We are all products of our culture; it shapes our thoughts 
and actions, and determines how we think and approach our problems. 
It is not paradoxical, then, to see differences emerge between the two 
countries in their approaches to research; emphasis on individuality 
in Russia has resulted in a behavioral science with a distinctly in- 
dividual flavor, while American science has evolved with a normative 
orientation, dealing mainly in generalities. 

It is our belief that we are nearing the limits of what a 
normative approach to science can yield for the Army.  A great deal of 
descriptive information about human behavior had been amassed, but it 
has little practical value for the selection of soldiers for duty in 
extreme climates.  Such selection is essential if the Army is to re- 
main competitive with other world powers.  It would be sad, indeed, if 
we had to relive Omaha Beach, but now in deep snow at -40 F, because 
of an unnecessary lack of adequate information about human performance 

capabilities. ,      ,, 
We have attempted to clarify the differences between the nor- 

mative and individual differences approaches to research and to 
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indicate the direction in which military research should go.  The 
implementation of such research by a few investigators is not 
sufficient.  What is needed is a realization at the highest staff 
levels that serious problems exist with military operations in ex- 
treme climates, particularly in the cold, and that these problems can 
be solved only by a major change in research orientation. 
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I. INTRODUCTION 
This work was motivated during a study of radiative transfer 

through aerosols when it was realized that spherical aerosol cross 
sections and phase functions only could be provided by Mie theory. 
Because many aerosols are irregular in shape, another formalism is 
needed to provide the optical parameters needed for radiative transfer 
calculations.  The literature of previous efforts on the scattering of 
electromagnetic waves from irregular particles is extensive , although 
many of these calculations were directed either to various approximate 
approaches or to the problem of conducting materials only.  An example 
of both these limitations is the application of least-square^ techni- 
ques to match electric fields at the surface of a conductor.   How the 
least-squares solution is relatedto the boundary conditions is unclear. 

Several recent efforts   using integral equation formulations 
deserve special attention since not only are the boundary conditions 
properly accounted for, but numerical results are presented.  Referen- 
ces (U) and (5) are based on the scalar rather than the vector wave 
equation.  Reference (6) is completely general, but was only applied 
to conducting particles.  Another entirely different effort of noteT 
which will be addressed later was that of Chylek, Grams and Pinnick 
(hereafter Chylek et al.)  Chylek et al. modify the Mie theory to 
account for particle irregularity on the empirical grounds that the 
phase functions of irregular particles do not exhibit glories.^ As a 
result, they modify the resonance behavior of the field expansion 
coefficients to model irregular particle behavior.  Chylek et al. have 
presented calculations that enjoyed better agreement with experimental 
data than did Mie theory. 
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In this paper, the scattering of a plane electromagnetic 
wave by an irregular but cylindrically symmetric dielectric particle 
is solved by generalizing the original work of Mie. ,9 As in the 
original work, the expansion coefficients of the scattered and inter- 
ior (to the dielectric particle) electric and magnetic fields are 
obtained by satisfying the boundary conditions.  Because of the par- 
ticle irregularity, the expansion coefficients are coupled and form a 
set of linear equations that must be solved numerically.  Both the 
integral and differential equation approaches are equivalent in analogy 
to the calculation of the scattering amplitude in quantum mechanics 
by solving either the Schrodinger or the Lippman-Schwinger equation.10 

Further, both approaches develop into solutions of linear algebraic 
equations. 

It must be emphasized that both References (U)-(6) and this 
paper are limited in applicability to "slightly" irregular particles 
whose deviation from a smooth geometric shape is much less than the 
wavelength.  This limitation on solving the scattering problem for 
arbitrary" irregular particles is reviewed by Millar.   In essence 

the limitation arises from the fact that the scattered field solutions 
incorporate radial functions that become outgoing spherical wave 
representations in the far field, but not functions that represent 
scattering of light from one area on the surface of the particle to 
another area.  Consequently, the problem of multiple scattering 
between areas on the particle have to be neglected.  While the over- 
all problem may be handled by dividing the particle into subparticles 
and satisfying the boundary conditions for and between all particles,1 

this paper will M limited to only "slightly" irregular particles. 
The^differential equation approach is, of course, also valid 

for "slightly" irregular particles without cylindrical symmetry, but 
these calculations require more computer core space than is commonly 
available.  In Section II of this paper, the Mie solution for a 
spherical particle is reviewed by developing the differential equation 
formalism.  Section III is an extension of this formalism to 
cylindrically symmetric irregular particles by developing the four 
boundary condition equations into kh  equations that may be solved 
numerically for the expansion coefficients to arbitrary accuracy.  In 
Section IV, comparisons j±th  exact calculations for spheres and 
ellipsoids of revolution '" are presented and the computation problems 
for more general particles are discussed.  The effects of irregularity 
on the scattering phase functions for single particles are reviewed, 
and calculations performed for comparison with Reference (7) are 
presented and discussed. 

II. PRELIMINARY 
The Hertz vectors n and E are related to the electric and 
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9 
magnetic fields E and H "by 

E = ikVxn + k2m2Z +  V(V-Z) (l) 

and H = k2m2n    +  V(V-n   )   - Xlan2VxI (2) 

o 
where m   ,   the  square  of the  complex  refractive  index  is 

2 
m =  e    +  l+-nxcr/cj (3) 

e is the dielectric constant, o is the conductivity, u is the radial 
frequency,    k is the wave number of the monochromatic incident 
light, and co = ck (c = speed of light.) 

The requirement that E and H be transverse as r^«> (the far 
field)2, implies that only the fadial~components of 11 and E need be 
considered, 

n = f TI (u) 

E = fo (5) 

where r is the radial unit vector, and TT and a are known as Debye . 
potentials. The vector wave equation satisfied by IT and a reduces 
to a scalar equation 

(V2+ k2m2) 
r^ 
a 

v J 

=  0 :6) 

Equations (l), (2), {h),   and (5) may be used to write the 
components of E and H in terms of the Debye potentials as 

2 
2  2 3   a 

E    = k m a    + (T) 
3r" 

2 
_ -ck 3TT        1    9  o (s) 

6 _  rsin(e)3()) r  3e3r 

.2 
•^k- iJT        _1 3_a / Q \ 

^  " r   36 rsin(e)   3(t)3r 

H    =  A2.    +    1^- dO) r or 

H   - i   l^L.   _ -A .  ,   12. (ii) 
6       r     303r rsin(e)     3(() 

a     = _2    £-4      +^_^. (12) n$       rsin(e^     3<t)3r r     30 
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If the incident light is a plane wave propagating along the z axis, 
then 

E = exp(-ckz) :i3 

H = -Cexp('Ckz) 

which give rise to Debye potentials of the form 

'I' 
I 

■l-l  21+1        , ,  ,  1, 

£T^iT^(kr)  P£(cose 
cos ((}) ) 

sinU), 

ilh) 

(15: 

where the superscript "i" indicates the incident wave.  The general 
solution of Equation (6) has the form 

L,M 
s = I  {a»*»(kmr)+3„no(kinr)}P„(cose){Ysin(m(j))+6 cos(m4)}(l6) 

P    YY) 'C-C *C m 171 

where^(x) = xj^x),   r\Ax)=  x(/£(x)thJ „(x) and £/-(x) are spherical 
Bessel functions  and ?£ is the m   l Legendre polynomial of order I  . 
The interior ("w") and scattered ("s") potentials may be written from 
Eq. (16) by noting from Eq. (15) that only m=l  terms will appear. 
Further, the interior potentials must converge to zero as r-K) so 
that B^ =0, and the scattered potentials must converge to spherical 
waves as r-*" , so that 3^ la^.     Jhis latter condition is equivalent 
to replacing ip and n with Q^= xh^   ,  where ^is the spherical Hankel 
function of the fii*st kind.   These potentials may be written as 

a^= k-2^a£cosU)/m2> 

^(kmr) P^(cose) 

s = k -t P »(kr) P^(cose 

(IT) 

(18) 

For a sphere, the transverse continuity boundary condition 
requires that E , E „ H., and H be continuous across the boundary 
of the sphere.  Inspection of Eql. (7)-(l2)  reveals that this 
boundary condition will be satisfied if 

h 

9 / i  s N 1 
T-( a +a 
9r      lr=a 

w 1 

9r r=a 

9r ( IT  +77 'r^a 
9 Wi 

9r  'r=a 

(19) 

(20) 
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r   iLsv i 2 wi 
,a +a  j \ = m a r=a r=a 

(21! 

1     s. 
Ir=a 

=       T7 
r=a 

(22; 

where a is the radius of the sphere.  Equations (l9)-(22) may be 
reduced "by using the orthogonality of the Fp   , cos (<£), and sin(<()) 
and the explicit forms of the Debye potentials to 

^"1 lff!T)^(ka) + cA'{k&)  = m a£V(kma; 

-t " £(£+1)^''ka) + C£p£(ka^ = ^i^TsmB.) 

^"1 lfFTT,'£(ka) + d£P£(ka) = ^ V£(kina) 

(23) 

(21+) 

(25) 

(26) 

where iK'(x) =9^^(x)/9x. Equations (23)-(26) are commonly solved for 
Co  and a0 and are called the Mie solution.  These Co and dn are then 
used to calculate the cross sections and phase functions, til 

III. CALCULATIONS 
The radius of an irregular, but cylindrically symmetric 

particle may be defined by 

r =  Js P (cose)E a(e) 
^ n n 
n 

The normal vector to the surface is 

(27) 

n = 
r -  9   31n(a(e))/39 28: 

1 + 
f9ln(a(e))   ] 
99 

The boundary  conditions  are 

ftxAEl        fas - 0 
„'r=a(0) 

(29: 
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;30) 

where 

T C T.T 

(31) 

(32) 

These boundary conditions may be explicitly written as 

AV 0 (33) 
AV 0 (3M 
AV SiMlel AEr = 0 (35) 

Equations (33)-(36) differ from the Mie boundary conditions only in 
the AEr and AH^ terms in Eqs. (35) and (36) that arise from the non 
spherical nature of the particle.  These equations cannot be simpli- 
fied in the same manner as the Mie solution by exploiting the ortho- 
gonality of the angular functions because the radius of the particle 
is itself a function of angle 0.  Equations (31) and (32) may be 
used to rewrite Eqs. (33)-(36) as 

El -  EI = -El (37) 
s        w i H<J) _ % = "HJ (38) 

s _   . _ |inaM(Es E:)  = _Ei IJaaiel      1                    ^ 
96    v r r' 0  90 r 

s   w  31na(6)f s w. .   i  91na(6)  i 
He   He - 36     {Hr-Hr) " -H6T 30  Hr (ko) 

The individual components of the electric and magnetic fields may be 
calculated in terms of the Debye potentials by use of Eqs. (T)-(l2) 
and substituted into Eqs. (3T)-(^0).  These resulting equations are 
functions only of the angles 6 and $, incorporating kh  unknowns; ap, 
^V   C/!land dr     By calculating the overlap of Eqs. i37) and (39) 
with ^.(cosff) cos{(\>)  and Eqs. (38) and (ho)  with P^,(cos6) sin((j)), 
hL  equations in hL  unknowns may be formed.  It may be noted that the 
$ integrations may be performed immediately.  The resulting hh 
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equations may be expressed in figurative form as 
L L 

where 

(kL) 

r 

and 

A^M0 "^£',9 

-^ws -mAlZ',10 

"(A^^^6+A^^^8, -^wj 

-A, -■LA, IV,15 '^lt\l4 

ua\ ih      Ait',i5 

XW ,11+AIV ^^tt' ,12 

-^W,l       -^AIZ',6+AlV ^    ^JU'^^U^U^W^ 

ik2) 

G    = 

*<e 

ih3) 

xl > 

f    t 

F  = 

■CA lt',h+ All',5  ) 

- UAll',k+ AW,5  ) 

^A^.     +X,A +A ) ■^',1 ^££',2^ ££,3 

-  ^w ,i+lAW ,2+AW ^ 

>4) 

Each element A^,   is an L by L array whose entries are the integrals 
given for n = 17 6,11 (by steps of five) by 

A Zl\rx | fn(a( e)) ^^elpi(cose)pii(cos0) dcose {k5) 

where 

fl=/"1^TgiT,Vka,+V'M1 
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and 

ffi =  C<Mlsma)+ ^(kma)} 

fll=   {p^1(ka)  +  pj"(ka)} 

Ate',n+1 

Ate',n+2 

A££',n+t| 

r 

I 

r       1    1    dcos6 
3n    £ r^,   sin(6) 

3    1 1 dcos9 
ln  3F£ ^' ka(e) 

3     1 1 dcose 
5n 96 £ £' ka(e) 

i     i    dcose 
3n ^    F£   '   sin(e: 

;u6) 

ihQ) 

ih9) 

(50) 

where 
.£-1     2l+l      ,.   /,    x ;i= ^    i(iTiy^(ka) 

gg =    ijj£(kma)/m 

=  p p   (ka j. Dll 

51] 

Equation (hi)  may "be solved numerically Cor the B,p,  bo, c^, and dp, 
and the cross sections and phase functions may be calculated from the 
Cr>  and dn using the same formulas as before. 

IV. CALCULATIONS 
A computer code was generated to perform the calculations 

,nl3 
described in the previous section.  The integrals A„„,  ^ Eqs.()45)- 
(51) , were performed using a Gauss-Legsndre Quadrature. " Equation 
{hi)  was solved using a Gauss-Jordan elimination routine modified to 
treat complex entries.  '   The cross sections and phase functions 
were calculated in the usual manner.  ' 

The theoretical development advanced in Section II is, of 
course, also valid for particles not cylindrica-lly symmetric with 
respect to the incident plane wave.  At this time, however, an 
extension of the theory and the computer code to consider these more 
general geometries is not feasible due to computer limitations.  If a 
general particle or incident direction were to be considered, Eqs. (it, 
and (18) would include terms cosOwjO and sin(m40 m= Opto L. 2The 
size of the array B would increase to approximately hh    by kh    since 
each current entry would increase by?terms m and m'. Arrays G and F 
would increase in size from kL  to hL  .  Thus the total storage 
required would increase from l6L + 8L to l6L + 8L ,  For L >>L >>L, 
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this is an approximate increase "by a factor of L2.  The increase in 
computer memory required for operational code (as compared to array 
storage) should he approximately proportional.  The present code 
requires 2 x 85 words to initiate compilation, so that L2 - 8^  words 
and a general code will require approximately 2 x S^ words to initiate 
compilation.  Computer memory of this extent is availahle only on a 
very few machines so that the implementation is not feasible at this 
time. 

It should he noted that while this code requires a large 
amount of computer memory for initial compilation (2 x 85 words,) this 
does not restrict the utility of the code as much as might be expected. 
This code is normally exercised on the MICOM CDC 6600 computer using 
the SCOPE 3.h.2  compiler.  This is a two pass compiler that performs 
some optimization of the compiled code.  In this case, the optimization 
is significant as the computer memory required for the compiled code 
is only 6.5 x 8^ words.  Additionally, execution of the code is 
accomplished in about 15 seconds for a nominal particle of up to 19 
terms in the radius (Eq.(l7) and (l8)) and Mie parameter of value nine, 
although compilation of the code requires about 60 seconds.  Thus, the 
compiled code may be used to perform calculations with only moderate 
demands on computer memory and execution time in contrast to recom- 
pilation of the code for each particle to be considered. 

The code was checked by exercising it for various sizes 
of spherical particles and various complex refractive indices.  These 
results (Co,d^,cross sections and phase functions) were compared wroh 
the equivalent quantities calculated using a standard Mie code.1"  The 
c» and d^ for all calculations agreed to within the round-off error 
of the machine (fifteenth figure.) 

An additional check was made by making calculations for 
prolate spheroids of semimajor to semiminor axis ratio of two.  These 
calc\lLations were compared with exact calculations.12  There were 
minor differences between the approximate calculations of this paper 
and the exact calculations in terms of the fine structure of the 
phase functions, but the positions of relative maxima and minima and 
the relative magnitude of the curves agreed very well.  These calculat- 
ed phase functions are shown in Figure (l).  While a precise estimate 
of accuracy is difficult, a comparison of calculated values with 
values from the exact curves at 10° increments gave an error bound of 
+ 2%  for value of c = 2TTa/.T5A= 1,3,5,7 (a = semimajor axis) with an 
average error of approximately 8 x 10"2 %.     Because some of this 
error may be attributed to computer noise and the truncation error of 
the Gauss-Legendre integration, this error bound seems to be reason- 
able.  The agreement shows that the code is useful despite the 
assumption of the validity of the Rayleigh Hypothesis. 

The modification to Mie theory advanced by Chylek et al. 
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was examined.   In this modification, "based on the consideration ~hat 
glories are not observed in experimental data, the particle irregular- 
ity is modeled by truncation of the resonances in the c„ and d,, in the 
region 2KV/X-bthen l>3  in a standard Mie code. While this modification 
is attractive because it offers a simple, efficient computational 
treatment of non spherical particle scattering, the validity of the 
approximation has been questioned. 

As a starting point in considering the Chylek et al. modi- 
fication, the cross sections and phase functions for several variations 
of particle size and shape were calculated.  In terms of the Mie para- 
meter, 

x    =  27Tr/A, (52) 
o 

particles of  shape function 

x(9)  = xo   {1+  .1 Pn(e)} (53) 

for x = 1,3,5,7,9 and n = 2,3,U were considered.  A refractive index 
of 1.5 + O-C was used in this and all subsequent calculations. Cross 
sections both greater than and less than the equivalent Mie cross 
sections for the same value of x0 were observed.  The forward scatter 
and backscatter varied similarly, in some cases being greater and in 
other less.  The structure of the phase functions were similar but 
not identical to the Mie phase functions.  Although it is difficult 
to draw concise trends, it was noted that in general differences 
increased with increasing n and decreased with increasing x0. 

Additionally, the effect of varying the strength of the de- 
formation was examined.  Shape functions of the form 

x(e) = x0 {1 + anPn(0)} (5^) 

for n = 2 and 3 , an = .05, .1, and .15 were considered.  Two effects 
of this variation of an were noted; the values of the relative maxima 
and minima varied by as much as a factor of five although the positions 
of the maxima and minima varied only slightly, and-the amount of near 
forward scattering ( scattering angle less than 30°) varied by as much 
as a factor of five about the equivalent Mie curve.  This latter 
effect would seem significant in terms of the experimental data 
reported by Chylek et al.  The significance of the other effects is 
more difficult to assess due to the averaging process performed when 
the polydisperse phase functions are calculated. 

The behavior of the Cn  and d„ in the region x0=£ was studied 
to examine the validity of the modification of Chylek et al.  Shape 
function of the form of Eq. (53) for x0 = 3 to U.5 by steps of .1, and 
n = 2,3,U,5 were considered.  The real and imaginary parts of C3 and 
d3 were compared with the C3 and d3 calculated using Mie theory.  In 
seven of these eight calculations, the resonance curve shape is 
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preserved although it narrows by as much as a factor of two.  Addi- 
tionally, the center of the resonance curve shifts, apparently without 
trend, although the resonance curves (real parts) for the irregular 
particles always fall under the Mie resonance curves.  In one case, 
that of x(9) = x6{l+.lP3(e)}, the resonance curve is replaced by a 
slowly varying curve contained under the Mie curve (rela part) whose 
real parts have a mean of approximately .3 and whose imaginary parts 
have a mean of approximately zero.  In all other cases, the resonance 
curves narrow and fall under the Mie curves.  The extent of narrowing 
appears to be approximately proportional to n. On the basis of these 
calculations, the modification of the c^ and d^ in the resonance 
region is not substantiated, but the numerical results of Reference 
(7) might be justified in view of the narrowing of the resonance 
curves. 

Calculations were also performed for one of the polydisperse 
aerosol distributions reported by Chylek et al. (i.e. the first KC1.) 
Wine phase functions using 

x(ej = x o 
x(e) = x0{l + .05 p2(e)} 

x(e) = x0{i + .i p2(e)} 

x(e) = x0{i + .15 p2(e)} 

x(e) = x0{i - .i p2(e) + .i p1+(e)} 

were calculated and combined linearly with adjustable coefficients 
calculated using regression techniques to fdr the data.  Two different 
fitting techniques were used; one using all the data, and another 
using only those data for scattering angles greater than sixty degrees. 
A representative fit for each scheme is shown in Figure (2).  These 
fits appear to be as good as that reported by Chylek et al. It is 
noted that the fit is not sensative to the choice of combinations of 
phase functions used. 

The insensitivity of the fits to variation in the phase 
functions used in the fitting calculations seems to indicate that a 
more elaborate calculation for more irregular shaped particles averaged 
over orientations would not significantly improve the results in terms 
of the cost of such a calculation.  In the same vein, the Chylek et al. 
modification seems to be adequate for many calculations.  It appears 
that more accurate calculations should be necessary for aerosols with 
much less random shape and orientation. 
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Figure (l). Calculated phase functions for prolate spheroids 
used for comparison with the exact phase function of Reference 

(12). 
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Figure (2). Comparison of non spherical experimental data 
(circles) with figurative Mie phase function (solid curve) 
and two composite non spherical phase functions (dashed 
curves.)  The dashed curve is fitted over all data, and 
the dashed-dotted curve is fitted only over data for 
scattering angle greater than sixty degrees.  Phase functions 
for shape functions incorporating -.05, -•!« and -.15 PgC0) 
were used in this fit. 
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PROOF TEST PROCEDURES FOR CERAMIC MISSILE RADOMES 
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ARMY MATERIALS AND MECHANICS RESEARCH CENTER 

WATERTOWN, MASSACHUSETTS  02172 

INTRODUCTION 

Currently ceramics are used for radome structures in several 
Army missiles because of their desirable dielectric properties, in 
addition to rain erosion resistance.  The use of brittle ceramic mate- 
rials as in radome structural components is relatively new.  Since each 
radome developed requires a new design, it is important to thoroughly 
understand the materials capabilities.  Ceramics rarely exhibit a single 
characteristic failure strength and therefore uncertainty exists regard- 
ing stress levels to which they can be safely subjected.  The common 
concept of ceramic fracture is that of failure initiation due to tensile 
stresses acting at the size of a stress-intensifying flaw.  Such flaws 
are either basic features of the microstructure, namely pores, inclu- 
sions, weak grain boundaries, or external scratches or cracks introduced 
during surface finishing or handling.  In many structural ceramics vari- 
ability of worst flaws leads to a size dependency of strength (1,2). 
Therefore recognition of variability in strength is important for proper 
structural design of these materials. This variability usually requires 
a probability-based failure criteria such as the Weibull representation. 

That is 

Pf = 1 -exp K / (a - ay/ao)
m dv] (D 

where K is related to loading, V is the volume of material, a is frac- 
ture stress, and au is threshold stress; au is defined as zero for the 
particular brittle materials considered in this paper; a0 and m are 
distribution constants determined from test data. 

491 



FREESE, *NEAL, and LENOE 

Consideration of time-dependent failure is also important. 
Fracture is delayed, occurring after stress has been sustained for some 
duration. Associated with the phenomena of static fatigue is an in- 
crease in strength with increase in stress or strain rates (3,4).  For 
silicate glasses and most oxide ceramics it is known that the'presence 
of moisture causes the environment to be reactive, even at ambient con- 
ditions (5) . Numerous researchers have demonstrated the occurrence of 
subcritical crack growth in water and observed equivalent strength re- 
ductions in glass ceramics by a factor of one third and of alumina ce- 
ramic by one fourth.  Thus the selection of a ceramic component should 
not be based on strength alone. The occurrence and rate of crack growth 
can be a decisive factor. 

From the analytical viewpoint, theories are available and 
partially verified for treating the effects of time, size, and stress 
distribution on the likelihood of failure (6).  From a pragmatic view- 
point, pre-service proof testing can also be applied.  Effective proof 
testing must closely simulate not only the magnitude, but also the 
distribution of tensile stresses.  In addition, proper account must be 
taken of any subcritical crack growth which might occur during attempted 
proof stressing. 

DISCUSSION OF MATERIAL CHARACTERIZATION AND 
PROOF TEST PROCEDURES' 

In component qualification, it is important to consider a typi- 
cal ceramic radome product specification (7).  Requirements for mechani- 
cal properties data include hoop tensile strength as determined via 
hydrostatic internal pressurization of a thin ring.  The specification 
calls for two strength determinations on rings machined from the base 
of each radome.  Density determinations are made on failed segments 
subsequent to burst testing. Figure 1 illustrates a typical ring speci- 
men and includes a schematic of test apparatus.  Hoop tensile strength 
is calculated from an elementary strength-of-materials formula.  The 
modulus of rupture or flexure test is also a qualification requirement. 
Samples are fabricated in the same manner as the radome and from the 
same casting slip.  Three specimens are required.  It is of interest 
that both types of tests are performed at room temperature.  Some mechan- 
ical properties data were available in the open literature for slip-cast 
fused silicate (SCFS) . Tensile evaluations were performed in a gas 
bearing tension facility.  Strength observations were completed over 
temperatures ranging from 70 F to 2200 F.  Figure 2 summarizes tensile 
strength versus failure probability for the coupon specimens. Also 
shown in this illustration are results from hydroburst ring tests for 
one particular type of SCFS radome (Type I).  Mote the significant dif- 
ference in tensile strength for the coupon versus ring tests, and the 
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Schematic of Apparatus 

.Oil-Filled 
16x1.75 Bicycle Inner Tube 

Test Specimen 

0.755     "f 
0.745      

Figure 1. Hydroburst apparatus and test specimen 
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difference in volume of the tension specimens.  Interpretation of such 
phenomena has received a fair amount of attention (8,9).  Based on the 
assumption that volume and/or surface area versus strength effects 
exist and furthermore can be well represented by Weibull statistics, 
numerous investigators have presented theoretical interrelationships 
to estimate the strength of a particular specimen geometry and load 
distribution from data obtained in different configurations. Suppose, 
for instance, we consider the case of uniform tension and assume 
strength is merely volume-dependent. Then at the same value of failure 
probability, for two distinct sets of statistical data. 

01/02  = [(K2V2)/CK1V1)]
1/m 

(2) 

where Oj, a2  are corresponding stresses, Vx, V2 their associated 
volumes, and Kj, K2 define the type of loading.  Furthermore, a two- 
parameter Weibull representation has been assumed such that the proba- 
bility of fracture at a given stress a is taken as Eq. 1 with au = 0 
and the risk of rupture is defined as 

R = / [a/ao)m dV 
V 

(3) 

Equation 3* can be evaluated for any given stress distribution 
appropriate to the experiment being conducted.  Thus, simple interrela- 
tions can be developed for the variety of test methods applied to ce- 
ramics.  Figure 3 summarizes data available for SCFS radomes.  Data 
from each experimental apparatus is fit by the Weibull statistic and 
then the strength distribution of the other test method is estimated 

Figure 3. Size effects on tensile 
strength of slip-cast fused silica 

Tensile Strength (ksil 
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and compared to observed response.  Referring to Figure 3, it appears 
that the two-parameter Weibull model is a fairly good representation 
for the size/strength effect.  As a further confirmation, experiments 
were conducted on Type I SCFS for three- and four-point flexure. 
Figure 4 summarizes these estimates and limited experimental data. 

AEROTHERMAL TESTS 

Typically aerothermal preflight certification' tests are con- 
ducted on radome materials.  Such tests are intended to simulate, to 
the extent possible, ascent and re-entry worst-case heating environ- 
ments to screen candidate materials.  Flight test risks on actual 
hardware rather than subscale models is used since numerous difficul- 
ties are inherent in aerothermal models.  It is difficult, for instance, 
to accurately correlate subscale heat shield thicknesses, gaps, steps, 
protrusions, and boundary layer characteristics, with full-scale radome 
structures. 

In operation, various gas combustors are used to impinge a 
high temperature exhaust with reasonable simulation of pressure and 
velocity characteristics.  As an example, the ascent heating of the 
radome forebody is simulated by a relatively low preheat gas combustor 
and the radome removed and then allowed to equilibrate until a desired 
joint bond line temperature is achieved.  Subsequently the radome is 
plunged into combustor exhaust.  However, the gas is now at the appro- 
priate temperatures to represent the re-entry phase of the simulation. 
Aerothermal tests are not considered in any detail in this report. 
Room temperature internal pressure tests such as illustrated in Figure 
5 are considered in depth. 

1 Q -        Conversion Equation 
-,1/m 

0.8 - 

r3 [¥(%)] 
0-3 - 3-pt Flexure 

0-4 ■ 4-pl Flexure 
m  = Weibull Constant 

g" Q 6l_       V| ■ Specimen Velocity 

§ 0.4 

I 
0.2 

/ 

O Actual 4-Pt Test Data 

 Best Fit Weibull Function' m     ,, k.J 
|CT0 - 11 ksi| 

-•-Actual 3-Point Test Data 

ff3 (Meanl= 10.6 ksi 

10 11 12 13 
Flexure Strength, 0-3 Iksil 

Figure 4. Estimates of three-point flexure strength from four-point flexure data 
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STATIC STRUCTURAL TESTS 

Several types of static structural loadings are typically 
employed to verify load capacity, to assess structural integrity, or 
to proof test from the mechanical strength viewpoint.  One experiment 
is depicted by Figure 5 wherein a radome is subjected to internal hy- 
drostatic pressure.  Figures 6 and 7 show experiments intended to 
verify load capacity of the radome and joint designs.  In these in- 
stances the static tests employ whiffletree arrangements or simple 
off-angle loaded fabric straps.  The load magnitudes are intended to 
simulate critical mission maneuver load magnitudes.  The loads are 
applied quasi-statically and usually do not represent real mission 
times.  The spatial distribution of loads is represented only in an 
approximate sense. 

TIME DEPENDENCY 

Time-dependent failure, or the possible existence of slow 
crack growth phenomena, had apparently not been investigated for SCFS 
typically used in missile radomes, therefore this aspect of material 
response was explored.  Baseline data was obtained for Type I SCFS 
specimens prepared from radome fragments as well as specially prepared 
representative billets.  Mechanical strength tests were performed at 
different loading rates.  Differences in strength as a function of 
these stressing rates can be used to infer analytical models for slow 
crack growth.  Based on such results, the so-called strength- 
probability-time (SPT) nomograph can be prepared (4).  Such informa- 
tion is useful, for instance, in establishing proof test load limits 
and safety margins for long-term stress such as might be maintained 
by mismatch bonded or mechanical radome-to-substructure joints. 

These beam specimens were subjected to ultrasonic and X-ray 
inspection and ultrasonic velocities were obtained as well as bulk 
densities.  In this series of tests acoustic emission (AE) apparatus 
was additionally employed. The intention of the AE observations was 
to explore the possibility of detecting material damage prior to 
failure.  These series of experiments did not yield any useful cor- 
relation between AE counts; neither total counts nor rate of emission 
gave a clear-cut trend with strength levels. 

There were several objectives of the experiments on this 
SCFS.  It was desired to thoroughly investigate slow crack growth at 
room temperature.  Accordingly, flexure tests were conducted at each 
of two loading rates.  This permitted construction of the SPT nomo- 
graph.  In order to study the validity of this technique, a series 
of creep rupture tests were completed.  These were compared to pre- 
dicted failure times to substantiate the methodology, as discussed 
subsequently. 
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Hoop Wound 
Graphite 

Epoxy Ring 

Figure 5.   Internal pressurization radome proof test apparatus 

Approx. 7° 30' 

Rubber Pad 

Hydraulic 
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Figure 6. Schematic of off-axis 

joint proof test 

' p? 

Figure 7. Schematic of whiffle- 

tree static test 
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Another objective for this series of experiments was to study 
possible proof stress damaging effects on strength and/or time to 
failure of SCFS at ambient conditions.  Therefore a set of virgin, 
e.g., untested, beams was loaded to predetermined stress levels and 
tested to failure (see Figure 8). 

CONSTRUCTION OF THE DESIGN STRENGTH-PROBABILITY-TIME NOMOGRAPH 

Under constant stress a in a delayed fracture test, the time 
to failure T is given, in' an elementary fashion, by: 

Pic 
T = /*  dc/V 

Ci 
(4) 

where Ci is initial crack size, CIc critical crack size, and V crack 
velocity.  Assuming that a simple power form of crack velocity versus 
stress intensity can be written V = a  ¥™,   then 

,2-n 
T = 2K^n/[(ay) 2 a (n-2)] (5) 

and for typical large n values, KIc are negligible.  For a given batch 
of N specimens with initial flaw size C^ 

T = 
2y2-n CT2-n Cj(2-n)/2  BC(2-n)/2 

(ay)2 a (n-2) ^n 

where y = geometric constant.  Then, for specimens with the same ini- 
tial flaw size and the same probability of failure, 

Tan = a1. (6) 

Using Eq. 6, a family of lines can be constructed on the Weibull 
strength/probability of survival graph corresponding to increasing 
failure times.  For an individual specimen stressed at aj and failing 

Proof Tested to 7500 psi, 
-     for 30 Minutes 

rgin Strength 
Distribution Measured 
at 0.5 Inches/Minute 
Crosshead Speed 

J I I i   i   i   i    i l_ _l L 
5    10    20      40      60 

Probability, 
90   95 

Figure 8. Effect of proof 

stress on flexure strength 

distribution 
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in TXJ we now have a relationship for another specimen failing at 
stress OQ in a reference time TQ. This permits construction of an SPT 
nomograph where a family of parallel lines are equispaced for equal 
logarithmic increases in failure time (4).  According to this simple 
theory, creep rupture data can be related to instantaneous dynamic 
failure by use of the following relationship. 

Oo/o-j)11 = TJ/TQ (7) 

DISCUSSION OF RATE EFFECTS 

The SCFS specimens were machined to 0.11x0.15x2.0-inch sizes 
and tested in four-point bending (1.875-inch span) at room temperature, 
for a load rate of 0.5 in./min. Another group of 22 specimens was 
tested in the same manner except load rate was 0.01 in./min.  The 
strength levels for each set of data were obtained.  Results are 
plotted in Figure 9, indicating good fit to the Weibull distribution. 
It was determined from the test data at the 99% confidence level (10) 
that mean strength (a = 9.07 ksi) for load rate of 0.5 in./min was 
significantly greater than a = 8.14 ksi for the 0.01 in./min rate. 
An SPT diagram. Figure 10, was constructed using the data described 
above in conjunction with the theory discussed next.  Failure times of 
1.27 sec and 57.0 sec were determined for strength values of 9.07 and 
8.14, respectively. 

The exponent n = 35.12 from Eq. 7 is obtained from the 
strength and time data, providing the necessary parameters for SPT 
diagram construction.  The Weibull modulus m = 15.06, describing the 
slope of time-to-failure lines in the SPT diagram, was determined 
from averaging m values obtained from the two different load rates. 
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10. SPT diagram for SCFS superimposed delayed fracture data normalized to 
failure time of one second 

An evaluation of the adequacy of the SPT diagrams for SCFS 
was made from delayed fracture data to estimate the equivalent failure 
stresses for a failure time of 1 second.  Results in Figure 10 show 
excellent agreement between delayed fracture data and the predicted 
data, except for specimens failing within a short time frame (T < 
1 minute).  Figure 10 survival probabilities are represented as a func- 
tion of both bend and tensile stress volumes (Vt)• lt  should be noted 
that smaller Vt. result in higher failure loads for equivalent Ps values. 
The flexure stress labelled with VB = 0.031 in.

3 represents the test 
results presented in this report.  The equivalent data for a tension 
test were superimposed on the diagram to indicate the effects of volume 
changes. The at  values for Vt = 0.005 in.

3 and 2.0 in.3 are tabulated 
to provide ranges of probability versus stress for relatively small and 
large elements such as used in a finite element analysis.  The label at 
the top of diagram where V* = 31.4 in.3 represents the volume of the 
ring used in a hydroburst strength test to measure the quality of SCFS. 
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ANALYSIS OF THE INTERNAL PRESSURIZATION PROOF TEST 

Thus far we have gained insight into the probability of 
failure and time dependency aspects of strength behavior.  This in- 
formation can now be used to assess the radome internal pressurization 
proof test depicted in Figure 5. For this purpose, an axisymmetric 
finite element analysis was performed using a unique set of finite 
element software modules.  This approach has been shown to be both ef- 
ficient and competitive (II) with other finite element procedures. The 
final result is a series of codes which address directly the partic- 
ular structure in question and the types of information required.  A 
primary concern with the effects of various end-restraint conditions 
isoparametric axisymmetric solid element was used to model the elastic 
behavior of the radome and a substructuring technique was implemented. 
The entire structure contains over 3000 degrees of freedom and is di- 
vided into four subregions, the details of which are shown in Figure II 

Figure 11. Finite element gridding 
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Several conditions were analyzed.  First, the radome was 
assumed to be pressurized to 100 psi internal pressure (see Figure 5). 
This pressure was taken to act over the entire inner surface down 
to the aluminum restraining ring (see detail joint schematic. Figure 
5).  In the region of the retaining ring no radial movements were 
permitted on the outer surface of the radome.  Two additional compu- 
tations were completed wherein 7-mil and 15-mil radial displacements 
were imposed.  These displacements are intended to simulate the ef- 
fects of out-of-tolerance conditions which might occur and should be 
primarily applied to the inner surface of the restraint region due to 
the inability of the bolt-up configuration to transmit tensile loads. 
The entire structure can be treated for a unique set of boundary con- 
ditions in approximately six minutes (UNIVAC 1106) of computer time. 
A consideration of various restraint conditions applied to subregion 
(d) in Figure 11 can be achieved at a fraction of that cost. 

Since axisymmetric conditions apply, the calculations of 
radial displacement effects are lower bound estimates.  In reality, 
out-of-tolerance dimensions may be nonsymmetric. 

Furthermore, in bolting the radome in place, the displace- 
ments would most likely be imposed sequentially on opposite ends of 
the diameter of the base.  These facts, coupled with stress concen- 
trations around bolt holes, suggest that somewhat larger stresses 
might exist due to mismatched tolerances. 

ASSESSMENT OF PROBABILITY OF SURVIVAL 

Results of the finite element stress analysis were used to 
estimate probability of survival under conditions of the proof test. 
Note that the radome joint consists of four types of material, namely 
SCFS, glass epoxy, graphite epoxy, and the joint adhesive. Accordingly, 
two analytical formulations were used.  The finite element stress 
distributions were used in evaluating individual probability values 
of the finite volume elements of the SCFS structure and multiplying 
these probabilities to obtain Ps for the particular applied loads. 
The probability of survival Ps for individual stress components is 
written as 

PSi = exp [-KV^V* (amaXi/a0)
m] (8) 

where K = 1 for simple tensile stress, Vi = volume of elements, V* = 
volume of test specimen, and cJmax = maximum principal stress in 

element.  The probability of survival Ps of the entire structure is 
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Ps = il Psi C9) 
i=l 

where N = number of elements in finite element solution. 

Weibull strength parameters were m = 10.30 and OQ  = 3.55 ksi, 
obtained from hydrobursf tests on SCFS rings with 31.4 in.3 volume. 
Since fiberglass, graphite, and the adhesive materials are not assumed 
volume-dependent, reliability calculations for these materials were 
based on application of the Warner [stress-strength) diagram for each 
individual material element (12). 

The reliability of these materials was determined from the 
basic concept that a no-failure probability exists when allowable stress 
S is not exceeded by applied stress s. That is, 

R = /f(s)  / f(S)dS ds (10) 
-oo        Ls 

where f(s) is the probability density function obtained from knowledge 
of the design stress in the structural element and f(S) represents the 
distribution of the material strength.  The standard deviations for 
f(s) and f(S) are obtained from strength data and an assumed variabil- 
ity in design stress calculations.  If density functions for strength 
and stress are assumed normal (12) , then 

R= [1/(0^/27)] / exp -l/2^-5)/a?'\2jdC (11) 

where If = "S - s", o = /a%  + a|, and ? = S - s. The as and as are stan- 
dard deviations for strength and stress data. 

Ps calculations were completed for each material component and 
used in Eq. 9 to determine reliability of the entire structure, which 
includes the four materials.  Important results of the calculations are 
summarized in Table 1, where the location and material with correspond- 
ing maximum stress and associated stressed volume are indicated.  Sen- 
sitivity of the P  estimates was also evaluated by assuming coefficients 
of variation of ol, 10%, and 15% in stresses. 
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Table 1. RELIABILITY CALCULATIONS FROM 
PROOF TEST OF RADOME 

CV (»l Ps 
Design      Complete Material 

Displacements    Stress ^adorne Peak Pf 

0,000 0,000       0 99860 SCFS 
.007 0.000 99859 SCFS Ps ■ Probability of Survival 

.007 10,000 99840 SCFS Ps ■ 0.99989 
,007 15.000 99831 SCFS (MM Rohm & Haasl 
.015 0.000 96095 Graphite 
.015 10,000 89665 Graphite Pf = Probability of Failure 

.015 15.000 79084 Graphite 

STRENGTH MATERIALS MB 
""max 

Mean Standard Stressed Vol 
Materials Strength (ksil' Deviation Iksil     G aphite Ring Displacement 

v        / 
SCFS 3.380 

0.660 
0.396 
0.140 ^^ Adhesive y   ^^^ 

Graphite 80.000 8.000 Fiberglass ^X> 

^max ■ 2.42 ksi Fiberglass 26.500 4.200 

Stressed Vol  ■ 0.962 in.3 

Displacement = 0.015 la 

■ 1.64 ksi 
4.07 in3 

■ 0.007 in. 

CONCLUSIONS 

Table 1 indicates the influence of radial displacement on sur- 
vival estimates.  Referring to the case of 15-mil deflection, the maxi- 
mum SCfS stress is 2.42 ksi and the associated stressed volume is 
0.962 in.3^ Eq. 7 and the SPT diagram (Figure 10) can be used to esti- 
mate, at 99% Ps, that such a stress could be sustained for more than 
20 years. 

It should be recalled, however, that the data used to construct 
the SPT diagram was obtained under ambient laboratory conditions and it 
is assumed these represent the radome environment.  More severe environ- 
ments would lead to shorter life estimates. So-called inert strength 
could be measured at higher strain rates in a benign atmosphere, whereas 
slow strain rate results could be obtained in aqueous or other detri- 
mental environments.  Such data would most likely lead to significantly 
shorter life estimates. Note that the SCFS material used to generate 
the SPT diagram was machined from flat billets, using similar slip and 
generally identical processing techniques as in radome manufacture. 
However, it is a moot point whether this SCFS is indeed representative 
of radome materials.  Preliminary tests on Type I radome fragments 
conducted at loading rates varying from 0.01 to 1.0 in./min suggested 
a potential range of slow crack exponent of 14 < n < 35.  Using the 
Weibull exponent of 10.3, which resulted from a best fit of 44 hydro- 
burst tests on SCFS, and n = 35.1, the shortest life is estimated as 
36 days for the 2.42 ksi stress maximum. 
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Referring to Table 1, use of the various coefficients of vari- 
ation is intended to represent potential uncertainties in the analytical 
modeling and associated stress distributions.  For the largest radial 
deflection, the Ps estimates are observably affected. This emphasizes 
the necessity to accurately describe stress distributions.  It is 
apparent that other proof test methods should be analyzed in detail 
and compared to design condition stresses to assess the adequacy of 
these screening techniques. 

In summary, techniques have been discussed which permit esti- 
mates of probability of survival under fast fracture as well as 
sustained stress conditions. These analytical computations are quite 
sensitive to values of m and n.  Therefore, it is imperative that 
actual radome materials be thoroughly characterized. 
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