-

AD=A056 359 NAVAL RESEARCH LAB WASHINGTON D C F/6 12/1
UPDATING THE KALMAN FILTER IN TERMS OF CORRELATION COEFFICIENTS==ETC(U)
MAY 78 B H CANTRELLe 6 V TRUNK

UNCLASSIFIED NRL=-8229 SBIE=-AD-E000 174

END
DATE
FILMED

878




l“"l_o' e lIEE
— i =
e 12 ;
JuLoce ke
= = ;
— =

TR R

NATIONAL BUREAU OF STANDARDS
MICROCOPY RESOLUTION TEST CHART




ADAQO56359

~—
——————

AD No.

DDC FILE COPY

’ “/ﬁ ' r
COIEVEL - ener
NRL Report 8229

Updating the Kalman Filter in

Terms of Correlation Coefficients

and Standard Deviations

B. H. CANTRELL and G. V. TRUNK

Radar Analysis Staff
Radar Division

May 17, 1978

NAVAL RESEARCH LABORATORY
Washington, D.C.

Approved for public release; distribution unlimited.

.




-
5

t A S RS S m————
"As. H/Cantreu-l G.V./Prunk
R SERIOE

SECURITY CLASSIFICATION OF THIS PAGE (When Data Entered)

REPORT DOCUMENTATION PAGE BEFORE COMPLETING FORM
gl NUMT 14 F e (£ COVT ACCESSION NOY 4, o Tim Teport on a continuing
NRL Report 8229/ /\/ | // e NRL Problem
__TITLE (and Subtitle) w\_T 5. TYPE OF REPORT & PERIOD COVERED

= e {
UPDATING THE KALMAN FILTER IN TERMS OF \/{ - ; e

CORRELATION COEFFICIENTS AND STANDARD —
DEVIATIONS » / 6. PERFORWING GHC. REPORT NUMBER

7 UY»Q(!) B 8. CONTRACT OR GRANT NUMBER(s)

e St 10. PROGﬂAM ELEMENT. PROJECT, TASK
9. PERFORMING ORGANIZATION NAME AND ADD&ES‘S C= S ® WORK UNIT NUMBERS

Naval Research Laboratory : NRL Problem R02-97
Washington, D.C. 20375 Yy ] . Project RR-021-0541

e s amenn | Program Element 61153N-21
11. CONTROLLING OFFICE NAME AND ADDRESS 12. REPORT DATE
Department of the Navy May 17, 1978
Office of Naval Research 13, NOwWe TES
| Arlington, VA 22217 /3 2101 J/
N LGN R ORTN O ROBNOVIeAME & ADDRESS(I{ different from Confrolling Olfice) | 15. SECURTTYELASS. (of thie report)
/ . Z ’ UNCLASSIFIED
S s ————— TS

15a. DECL ASSIFICATION/DOWNGRADING
SCHEDULE

R e e TR

Approved for public release; distribution unlimited

17. DISTRIBUTION STATEMENT (of the abalract entered (n Block 20, il different {rom Report)
e e A8 A Sl B
R

18 SUPPLEMENTARY NOTES

'h KEY WORDS (Continue on reverse aide if necessary and identily by block number)
Iters

Kalman filters

Tracking

Optimum filters

SRIF (square-root information filter) filtering

20. ABSTRACT (Continue on reverse aide I{ necesaary and (d ty by block ber)

A factorization method of updating the Kalman filter is examined. The covariances are factored in
terms of correlation coefficients and standard deviations. The covariances of the Kalman filter are then
updated in terms of the factors. The technique is similar in principle to Carlson’s UDU method but
differs in the covariance factorization.

DD %%, 1473 €oimion oF 1 Nov 6815 OBSOLETE
S/N 0102-014- 6601

1
SECURITY CLASSIFICATION OF THIS PAGE (When Data Entered)




|
|
CONTENTS

3
’ ENTRODUCTIIN . . oo kst it s st s b 1 !
ONE-BY-ONE UPDATING OF THE KALMAN FILTER. ..... 1 f
|
UPDATING OF THE KALMAN FILTER BY UPDATING '
THE CORRELATION COEFFICIENTS AND ‘
STANDARD DEVIATIONS . . .. ... 5
SUMNE AR s = o e e it e e e o i
REFERENCES . ; (5 i st dtiste st s s st st i 7
]
!
ACCESSION for
NTIS Ve Section
poC ¢ Section [J
UNARNOUMCTD 0
JUSTIFICATION _.._.
“ ——
BISTRIBUTION/AVAILABILITY CODES
Dist. ¢ ... and/or SPECIAL

iii

A em—— -

{ PRECEDING PAGE BLANK-NOT FILMED
B AR . e




UPDATING THE KALMAN FILTER IN TERMS OF CORRELATION
COEFFICIENTS AND STANDARD DEVIATIONS

INTRODUCTION

The problem of estimating a set of parameters or variables from a set of measurements
has long been a problem of interest. Kalman in the early sixties provided a simple recursive
estimation procedure by introducing the concept of state and state transition. This proce-
dure in some instances provided simpler implementation than batching techniques. Since
Kalman’s work a number of numerical procedures have been developed. An excellent
account of these procedures as well as historical notes can be found in Bierman’s book [1].
Two basic techniques described in Ref. 1 are the SRIF filter (square-root information filter)
and the UDU filter. (Actually UDU should be written UDU', where D is a diagonal matrix,
U is an upper triangular matrix, and U’ is the transpose.) In both cases the data are pre-
whitened using Cholesky factorization. The SRIF filter is then based on the Householder
transform. The UDU filter is based on a Cholesky factorization of the smoothed covariance
update using one measurement at a time and th:: modified Gram-Schmidt for updating the
predicted covariances. These numerical technifues are claimed to have better numerical sta-
bility than use of the Kalman filter equations directly and may be more amenable to hard-
ware implementation.

In this report another factorization is considered for updating the Kalman filter. The
factors representing the correlation coefficients and standard deviations are updated in the
Kalman filter rather than the factors themselves. Before these results are obtained a method
of updating the Kalman filter using only matrix multiplications and additions is first
described.

ONE-BY-ONE UPDATING OF THE KALMAN FILTER

The Kalman filter is obtained from modeling the process as state equations, defining a
measurement procedure, and best estimating the states of the systems. The state equation
and measurement process are defined as

X(k) = P(R)X(k - 1) + I'(R)W(kR)
and
Xm (R) = H(R)X (k) + V(k),

where it is desired to best estimate the n-by-1 state vector X(k). The remaining quantities
are an n-by-n state transition matrix ®(k), an n-by-p matrix I'(k), an n-by-m measurement
matrix H(k), an m-by-1 measurement vector X (R),and W(k) and V(k), which are Gaussian

noises with the following properties:

Manuscript submitted March 17, 1978.




CANTRELL AND TRUNK
E(W(k)] =0,
E(W(RW'()] = SR},
E[V(k)] =0,
ELV(RIV()] = Q(k)Sj,,
and
E(W(R)V()] =0,

where & ik is 1 when j = k and is 0 otherwise. The covariance matrices S(k) and Q(k) are of
dimension p by p and m by m respectively.

The best estimate of X(k), denoted by X (k) in the standard Kalman-filter format, is
(k) = X(k) + K(R)(X,, (k) - HR)X(R)],
where K(k) is the filter gain, given by
K(k) = P()H' ()@ (k),
in which IN’(k) is the smoothed covariance matrix, given by
P1(k) = P~ (k) + H'(R)Q" 1 (R)H(R).
ﬁ(k) is the predicted covariance matrix, and
Pk +1) = d(k + 1)P(R)D'(k + 1) + T'(k + 1)S(k + 1) (k + 1).
The prediction is
X(k +1) = ®(k + D)X (k).
The filter operates in a predict and correct fashion.

The Kalman filter can be written in a slightly different form by prewhitening the
measurement noise. This is a standard practice which can be achieved using Cholesky fac-
torization as described in Ref. 1. The covariance Q(k) of the noise V(k) is factored into the
form of

Q(k) = LEL' (1a)

or

Q (k) =("EILT, (1b)
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where L is a lower triangular matrix with 1’s on the diagonal and E is a diagonal matrix with
diagonal elements e;. The algorithm for obtaining L and E is

4i=1 i=1,.,n-1,
% = Sip
ij=ql.-j/€~, ki el sl

and
9k = ip = %% e, k=j+1,.,nandi=k, .. n.

With use of equations (1a) and (1b) the Kalman filter can be rewritten as

X (k) = X(k) + K(R)[Zm (k) - K(R)X(R)], (2)
K(k) = P(k) W' ()E) (R), (3)
Pl(k) =P (k) + W(R)E™! (k) H(R), (4)
ﬁ(k +1) =Dk + 1)PR)D (R + 1)+ Dk + 1)S(k + 1)IM(k + 1), (5)

and
X(k +1) = bk + DX (k), (6)

where
Zm(R) =L 11X (k)
and

K (k) = L-VH(k).

Equations (2), (3), (5), and (6) are easily updated by matrix multiplications and additions.
A means of updating equation (4) which does not involve a matrix inverse will now be
described.

The matrix identity used in converting forms of the Kalman filter [2] is
(A"l +B'C"'B)! = A - AB'(BAB' + C)"1BA, (M

where A and C represent covariances. For the special case in which BAB' + C is a scaler,
equation (7) becomes

AB'BA

-1 -1yl o 4 _ ABDBA
(A" +BC™'B) A (C + BAB')

(8)
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This result will be used subsequently.
The smoothed covariance update, equation (4), is rewritten as
Pl1=p1l+ WEIK, 9)

where the kth-sample notation has been dropped for notational convenience. The pre-
whitened measurement matrix is defined as

Wy
= | Xef (10)
}(i

where ¥ ; represents the ith row. Equation (9) can then be rewritten as

F 1 b
— 0 0 H
ey 1
0 e ' ' ' Q=" 0
1
0 0 —— Hom
L. emd L o
Equation (11) can then be rewritten as
~ = 1 1
l=plany = & Ny — Pt = : 1
pl=p Sl m o Hm 12)
Equation (12) can be placed in recursive form by
Prl=pl ey = i=1 (13)
i “PhatW - K, i=l,..m,

where F& 1as 13‘1 and i";,l = P~1, The matrix identity mentioned previously in equation (8)
is applied to equation (13), yielding

S T
B=F - —=——, i=1,.,m, (14)
e+ HiPi_g K

where e; + X ,-E_l X is a scaler, because the X; as defined in (10) are row vectors. Conse-
quently equation (14) shows that no matrix inverses need be found to update the smoothed
covariance. Equation (14) suggests the title of this section: One-by-One Updating of the
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Kalman Filter. Each measurement variance, taken one at a time, is prewhitened and used to
modify the smoothed covariance. A means of updating the filter in terms of correlation
coefficients and st~»dard deviations is considered next.

UPDATING OF THE KALMAN FILTER BY UPDATING
THE CORRELATION COEFFICIENTS AND
STANDARD DEVIATIONS

A covariance matrix written in terms of correlation coefficients and standard devia-
tions is

e e

P=DUD, (15)

where the elements of U are u;j = pij//piiy/pjj (i=1, ..,nandj=1, .., n) and the ele-
ments of D are d; = \/pT,-, with the matrix D being a diagonal matrix with diagonal elements
d; which represent the standard deviations. The diagonal elements of U are 1’s and the off-
diagonal elements are correlation coefficients with values between - 1 and 1. The one-by-
one updating of the Kalman filter is modified to reflect the factorization (14).

The Kalman-filter equations (2) through (6) will now be reexamined, with the kth-
sample notation being eliminated for notational convenience. Equations (2) and (6) remain
the same, since they do not involve covariances. These equations are

X=X+K(Z, - KX]
and
X = oX.
The filter gain (equation (3)) is written as
K=P WE,
where each element of the gain matrix K is
n
kij= ). (Pighj)lej, i=1,.,nandj=1,..,m. (16)

=1

Using the factorization in equations (15) and (16) yields the gains

n h od:d

jRaiae

ki = Z (u;9) ,
¢=1 J

The prediction covariance update in equation (5) is next examined for the case of zero
process noise. The equation is

P=®Pd'.
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The factorization described in equation (15) is used in yielding
DUD = ®DUD &' amn
SinceD =D ', equation (17) can be rewritten as
DUD = D (D ~'oD) 0'(D-14DY15 . (18)
The bracketed term of equation (18) is factored in the form of (15), yielding
(D~'®D)U(D ~'#D)’ = RUR. 19)
The forms (18) and (19) then yield
D=DR,
which is the simple product of two diagonal matrices.

The last equation to consider is the smoothed covariance, which relies on the one-by-
one update previously described. The equation is

B Py Wi H;Ppy
U ek SN et (20)
e+ NP X;

fori=1,..,mand ﬁo = 13 By use of the factorization (15), equation (20) becomes

o i s ol Ui 1Dy K KD O\
iUiDi=Di-l< - e ] Dy (21)
e+ X;Di 1U;_1D;_y X;
where Uo U, 50 =D, Un = U, and Dy, = D. The vector Vi-1 is defined as
;D1 Uy
Via= —
Ve + WD U, B, 1
Equation (21) can then be written as
D,U.D; = B;_1(T;_y - VIVy)D;i_y. (22)

Equation (22) is factored into the correlation coefficient form, where
Ui, - ViV, = RUR.
Therefore
D; = D;_;R,

which is the product of two diagonal matrices. This completes the development.

6
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The role the DUD factorization, in terms of standard deviations and correlation coef-
ficients, plays in the Kalman filter is that of the scale factors, and this factorization is
numerically different than a straightforward implementation. This may be an advantage in
some problems in which the range of standard deviations are known and fixed-point hard-
ware could probably be used to an advantage. It should be noted that in the computations
the values of the elements of U are usually near 1 and the values of the elements of D
usually change only slightly from the values of the elements of the previous D. This indi-
cates that for some problems good numerical accuracy may be achieved.

The updating of the Kalman filter in terms of correlation coefficients and standard
deviations is similar in many respects to Carlson’s UDU-filter update found in Ref. 1. Both
rely on the same form of the Kalman filter in the one-by-one update form as previously
presented. Both filters update factors of the covariances, and both require a refactorization
of a portion of covariance equations to obtain the desired form. They are different in that
the factorization is different.

SUMMARY

The Kalman filter was briefly reviewed, and a one-by-one covariance update technique
was shown to operate such that the entire Kalman filter can be updated with only matrix
multiplications and additions, given that the noise is prewhitened. The one-by-one update
operates on one measurement at a time in a simple fashion, and after all measurements are
used, the Kalman filter is updated.

The covariances are factored in terms of correlation coefficients and standard devia-
tions, and the Kalman filter is updated in terms of these factors. The technique is similar in
principle to Carlson’s technique but with a different factorization.
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