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FOREWORD

Th is report is one of a series on the research support provided-......,~
by the Me llonics Systems Development Division of Litton Systems , Inc~ ,...

)
to the Army Research Institute for the BehavF~F~1 and Socia)~---Stieri~is
(ARI) under Contract Number DAHC l9— 77-C—0Oll . The report , as submitted ,
is a part of the final report of the total contractua l support effort
and wi l l be incorporated into that report by reference.

As set forth i n the Contract Statement of Work, the Meflonics
effort includes the performance of investigatory stud i es in human
factors. As part of that effort , this report reviews the procedures
and problems that need to be considered i n an inves t i gati on of the
proficiency assessment capabilities of Army training devices and
establishes a basis for des i gning future studies to assess the proficiency
assessment capab il ities of A rmy training dev i ces.
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A CONSIDERAT ION OF ARMY TRAINING DEVICE PROFICIENCY
ASSESSMENT CAPABILITIES

BRIEF

Requirement:

To rev i ew the state-of-the-art In the use of training devices for
proficiency assessment , to identify the eval uation system context within
the Army uni t environ ment, and to evaluate the requ i rements for research
on the use of training devices for assessment in the unit. This research
is in support of a program to further develop the use of training dev i ces
for traini ng assessment and , especially, operational read i ness assessment
in Army fi eld uni ts.

Procedure:

A li terature review was conducted and a telephone survey was made of
mili tary and civilian personnel cognizant in the areas of training device
usage and test and evaluation . A model of decision processes in measure-
ment system deve lopment was used as a framework to integrate the identi-
fied issues.

Findings :

The use and development of training dev i ce performance measurement
systems, especially for the pu rpose of operational readiness evaluations ,
is a relatively undeveloped area. The use of dev i ce measurement systems
for both trainin g and readiness assessment is primarily found in the
avia tion community and appears to be an emerg i ng , albe i t inconsistent ,
trend in both military and civilian areas. The inconsistencies In use
resul t frcm differences in organizational policy , command emphasis ,
dev i ce measurement capability , and device measurement system upkeep and
support.

Systematic devel opment of training device measurement systems is
suggested to consist of four major steps: (1) info rmation needs analysis ,
(2) ini tial measurement analysis , (3) pilot testing and selection of
fina l measure sets, and (4) measurement system effectiveness testing.
The consensus of the literature and expert opinion is that training
device measurement systems are infrequentl y systematically developed ,
that this is a lim iting factor In the use of devices for assessment
purposes, and that research is needed to better develop the methodology
and data bases for systematic development of training device measurement

• systems.
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A CONS I DERATION OF ARMY TRAINING DEVICE PROFICIEN CY ASSESSMENT CAPABILITIES

I NTRODUCT I ON

BAC KGROUND

Current estimates of allow able post mobilization training periods
indicate a “come as you area war for the majority of Army uni ts (Reference
22). The rap id response requirement necessitates that operational units
mu~ t continually train to maintain a satisfactory l evel of readines s -

(Reference 67). The need to maintain a high proficiency l eve l through
training in operational units wi l l  be accompanied by a related need for
frequent evaluations of indiv idual and unit ~r-oficiency (References 23, 67)
to verify profi ciency levels and red i rect training if requisite proficiency
l evels are not maintained .

In recognition of the need for improved training and eva l uation at
the unit level , the Army has begun to systematize its training and evalu-
ation programs (References 39, 61 , 67). The adoption of the systems approach
has produced an increased emphasis on job-relevant and performance-oriented
training and eva l uation. This emphasis has created even greater demands for
the use of operational equi pment in training and in evaluation and a concom-
itant increase in the projected Costs of training evaluation.

Training dev i ces are being increas i ng ly employed by the Army in unit-
leve l training programs to reduce the demand for ope rational systems
because in comparison with those systems (Reference 35):

• tra ining devices usually have l ower acquisition , operation , support
and/or maintenance costs;

• they normally provide a safer environment for training ;

• they usuall y create less demand on limited unit resources
such as time , personne l , or facilities ; and

• they are often simp l y a more effective and efficient
learning environment due to their unique instructiona l
capabilities .

Some of these current and near-future training dev i ces have perform-
ance measurement capabilities that not only allow mon i toring of training
performance , but also provide the additiona l cost-effective benefit of
furnishing a vehicle for proficiency testing . Most devices , however , have
not been designed with proficiency testing In  mind and as a consequence do
not have the necessary objective performance measurement capabil ity bu i lt
in (References 4 , 62). -

Research in several areas of psychology (e..a., proficiency testing ,
training device design , complex performance measurement ) indicates that
it would be beneficial for training devices to be developed with instru-
mentation and prog rammed procedures designed to prov i de reliab le , valid ,
and useful measures of performance . This literature also raises a number



of issues that mus t be cons idered in the design and assessment of the
effectiveness of these performance measurement capabi l i t ies . Ch ief among
the considerations are:

• What information is needed to evaluate proficiency?

• What design condiderations mus t app ly  to the devices
in order to provide useful informat i on that is
accepted as val i d by ope ra ti ona l personnel?

• What determ i nes the acceptability of a device
for proficiency testing?

• Wh i ch cost model is correct for costing the use
of training devices?

• What are the appropriate measures of effectiveness
to be used in determining the relative uti lity
of proficiency data generated in operationa l
systems versus data generated in training dev i ces?

A systematic i nvestigation of these and other related issues is
currentl y being p lanned by the U. S. Army Research Institute for the
Behavioral and Social Sciences (ARI). This research wi ll be specifica ll y
devoted to developing methodolog i es and procedu res for eva l uatina the
utility of using unit training devIces as am assessment tool In Army profi-
ci ency test programs . This report provides a partial foundation for that ARI
effort and discusses the issues to be considered in designing and us i ng
training devices as cost-effective alternatives to the operational equi p-
ment for the assessment of individual and collective proficiency in the
U. S. Army.

OBJECT I VES

The four object ives of thi s report are:

• To rev iew current uses of training dev i ces for eva l uation
purposes by other agenc ies in order to identif y their
procedures and prob l ems.

• To review current Army programs of individua l and crew
proficiency evalua t ion in the operat ion and main tenance
of weapons and equ i pment in order to i dentif y the context

• for use of training dev ices as assessment tools in the
• Army.

• To iden tif y and rev iew issues wh i ch must be considered in
the eva l uation of the use of training devices as assess-
ment tools in the Army.

• To use the above rev i ews to make recommendations for future
research planning.

2

— — I  - . —~ — .  — — —



METHOD

PERSONNEL CONTACTED DURING THE STUDY

Since very little published documentation exists wh i ch describes
the use of training devices in proficiency assessment , an i nformal
telephone survey was conducted. Personne l were contacted who are in-
vol ved with the use of training devices at United Airl i nes , the
Federal Aviation Administration (FM), U. S. A ir Force (USAF) and U. S.
Navy (USN). A l ist of these personne l and their specific organizations
is contained in Appendix A. Additiona l information concern i ng the U. S.
Coast Gua rd and USAF Tacti cal A ir Command was obtain ed th rough published
documents (References 38, 51).

Surveyed personnel were asked about their knowledge of the use of
training devices for proficiency assessment within their branch of ser-
v i ce, commercial Organization , or agency . Questions included i nquiries
about methods of constructing tests us i ng training devices and how dec i-
sions were made to assign some tasks to operational systems and others
to training devices . They were also asked about the nature of performance
measurement techni ques used in the training devices . Fina ll y ,  they were
asked how tests were used and if their organ i zation had studied the
validity or utility of us i ng the tests for those purposes .

Personnel were also contacted within selected Army organizations in
order to obtain information concerning the current use of training
devices in Army testing programs . These personne l were at the Individua l
Training Eva l uation Directorate (ITED) at the Army Training Support Center
(ATSC) and also at the Soldier ’s Manual/Skill Qua l i fi cati on Test B ranch at
the U. S. Army I nfantry School .

REVIEW OF THE LITERATURE

In order to identify research pertaining to the use of train ing
devices in proficiency testing , searches were made, both manually and
us i ng automated serv i ces, of the genera l psycholog ica l and training
l i terature . Since few articles were found that were specifica lly
directed to this narrow topic , a broader manual search was made cover ing
topics such as: training dev i ce design , i ns tructi onal systems deve l opment,
training device traini ng effectiveness eva l uations , the use of perfor-
mance tests in job proficiency assessment , compl ex performance research ,
au tomated performance measurement, and utility of measurement.

Add i ti onall y, Army publications (e.~~., f i eld manuals , training
ci rculars , regulat ions , pamphlets , etcT) we re sear ched to provide infor-
mation about Army training and eva l uation programs and the processes
used to determin e un it read i ness.

3
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FINDINGS OF THE LITERATURE REVIEW AND SURVEY

USE OF TRAINING DEVICES IN EVALUATION PROGRAMS

Background. The app lication of the systems approach to training tech-
nology has produced extensive innovations in current m i l i t a r y  and indus-
trial training and eva l uation prog rams (Reference 19). Two salient as-
pects of this approach provide a backg round for understand i ng the current
use of training devices : (a) all training goals are stated in objective ,
measurable terms that are directl y related to the performance of job tasks ;
and (b) there is an increased emphasis on eva luation of performance because
of the i mportance of quality control in training prog rams and feedback in
the systems approach (Reference 6).

Performanced-based , job-relevant , training objectives requires equip-
ment for performance-oriented training. Training devices are used
increasing l y to satisfy this need because they are usuall y cheaper to ac-
.luire , safer to operate , and less demand i ng to maintain. Training devices
require less energy , less personnel , facilities , and time (References 3, 35,
53, 75). Therefore, training device use for performance-oriented training is
increasing .

More directly related to the present study, are the proficiency assess-
ment and cert ification programs that use training dev i ces as part of their
mix of measurement tools. There is a long history of simulation in profi-
ciency measurement (References 18 , 27, 29). In add ition to training manage-
ment , proficiency data generated in training devices have also been used for
many aspects of personnel management , includ i ng selection , certification , and
promotion (References 15, 35). It has also been suggested that performance
measurements obtained with training devices can p lay a significant role in
research on comp lex human performance (References 1 , 2, 30, 57), in i nvesti-
gations of tactics and doctrine (Reference 35), and in evalua tions of
readiness (References 18, 38, 77).

The rema i nder of this section provides an overview of the use of
training devices in proficiency assessment prog rams by the commercial air-
lines , the FAA , the USAF , the USN , and the U. S. Coast Guard . The overview
emphas i zes prog rams that prov i de performance information describing the
proficiency of personnel in operational or line organizations . These personnel
recei ve periodic exam i nations and certification of their skills relevant to
their current jobs or jobs higher in their career ladder.

Commercial Airlines and the FAA. Commercial airlines and the FM use
simulators in their training and eva l uation programs more extens i vely
than the military (Reference 11). The FM has approved the use of simulators
for proficiency assessment and certification for a number of commercial
airlines (e.j., American , Bran i ff, Delta , Northwest Orient , TWA , and United)
and for a number of different aircraft (e.j., B—727, B-747, L- lO ll , and DC-8).

The airlines began us i ng simulators for transition training in 1967
and their use for proficiency •ssessment developed as an cxtenslon of these
programs (Reference 35). Now , not onl y do p ilots recei ve part of their
rating checks in the simulator at the end of transition training , bu t also

4



return to the simulators , wh i ch are located at centra l trainin g facilities ,
for part of their periodic certification programs .

There has been no published documentation or research on the pro-
cedures used to construct tests for these simulators . For examp le , there
is no published documentation of forma l procedures for determining the
cost-effectiveness of us i ng simulators for testing certain tasks as
opposed to us i ng the parent aircraft. According to personnel at the FAA
and in commercial airline simulator sections , an informal feasibility
anal ysis is performed us i ng subjective opinions of whether or not a task
can be performed and tested in the simulator. Thus , the main criterion
for use of the simulator for a task is acceptance by instructors , p ilots
being tested , and FAA personnel. If p ilots do not accept the simulator
for a given test , then it wi l l  not be imp l emented . In fact , even after
the si”~ulator is established as a flight-checking tool , it is possible
for p ilots who have failed the simulator fli ght checks to retake tes ts
in the parent aircraft. This is rarel y done , however.

For the mos t part , tasks tested in the simulators are tasks wh i ch are
procedura lized (e.a., instrument checks) or dangerous , if not impossible ,
to assess in the aircraft (e.~~., emergency procedures) .

The procedures used to construct tests covering these tasks are the
same as those used to construct tests for the aircraft. As part of in-
structiona l system development , training and evaluation objectives are
developed . These eva l uation objectives are used to determine test tasks ,
conditions , and standards . Performance is then measured us i ng the same
procedures that are used in the aircraft (e..a., checklists) . Automated per-
formance measurement capabi lity is available for a few simulators , but lack
of acceptance by the p ilots has prohibited its use.

A i rl ine s have usuall y not made public data on the validity of tests
conducted i n simula tors . W i ll i ges , Roscoe, and W i l l i ges (Reference 75)
reported results of studies conducted by Trans World Airlines (Reference 66)
and American Airlines (Reference 3) wh i ch they said demonstrated that
p r o f i c ie ncy checks conduc ted i n s i m u l a tors “accura tel y predicted performance
in the correspond i ng aircraft ”. W ill iges and her associates suggested that
the FAA allow increased use of simulators for proficiency assessment for
commercial airlines .

G iven the lack of extens i ve research demonstrating the effectivenes s
of usin g simulators for proficiency assessment , or even for tra in in g
(Reference 12) , personnel (particularly p ilo ts) i nvolved in the use of
commercial aviation simulators have developed a strong belief in the need
for high phy sica l fidelity in the design of sImulators (References 12 , 35).
Federa l Ai rline Regulations and other FAA documents that deal with FM
approva l of si mulators , set forth guidelines for assessing the phys i cal f i-
de l i ty  of the simulator to its parent ai rcraf t .  Disp lays , contro ls and
handling character is t ics are assessed in terms of their fidelity to their
counterparts on the aircraft. For example , FAA Adv isory Circula r AC 121-
l4A states that “the rate of change of simulator instrument readings and of
control forces should correspond to the rate of change wh i ch would occur on
the app l i cable aircraft under actua l fligh t conditions for any given change

5
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in forces app l i ed to the controls , in the applied power, or i n ai rcraf t
configurations ” (Reference 49)

All individua l simulators are inspected period i call y to insure they
are still calibrated and meet phys i ca l fidelity standards . They are given
frequent check rides , jus t as i ndiv i dual a i rcraft are , to determine if they
are mechani call y fit to be “flown” for training or eva l uation .

The FAA a lso has regu la tory control over general or pr i vate av i ati on .
It has been sugges ted (References 75, 49) that training devices could be
used for proficiency assessment of private pilots , but currentl y this use
is very limited . For examp le , FAR 61.57 allows an instrument—rated pri-
vate pilot to regain his instrument flight certification by means of a
fli ght check, “part or all of wh i ch may be conducted in an aircraft simu-
lator or pilot ground trainer equipped for instrument flight and accep-
table to the FAA” (Reference 49)

Pilot ground tra i ners are different from the sophisticated simulators
used by the commercial airliners . They are part- task tra i ners that are
not designed to match any specific aircraft. They simulate fewer charac-
teristics and have less fidelity than most aviation simulators . They va ry
in capabilities and equipment from model to model.

Ontiveros (Reference 48) recently conducted an experiment to determ i ne
wh i ch capabilities and equipment were needed on p ilot ground tra i ners in
order to use them in specific fligh t tests . Although the specific aspects
of this study are discussed late r in this report , it is important to note
that the pilot ground tra i ner , with certain equi pment and capab i l iti es , was
effective as a part-tas k fli ght-checking device .

In summa ry , simulators are used for proficiency assessment and are full y
accepted by commercial a i r l i nes  and the FAA . In genera l , tests are con-
structed and administered in these devices as if they were aircraft. In
some cases , a check in the simulator is the onl y test given before a pi lot
flies under operationa l conditions . It mus t be remembered , however , that
he flies as part of a crew and that pilots are a sophisticated test popula-
tion with considerable professional skills.

• A ir Force, Navy and Coast Guard. The Air Force and Navy mainly use
aviat ion simulators , alt hough there are an increas i ng number of devices
emp loyed in maintenance train ing and in non-aviation programs (e.t., shi ps
and submarines). Major Navy (i.e., OPNAV 37- 10) and Air Force Ti .e.,
AFR 60-I) regulations concerni~ g s tandards and evaluations (stan7e~a1)in aircraft allow restricted use of simulators for certain fli ght
checks , but this use is subject to the prerogatives of commanders
within major commands , w i ngs , and squadrons (Reference 49). Thus , in this
sense, there is little standardized usage.

The surveyed A i r Force and Navy personnel emphas i zed that , as in
commerci al av i ati on , simulators in the military (especially in aviation)
tend to be costly and sophisticated , reflecti ng the complex i ty of the parent
systems. Fur ther , interviewees emphas i zed that each individua l simulator
facility is very like ly to have Its own uni que program of use i n train i ng

6
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and eva l uation wh i ch varies from year to year with changes of commanders
and training/eva l uation philosop hy. For examp le , the major Air Force Commands -

the Tactica l Air Command , Strateg ic Air Command , and Military Airlift Command -

all have d iffe rent regulations and standardization/eva l uation (stan/eval)
philosophies regarding evaluation and the use of simulators in evaluation .
This is complicated by differences within aircraft communities , reflecting
their different missions and capabilities (e.g., F-k , F- i ll) within a command .
Furthermore , Naval personne l stated that there were differences in the use of
the same simu I3to r for a given aircraft (e.j., S-3) between east and west coast
locations of the simulation facilities due to differences in missions and
command stan/eva l philoso ph i es .

Adding to these reasons for variability , simulators themselves differ in
capability because of: (a) complexity of des i gn (e.g~., distinctions are made
between full mission rehearsal simulato rs with visua l and motion capabilities
versus training devices with lower physica l fidelity) ; (b) sophistication
and flexibility of the equipment (e.j., older ana l og systems versus newer
dig ital-based des i gns); and (c) degradation in simulator performance due to
calibration , maintenance , logistics , and person ne l prob l ems.

In response to the need to document this diverse use of simulators , as
well as the need to organize the extens i ve research conducted by different
agencies within the government and indus try , the A i r Force Human Resources
Laboratory has recent l y initiated a large scale i nvesti gation called the
Simulator Training Requ i rements and Effeci i veness Study (STRES) .

Severa l of the products of this projec t wi ll be of direct use to
Army research prog rams . To wit:

• A detailed review of the use of aviation simulators in
eva l uation by mili tary and government agencies (as
a small part of the total survey goal of documenting
simulator use).

• Extens i ve cost models comparing the use of simulators and
operati onal systems as well as constructi on of a worth of
ownershi p model.

• Anal ys is and synthesis of data to i dentify factors (e.j.,

• simulator fidelity , performance measurement features)
wh i ch influence simulator effectiveness (e..a., transfer
of training , user acceptance and utilization ).

S i nce it was beyond the scope of the present effort to conduct an
extens i ve rev i ew, a few sel ected Navy , Air Force and Coast Guard prog rams
were reviewed to illustrate general trends in the use of simulators for

• evalua tion.

Use in the An..tJ~ ubmarTn e Warfare (ASW) Community . Recent Nava l regula-
tions have used training devic es for the trainin g and evalua ti on of read i ness
for operationa l ai r  and surface ASW platforms . In the aviation community ,
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COMA I RASW INGONE INST-C- 3500.2 , the Tra in ing and Read iness Manual promulgated
by the A i r  Wing One Command , call s for a serie s of ASW qualification exercises
to be comp leted as part of the squadrons readiness training. The manua l
describes various scenarios and , although it does not s pec ify wh ich scenarios
should be used i n the s i mu la tors , i t perm it s the simula tors to be used for
eva l uation . The performance of the crew is scored as it is in the aircraft
(!.e., pass-fail using subjective checklists) although personne l at the
facility pointed out that it is easier to control and observe the test.

Successful complet ion of the scenarios run in both the simulator and
aircraft are included for assessment in the squadron ’s monthl y read i ness report.
Personnel at the squadron said the simulators were accepted because of their
h igh phys i ca l fidelity and because the simulator was able to present a wide
range of tactica l situations wh i ch are usus ily prohibitivel y expens i ve or
impossible to perform in the aircraft.

A different situation exists in the surface ASW community where the
l 4A2 ASW team tra i ner is used in readiness improvement programs as specified
in COMNAVSURFPAC I NST-C-3590.l. A review (Reference 17) of this program noted
that objective reliable measures were not available for use in the tra i ner .
Furth ermore , the tests conducted in the tra i ner were not and could not be
validated because valid criteria of readines s did not exist. Thus , i n
actuality , the reviewers concluded that the simulator could not be used in
determination of fleet read i ness although it plays a major role in readiness
training .

Use in the Military Airlift Command and Tactica l Air Command. The Military
A ir l i ft Command has m iss i ons s imi lar to the commercial ai r li nes and thus has
a simulator program that , accord i ng to some Ai r Force personne l , i s one of
the most advanced i n the Air Force. The program is based on the Uni ted
Airlines transition training program . The various operationa l wing comands
have simulators that are used for skill maintenance training and , to a vary-
ing extent (depending on the aircraft , nature of the simulator , command
emphas i s , and unit stan/eva l ph i losophy) eva l uation .

Fligh t checks conducted in the simulator are informally constructed
through cooperation of the training , stan/eval and operations offices in the
wings , and at command headquarters . The major cr it erion for sel ecti on of the
simulator is acceptance (of the use of the simulator to measure a given task) ,
cos t , and availability of aircraft. The scoring in the simulator is the same
as in the aircraft , (i.e., subjective checklists) .

The Tactica l Air Command has missions (e..a., air intercept , close
support) that are difficult to simulate. Tactica l Air Command regulations
have a provision for us i ng simulators when aircraft can not be used because
of lack of availability , weather , or other operational constraints . The
simulator is not to be a primary eva l uation tool (Reference 38). It Is
normally used in a supplementary fash i on , prov i d i ng prel i m i nary checks before
checks are conducted in aircraft , as opposed to replac i ng the use of the
aircraf t.

Coast Guard. The Coast Guard has its major aviation simulators at its
Av iation Training Center in Alabama . All U. S. Coast Guard helicopter pilots
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annuall y return to the renter for one week of intens i ve training
and eval uation in instrument and emergency procedures , wh i ch are conducted
comp letel y in the simulator (Reference 51). Upon comp letion of training ,
the pilots instrument rating is renewed for another year .

Evaluation procedures in the Coas t Guard simulators are similar to
those found in other prog rams . The major use of eva l uation is for trainin g
management (i.e., identify i ng weaknesses in individual p ilot performance
and assessing the training prog ram i tself) .

Summary Comments on Current Uses of Training Devices in Evaluation Prog rams.
There is a considerable variation of the use of simulators in evaluation an~~training programs by military and civilian agencies . Moreove r , there are
few published documentations of this use and there are no forma l studies of
costs or effectiveness.

Eva l uations in simulators are used mainl y for the purpose of training
management as part of prelimina ry training programs , transition training

~rograms or recurrent maintenance or read i ness improvement training . Uses
are also made for personnel management programs t~ provide data for profi-
ciency certification.

Where simulators are used to test proficiency attainment or maintenance ,
tests are constructed and administered us i ng the simulator as if it were the
parent system. The decision to use the simulator for measurement is based
mainl y on the acceptance by all i nvo l ved of the ability of the device to
fa i thfull y dup licate whole or part-task situationa l variances . The tremen-
dous cost of acquiring and operating operationa l systems has been a factor
in the acceptance of simulators for proficiency testing . Other factors
cited by personnel inc l uded: (a) the unavailability of operationa l systems ;
(b) the capability of some simulators to eva l uate tasks wh i ch cannot be
performed in the parent system for reasons of safety (e.g., emergency
procedures or the firing of missiles) or security (e.g., the operation of
electronic warfare equi pment) ; and , (c) the exIstence of tasks that cannot
be performed in the parent system except in combat (e.g., strategic bomb i ng
missions , ASW missions).

EVALUATION IN THE ARMY

This section presents a general overview of the major Army evaluation
prog rams in order to illustrate: (a) the types of tests used and problems
with them ; (b) the ty pes of organizations , and their resources , that con-
struct and administer tests ; and, (c) the types of organ i zations that use
tes t information and how t~-ey use it. It is onl y within the context of
these Army programs and organizations that the effectiveness of tests using
training devices and their costs can be determined.

The most well organized eva l uation program in the Army is part of the
Training and Eva l uation System (Reference 61) wh i ch is the foundation of the
Enl is ted  Personnel Management System (EPMS ) (Reference 39). The first part
of the section reviews this program to emphas i~ c the role of per formance
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test ing in the Army w i t h i n  the context of a sys tems app roach . The nex t
part discusses the role of performance tests in the Unit Readiness Report-
ing System . Finall y ,  the use of simulators in Army av iat ion is cons idered
to illustrate recent changes in simulator use for eva l uation .

The Army Training and Eva l uation Systems and EPMS. The U. S. Army Train-
ing and Doctrine Command (TRADOC) has recently begun the implementation of
a comprehens i ve personne l subsystem program , the EPMS , designed to improve
the training , eva l uation and management of enlisted personnel. The Army
recognizes that the proficiency of its personnel is an i mportant component ,
along with weapons capability and tactics , in the determination of combat
readiness.

The basic building blocks of the EPMS are (Reference 39):

• The specification of critica l job tasks and the conditions
and standards for their performance . Tasks for indivi-
duals are found in Soldier ’s Manuals for the various
Military Occupationa l Specialties (MOS) within the Army .
Tasks for collectives (e.g., p la toons , companies ,
battalions) are found in Army Training and Eva l uation
Program (ARTEP) publications for various types of units .
These publications are deve l oped by personne l within
TRADOC schools and centers and within the Army Train-
ing Support Center at TRADOC.

• Performance-based , exportable training . The majority of
Ar my training mus t take place in operationa l units . In
recognition of the probl ems of decentralizing training
from TRADOC schools and institutions (wh i ch have staffs
and other resources to support their training mission)
to operationa l battalions (wh i ch have very limited re-
sources to support training) , TRADOC has developed ex-
portabl e tra ini ng and eval uati on programs to be used by
the battalions in the field. These materials include
the Soldier ’s Manuals and ARTEPS (whi ch provide train-
ing and eva l uation objectives), fi eld and technica l
manuals and Training Extens i on Courses . Training
devices , previously concentrated within central train-
ing institutions , are now being procured for distribu-
tion to field units .

• Sk ill Qual i f icat ion Tes ts (SQTs) and ARTEPs . The SQIs
measure individual performance of tasks specified in
the Sold i er ’s Manuals. ARTEP evaluations measure
collec tive performance on the tasks specified in the
ARTEPs . They are the corner stones of the EPMS system
i n that they drive the training and personnel management
systems .
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The core of the EPMS is a Training and Eva l uation System. A recent arti-
culation of this system (Reference 61) is reviewed in the next paragraphs.

Operationa l battalions are evaluated using ARTEPs and SQTs to provide
two major outputs (see Fi gure 1 , outputs A and B):

• to the unit (e.g., battalion) tra i ners to insure that any
deficienc i es are corrected in the ability of individuals
and units to perform their assigned tasks (as defined
by Soldier ’s Manuals and ARTEPs ) ;  and

• to the developers of the training and evaluation system
to insure the training p rog rams are providing prope r
and effective training and also to ascertain if the
measures themselves are effective .

Fi gures 2 and 3 present the process by wh i ch SQTs and ARTEPs are deve l-
oped and used. They also identif y the agencies invo l ved in this process and
the type of i nformation transmi tted in the process . For both tests , TRADOC
agencies (Training Support Center directorates , proponent schools) develop
the basic tests . ARTEPS , wh i ch are more comp lex and less standard i zed , are
modified by loca l eva l uation units selected to eva l uate l ower leve l units .

In the conduct of the tests , evaluators are allocated from loca l or
evaluation units . They surnmariie and transmit the collected data to:

• the chain of command
—unit tra i ners
-unit commanders
-commanders of pa rent units

• TRADOC agencies

• personnel management centers .

Tab les 1 , 2, and 3 prov i de samp l es of the type of information wh i ch is sent to
individual soldiers , companies , and battalions (Reference 23).

Unit tra i ners and commanders use the information to identify specific
individuals and collective s who have weaknesses and to i dentify wh i ch tasks
were not performed to the specified criteria. They can thus individualize
their training programs to these specific needs . They can also use the
information to i dentify deficiencies in their training programs .

Commanders h i gher in the chain of command , and their staffs , can use
the i nforma ti on to p i npoin t weaknesses i n their un it s and prov i de ass i stance
(resources, command emphasis , etc.) to the units to hel p correct the prob l ems .

TRADOC agencies use the information to identify deficiencies within
the training and eva l uation system such as needs for improved measures ,
improved system defin itions , or improved training programs . Proponent
agencies may also identify weapon system or tactics deficiencies from the
tes t results.

11
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Table I

SAMPL E COPY OF A N INDIVIDUAL SOLDIER’S SQT REPORT *

SOLDIER ’S SCORE TASK FAILE D

SO1.DIER’S Sqr REPORT\ DATE: 1 JUN 76 /
TEST NUMBER: MOS 118 ~qr 2 VERS 1 YR 76 UIC: WA3AAA /
NAME: E— W~~ __—~ SSN : J _ ~~~_I~~~~~ OS: 1181 1 () NIRthER: 205

CURRENT
NOT TAKEN! RKILL LEVEL I NEXT HI GHE R

TASKS EVALUATED VERIFIED I SKILL. LEVEL
CX) NO-GO CERT H—O (MINIMUM 60%) / (MINIMUM 80%)

s o T 88 YES YES

SOLDIER S MAN UA L R EFE RENCES FOR TASK NO~~~
1W071—1lB000L J071 — 1180025 (~t071—11B20aTJ /H071—1182001 /C071—118S00 1

NOTES: / MEANS MANDA TORY TASK
C MEANS CERTIFICATION c ()IPONENT
H MEANS MNDS-ON C(BIPONENT
V MEANS WRITTEN CCNIPONEt(t

* Reference 23.
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Personne l management agencies use the SQl results as a partial basis
for p lacement , promotion and other pe rsonnel decisions .

The SQT/ARTEP eva l uations are cons i dered as “external” tests because
they are deve l oped outside of the battalion and their results can be used
outside of the unit. Ber.~ ijse SQT/ARTEPs can onl y be conducted at infre-
quent intervals (e..a., 2 years), the training and evaluation system calls
for more frequen (~h interna l~ tests to be constructed , administered , and used
within the battalion (References 23, 61).

TRADOC PAM 35O-X (Reference 23) calls for rnini-SQTs to be conducted
within the units to aid unit trainers and commanders with their training
mission . The results of these tes ts w i l l  eventuall y be kept in job books
that list each individual’ s proficie ri~cy by task.

The Unit Readiness Report. Another major system that guides the evaluation
process in operational units is the Unit Readiness Report. Authorizations and
procedures for establishing a unit readiness measurement and reporting
system are contained in AR 220- 1 (Reference 2k). The system attempts to pro-
vide uniform readiness standards and reporting procedures to insure accurate
reporting of combat readiness data to the U. S. Army Forces Command (FORSCOM)
commanders .

This section provides a brief overview of the system to provide an addi-
tiona l examp le of how performance tests are used in operationa l units . It
wil l  also review the severe limitations with these tests and the inherent
deficiencies in the reporting system itself.

Accord i ng to AR 220-1 , the unit commander has to emp loy the read i ness
reporting system to assess the overall readiness of his unit. This is
accomp lished by assi gnment of a overall readiness condition (REDCON) code
that best describes his unit ’s ability to accomp lish its assigned mission .
Table 4 contains a definition of the combat readiness rating codes .

The overall readines s code is based on ratings , using the same basic
code, of the three readiness components people , training status and material.
These ratings are based on statistica l factors (e.g., personnel strength and
equi pment i nventory relative to the authorized l evels) and judgmental factors
(e.g., training status , morale , leadershi p).

It is in the rating of training status that the commander is sup-
posed to we i gh various factors (undefined in AR 220-1) and then describe
the proficiency of his troops . Col. Irv i ng Heymont (Reference 34)
Iia~ recently reviewed this process and , in agreement with other experts ,
found the process extreme l y deficient.

To beg in with , readiness objectives as expressed in the Unit
Readiness Reporting System (or elsewhere) are now too b roadl y defined
to enable a commander to judge the read i ness of his troops or make
decisions on how to allocate resources to improve read i ness trainin g
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Tab le 4

COMBAT READ I NESS R A T I N G  CODES *

Code Definition

REDCON 1 (C-l) Full y ready (C-I). A unit f u l l y capable of
perform i ng the mission for wh i ch it is or-
ganized or des i gned . Units may be dep loyed
to a combat theater i mmediatel y .

REDCON 2 (C-2) Subs tantiall y ready (C-2). A unit has minor
deficiencies wh i ch limit its capability to
accomp l i s h the mission for wh i ch it is or-
ganized or designed . Units may be dep loyed
to a combat theater immediately.

REOCON 3 (c-3) ?4argi na ll y ready (C-3) .  A un it has major
deficiencies of such magnitude as to limit
severel y its capability to accomplish the
mission for wh i ch it is organized or de-
si gned. Units will require a period of in-
tens i ve prepa ration before combat dep l oy-
ment/emp loyment except under conditions of
grave emergency .

REDCON 4 (C-k) Not ready (C-k). A unit not capable of
performing the mission for wh i ch it is
organized or designed . Units will require
extens i ve upgrading prior to combat dep loy-
ment.

Reference 24.
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or improve the current processes of evaluation . Heymont quotes a
recent U. S.  Army War College study of the Unit Readiness Reporting
System wh ich concluded that the measure of t ra in ing readiness is
valueless because of unrea l i s t i c  assumptions underl y ing the process
and the lack of object ive standards for making the est imates . It
recommended a cons i deration of the elimination of the present pro-
cedure because it g ives a false p icture and “those i nvolved in the
reporting system know that actual prof i c iency i s far l ess than
reported.”

The lack of objective standards for making assessments of pro-

~iciency can be traced to the nature of interna l training and eval-
uation prog rams within operationa l units . AR 350-1 states that au-
thority and responsibility for training and evaluation be delegated
to the lowest command element , usuall y battalion level , wh i ch has the
ability to perform the mission. These units have access to export-
able training and evaluation material from major TRADOC commands ,
but mus t set up their own programs . Their commanders and tra i ners
develop their own goals in ach i eving specific l evels of proficiency
and in measuring this proficiency .

This i ndependence has resulted in a large difference in the
variety of tests conducted in separate units and diversity in
standards of performance for these tests (Reference 54). There are
a number of tests conducted that are constructed from different
published references (Training Circu lars , Soldier ’s Manuals , weapon
qualification courses ,..~~.ç.). For examp le , a review (Reference 54)
of marksmanshi p tests found there were a number of tests conducted
within and between units , but there was little or no correlation
among the various criteria or standards used in the tests . In
addition to their i nconsistency , the tests were not criterion-
referenced or combat-referenced . Studies of antitank gunnery tests
(Reference 34, 63) report similar findings .

As a partial solution to these prob l ems , Heymorit (Referen..e 63)
recommended that ARTEPs , modified to correct certain deficiencies ,
be used to objectify and standardize readiness determination pro-
cedures . Hayes and Wal l is (Reference 33) and others (Reference 5)
have discussed the prob l ems of us i ng ARTEPs in this manner. The
major deficiencies within ARTEPs are that they are presentl y not
standard i zed , objective tests . They are not specific in defining
tasks and conditions for evaluations . The standards of performance
stated in ARTEPs are often inaccurate , too genera l and vague .

Hayes and Wal l is believed it would be i mpossible to use cur-
rent ARTEPs to measure “read i ness” because it is i mpossible to de-
fine the relation of ARTEPs to combat read i ness. It is also dif-
ficult to assess the contribution of uncontrolled factors (e.j.,
tu rnover, conflicting mission demands during the ARTEP) to test
performance . If the unit has extenuating circums tances that
inhibit their effective performance on an ARTEP , the ARTEP would
be an unfair measure of their read i ness.
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Another objection to us i ng ARTEPs (and SQTs) for measuring
readiness is that the tests are supposed to prov i de feedback to
correct deficiencies within individuals , collectives , and training
programs . It is suspected that the attachment of a forma l unit
eva l uation status to these tests will hinder the usefulness of
these tests as part of the training prog ram . The emphasis will be
on passing tests , rather than discovering and correcting deficiencies .

In summary , the read i ness reporting system i tself is deficient
and the tes ts used by commanders to make their judgments appear to
be deficient in terms of specify ing readiness levels. It is inte-
resting to note that commanders do not have to report the method
by wh i ch they eva l uate training REDCON status . In fact , there is
no mention of the word “eva l uation ” as an inpu t to readiness any-
where in AR 220-1.

Army Aviation. Because of its unique status , eva l uation us i ng
aviation simulators in the Army needs to be separatel y disc ussed.
The Army is currentl y procuring simulators to be located near
operationa l helicopter units at Fort B ragg and Fort Riley .

A recent revision of Army regulations gave these units per-
miss ion to use these devices for annua l instrument checks , but
this use is subject to the prerogatives of the local commanders
and evaluators . These devices and evaluation programs are sti ll
too new to be described since the units are jus t beginning to
imp l ement them.
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ISSUE S TO BE CONSIDERED IN THE EVALUATION OF THE PROFICIENCY
ASSESS MENT C A P A B I L I T I E S  OF ARMY T R A I N I N G D E V I C E S

The problems of determining how to employ training devices
for proficiency testing are a subset of the more g l oba l problems
of measurement system development , job proficiency testing, and
training device design. The literature in these areas contain
analyses of a number of generic issues which i mpact on the specific
problems of assessing training device proficiency capabilities.

This section presents a review of some of the issues involved
in the eva l uation of the proficiency assessment capabilities of
training devices. Since it is useful to consider these issues
in the context of larger measurement development problems , a general
model of suggested decision processes in measurement system develop-
ment was used as a framework to organize information obtained from
diverse areas of the literature . Since the model serves to structure
the review , the overview ofthe model in the next section serves as an
outline of the rema i nder of this section as well as a brief summary
of general measurement development procedures .

Overview of the Model. Figure ~ presents a model of the decision
processes involved in measurement development which is based on models
proposed by Muckler (Reference 44) and also by Vreuls and Wooldrid ge
(Reference 70).

The model presents four steps in measurement development:
(a) information needs analysis; (b) initial measurement analysis;
(c) p ilot testing and selection of fina l measure sets; and (d)
measurement system effectiveness testing. -

The information needs analysis is an essential first step in
measurement system development. It is the derivation of genera l
statements describing what information is needed by what user for
what purposes . For example , is diagnostic information needed , or
status information , or systems effectiveness i mpact information?
Is the user a company training manager , a defense system readin ess
ana l y s t , or a resource manager? Is the purpose to design a training
program , to p lan trai n in g schedules , or to assess operational read i-
ness to meet a threat? This stage provid es the basis for ut ili ty
vs. cost eval uati ons and dr i ves the measu rement system desi gn
process.

Initial measurement analysis covers the decisions made after
eva l uation objectives have been derived and prior to the actua l
construction of the measurement system(s). The output of the
information needs analysi s answers the basic question “what is it

:- t  to knot-,”, while the output of the initial measurement
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analysis answers the questions:

• What is it you want to measure?

• How and within what context will you measure it (e.~~.,as a part of SQT, ARTEP , or through use of tra i~ ing
devices)?

• How wil l  the measurement system (e.9., the actua l equipment
and personnel that collect , reduce, analyze , and descr i be
the measures) be designed? This includes the decision of
whether training devices or operational systems will be used .

• How will the overall test program be desi gned?

• What further information do you need from empirica l inves-
tigations to help you answer the above questions and
how will you obtain this information?

Many researchers (References 44,70) in the field of performance
measurement and proficiency testing (Reference 27) bel i eve that
analytically—derived information is insufficient for measurement
developmen t and that empirica l validation testing is necessary.
Pilot testing or feasibility testing is used to provide th is
empirical information . During this stage , the measurement system
(or systems , if a comparison is to be made between two or more
assessment tools) is used to collect data on a limited sample. The
same criteria that were sought in initial measurement analysis (e.j.,
utility, validity, reliability) are considered here except that data
is collected measuring aspects of the actua l use of the measurement
system .

The final stage, measurement system effectiveness testing or
product testing is employed to determine whether the measures obtained
actually were of use to the personnel who use test information (Reference
70). This process is actually a part of larger eva l uations which
examine the effectiveness of training programs , readiness determination
procedures and personnel management programs . The basic question
asked here is “were these programs any better because of use of
performance tests (in this case , especially in training devices)
or improvements in performance measurements”?

I t mu st be noted that th i s model is presented as a dev i ce to
structure the follow i ng discussion . In reality, these hypothetica l
stages are merged , omitted or mixed depend i ng on the specific
si tuat ion in which measures are deve loped .

Information Needs Analysis. There are at least two issues
rela ted to the information needs analysis: (1) As noted earlier ,
the meas u rement sys tems of t rai n ing  devices are of ten poor ly  and
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inadequately desi gned ; a r-3ason for this is the failure to perform
an adequate information needs analysis; and (2) the current overall
evaluation systems mechanisms may require further development in
order to get the information from a training device measurement
system to the proper users. With regard to the first issue , a
complete information needs analysis is rarely, if ever , performed
during training device development. There are numerous decision-
makers who use , or cou ld use, information from proficiency tests
conducted with training devices in operational units (e..a., units ,
trainers , commanders concerned with troop and unit readines s,
personne l managers , tra in in g system managers at h i gher levels of
command and at TRADOC or proponent schools and centers , and
researchers concerned with human performance , man-machine system
performance , and tactics development). The information needs
anal ysis section will  discuss who needs what type of information
from performance tests. It is only from wi thin the context of -

these programs that the objectives of evaluation can be stated ,
that decisions regarding the design of the training device measure-
ment system and overall eva l uation system can be made , and that
the ultimate determination of effectiveness can be made.

With regard to the second issue , the problem is that the
current evaluation systems , the Army training and evaluation
system and the unit readiness program , are usually not designed
to accept performance data from training devices . This is
primaril y because the more complex training dev i ces are relative
newcomers to the unit environment and their potential for training
and operational readiness assessments have not yet been generally
recognized . The impact of this issue is that the information needs
anal ys is  should impact on overall evaluation system design as well
as on des ign of the device measurement system.

Initial Measurement Analysis. Given the requirements from the
information needs analysis , the next step is to decide:

• What is it you want to measure and how can you best
measure i t?

• How will the training dev i ce measurement system be
constructed?

• How will the design and use of the device measurement
sys tem be in tegra ted wi th the des i gn of the total
evaluation program?

This stage of analysis is relevant to the present investigation
in that the definition of the poss ible measurement sets drive the
selection and design of assessment tools. The tools can include at
least SQTs, mini-SQT s, ARTEPs and unit training devices . The ques-
tion is , What needed information can be provided by each of these
tools in a cost effective way? The analyses in this stage are
extremely important in the design of performance measurement
packages for training dev i ces (References 4, 20 , 60).
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Often , i f  this stage is underemp has i zed , training dev i ces are
poorly des igned for performance measurement. For examp le , they may
have little or no capability to measure performance because i ncorrect
assumpt i ons were made during initial measurement analysis concerning
the ease with wh i ch measures could be obtained (Reference 4).
Conversely, des i gners may utilize the “baseball statisticians ”
approach in which automated instrumentation provides an abundance
of info rmation that cannot be cataloged , s tored , retrieved , or
used (Reference 25).

It must be noted that the following discussion of issues related
to initial measurement analys is is based on a systematic approach to
measurement development. In operational situations , these procedures
may be merged , omitted or underemphas i zed. However , the formal proce-
dure5 provide a useful structure to organize and conceptualize the
decision and procedures which are inherent in measurement development.
It is felt that informa l , unsystematic procedures are simply degraded
modifications of the forma l procedures and that the follow i ng discus-
sion is useful regardless of the formality of the employed procedures .

What to Measure and How to Measure It. Major texts on performance
testing (References 27, 29, 50, 64, 69) all emphasize that one of the
weakest links in the construction of performance tests is the a priori
definition of behavior to be measured . The Instructional Systems
Development Model , (ISD) , commonly used throughout the military
provides a framework for the definition of measurement requirements
(References 4, 6, 10 , 20, 32, 60, 65).

The basic procedures of ISD are r’~ s ig ned to a id develo pers of
training and eva l uation programs focus on i mportant behaviors in
a given system. One of the end products of these procedures should
be the design of adequate performance measurement capabilities within
training devices and other assessment tools (including the operatial
system). There are , however , inherent weaknesses in the translation of
training and evaluation requirements into desi gn specifications. The
reasons for these weaknesses include:

• The requirements are not specified in terms wh i ch can be
correlated with engineering opt i ons in dev i ce design.
The device designers find it difficult to formulate these
requirements into design criteria which can be traded-off
against other criteria (e.j., cos t , space).

• The procedures are usually done too late to i mpact on the
design process or the results simply never reach the
designers.
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• Training specialists have insufficient data bases and tech-
nolog ies to aid them in producing specifications. For
example , Blanchard (Reference 9) recently conducted a survey
to determine the perceived uti l i t y  of human performance
data sources and concluded they were only of limited useful-
ness to personnel attempting to measure complex , operational
performance.

There have been several efforts (References 10 , 20, 32, 58,
65) to correct these problems through the development of supplemental
procedures specifically configured to aid in training device des i gn
(includ i ng the development of performance measurement packages).

The human performance measurement literature , both basic
(References 2, 14 , 16) and app lied (References 70, 76) notes the
problems of ana l yticall y selecting measure sets. The “criterion
problem ” isperhaps the most fundamental and difficult problem in
measurement. In his rev i ew of a conference devoted to discuss ing
research of complex performance , Chi les (Reference 14) stated that the
prob l em was still not solved and there seemed to be no theoretica l
or emp irical base for its solution . In a more recent review ,
Alluis i (Reference 2) concluded essentially the same thing. The
problems include disagreement among subject matter experts on the
appropriate behavior for a g i ven situation and the difficulty of
measuring performance in safe situations when the actua l performance
of interest takes place in dangerous environments (e.g., combat).
If criteria for performance in operational systems is difficult to
spec i fy , then it is also difficult to identif y criteria for other
assessment tools such as t raining dev ices.

Given the limitations just cited , it is s t i l l  possible to go about
the job of deciding what should be measured and how it should be measured .
Most of the cited references contain descriptions of how
to accomplish the job, albeit i mperfectl y. For example , Glaser and
Klaus (Reference 29) and Sweezy and Pearistein (Reference 64) g ive
task anal ytic and content validation procedures for defining measures.
Training device desi gn guides (References 58, 59) also contain steps
for defining performance measurements. There have also been many
measurement analyses -actuall y performed on operationa l systems ,
and/or on their associated training devices (References 41 , 45, 46,
47, 71 , 72, 73, 77).

It is i mpossible to select , a priori , a measurement analyses pro-
cedure that would be appropriate for the present i nvestigation . The
decision would depend on the operational system selected , the nature
of its associated traini ng dev i ce, the existing task analyses available
for use, and the experience of the personnel i nvolved in the analysis.
Specialists in this area emphasize the subjective nature of these
anal yses and the requirements for expertise on the part of the personnel
appl ying them (Reference 70).

27

- s - - - - . — — - - - - - -_ - ---_ _  -
~~~ 

- - 
~~~~~

-- --



S

Further research is needed in the general area of criterion
specification particularly for  comp lex , multi—mission operations tha t
typif y Army combat activities. In par ticular , methods are needed
to guide the se lec t ion of miss ion  essent ia l  tasks and the extract ion
from task analytic data of required performance standards. Given this
methodology, the expression of job-relevant proficiency asses’%ment
criteria (conditions and standards) can be generated to structure
the measurements required from operational equi pment or training
devices.

Another issue related to the questions of what to measure and how
to measure it is the u t i l i t y  of the information obtained and the cost
of obtaining it. Reflecting on the link between the initial informa-
tion needs analysis and the subsequent evaluation of the utility of
the information , Edwa rds (Reference 25) has suggested four basic ques-
tions wh ich need to be answered and are largely answe rable analyt ica l-
ly from the initial analysis:

• Whose utility? The persons or organizations need to be identi-
fied who are making decisions and whose utilities need to be
maximized .

• Utility for what purpose? What are the decisions that require
the information ? In most cases , those invo lve management-
l eve l allocation of resources to competing p rograms , groups
or individuals.

• What are the values of the possible outcomes of the decisions?
What are the stakes? What happens if allocations are not
properly made? Test costs must be compared with valuation
of outcomes not just available test budgets.

• What categories of information can actually help the decision-
maker? G iven the strategy of the decision-maker , the
constraints on his decision , and the cost of obtai n in g
the information , does the benefit of certain information
outweigh its cost?

The cost of obtaining the information can be expected to vary as
a function of the selection and design of the measurement tools (for
example , How much in the way of tactics should the device be capable
of simulat ing to prov ide des ired evaluation information?) The
problems in developing a cost model are discussed in a later section .

Development of Performance Measurement Capab i li t ies of Tra in in g
Devices. Once a determination has been made concerning measure-

ment requirements and measurement techniques the next step is to
des ign the performance measurement system .
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There are no completely comprehensive procedures or systemat ic
theoret ical structures for the des ign of t ra in ing devices (Reference
58). Most rev i ews of design prob l ems (References 35, 53) discuss
the salient issues that training device developers confront. Many
of these issues also impact on the development of the proficiency
assessment capabilities for training devices . Salient issues
include: (a) the determination of fidelity requirements for test-
i ng; (b) acceptance of devices as test tools; (c) the development
of automated or semi-automated instrumentation for performance
measurement ; (d) determination of device costs; and (e) problems
in the desi gn of overall training and evaluation prog rams which use
training devices .

The rest of this section is devoted to the rev i ew of tl’~.sedesi gn issues. The emphasis of the review is on the identification
of potential variables that will have to be included in future
research assessing training device proficiency testing capabilities.

Determination of Fidelity Requirements. To be able to decide
on the fidelity of stimuli and responses which are needed in a given test ,
test developers must analytically compare the expected effects on
performance of each deviation from hi gh fidelity - as done in SQl
development (Reference 69) - based on their own experience and
knowl edge in existin g data bases.

The process of analytically determining fidelity requirements is
part of the task-analytica l procedures discussed in an earlie r section .
As with the rest of the task-analytica l procedures , there s an
insufficient data base on which to make these judgments. Given the
need to determine fidelity requirements for the use of dev i ces for
proficiency testing, there are two areas of research that may
provide guidance : research evaluat ing fidelity requirements for test
desi gn , and those investigations concerned with fidelity requirements
necessary for training device tra ining effectiveness.

Rev i ewers (References 18 , 27) of the literature on fidelity
requirements for test design have noted that little research has been
done on this top ic and thus the literature provides little or no
guidance for specific des i gn requirements.

The literature assessing fidelity requirements for train ing
devices for training purposes is farmore extensive (References 8, 68) .
Many reviewers (References 35, 52, 75), howeve r , have concl uded that
major questions concerning fidelity requirements are still unanswered .
For examp l e, most of th i s research has concent rated on fidel ity
requirements for motion , extra cockpit v i sual cues and cockpit
configurations in aviation simulat ion . These are all major sources
of expense in training dev ice procurement and it would be bene ficial
to reduce their fidelity if high fidelity is not needed . Unfortunately,
the literature contains little specific guidance for designer s. This
research is plagued with problems inc lud i ng (Reference 75):
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• lack of generalizabil ity f rom oversimp flfied laboratory
experiments;

• inadequate measurement techni ques to assess performance in
the trainin g device (an interesting point relative to the
present report) ; and

• an abundance of unresearched , uncontrolled factors which
cor,found results.

Major research efforts are underway to develop data bases to
clarify fidelity requirements necessary for training effectiveness.
These include programs by the Air Force Human Resources Laboratory
wh i ch will in part attempt to define fidelity requirements by
starting with high fidelity and gradually decreasing fidelity along
severa l stimulus and response dimensions - while assessing training
effectiveness.

Crawford and Beck (Reference 18) suggest using this systematic
approach for determining fidelity requirements for proficiency test-
ing . Performance on a dev i ce could be assessed at variou s l evels of
device fidelity (vary ing on several different stimulus and response
dimensions) in terms of its correlation with performance on the
parent system.

In summary, it is highly probable tha t fidelity requirements
wi l l  need to be assessed in an experiment on the use of training
devices for proficiency testing. Ag ain , the literature prov i des
little guidance for determining which stimulus and response dimens ions
are critica l to simulate (which is why operational personnel and
training dev i ce des i gn engineers opt for high physical fide l i ty in
all dimensions that are technically possibic to obtain).

Possible Incompatibility of Fidelity Requirements for
Training and Proficiency Assessment. Another problem in the

determ i nation of fidelity requirements is the possible incompat ibility
of fidelity requirements for training and proficiency assessment. The
total value of a given training device design must be considered
as a sum of its va l ue for different uses : training , proficiency
assessment , selecti on testing , and research (i~eference 35). I t i s
possi b le , however , that fidelity requirements may have some degree
of incompatibility for these different uses. Gagne (Reference 28)
who was one of the f i rst researchers to suggest the use of traini ng
dev i ces as assessment tools , warned of poss ib l e con fl i ct between
f i deli ty and other des i gn requirements for training dev i ces versus
those requirements for job proficiency assessment tools.
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There are many dev i ce des i gn features wh i ch exist to optimize
its training functions (e.9., simplification of tasks , part—task
tra i ners , feedback to guide students). These features may result in
training devices which optimize the learning process for naive students ,
but are ineffective test tools for assessing experienced job
incumbents.

Many researchers (References 35, 53) believe that a possible
result  of the accumulation of t ra in ing device research wi ll be a
greater emphasis on part- task and lower - f ide l i t y  t rainers that provide
more cost-ef fect iveness means of f ac i l i t a t i ng  learning than high
fidelity simulators. Again , it is possible , tha t these devices may
not prove usefu l for prof iciency assessment.

In summary, f ide l i ty  and other design requirements for a given
dev i ce are a function of tradeoffs between requirements for its
different uses, It is possible for device to be cost-effective for
training purposes and va l ueless for proficiency assessment. Conversely,
high physical fidelity, which be necessary for proficiency assess-
ment , may reduce training effectiveness.

Fidelity and Acceptance. As ind i cated by the rev i ew of the
use of training dev i ces for proficiency assessment by other agencies ,
a major determinant is acceptance of a g i ven device by examiners and
examinees. One of the major criteria determining this acceptance is
their perception of the physica l fidelity of the dev i ce to the
parent system .

There are several reasons for user emphasis on high fidelity.
In the absence of research demonstrating the effectiveness of l ower-
fidelity dev i ces for assessing proficiency, users and des ign eng i neers
opt for maximum fidelity as a hedge against uncertainty. Fidelity of
simula tion can also serve as a mot i vational var iable (Reference 35).
Since examinees respond to tests in terms of their perceived
fair ness (Reference 6), it is possible that high fidelity helps to
convince the examinee that a test on a device is fair. Another reason
is that physica l fidelity requirements can be specified in the same
engineering terms that are used to spec i fy operationa l system
specifications. The FAA regulations and military (USAF and USN)
specifications governing the approval of simulators for proficiency
assessment give very detailed procedures for assessing fidelity.
There are currently no routinel y-appl i ed procedures for specif ying
any other type of requirements. Thus , fidelity is used because it
can be used .
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Mackie (Reference 143) has stud i ed factors , includ i ng fidelity ,
that influence acceptance of tra ining dev i ces in terms of their use
for training. He showed that acceptance was a function of a complex
interaction of fidelity of simulat ion and many other variables ,
including characteristics of users and characteristics of instruction.
Similar work needs to be pursued within the context of acceptance of
dev i ces for use i n  profic iency assessment.

Acceptance can be viewed as a determ i nant of the utility of
test information. The use of test information depends on the -va l ue
placed on that information and that va l ue is , in part , a function of
the acceptance of the test vehicle (Reference 56). It may be that
user ratings of acceptance of a use of a given device for a selected
test will be a salient , if not dominant , ind i cant of test effectiveness.

It is interesting to note tha t Mackie (Reference 43) and others
(Reference 35) believe that acceptance of a given dev i ce can be
modified through proper program management and utilization of techn i ques
to encourage acceptance of innovation (e.j., training dev i ce advocates).
Additiona l ly, personnel , i nvolved in the use of Nava l aviation ASW
trainers , attributed the acceptance of that dev i ce to greater fidelity
than the operational system when it came to simulating certain
complex tactical scenarios .

Ins trumentation for Data Collection. Once decisions- have been
made about the fidelity of a tra ining dev i ce, the next major prob l em
is constructing the instrumentation and procedures for col l ect i ng ,
reducing, analyz i ng , and d isplaying data, The following section
dis cusses factors wh i ch need to be considered in the des i gn of
ins trumentation and procedures for the collection of data. It
emphasizes the relative advantages and disadvantages of developing
ins trumentat ion and procedures for use in trainin g dev i ces, vers-us
their use in operationa l systems. Topi cs covered include: (a)
sources of unreliability in data collection , (b) dis plays and other
features that can be used to aid in data collection , and (c)
eng i neering ,..roblems in the des i gn of instrumentation .

There are severa l major sources of unreliability tha t can be
attributed to defi ciencies in data collection procedures. Variability
in observer judgments complicates using manua l data collection
procedures while vari ability in test equipment can confound automated
data collection .

There has been extensive work on improving the reliability of
observer ratings (Reference 51) and it is possible , given certain
cond itio ns tha t these ra ti ngs can be objec ti ve , rel i able , and val id
(Reference 70). Reliable judgments can be obta i ned if : (a) observers
have no d i strac ti on dur ing data coll ect ion due to concern for personnel
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safety (given dangerous equipment) or other work loads (e.i., oper-
ating equipment); (b) all observers have agreed on standards and
conditions for performance and have objective check lists to struc-
ture and record behavior; (c) it is phys i cally possible for them to
observe the behavior; and (d) the observers are well-trained and know
how to rate the full range of possible behaviors.

In many operationa l conditions , especially in the military , these
requirements can not be satisfied in operational systems or in train-
ing devices (References 70, 75). Often objective checklists (if they
are developed ) that work well in research are not as effective in
routine use because of the lack of training for the examiners.
Additionally, observers frequentl y do not have access to behavior.
For example , the training devices for the Dragon antitank miss i le
has no external mon i toring capability for examiners to use (Reference
62). In operational systems , there is frequently no location to
safely position an observer during operation of the equipment.

There are many other factors that contribute to the unreliability
of observers. The observers may vary in motivation , experience and
attitudes . There are also several other well-known biases in raters
(e.j., halo effect) which require consideration during the development
of data collection procedures (Reference 64).

In conclusion of these points , the degree of reliability of
data collection can limit the usefulness of tests conducted -in training
devic es or operational systems. Observers , who are used at present
in both operationa l systems and training devices , have limitations
in their ability to reliably perform their collective tasks. Work
is progressing on the develppment of automated and sem i -atuomated
instrumentation for data collection , reduction , anal ys i s  and d i sp l ay
in both operational systems (References 41 , 70, 73) and training
devices. Training devices seem to have some distinct advantages
over operational systems in terms of: (a) the relative features
available to aid examiners during testing and (b) the ease
of phys i cally attaching instrumentation to devices .

Training researchers (References 4 , 36) have suggested tha t the
i nstruc tor ’s tasks be analyzed so that special functions can be
des igned to aid him in his training duties . Crawford and Beck
(Reference 18) have suggested that many of these special instructional
features may be of use for proficiency assessment. For example ,
automated performance mon i toring , originally developed for training
and research functions (Reference 41) is obviously a benefit for
pr o f i c i ency assessment .

Other features include : automated sequencing of tasks of scenario
construction (Reference 52), knowledge-based computer systems
(Reference 18), and computer-based instructiona l systems (Reference 18).
These features reduce the exam i ners work load by automatically setting
up prob l ems , individualizing test procedures , re-initializing
system operations , and colle cti ng, reduc i ng, a n a l y z i ng and/or d i sp lay ing
data.
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Whereas many old test equipment and training devices had simple
repeater instruments for examiner/instructors to use , new display
techni ques have increased the instructor ’s ability to analyze per-
formance in real-time or non-real-time (e.j., hold for later reduction
and anal ysis). In addition to timers , counters , and X-Y plotters ,
many devices have sophisticated displays and hard copy printouts
of ana l yzed data (Reference 52).

These new features ~re not without problems . For example , personnel
connected with certain aviation simulators in Naval and Air Force
units are unable to use automated performance measurement capabilities
or display capabilities because:

• no one understood how the numbers were generated or
what they meant;

• the volume of hard copy output associated with each
studen t ’s performance was excessive (Reference 55); or

• instructors simp l y did not know the capabilities of the device .

Charles (Reference 13) documented additional prob l ems with displays
and other features designed to aid instructors. The instructors ’
consoles were poor l y desi gned from a human factors v i ews ‘nt and often
presented too much information for the instructor to use.

Automation or semi-automation of data collection may still not
solve the reliability problem . Automatic systems require special
maintenance programs and operating procedures to insure calibration
and correct operation of the equipment (Reference 70). A common
reason for lack of use of performance test equipment is that it is
misaligned , needs other forms of maintenance , or simpl y does not
work (Reference 4).

If the system is to be attached to operational systems performing
in operational environments , then the designer must be concerned with
we i ght , si ze , packa g i n g , power , heat , vibration and no i se requirements
(Reference 70). There have been severa l excellent studies (References
45, 46, 47) that discuss the numerous problems of instrumenting
operational systems.

Tra ini ng devices usually provide better possibilities for attach-
ing measurement systems , bu t most have not been des i gned to i ncl ude
measurement systems (References 4 , 70). Problems i nclude lack of
adequate documentation of the training dev i ce ’s mechan i cal and
elec tr i cal processes, ti ming proble ms, A/D or D/A conversion
discontinuities and limited resources to handle additional compu-
tational demands. In summary, it is difficult to fit measurement
systems to operational equi pment and it is also difficult to retrofit
measurement systems to training systems which did not have them
or iginally.
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Cost Mode ls.  Cost is a sa l ient  factor in the construction of
tests and also in desi gn of training devices. However , there is a
pauc ity of pub lished documentation on cost models for these decisions.

The only forma l attempt to integ rate costs of eva l uation
programs was a par t of a compari son between vario us opti ons for
implementing Reserve Component ARTEPs (Reference 5). Cost data was
collected for the following elements:

• Personnel required for evaluation ,

• Trave l required ,

• Per Diem ,

• Petro l eum , Oil , and Lubricants (POL),

• Maintenance (repair parts), and

• Ammunition .

These data were reported for:

• Pl anning eva l uation headquarters ,

• Eva l uator/controller group,

• Support personnel such as range personnel ,

• Aggressor personnel ,

• Eva l uated unit , and

• Attached and supporting units.

A lthough this l is t  is not long, it beg ins to i l lustrate the
complex it y of construc ti ng a cost mode l for evalua ti on programs such
as ARTEPs. I n terms of sheer mass of data , summar i zation of the
cost information for this study filled a 150 page appendix.

Cost models for train ing devices (Reference 37) or instruct i onal
delivery systems (Reference 10) provide costs for dev ice ownership
and Ind i rectly, costs that would be I ncurred durlng use of devices
for evalua tion . Appendix B presents an example of candidate cost
elements for both simulators and aircraft wh i ch have been proposed
for use In models to compare relative training costs.
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There are only a few cost models for training devices because of
the difficulty of collecting cost data and constructing models.
For example , it is difficult to get various elements of cost from
discrete sources. Acqu is i t ion  costs , maintenance costs , operating
costs, and other elements are maintained by several different agencies .
Accounting systems within each of these agencies differ and it may
be difficult to isolate and abstract needed cost information .

Given availability of cost data , cost model s are not easy to
construct. For example , variance in assumptions made concerning
cost tactics , down time , or availability of equ i pment and personnel
can drastically alter obtained cost figures. This problem is further
complicated by the problem of non-dollar costs.

Jo l l y and Caro (Reference 37) stated that non-dollar costs
(e.9,., safety), may be more important in the determination of the
relative merits of training devices than dollar costs. Consideration
of diversion of limited unit resources (e.9., time , personnel ,
facilities , equipment) for the construction , administration , and use
of tests is also of great importance . For example , the time necessary
for prep lanning for performance tests may divert unit personnel from
their norma l activities and disrupt unit training or operational
missions.

Cost models of training devices are an important developmenta l
issue in any future attempt to assess the utility of training devices
in proficiency assessment. A coequal concern is the deve l opment of
cost models for information systems of which the training devices
or simulators may become parts. The literature reviewed revea l ed
no such models. If it can be assumed that the training dev i ce used
for proficiency assessment is a direct substitute for operational
equi pment and therefore has no incremental or decremental i mpact on
the information system in wh i ch it is embedded , the lack of such a
cost model may not be i mportant. However , because train i ng devic es
have the capability of providing different eva l uation data and thus
altering the existing information system , the assumption of no i mpact
must be questioned , at. l east init .ial ly. Cost, models for information
systems must thus be defined at l eflt tQ the extent that b~~tcvariables are identified so that the potential for impact can I~eassessed .

Pro9ram Des i gn. Angell (Reference 4) in his survey of the
use of performance measurement In training devices found that
performance tests were often not used or not used effectively
because of poor program design . For example , performance test i ng
is obviously dependent on the continued accurate performance of
test equipment. Often maintenance and logistics planning which
should be part of test program plan ning is- underemphasized and
equipment cannot be used because of lack of proper calibration ,
spare parts , or other maintenance problems-. Training devi-ces at
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operational units frequently suffer from neglect because adequately
trained maintenance personnel and spare parts are not available in
f ield locations.

Another aspect of total program planning is selection , training,
and management of exam i ners. The literature on problems with instruc-
tors in training devices provides insight into possible problems
in the use of training dev i ces for proficiency testing.

Instructors in some programs are poorly trained in the use of
the training devices and also in training and eva l uation procedures
(Reference 4, 13). Add itionally, instructors are frequentl y technicians
who do not have proficiency in the operational system (especially in
aviation) and thus are not respected by examinees.

If instructors are drawn from senior personnel , it can also
create problems in that often senior personnel see working with
training devices as bad for their careers or as just simply boring.
Use of a senior personnel can also disrupt unit activities.

There are many other aspects of program design (e.~~., admin-
istrative , coord i nation among organizations , scheduling of tests ,
frequency of tests , and command emphasis) that impact on the effective-
ness of a given performance test prog ram. There will be many
differences in the implementation of test programs using training
devices or those using operational systems . There is , at present ,
no information on the impact of these differences on the relative
effectiveness of different measure sets.

Pilot Testing . Once decisions have been made concerning what to
measure and an al ternat ive system has been des i gned to collec t
performance data, the next step is to collect data. This data can
be used to a id in selec t ing  the f i n a l  meas u res and meas u remen t
systems that will be used In the performance test (or tests).

On ly a few studi es exis t that di rect ly address the problem of
determining what empirical data to collect to aid in the decision
of whether or not to use a given training device as a testing vehic le.
Thi s section will review the genera l procedures suggested in these
studies. Additionally, the profic i ency test li teratu re and performance
measurement research literature were reviewed and selected meihou’-
ologies preva l ent In this literat ure will bepresented here to provide
additional insight into the problem.

In an early study , Besnard and Briggs (Reference 7) assessed
the usefulness of using a maintenance training dev i ce for proficiency
testing . He employed a between-groups design which varied the
diff iculty of parallel tasks to be performed in the training dev i ce
by one group and in the operational system by another. The errors
made on the device were similar in number and kind to those made on
the operational equipment. The authors interpreted this result as
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“suggesting ” that the simulator ficiency measurements are
representative of those obtained on the operational system . They
also pointed to a si gnificant savings in test time in the training
dev i ce because of the omission of unnecessary steps. These steps
were i mpossible to omit in the operationa l system . The dev i ce also
had the uni que ability to automatically reinitialize its circuitry
after an examinee had made a mistake .

A more complex study (Reference 42) compared performance of
experienced p ilots in an aviation simulator to performance of
the same pilots in an aircraft. All subjects initiall y received
two flight checks in the simulator , then flew a similar check in the
aircraft. Performance was scored using an objective flight check-
list which had high demonstrated inter-observer re l iability. The
results of this study showed that performance in the simulator
predicted performance in the aircraft quite well. All correlations
were significant (the highest was +.724). The find i ngs also showed
that the presence of simulator motion (which was varied in the
experiment) resulted in a greater correlation between simulator and
aircraft performance than when there was no simulator motion .

Another aviation study (Reference 49), partially rev i ewed earlier
in this report , compared pilot flight check performance in a pilot
ground tra i ner (a part-task training dev i ce) with subsequent performance
of the same p ilots on a similar check in an aircraft. A comparative
analysis of variance between performance scores (as measured by
objective flight checklists) in the tra i ner and in the aircra ft did
not revea l any significant differences. A task by task subjective
comparison of performance was used to identif y specific equipment and
tra i ner capabilities that had to be modified in order to improve its
test capabilities.

One study (Reference 77) was des i gned , but not executed , to assess
the use of a Navy carrier air traffic control center (CATCC) simulator
to eva l uate performance. It proposed one of the most complex
experimenta l designs found in the literature. Personnel were to be
eva l uated first in the CATCC simulator and then assessed using ship-
board CATCC. Additionally there were between group differences ,
i.e., different teams of- personnel performe~ different types

(cl sses) of carriers-- although there was only one version of the
simulator.

Several dependent variables were i dentified as candidate proficiency
measures and ana lyses were proposed to aid in the selection of
these measures. It was suggested that an analys is of variance be
conducted to determine if: (a) between team performance differences
occurring in the trainer were consisten t with those differences
occurr ing at sea; and (b) there were any differences between the
at-sea CATCC performance l evels of differen t carrier classes.
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Addi t ional  correlat ion ana lyses were also recommended to:
(a) estimate the significance and comparative strengths of dev i ce
and carrier performance measure relationshi ps; (b) to eva l uate the
i ndependence of measures obta i ned in the device for parsimonious
selection of a device measure set; and (c) to evaluate the independence
of measures obta i ned i n the carrier for pars i monious selec t ion of
onboard measures.

In conclus i on , the above studies show the diverse approaches
that can be taken to illustrate the comparative va l ue of performance
tests in training devices and operational systems . The selection of
a given procedure will depend on the experimental situation (e.,~.,
availability of subjects , availability of training devices and
operational equipment , availability of measurement techn i ques for
the system , and availability of qualified examiners).

System Cost Effectiveness Testing . To be theoretically complete ,
measurement systems should rece i ve a continuing emp irical eva l uation
to revea l what is actually ga i ned from using that system (References
44 , 70), and at wh at cost these gai ns and cos ts have to be eval uated
within the context of the training, personnel , and other programs
that use the test information . It would be useful to know how the
use of different measurement systems influence personne~ .jti lization ,
training time , performance quality, readiness determinations , training
dev i ce or operational system utilization , cost of operations , and other
similar ind i ces of program effectiveness.

i n other words , does a given performance measurement system -

provide Army decision-makers in operational units and major Army
commands with better data for the cost, relative to other sources
of information , to allow them to operate their programs more
effectively and efficiently. Other sources of data include not
only other types of performance data obtained in different assessment
sys tems , but also other types of information : paper and pencil tests ,
supervisor rat i ngs , and personnel data concern in g factors such as
turnover or moral e.

Such a cost and information effectiveness evaluation is extremely
diff icult to perform. There is only one example in the literature
(Reference 71) of a measurement system effect i veness test. This
study revea l ed that emp i rica l measurement development resul ted i n
an i mproved measurement system tha t produced a 40 percent reduction
in time-to-train compared to use ofa system which was derived from
analy tic means alone. Costs of alternative information system were
not treated .
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This study accomplished two major purposes: (a) it demonstrated
that emp irica l measurement development techniques (such as those
employed in automated performance measuremen t procedures) can add
si gn i f i cant ly  to the ana ly t i ca l processes used to develop measures ;
and (b) it illustrated the va l ue of measurement system effectiveness
testing as a form of empirica l validation of measurement procedures .

One of the reasons it is difficult to perform system effectiveness
testing is indices of program effectiveness , if available , are difficult
to relate directly to measurement system designs. It is possible ,
however , to partially solve this prob l em by having prog ram personnel ,
who use that test informa ti on , subjectively rate the utility of the
information with respect to their needs. An example of this procedure
can be found in a study (Reference 5) that investigated the cost—
effectiveness of alternative procedures for implementing Army Reserve
Component unit eva l uations using ARTEPs .

A rev i ew of background underlying selection of these effectiveness
ratings will provide insight into the present problem. Effectiveness
was considered to be a function of the extent to wh i ch different
ARTEP imp l ementation options met the stated objectives for ARTEPs.
A preliminary anal ysis resulted in the identification of three major
indicators of effectiveness: adequacy of information , user acceptability,
and promotion of read i ness gains.

Although the first two ind i cators proved to be feasible , the third
indicator could not be used . it had been assumed that for quantif ication
of readiness gains either training REDCON (from the Unit Readiness
Report) or number of weeks to achieve combat proficiency would be used .
However , a review of historica l data to obtain such ind i ces was abandoned
for two major reasons: (a) the four-point read i ness scale represented
a scale insensitive to all but substantial changes in proficiency; and
(b) the study was concerned with the evaluat i on function of ARTEP
(!.e., direct effects due to the measurement system), while readiness
gains can be due to many additiona l factors imp i ng i ng upon training
(e.j, l eadershi p, personnel turbulence , time , and resource constraints).

It was determined that the feedback portion of the ARTEP training
cycle (i.e., training objectives , training , eva l uation , and training
objectives)~.as the key to assessing ARTEP eva l uation effectiveness.
It was felt that the extent to which feedback information is timely
(current as well as rece i ved in time to be used), accurate, and
useful (acceptable to users) determ i ned the efficiency of eva l uation .

Surveys and questionnaires were constructed to obtain subjective
ratings on these three dimensions for each ARTEP imp l ementation option .
Respondents for this survey are listed in Table 5.
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The rating s wer~ then aggregated , us i ng simp le averag i ng
techniques , into option effectiveness indice s. These indices were
then integrated wi th cost data to allow cost-effectiveness comparisons
to be made for the different imp l ementation options.

In conclus i on , this study of ARTEP implementation options
demonstrates that measurement system effectiveness testing can be
accomplished using indirect ratings. It also demonstrates the
difficulty of obtaining objective prog ram effectiveness ind i ces (e..a.,read i ness reporting) for use in this type of study.
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Table 5

RESPONDENTS IN ARTEP STUDY*

Ac ti ve Army Off i cer Eva l uators
(each eva l uation)

Reserve Component Eva l uators
(each eva l uation)

Army Read i ness Regio n Off i cers
w ith ARTEP duties or
experience

RC Off icer and Enlisted
Personnel in each unit
undergo i ng eva l uation

Manuever Train i ng Command
Staff Officers with ARTEP
duties

Branch School Staff Off i cers
wi th ARTEP duties or
experience

CONUSA Staff Off i cers wi th
ARTEP duties or exper i ence

FORSCOM Staf f  Off i cers w it h
ARTEP du ties or experience

TRADOC (inc luding USACATB)
Officers with ARTEP duties
or experie nce

Study Advisory Group Members

Sel ected Pentagon Personnel

Selected General Officers

* Reference 5.
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D I S C U S S I O N  AND RECOM MENDAT I ONS

A systematic investi gation of the performance assessment capabilities
of specific Army training devices is obviousl y very comp lex. A set of
measurement capabilities (e.~~., instrumentation , procedures , test scenarios
or items , test conditions , standards) or alternative sets of measurement
capabilities must be constructed for the training device (and oper6tional
system) . These capabilities must then be eva l uated in terms of their
relative cost-effectiveness as compared to measurement capabilities emp l oyed
in present operational systems or , g i ven a more global view , in terms of
their absolute cost-effectiveness with respect to their impact on Army
programs (e.~~., training, personnel management , readiness determination)
and information management.

As rev i ewed in the preceding section , there are many questions that
can be addressed during the construction and eva l uation of alternative
measurement systems . The purpose of the follow i ng section is to discuss
possible avenues of research which may be followed in order to answe r
these questions with respect to the determination of the proficiency
assessment capabilities of a selected Army training device.

The following section is divided into five parts. The first part is
concerned with the selectio i of a specific training dev i ce for future in-
vesti gations. The next four parts discuss the construction of measurement
capabilities and eva l uation of these capab ilities. The same measurement
system development model that was employed in the findings section (i.e.,
information needs analysis , initial measurement analysis , pilot testing
and system effectiveness testing) is used to structure the section .

SELECTION OF A TRAINING DEVICE FOR INVES TIGATION

The first step in future investi gations will obviousl y be to choose
a device that would be useful and practical to inves iigate . Ther e are
three major considerations for the cho i ce :

• the performance measurement capabilities of the device ;

• the availability of research and documentation for the
device and its parent system which could provide data
for the proposed stud y; and

• the stage of development of the device.

The first consideration , the performance measurement capability of
the device , is of prime importance because the true desideratum of the pro-
posed investi gation is to assess and , if possible , justify the inclusion
of performance measurement capabilities (i.e., the availability of
adequate instrumentation and procedures for conducting proficiency tests).
As previously rev i ewed , many devices are developed without proper consider-
ation of measuremen t needs. It would be desirable to have measurement
capabilities on the selected device to allow comparative investi gations
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of the effects of the inclusion or exclusion of any measurement capabilities
(such as automated instrumentation to collect and display performance data
or previously constructed test scenarios or items) will reduce the amount
of work researchers will  have to devote to the construction of tests , etc.

A considerable number of current and near-future research programs
have the potential of providing data or conceptualizations that could be
useful in the present proposed study. Possible sources include research
on: the EPMS , task analysis and performance eva l uation techno l ogy , cos t
and training effectiveness analysis of various training programs (including
analysis of training devices), eva l uation and testing of training dev i ces ,
unit readiness reporting, training management techno l ogy, performance
tracking systems , embedded training systems , and test and eva l uation of the
operationa l systems . For any g i ven training device and its parent system ,
there will be an associated body of literature generated from these programs ,
some of which wi l l  be devoted specifically to the dev i ce and parent system .
Obviously, it would be des i rable to select devices with associated documen-
tation which provides information on such things as training effectiveness
or costs. For example , two of the previously rev i ewed studies (References
1+8,77), wh i ch dealt directl y with the problem of assessing the use of training
devices in proficiency testing, based part of their investigations on
information derived from training effectiveness studies (References 26,48),
that had been previousl y conducted .

The last consideration - stage of development of the dev i ce - is of
practica l importance . Future research will be concerned only with dev i ces
that will  be available to operational units in the field as opposed to those
located only at training institutions. The stage of development will
determine the availability of devices , and availability of empirica l data
on the use and effectiveness of the dev i ce in the operational units. It
would be desirable to have the eventua l unit-leve l users of the device be
familiar with the device.

Therefore , a rev i ew needs to be conducted of all present and near-
future Army training dev i ces . This review would serve as the basis for
the selection of a device for future research . It could also document:
(a) the existing or proposed performance measurement capabilities of these
devices; (b) their uses and planned uses in unit—leve l Army eva l uation
programs (e.a., SQT and ARTEPs); and (c) their potential for use in eva l-
uation programs . If there is a discrepancy between present use (and
planned use) of devices and their potential use , then documentati on of
th is  discrepancy would provide evidence of the need for future work.
Additional evidence could be derived from del i neation of deficiencies in
existing or planned performance measuremen t capabilities of all Army
training dev i ces.

44



INFORMAT I ON NEEDS ANALYSIS

After selecting a specific training device , the next problem is the
identification of the possible roles the device could play in Army eva l-
uation programs and tests. The ana l y s i s cou ld  focus on the i n f o r ma t io n
needs as i dentified (and limited) by present programs (e.j., EPMS) or it
could be part of larger investi gations of potential applications of
performance measurement data (e.9., research methods to aggregate indi-
vidua l performance data and collective performance data into unit readiness
indices).

The primary questions to be asked are “who can use the performance
test data and how can they use it?” In other words , if the utility of
test information (obtained in a training device or any other assessment
system) is to be deterr-~ined , then the questions of “whose utility and
utility for what purpose” must be answered .

If there were a coordinated , systematic network of eva l uation
programs and tests in the Army then determination of test utility would
be relatively easy. Given the present status of Army-wide and unit-
specific tests , an analysis will have to be conducted to i denti fy the
tests in wh i ch the training device can be used . This anal ysis is compli-
cated by the fact that each unit employs a different set of tests and
uses the test information in different ways. Thus , the anal ysis must
include a survey of a sample of the units wh i ch will use the dev i ce.
An example of such a survey for rifle marksmanship is found in a recent
stud y by Rosen (Reference 55).

As part of the survey of Army-wide and unit -specific tests , personnel
who construct , administer and use (or could use) the test information will
also need to be identified . I dentification of personnel who construct and
administer tests will allow determ i nation of resource constraints and other
limitations for these processes. Knowledge of these limitations will
aid in decisions concerning measurement system and test program design.

Identification of personnel who use , or cou ld use, test information
will prov i de access to the knowledge of how test information is or can
be used. This knowl edge can be used as the basis for constructing i ndices
(to be used during system effectiveness testing) wh i ch could be emp loyed
to assess the effectiveness of test information in Army programs (e.j.,
reduction in time-to-train). It can also serve as a guide to the develop-
ment of ratings , (e.j., usefuln ess, timeliness , accuracy) that ind i rectly
assess measurement system effectiveness. Obviously, the identified
users of test information can serve as respondents for these ratings.

Thus, an initial step in the analysis of the proficiency test cap—
• ab i l i t i e s  of a given Army training dev i ce will be the determination of

general information needs which have the potential of be i ng satisfied
through device use. It may be poss ible to employ the device as part of
existing tests within the EPMS training and evaluation system . It may
also be possible to use devices in either existing or new unit-level tests.
Users of unit-level test information will have to be i dentified , as well
as their use (or potential use) of the test information .
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INITIAL MEASUREMENT ANALYSIS

Given the selection of a specific device (and its parent operational
system) , the identification of potential users , and the uses of perfor-
mance test information obtained in the dev i ce (and parent system), what to
measure and how to design/select measurement systems and test programs
have to be determined .

The decisions made during this phase are based only on analytica l
judgments. The quality of these judgments will  be determ i ned by:
(a) the availability of data bases ; (b) the type of task-anal ytic tech-
nique chosen to structure the judgments; and (c) the knowledge of the
personnel invo l ved in making the judgments.

The literature review revea l ed a paucity of data bases and a
plethora of task-anal ytic techniques . The rev i ew also revea l ed that
this stage is the most difficult and least proceduralized step of test
construction and measurement system design (and training dev i ce design).
Hundreds of variables (many of wh i ch are specific to each situation )
must be anal yzed during a selection of behaviors to be measured , iden-
tification of conditions for measurement , and- the setting of standards
of performance.

There are no cookbook answers to the problem of determining what
to measure and how to measure it. However , there are systematic approaches
that can be used . For example , group decision-making techniques (e.j.,
Delph i , Nominal Group Techn i que) can be used to access the diverse
requirements for many of the decisions in this stage. There are numerous
personnel who can provide input:

• personnel , at major Army commands and in operational units ,
who use or could use test information ;

• personnel , at major Army commands and in operationa l un i ts,
who construct and administer tests;

• personnel who are concerned with the operational system on
which perforiiance is to be measured (e.~~., system develo pers ,
test and eva l uation personnel , school and center personnel
concerned with tactics of deployment of the system):

• personnel who are involved in design and development of the
training device;

• personnel invo l ved in training programs ;

• research personnel invo lved in the evaluation of the proficiency
assessment capab i l i t i es  of training device ; and

• research personnel invo l ved in projects to improve readiness
determination procedures , performance eva l uation systems and
other programs which i mpact on performance test construction
and use.

46

-- I  
-



A major def ic iency in current procedures to construct test and
des i gn training dev i ces (especially with respect to performance measure-
ment capabilities) is the lack of commun i cation links between these personnel .
This deficiency has resulted in tests which are not combat-referenced ,
training devices (and operationa l systems) which cannot reliabl y and
validly measure performance , performance measurement research which is
not suited to current and future Army problems , and other problems wh i ch
confound the performance measurement problem instead of reducing it.

These personnel can be used formally (using group judgment techniques)
or informally (e..a., adv i sory panels , respondence surveys) in many
decisions. In the determ i nation of tasks , cond it ions, and standards for
eva l uation , these personnel can provide references for existing task
analyses (as part of system development) or eva l uation objectives (e.~~.,
those i n So ld i er ’s Manuals and ARTEPs).

They can also provide insight into the sufficiency of these exisiting
analyses and objectives. For example , the conditions and standards for
the various rifle markmanship tests are neither correlated with each
other nor are they combat-referenced (Reference 54). Simp l y using a training
device as a substitute in these existing tests is not a solution to rifle
markmanshi p eva l uation problems . Completely new task analyses , eva l uation
objectives and tests may have to be developed .

The combi ned knowledge of all these personnel wi ll also be needed
in selection of assessment systems to be used to measure different tasks .
In the simplest case where there is a fixed measurement system designed for
both the training device and operational system*, the ultimate prob l em is to
determine the mix of assessment systems which should be used . There are many
trade-offs which will have to be made and many criteria to be considered .
Thus, an overall structure is needed to organize and integrate the procedures
of judging the cost-effectiveness of using a given training device for
proficiency testing.

There are two approaches to integrating and organizing criteria
for making this judgment:

• determination of the cost-effectiveness (util ity of measurement)
of alternative assessment tools (e.~g., training device versus
operational system ) in a spec~TfTc testing program; or

• determ i nation of the cost-effectiveness (worth of ownership) of
own i ng a specific training device given its multiple uses in training
and proficiency testing.

* In reality, the decision should be made before measurement systems
are des i gned and thus serve as inputs to the design process.
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Worth of ownership models have been proposed to integrate cost and
benefit criteria to determine the worth to the training device users of
various device instruction features and other dev ice imp l ementation options.
Part of the STRES project , which was reviewed earlier , will  be an attempt to
construct such a model based on an extensive review of the literature and
survey of training programs .

The construction of this model is exceedingly complex with diffic ulties
i n the quantification of benefits as well as non—dollar costs. To solve
some of these problems , the model may take the form of a branching logic
(as opposed to an al gebraic integration ) keyed to critical questions and
index i ng existing data and knowledge relevant to the question . This same
approach may eventually prove to be a usefu l way to conceptualize the
utility of measurement (wh i ch is a component of the overall worth of
ownership cons iderat ions).

One of the ori ginal conceptualizations of utility measuremen t was
based on an application of decision theory to personnel testing by
Cronbach and Gleser (Reference 2). Simply put , the va l ue of a personnel
test lies not just in its psychometric properties (i.e., val i di ty and
rea l iabi l ity) , but also in its ability to aid the decision-maker who
must use the test to make personnel decisions (e.j., selection , placement ,
classification).

The application of decision theory means that (a) cost considerations ,
(b) consequences of decisions (!.e, the va l ua ti on of outcomes or payoff
matrix) , (c) strategies for using test information , and (d) constraints on
decisions (e.~~., quotas in selection programs) are quantified and then
algebraicall y integrated with measures of validity. Since all criteria
can be aggregated and indexed with one metric representing utilit y , the
decision-makers ’ tasks are simplified from the original process of having
to consider the criteria separately and unsystematica lly.

Although the concept of utility of measurement is extremely attrac-
tive , Cronbach and Gleser warned of severe limitations in its present
state of theoretica l development. For example , it is difficult to deter-
mine the consequences of many decisions (e.~~., what will be the outcome
of correct or incorrect judgments) and it is even more difficult to
quantitatively va l uate those outcomes (e.9., what are the costs of fa i l ure
to detect lack of markmanship proficiency) .

It is also difficult to determine (and quantify as conditional pro-
babilities) the strategies that operational personnel use for relating a
given type or category of information to their decis ion . For example ,
ow does the unit tra i ner use test information (if he does use it) to deter-

mine the proficiency of a given individual? How does a commander use test
information to judge the read i ness of squads and other collectives in his
command?
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It is difficult to quantify these component variables and it is
impossible to apply Cronbach and Glese r ’s quantitative model , as it
is now formulated , to the needs of the proposed investigation . Crlter~aof cost and effecti veness , however , will have to be identified and integrated
in order for a decision to be made on the use of alternative measurement
systems . Group judgment techniques can be used to identif y priorities and
integrate these criteria to make many decisions. For examp le , there ar e
many issues wh i ch might be considered :

• selec tion of behavior or tasks to be tested ;

• determ i nation of factors (e.9, environmental , situational)
af fec t ing performance so that test conditions can be set;

• determination of performance standards;

• determ i nation of fidelity requirements and eva l uation of the
sufficiency of fidel i ty present in the training dev i ce;

• determ i nation of the sufficiency of instrumentation and proce-
dures for collecting, reducing , analyz i ng , and displaying data;

• determination of the feasibility of using unique instructiona l
features of the training dev ice (e.9., ability to reinitialize
itself after examinee makes a mistake or the ability to automate
test scenarios and performance measurement) for testing; and

• determination of the acceptability of test program characterist ics
such as select ion and tra i ning of examin ers , frequency and sche-
duling (relative to other unit activities) of tests , and
maintenance and logistics programs .

Each of these issues (plus many more) w ill have to be considered . For
each issue , relevant decision criteria will have to be i dent ified . Criteria
can include subjective estimates of:

• dollar costs;

• non-dollar costs (e.9., safety);

• i ndirect costs associated with the diversion of l imited unit
resources (e.j., time , personnel , operat iona l equi pment , training
dev i ces);

• • psychometric criteria such as reliab ility and validity;

• potential utility to users of test information ;

• acceptability to examiners , examinees , and users of test
information ;
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• practicality ; and

• many other possible criteria that appear in the performance
measurement literature such as non-reactivity, general izabi l ity,
and precision (*e ference 44).

Criteria can be ranked in order of i mportance (overall or for each
issue) and then each alternative measurement system (e.i., dev i ce vers us
operational system; or different device designs which may vary in fidelity
and perfo rmance measurement capabilities) can be rated (formally or in-
formally) on each criteria. Aggregation of ratings across criteria for each
alternative can be accomplished using group judgment analysis techniques
(e.i., Delphi , Nominal Group Techniques , multi-attribute utility analysis).

When there is disagreement between group members or when confidence in
their judgment of a specific point is low , then plans can be made to
address these points through empirical investigation - pilot testing and
system effectiveness testing.

P I L O T  TEST I NG

As seen in the literature rev i ew, past empirica l research on the use
of training devices in proficiency testing has been mainly concerned with
the selection of measure sets through assessment of their relative validities.
Validity was inferred using several methods:

• simple correlation of performance in the training device with
performance on the operational system ;

• analysis (using inferential statistics or subject i ve analyses) of
the consistency of individua l differences across performances in
both types of equipment;

• analysis (using inferential statistics or subjective analyses) of
consistency of performance across l evels of i ndependen t vari ables
(e.j, as task difficulty is increased , do performance levels
decrease a simi la r amount i n both the dev i ce and the operati onal
system)

• ana l ys i s  of the relationship between automated measures of per-
formance on the device and subjec ti ve ana lyses  of performance on
the device by instructors ; and

• ana l ysis of the ability of measures on the dev i ce to distinguish
between masters and non-masters.
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Although va l i d i t y  is important , pi lot test ing can also be used to
gather other types of information . Ratings of potential test utility
(e.j., accuracy, timeliness of feedback) can also be obtained from
personnel who construct , administer , and use test information . Acceptance
ratings can also be obtained from examiners , examinees , and users of
test information . These ratings can provide insi ght into potential
problems of implementing alternative test programs .

Experiments can also be set up to assess specific issues. For examp le ,
it may be b ~ter to deliver training devices to operational units with
measurement “packages” (automated instrumentation and programmed procedures
for proficiency testing). An experiment could be conducted comparing use of
the training dev i ce for proficiency testing with a package versus use of
the dev i ce without a measurement package (e..a., units would have to construct ,
administer and interpret tests us i ng their own resources).

SYSTEM COST EFFECTIVENESS TESTING

Measurement system cost effectiveness testing is probably too expensive
and time-consuming to be used to select alternative measurement systems . It
is , how~ever , needed as a check on the emp irical utility of the selected
measurement system.

it is recommended that longitud i nal research prog rams be set up which
measure changes in unit programs as a result of improved measurement
techniques. Surveys on the use of training dev i ces in training programs
in operationa l units have revea l ed larqe discrepancies between the potential
use of these devices (as intended by device and training prog ram designers)
and the actua l use of these devices.

The actua l patterns of implementation of devices in test programs in
operational units will determine the actua l utility of the dev i ces for
performance testing. If the dev i ces are not used as they were designed to
be used (due to lack of command emphasis , faulty maintenance , lack of
acceptance , lack of training of examiners to use performance measurement
capabilities , etc.), then test information wil l not be useful regardless
of its ori ginal psychometric properties . Implementation must be assessed to
insure useful performance measuremen t research for the Army .

SUMMARY

Substituting training devices for operational systems to assess oper-
ational readiness presents ~ complex problem. A systematic methodology that
can serve as a model for all operati onal systems may solve the problem . To
epitomize the methodo l ogy, however , a training dev i ce of an exis t ing
operational system has to be selected . This device should have training
effectiveness analysis and cost effectiveness data readily available in
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order to identif y and document:

• Existing or proposed measurement capabilities ,

• Existing or proposed eva l uation utilities , and

• Existing or proposed users.

The selection permits:

• the i dentification of both the users and uses within the U. S.
Army evaluation programs (e.j., the EPMS at present , as well as ,
an aggregate of individua l and collective performance data for unit
read i ness ind i ces in future programs), and

• the determination of what to measure and how to design test programs
to facilitate operational readiness assessment

through empirica l investigations , viz., (a) pilot testing to determine whether
and how the device will solve the Army ’s assessment needs and , if possible , -

(b) system cost effectiveness testing for longitud i nal investigations of
changes in measurement techniques for assessing operational effectiveness.
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APPENDIX A

PERSONNEL CONTACTED DURING STUDY

Capt. G. McCu lloch Mr. J. Pui g
Manager , Flight Training Division Naval Training Equipment Center
Stapleton Training Center Orlando , Flor i da
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Capt. H. Cavenaugh - Mr. R. Browning
Director , Fli ght Standards and Training Analysis and Eva l uation
Procedures Group
Stapleton Training Center U. S. Navy
Denver , Colo rado Orla ndo , Florida

Mr. G. Cohen Maj. Monday
Fli ght Standards Branch Individual Training Eva l uation
Federal Av i ation Adm inis trati on Dir ectorate
Washington , D.C. Test Development and Resea rch

Div i s ion
Dr. E. Eddows U. S. Army Training Support Center
Flying Training Division Fort Eustis , Virginia
U. S. A ir Force Human Resources
Laboratory CPT Barlow
Williams AFB , Ar i zona SM/SQT Branch

Design Divis i on
Col . D. Berjon Directorate of Tra ining Development
M ilitary Airlift Command U. S. Army Infantry School
Offutt AFB , Nebraska Fort Benni ng, Georgia
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Nava l A ir Systems Command Seville Research Corporation
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APPENDIX B

CANDIDATE COST ELEMENTS

Acquisition Cost Elements

Government Procurement Costs (e~j., requ i remen ts , specification ,
negotiation , contract monitoring costs)

Bas ic Dev i ce Hardware
Separately I dentifiable Features (e.j., motion , v i s u a l  sys tem ,

instructor station)
Computer Comp l ex and Per i pherals
Test Equipment
Computer Software
Tra i n i ng Package Software
Maintenance and Test Equi pment
Aircraft Data
Aircraft Parts for Simulation
Manufac turer Supp l ied Maintenance Training
R&D
T& E
Facilities Construction
Packag i ng and Sh i pping
Ins tallation (material and labor)
Acceptance Testing
Manufacturer Field Representatives (technica l support ,

ins tallation)
M ilitary Personnel (management , acceptance team)
In iti al Spares
Standard Documentation
A ircraft Cost (total cost to purchase)

Operating and Support Cost Elements

Base Level-Simulation

Bu i ld i ngs and Facilities
Build ing deprecia t ion
Securi ty
Ut ili t ies/energy
Jani torial service
Ma i ntenance
Office equi pment

S i mula tor Deprec iation
Personne l

Tra i ning management
Management support
Ins tructors
Simula tor Operators
Studen ts
Ma intenance personnel (government , contractor)
Contractor support
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Simulator Modification Costs (amortized) (materials and labor , govern-
ment and contractor)

Ma intenance Materials and Parts (replen ishment - expendable and repair-
able)

Base Leve l - Training Aircraft

Buildings and Facilities
Building depreciation (hangers)
Utilities/energy
Ma i ntenance

Aircraft Costs
Depreciation
Mater i als , parts & lubricants (repl en i shment)
Fuel
Modification costs (amortized)

Personnel
Tra i n ing and base management
I ns tructors
Studen ts
Mainta i ners
Support - (security , facil it ies ma i ntenance, outside contractors ,

etc.)

Depot Level (Logistic Centers)

Bu ilding s and Facilities
Maintenance Equipment Depreciation
Procurement Costs, Materials & Parts
Ma intenance Personne l
Management Personnel
Base Opera ting Support Costs
Distribution /Shi pping Cost
Other Transportati on Costs

Personnel

Personnel Replacement Costs
Recruiting
Train ing Costs

Central Ins tructor School
Ins tructor under training , unit level
Main tainer - bas i c, specialty
Simula tor operator

PCS relocation

Personnel Support Costs
Medica l
Administrative
Mater i al costs
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