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EXECUTIVE SUMMARY

This report documents work that Stanford Research Institute (SRI)
has performed for the Office of Aviation Policy, Federal Aviation Ad-
ministration (FAA), Department of Transpcrtation, to assess the impact
of certain proposed Upgraded Third Generation (UG3RD) Enroute Air Traffic
Control (ATC) System enhancements on enroute ATC operations at the Atlanta
Air Route Traffic Control Center. To compare enhancement systems, we
estimate the Atlanta Center annual staffing requirements associated with
each enhancement for the years 1980 to 2000 based on: models of controller
task activity workload, a ne work computer simulation model that evaluates
aircraft traffic capacity and delay, and traffic forecasts provided by the
FAA. The models were developed in previous contract work for FAA, The
staffing estimates include the Air Traffic Service and Airway Facilities
Service personnel required to operate and maintain the center.

Method of Approach

We collected data at the Atlanta Center describing the ATC sector
control team task activities and procedures required under NAS Stage A
operations., We used these data to adjust our previously developed work-
load models so that the models describe the sector team routine, surveil-
lance, and conflict processing requirements observed at the Atlanta Center.
Routine work includes air/ground (A/G) voice communications, flight data
processing (FDP) and radar processing (RDP) manual data entry/display
operations, flight strip data processing, intersector interphone voice
communications, and intrasector direct (face-to-face) voice communications.
Surveillance work is visual observation of radar-derived aircraft situa-
tion data on a plan view display (PVD). Conflict processing work includes
potential conflict recognition, assessment, and resolution decision making
and A/G voice communications. The models, which we previously calibrated
against known sector traffic capacities at another center (Los Angeles),
are used to quantify workload limit/traffic capacity relationships for
selected sectors of the Atlanta Center. These workload models and capac-
ity relationships describe the operational characteristics of the current
NAS Stage A Enroute ATC system, which is the base from which we postulate
the evolution of UG3RD enhancement systems,

To analyze ATC evolution through successive automation levels, we
adjust parameters of the workload models to represent the effects of

S-1




various enhancement systems on the sector teams' capability for handling
traffic., The parametric values encode the assumptions we made as to how
each system would pe implemented in an operational enroute environment,
and how each system would impact the task activities and workload charac-
teristics of individual sector teams. The modeling approach, which we
call the Relative Capacity Estimating Process (RECEP), estimates the sec- «
tor traffic capacity associated with an enhancement system relative to

the performance requirements of current enroute ATC operations,

We use the sector traffic capacities in our Air Traffic Flow (ATF)
network simulation, also previously developed, to determine the multi-
sector traffic handling and delay characteristics associated with each
enhancement system., ATF enables us to examine alternative sector con-
figuration strategies (based strictly on sector splits) and alternative
sector manning strategies (based on increasing or decrecasing the number
of sector team positions when feasible) in order to estimate the number
of day-shift controllers needed in a selected multisector region of the
Atlanta Center by each enhancement system. We then expand the day-shift
manning estimate to an annual controller staffing requirement (which is
compatible with current FAA staffing standard calculations) and estimate
the corresponding operations and maintenance support and supervisory .
annual staffing needs. This process yields our estimate of the Air
Traffic Service and Airways Facilities Service annual staffing associated
with each UG3RD enhancement, .

Sector traffic capacities for the enhancement systems are derived
using the workload models, from which we determine multisector manning
and facility annual staffing requirements. Therefore, the resulting
staffing estimates are sensitive to the subjective judgments we have
made in structuring the workload models so that they describe an evolu-
tionary implementation of UG3RD enhancements. In the remainder of this
Executive Summary, we briefly review the operational assumptions and
present the staffing estimates.

Assumptions

The systems are examined in sequence under the assumption that cach
enhancement feature is added to the previous system. The enhancement
features, added consecutively to the NAS Stage A Base (Svstem 1), are:

e Automated data handling (System 2)

e Automated local flow control (System 3)

e Sector conflict probe (System 4)

§-2




e Area navigation, RNAV (System 5)

e Discrete Address Beacon System (DABS) data link (System 6).

Automated Data Handling (System 2)--This first add-on to System 1
includes the implementation at sector positions of an electronic tabular
flight data display, and RDP/FDP refinements. The tabular display is an
electronic flight data presentation designed to replace paper flight
strips and attendant manual activities, and would effectively automate
some controller manual and verbal tasks associated with control procedures
and flight data distribution. The RDP/FDP refinements are minor system
modifications that would facilitate equipment operation.

Automated Local Flow Control (System 3)--This feature, which we
assume is added on to System 2, is designed to maximize sector capacity
utilization by smoothing out traffic peaking situations. It would govern
traffic flow on routes by means of an on-line computerized traffic plan-
ning process that regulates workload surges in accordance with the traffic
handling capabilities of a multisector environment. We assess its impact
on enroute traffic capacity by modeling the distribution of traffic peaks
and workload surges on the air traffic route network.

Sector Conflict Probe (System 4)--This feature, which we assume is
added on to System 3, alerts controllers of potential conflicts and
recommends resolutfon actions., To provide an operationally realistic
time prediction horizon at a low false-alarm rate, we assume this feature
will be used when aircraft first enter a sector. Since A/G communications
are required to transmit conflict resolution instructions, workload reduc-
tions affect only conflict detection and assessment tasks.

RNAV (System 5)--This feature, which we assume is added on to Sys-
tem 4, incorporates navigation avionics that could be used in enroute
operations to achieve close-spaced multilane traffic routes. Overtaking
conflict processing would be eliminated by placing successive aircraft
on closely spaced parallel routes,

DABS Data Link (System 6)--This feature, which we assume is added
on to System 5, transmits to pilots digital data including routine clear-
ances and conflict avoidance directives. It is not intencded to transmit
extengive nonstandard-format messages. The data link, integrated with
extensive computerization, is the basis for the "control=-by-exception"
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concept in which the controller would become a aystem manager who (s not
routinely engaged in minute=by=minute tactical decfsfon makfng, He would
have to maintain cognizance of the computerized sector control operation
and intervene when neceasary to adjust procedural rules, rvespond to pilot
requests, and resolve nonstandavd sftuations, In modeling workload chanpes
asgocfated with this enhancement, we account for the automation of certain
routine and conflict tasks while allowing for controller work required to
mafintain operational cognisance,

We also assess, but do not explicitly model, DABS<based {ntermittent
positive control (IPC) and enroute weterving,

DABS IPC--1PC provides traffic advisories and threat avoidance cow-
mands to pilots, as needed, Since this service could operate {n the en-
route environment on fmminent conflict aftuations that might be "wisged"
by controllers, we assume IPC to be a safety enhancement device that
would not divectly fmpact routine staffing vequirements, IPC may be
necessary to provide fault tolerance in the event of fafluves {n the
other enkancement gystem operations,

‘mroute Metering==This tfeature ig an extension of terminal meteving
and gpacing, a device to maxtwmize atrport runway utilization, FEnroute
metering would require envoute controllers to set up afvevaft spacings
in accordance with time=varyving terminal wmeterving specitications, (With-
out more advanced antomation, such as data 1ink communication, precise
time=over=fix afrevatt sequencing would not be posgible hecause of the
excessive controller work requived,) Based on our observations of anal-
ogous (though less dynamic) procedures currently used as guidelines
for controlling the movement rate of afveraft from the enroute fuwto the
terminal afvapace, we conclude that significant fwpact on contvoller
workload will not occur and fmpact on the level of envoute statting will
be mintmal,

Regults

We determine daveghift controller manning requivements for a sclected
multfgector study area of the Atlanta Center, from which we develop Aur
Traffic Service and Afrway Facilities Service statt estimates tov the ean-
tive factlity, These estimates fnclude the controller, maintenance,
gupervigory, and support personnel needed to opervate the tacility, but
do not include controller trainee requivements, The vesultg of these
analvses are sumnmarized {n Figuve S-1,
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FIGURE S-1  ANNUAL STAFFING FORECASTS, BY SYSTEM: ATLANTA CENTER

Based on available

data, the Atlanta Center's 1975 staffing require-

ment under the NAS Stage A Bagse was 744 persons, of which 476 were con-

trollers, To allow for

handling additional traffic demand at the current

level of delay, we model alternative sectorization strategies and alter-
native sector manning strategies, These controller deployment strategies
account in large part for the staffing increases shown in Figure S-1,
Also included are appropriate increages in noncontroller pevsonnel,

Figure S-1 shows that under System 1 (NAS Stage A Base) the current

level of delay could be

maintained until 1983 by increasing staff, We
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assume the staffing increase is accomplished by resectorization (sector
splitting), while individual sector manning is held at 2.5 controllers
per sector; this complement consists of one radar (R) and one data (D)
controller in each sector team and one assistant (A) controller in sup-
port of a pair of sector teams. (Our workload and network modeling
analysis indicates that sectorization, rather than sector manning changes,
is a more effective means of handling the traffic projected for the early
1980s.) During 1983, maximum sectorization is achieved, and no more sec-
tors can be split efficiently. (Based on operational considerations and
a review of Atlanta airspace and current sectorization, we judge that an
upper bound on sectorization is twice the Atlanta Center's current number
of sectors, while the lower bound is the current number of sectors.) The
maximum sectorization limit corresponds to a 65% increase in facility
staff relative to 1975,

System 1 staffing could be increased, after 1983, by implementing a
3.5 sector manning level, which requires adding a tracker (T) controller
to each sector team, However, our analysis indicates that this strategy
could not increase facilitywide traffic handling capabilities beyond 1983
and simultaneously maintain the current level of delay. Since the T co.-
troller does support the R controllers, especially during heavy traffic
activity and workload stress, we assume that the 3.5 sector manning will
be implemented in 1983 to help handle the projected traffic, but with
increased traffic delays. As shown by the dashed line in Figure S-1,
we extrapolate the corresponding facility staffing increase until the
mid-1980s, at which time all the reconfigured sectors are manned at the
3.5 controller level, This maximum staff level may be maintained through
the year 2000 only by increasing delay further or by constraining traffic
demand or both,

Our analysis of System 2 (automated data handling) indicates that
its automation components (including the elimination of paper flight
strips) will obviate the need for A and T controllers and that the two-
man (R and D controllers) sector team will be the most efficient opera-
tion, Therefore, we assume sectorization will be the only effective
means of increasing staff to maintain the current level of delay as
traffic increases. As shown in Figure S-1, this level of delay could
be maintained until 1986 when maximum sectorization is achieved, which
corresponds to a 427 increase in facility staff relative to the 1975
base, This staff level could be maintained beyond 1986, but with in-
creased delay or constrained traffic demand or both, The staffing ad-
vantages of System 2 relative to System 1 are due in part to reductions
in sector manning requirements and increases in sector team traffic han-
dling capacities (resulting from the reduced workload per aircraft asso-
ciated with data handling automation),
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System 3 (automated local flow control) does not show further staff-
ing gains relative to System 2, Thias result is probably because of the
intensity of the facility's radial traffic flow (focused on the Atlanta
airport), which limits practical traffic rerouting or delay alternatives
to the inbound and outbound routea rather than the over and crossing routes,
In this case, the automated operation uses traffic distribution strategies
that are already part of current local flow control, However, an automated
operation will probably be necessary to enable the flow controller to
maintain cognizance of the increased traffic projected, System 3 sector
manning and traffic handling capabilities are the same as those assumed
for Syatem 2,

System 4 (sector conflict probe) could be maintained at the current
level of delay until 1988 when maximum sectorization is achieved. Sys-
tem 5 (RNAV with 100% of the aircraft fleet equipped with requisite
avionics) could be similarly maintained until 1989, In both cases, the
two-man sector manning strategy is assumed, and staffing increases are
obtained by sector splitting., The System 4 and 5 maximum facility staff
levela are identical to those of System 2 and are 42% greater than the
1975 base, However, staffing advantages are realized by both Systems
4 and 5 in that they delay the need for deployment of the maximum staff,
The staffing advantages of System 4 relative to System 2 and those of
System 5 relative to System 4 are due to increases in sector team traffic
handling capacities (resulting from the reduced workload per aircraft
associated with conflict probe automation and closely spaced parallel
RNAV routes),

System 6 (DABS data link) is evaluated under two assumptions: first,
that 50% of the aircraft fleet is equipped with requisite data link equip-
ment; second, that 100% is so equipped. (In both cases, 100% RNAV avionics
is assumed.) Under the first assumption, we judge that System 6 could be
maintained at the current level of delay until 1992; under the second
assumption, System 6 could be similarly maintained through the year 2000,
Progressive staffing increases to 42% are required in both cases, Staff-
ing advantages are realized in the early 1980s by the use of one-man
(R controller only) sectors, but, as the traffic level increases in the
mid-1980s, transition to two-man sectors is needed, This transition,
together with a forecast surge in traffic demand in the mid-to-late
19808, causes the irregularity in the shape of the two System 6 curves.
The staffing gains shown in Figure S-1 for System 6 relative to System S
are due to significant increases in sector team traffic capacities (rve-
sulting from reduced workload per aircraft associated with control-by-
exception data link operations),
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To provide some insight into the relative efficiencies of the sys-
tems, we calculate their productivity gain relationships, as shown in
Table S-1, The productivity gain comparisons are based on the staff
and traffic levels corresponding to the maximum traffic demand handled
at the current level of delay by each system. The 1975 operation of the
current NAS Stage A System is used as the base reference, Although no
productivity gain is shown for System 3 relative to System 2, the former
system is assumed to be integrated along with Systems 2, 4, and 5 (through
evolutionary development) into System 6. Therefore, Systems 2, 3, 4,
and 5 would be required to achieve the productivity gain (2,28 after the
year 2000) of System 6,

Remarks

Staffing estimates are made using previously developed controller
workload and air traffic network flow models. These models are reasonably
logical representations of ATC systems operation, but, being analytical in
nature, they are abstractions of the real world. Therefore, the resulting
staffing estimates should be interpreted as first-order indicators of
the relative impact of the various automation features. These results
should be useful as guidelines for further experimental testing of the
various enhancements in order to define their operational and technolog-
ical design feasibility, and for developing detailed economic feasibility
analyses.

Relative to operational and technological fcasibility, we emphasize
that many of our modeling assumptions are based on judgments concerning
the future implementation capabilities of the enhancement features. We
assume, for example, that a conflict probe could be used to predict and
resolve conflicts within a sector's airspace., It might prove possible
to operate a conflict probe as a centerwide flight plan probe, in which
case additional workload reduction and concurrent staffing reduction
gains (beyond those we estimate) would result. However, there is also
the question whether a conflict probe of any type can be integrated with
controllers' mental/cognitive capabilities., In fact, the basic issue of
productively interfacing man and machine applies to each enhancement and
requires considerable additional study, experimentation, and evaluation.
This is especially true of the data-link-based control-by-exception opera-
tion in which the mental/cognitive processes of the controller must be
evolved into system-interactive monitoring mode. Further research is
needed to ascertain the degree to which a controller's mental/cognitive
capacity would constrain his ability to handle more traffic,
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In regard to economic feasibility, our staffing estimates provide
insights into the relative effectiveness of each system in reducing FAA
operating (manpower) costs and user delays, However, a full economic
analysis should consider trade-offs between FAA operating, engineering . {
and development, and capital investment costs, and user delay and avionics |
costs, Furthermore, since the scope of this effort is restricted to f
estimating enroute ATC staffing impacts, enhancement system attributes ¥ |
relative to terminal ATC staffing, safety, airport capacity, and the
like are not assessed, Those enhancements that do not significantly
impact enroute staffing, such as metering and IPC, should not be dis-
missed lightly; such enhancements may contribute important system per-
formance qualities other than reduced enroute staffing costs.




I INTRODUCTION

A, Objectives and Scope

The work described here assesses the impact on air traffic control
(ATC) operations of various automation systems proposed as part of the
Upgraded Third Generation (UG3IRD) Enroute ATC program, We make this
assessment by relating automation enhancement proposals to current ob-
served control operations in order tco judge how automation might success-
fully be integrated with operational requirements and how controller
activities might change. We evaluate the operational potentials of the
various UG3RD automation system alternatives by estimating and comparing
their effects on staffing at an enroute center, We use the Atlanta Air
Route Traffic Control Center as the study site, and the current National
Airspace Syvstem (NAS) Stage A3d.2 as the base for comparing the stafting
requirements, The staft studied includes both Afr Traftfic Service and
Afrway Facilities Service personnel who operate and maintain the facility,
Staffing estimates are presented for the vears 1980 through 2000,

This case study was performed tor the Otfice of Aviation Policy,
Federal Aviation Administration (FAA), under Contract DOT=-FA75WA-3714,

B. Background

This work is based on ATC analvsis capabilities developed by SRI
during two projects previously conducted for the FAA,  The first proj-
ect’ ™™ was a multivear effort performed for the Svstoms Rescarch and
Development Sevvice, FAA, during which we developed various analvtical
models of ATC operations and furthered a sensitivity to the operational
realities of automation and its implementation potentials.,  The models
included the Relative Capacity Estimating Process (RECEP), which relates
controller workload requirements to sector traffic capacities, and the
Air Traffic Flow (ATF) network simulation model, which assesses traffic
capacity and delay in a multisector envirvonment,

*
A list of references is appended to this report,




The second project’ was a case study of UG3RD ATC staffing require-
ments for the Los Angeles Center, which we performed for the Office of
Aviation Policy, FAA, We used the RECEP and ATF models to estimate
staffing impacts of the various automation systems. In doing so, we
made a number of assumptions and judgments regarding the feasibility of
implementing the postulated enhancement features in an operational en-
route ATC environment. Our models of controller workload encoded the
assumptions we made regarding the way in which each of the enhancement
systems might be implemented. In some cases, these views did not con-
form in all details to the various designs postulated by specialists in
the FAA" or elsewhere,’ but the staffing analyses we performed required
operational descriptions that were both realistic and consistent with
the current enroute ATC development programs. Where these descriptions
were not available in sufficient detail, we developed the necessary opera-
tional procedures.

The case study of UG3RD staffing requirements for the Atlanta Center
described in this report parallels that of the Los Angeles Center. We
apply the analytical methodologies we developed for Los Angeles to project
Atlanta Center operations. Although we use data collected from seven sec-
tors at the Atlanta Center as the bases for the RECEP and ATF models, the
descriptions (with some minor revisions) of enhancement system operations
postulated for the Los Angeles Center are assumed to apply,

C. Method of Approach

We are concerned with the impact of automation on ATC capacity.
Based on our observations of ATC operations, we concluded that in almost
all cases, the limits on capacity are associated with sector control team
activity requirements, that is, controller workload. Hence, we choose
to focus on controllers, controller teams, and team organization. Be-
cause ATC services are based on complex decision making by many people,
we decided that our approach had to be based on measurements of present
operations; this provides a realistic base from which to evolve operating
descriptions of postulated enhancement systems. Therefore, we use operva-
tions data collected at the Atlanta Center where the NAS Stage A3d.2 was
in full use with flight data processing (FDP) and radar data processing
(RDP).

Because capacity is so closely related to controller operations, we
convert functional and equipment descriptions of the enhancement features
into terms of changes to current controller task activities. These re-
vised task activities are formulated into the RECEP model to determine
sector capacities for each enhancement system. These individual sector
capacity estimates are in turn integrated into the ATF model to determine
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the traffic capacity and delay characteristics of a selected multisector
study area of the Atlanta Center., This information is used to estimate
controller manning requivements for each UG3RD system for the study area
during the peak shift of the peak day (90th percentile)., Standard staff-
ing relationships®™ ' and observed facility manning policies are used to
transform the study area manning requirements into annual controller

staffing requirements., Estimates are also made of the noncontroller
staffing requirements in accordance with the operational and maintenance
characteristics of the various enhancement systems., Consultations with
Atlanta Center personnel were used to guide our staffing estimation
procedure,

We note that these staffing estimates rely heavily on the validity
of the RECEP and ATF models. The basic RECEP technique has been applied
to some 16 sectors in enroute and terminal (acilities,l'3 while the
RECEP formulation as used in this report has been applied to four enroute
sectors at the Los Angeles Center.®*” 1In all cases, the resulting RECEP
capacity estimates were consistent with those of the facility personnel.
Although these results may not be considered a formal validation of the
RECEP model, they do indicate it to be a reasonable representation of con-
trol operations. The ATF network model, which is relatively new and had
previously been applied only during the Los Angeles Center case study,
has not been subject to formal validation.

D. Organization of This Report

Section IT of this report describes the modeling of sector team
workload and traffic capacity based on the data describing current NAS
Stage A Svstem operation at the Atlanta Center. Section III details the
sector team task activity revisions, workload structures, and capacities
associated with various postulated enhancement features, Section 1V de-
scribes the estimation of multisector manning requirements for each sys-
tem and the relationships for translating manning into facility staffing
requirements, Section V describes the estimation of the Air Traffic
and Adrway Facilities services staffing requirements for the entire
facility., A summary description of the enhancement systems and a dis-
cussion of the staffing results are presented in the Executive Summary
at the beginning of this report., Further details and analvsis data are
included as appendixes.




IT NAS STAGE A BASE SYSTEM

The current third generation ATC system is the base from which the
upgraded systems are to evolve. The system's FDP/RDP capabilities at 1
the Atlanta Center facilitate:

e Automated flight data processing/forwarding. 1

e Automated tracking displays with alphanumerics (including
ground speed,* Mode C, and reported altitudes).

e Automatic and manual display filtering.
e Surveillance data mosaicking.
e Simplified clearance/coordination procedures.

e Central flow control,

The sector radar (R) controller, the critical decision maker, per-
forms routine, surveillance, and conflict processing activities and is
supported by a data (D) controller. The sector team's routine tasks in-
clude air/ground (A/G) voice communication (R controller only), FDP/RDP
manual operations, flight strip manual operations, intersector (includ-
ing interfacility) interphone voice communications, and intrasector direct
(face-to-face) voice consultations. Surveillance of digitized, plan
view display (PVD) aircraft situation, identity, and related alpha-
numeric data facilitates controller flight-following. Controllers rely | 4
on mentally projected flight trajectories to detect and assess potential
conflicts; these situations are resolved by A/G communications, Sector |
traffic flow organization and structuring is conducted in accordance P
with established facility-integrated procedural rules, which may be
adjusted when nonstandard local flow control operations are instituted.

Al though the two-man team (R and D controllers) is the normal mode
of manning a sector, one-man (R controller only) and three-man operations
are possible, 1In the latter case, an additional tracker (T) position is

%
The ground speed display capability was not operational during our
Los Angeles Center observations.




manned.”™ The T controller performs FDP/RDP manual operations and flight
strip processing, while the D controller performs interphone communica-
tions and assists the T controller.

The sector team operation is supported by an assistant (A) controller,
who delivers flight strips to each sector team. One A controller typically
services two sectors. Sector teams are grouped into areas, each of which
is administered by a team supervisor. A flow controller and (military)

i mission coordinator are responsible for traffic coordination for the cen-
ter, while a data systems specialist coordinates computer programming
operational support. An assistant chief supervises all traffic control
activities. In addition to these Air Traffic Service personnel (includ-
ing controllers) located in the control room, a systems engineer (Airway
Facilities Service) coordinates maintenance operations. Additional super-
visory, programming, and maintenance personnel support control room opera-
tions.

The distribution of workload among positions within a sector is
responsive to the time-varying traffic processing requirements, As the
number of aircraft in a sector increases, the corresponding increase in
the frequency of R controller decision-making actions generates more
manual and verbal activity distributed among the appropriate positions.
Each controller's ability to handle his workload is limited by the time
available. SRI has developed a method of quantitative assessment of
traffic constraints associated with controllers' decision-making, manual,
and verbal activities. This RECEP produces a workload value that cor-
responds to the traffic capacity of a sector team,

RECEP is used in this section to describe workload and capacity re-

lations for both two-man (System 1A) and three-man (System 1B) sector
team operations under the NAS Stage A Base System.‘r

A, NAS Stage A Two-Man Sector Team Operation (System 1A)

Two RECEP formulations are used to assess simultaneously the team
(D and R controllers) and R controller workload limitations on capacity.
The first is a model of sector team operation based on measurements of
controller activities at the Atlanta and Los Angeles centers, which were

*
The tracker (T) position is termed the data/radar (D/R) position at the
Los Angeles Center.

f
Reference 4 contains further details regarding RECEP model structure
and control operations.




using the NAS Enroute Stage A3d.2 system (including RDP/FDP programs).
The second, a model of R controller operation, is also empirically
based, but is augmented with an inferentially derived description of
controller behavior, The R controller model is constructed in part by
allocating portions of the two-man team work to the R position,

2s Two-Man Team Workload

During previous observations of four sectors at the Los Angeles
Center, we identified control events and task behavior patterns and their
frequencies of occurrence and performance times.” Two basic sector con-
trol activities were differentiated: vroutine work and conflict processing
work,

Routine work is the use of standard control procedures and
techniques to {acilitate traffic flow through each sector. It is generated

in some form by every flight, and a sector team's routine workload varies

in direct proportion to the flow rate., On the other hand, conflict pro-
cessing work is the result of controller-perceived prospective violation

of the separation minima allowable between aircraft, [t is generated by

airvcraft interactions whose occurrences vary at a greater-than-direct
proportional rate with tratfic flow,

Two=-Man Team Routine Work

The following routine control functions were identified:

Control jurisdiction transfer

Traffic structuring

Pilot request

Pointout

General intersector coordination

General svstem operation.

The control jurisdiction transfer is the collection of
control events required to hand off an aircraft from one sector to another,

! Traffic structuring refers to the procedural-based, decision-making process
: of guiding aircraft through a sector, Pilot requests result in real-time
! flight modifications, adding work. Pointouts are actions required by a

sector team to retain control of aircraft briefly in or near another's
airspace. Ceneral intersector coordination includes those informational
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transfers that are performed to keep ccgnizant of multisector traffic
movement, but are not part of handoff, traffic structuring, pilot re-
quest, or pointout activities. General system operation refers to the
remaining activities not included in the above categories, activities :
such as equipment operation and flight data maintenance,

These functions provided an adequate basis for a first-
order calibration of sector team workload limitations on traffic capacity,
but they lacked sufficient operational detail to support subsequent pro-
ductivity evaluations of potential design modifications to ATC system
equipment. For this purpose, routine sector team activities were dif-
ferentiated on the basis of identifiable control events, each of which
represents the operational consequence of a specific set of task actions,

as shown in Table 1, FEach control event describes a recognizable opera-
tion, the workload contribution of which is placed in one of the following
task performance categories:

e A/G radio communication
e FDP/RDP operation

e Flight strip processing
e Interphone communication

e Direct voice communication,

The set of events identified in Table 1 includes the event
set observed at the Los Angeles Center, but is expanded to include events
observed at the Atlanta Center. The routine control events and the At-
lanta Center data observations arc described in Appendix A,

Routine Event Performance Times~-The individual task per-
formance times shown in Table 1 are stopwatch measurements of observed
minimum execution times at the Los Angeles Center. These represent sec-
tor team work capabilities during capacity tratfic conditions, when
controllers are assumed to be operating at peak efficiency. Spot checks
during the Atlanta Center data observations (where traffic was relatively
moderate because of two airline strikes) did not contradict the original {
Los Angeles Center task performance time data.

The basic events of Table 1 are a set of performance items
necessary for event execution; supplemental events are performed only
when required. For example, under the control jurisdiction transfer
function, the basic handoff acceptance event is performed silently and
requires 2 man-sec of FDP/RDP keyboard or trackball manual operation to




Table 1

ROUTINE EVENT MINIMUM PERFORMANCE TIME ESTIMATES
TWO-MAN SECTOR OPERATION
SYSTEM 1A--NAS STAGE A BASE

Mininum

Minimum Task Performance Time®
Routine Control Event Description (Ranzoec [task) Event
Perform-
ance
Flight | Inter- | Direct Time
Event Basic Event and Co:nﬁﬁni- Fg:il:x-n’ Q;:zf C:honei- cVoicei (ma:;st;:/
Function Supplemental Event cation ation cessing c'::lzgn :::::n; g
Control Handoff acceptance 2 1 3
jurisdiction Flight data update 3 3
transfer Intersector coordination 7 6 13
New flight strip preparation 10 10
. Handoff initiation-automatic i1 1
Manual initiation-silent 3 3
Intersector coordination 7 6 13
Traffic Initial pilot call-in 4 1 5
structuring Flight data altitude insert 3 1 4
Altitude instruction 4 2 6
Flight data altitude amendment 3 3
Intersector coordination 5 6 1B}
Heading instruction 5 2 7
Flight data amendment 10 10
Intersector coordination S 6 11
Speed instruction 5 2 7
Intersector coordination 5 6 11
Altimeter setting instruction 3 1 4
Runway assignment instruction 3 3
Pilot altitude report 5 2 7
Flight data altitude insert 3 3
Pilot heading report 5 2 7
Pilot speed report 5 2 7
Traffic advisory 4 4
Transponder code assignment 4 4
Flight data code amendment 3 2 5
Miscellaneous A/G coordination 5 D
Frequency change instruction 4 1 5
Intersector coordination 4 6 10
#ilot’ Altitude revision 6 2 8
request Flight data altitude amendment 3 3
Intersector coordination 5 6 11
Route/heading revision 8 2 10
Flight data route amendment 10 10
Intersector coordination 6 8 14
Speed revision 6 2 8
Clearance delivery 20 3 2 25
Miscellaneous pilot request 8 8
Pointout Pointout acceptance 7 8 15
Data block suppression 3 3
Pointout initiation 3 2 7 8 20
General Control instruction approval 5 6 11
intersector Planning advisory 5 6 11
coordination | Aircraft status advisory 5 6 11
Control jurisdiction advisory 6 6 12
Clearance delivery 2 20 6 28
Flight data update 3 3
General Flight data estimate update 1 3 4
system Data block/leader line offset 2 2
speration Data block forcing/removal 3 3
Miscellanecus data service 3 3
Flight strip sequencing/removal 2 2
Equipment adjustment 3 3

“rask performance time estimates are based on data collected at the Los Angeles Center.

-

Indicated value is double the measured direct voice communication time duration.
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effect the handoff and 1 man-sec of flight strip wmanual marking to record
its occurrence. In some cases, supplemental FDP keypunch operations are
necessary to input additional flight data, For instance, a sector team
receiving an aircraft taking off from a non-ARTS 111 equipped terminal
control facility would input an airport departure message to update the
FDP data file, This latter action, which requires 3 man-sec, is an ad-
ditional activity bringing the total time to 6 man-scc of sector team
work for these activities, A supplemental intersector coordination ac-
companying the basic silent handoff typically requires a 7-sec interphone
communication and a 3-sec oral message relay or consultation between the
R and D controllers, Since the oral consultation simultanecously consumes
3} sec of both controllers' time, this direct voice communication requires
6 man-sec of sector team work, which is shown in Table 1, On rare occa-
sions, an unexpected aircraft "pop-up" requires manual preparation of a
new paper flight strip, which consumes an additional 10 man-sec,

The basic handoff initiation event is automatically per-
formed by the NAS Stage A3d.2 computer system when an aircraft arrives
at some predefined location (preset by program parameters) at or near
sector boundaries, and requires only 1 man-sec of flight strip manual
marking by a controller. The supplemental 3 man-sec manual initiation
occurs when a controller prefers to hand off the aircraft at some loca-
tion other than that specified by the automatic handoff parameters.

All traffic structuring and pilot request basic events
are initiated by an A/G communication and generally include some form of
flight strip marking. The performance time of each A/G communication
task, which entails negotiation and confirmation between pilot and con-
troller, is measured from the beginning transmission to the ending trans-
mission for both parties and includes time devoted to decision making.
Similarly, interphone and direct voice communication includes both
decision-making and transmission time.

Flight strip marking is of two types: confirmation or
recording of a specific event by means of a written check mark or circle
on the flight strip, which takes 1 man-sec, and data updating, writing a
numeric speed, altitude, heading, or beacon code revision on the flight
strip, which takes 2 man-sec. In cases where altitude clearances do not
conform to current flight plans, the FDP flight data file is amended by
manual keyboard entry, FDP operations of this kind typically consume
} man-sec, but more elaborate entries, such as route data amendment,
take longer,

Although these manual task descriptions are characteristic,
two exceptions are noted under the general system operation function. The
flight data estimate update event requires the D controller to accept, by

10




means of a l-sec keyboard operation, FDP computer-generated flight data
messages on his computer readout device (CRD), and to copy the displayed
information (e.g., aircraft expected arrival time, airport departure
time, altitude route, or beacon code revisions); it takes at least 3 sec
to hand-copy this data onto proposal flight strips., The 2-sec flight
strip sequencing/removal event refers to the on-line manual arranging
and ordering of strips,

Routine Event Frequency--Seven sectors, representing dif-
ferent primary traffic flow charactervistics, were selected for observation:

e Sector 36 (Allatoona, ALU)--high enroute traffic,
FL330" and above.

e Sector 37 (Crossville, CSV)--departure transition
traffic, FL240-FL310.

e Sector 38 (North Departure, NDEP)--departure
traffic, FL120-FL230.

e Sector 41 (Norcross, OCR)--arrival traffic,
FL120-FL230.

e Sector 42 (Lanier, 2LI)--arrival transition,
traffic, FL240-FL310.

e Sector 46 (Commerce, 2CP)--low arrival traffic,
surface to FL110.

e Sector 52 (Hinch Mountain, HCH)--low enroute
traffic, surface to FL230.

One additional sector, 51 (Rome, RMG), representing an eighth traffic
flow characteristic-~low departure traffic, surface to FL110--was also
observed, but data collection was not successful because of faulty re-
cording devices,

The Atlanta Center sectors are configured in a radial
traffic flow design centered on the Atlanta terminal area. Four departure
corridors take climbing traffic from Atlanta to the north, east, south,
and west, while four arrival corridors take descending traffic into At-
lanta from the northeast, southeast, southwest, and northwest, Sectors
are structured stepwise along these corridors.

*
FL (flight level) is pressure altitude in hundreds of feet;
FL330 = 33,000 ft.
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Sectors 37 and 38 handle aircraft along the northbound
departure cov" lor, while Sectors 41 and 42 handle aircraft along the
arrival corric.r from the northeast, Sector 38 accepts outbound air-
craft, primarily airline flights, from the Atlanta Terminal Radar Con-
trol (TRACON), Sector 37 processes transitioning aircraft climbing out
of Sector 38, while Sector 42 processes transitioning traffic descending
into Sector 41, Sector 36 overlies Sectors 37 and 38 (as well as others)
and handles high cruising overflights as well as some transitioning air-
craft into and out of sectors below it,

Sectors 46, 51, and 52 differ from the above sectors in
that they handle primarily nonairline flights {n lower airspace. They
handle low overflights and transitioning traffic into and out of air-
ports outside the Atlanta terminal area. In addition, Sector 46, which
underlies Sector 41 in the northeast arrival corridor, processes traffic
into the Atlanta TRACON airspace. Similarly, Sector 51 (no data records
retained) underlies Sector 38 in the northbound departure corridor and
processes aircraft out of the TRACON airspace,

As expected, traffic control techniques vary from sector
to sector according to traffic flow characteristics and control require-
ments. The differences and similarities in control operations are il-
lustrated by the measurements of event frequencies summarized in Table 2,

Each frequency value is the ratio of the total number of events observed {

to occur in a sector over a long period of time to the total number of
aircraft generating the events; therefore, each frequency value is an
empirically derived representation of the expected rate of event occur-
rence associated with each aircraft, The data bases for these event
frequencies are described in Appendix A.

Routine Workload Weighting--The control event data measure-
ments provide a mechanism for estimating the team routine workload asso-
cilated with a sector flight., Calculated workload weightings for each
event are obtained by multiplying event performance times by appropriate

event frequencies, The resulting team (R and D controllers) routine
workload weightings by sector (as summarized in Appendix C) for Sectors

36, 37, 38, 41, 42, 46, and 52 are 51, 64, 77, 92, 66, 81, and 103 man=-sec/
aircraft, respectively,

b. Two-Man Team Conflict Processing Work

Aircraft conflict sftuations arise when there {s a prospec-
tive violation of the minfmum separation allowable between aircraft, Be-
cause preventfon of such situations requires corrective action in advance, .%
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4 » ROUTINE EVENT FREQUENCY ESTIMATES § |
3 ATLANTA CENTER, TWO-MAN SECTOR OPERATIONS £ |
3 SYSTEM 1A-~NAS STACGE A BASE |
|
| |
l Event Frequency per Sector (event/aircrafo) { ,‘
by Event m— ; |
Mintmum |
Routine Control Event k Performance Righ Departure o o ivire [Arrival Arsbeal L Lo 1
‘ Time? lntou:' Tut‘:;u ton 5 . Ty -u-t't ton | Arvival L0 ‘:uw
| (man-sec/event ) (36 on ;::‘m - 42 ! e I‘l:;\‘h
i Allatoona [Crossville Departure Noto ross Lanter lu--n. ® 1 doimriate
e A A SR A e et i S B Al SPSSSESOSTEIES! [ A o5 b
Contral juriadiction transfer | |
Handott acceptance L] 1.00 1.00 1.00 .00 100 1.00 L.
E Flight data update ] 0 \ 0 0 0 [\ 0
2 lntersector coordination 13 0 O 0.13 012 0 (UM R 0.99 {
New flight strip preparation 10 \) 0 0 0 0 0. 008 |
Handof( initiation-automatic 1 0.28% 0.17 0 0.29 0.4 0.2% 0.18
Manual initiation-s{lent 1 0.75 0.8) 1.00 0.71 0,60 0.7% o.82 | 1
lntersector coordination 13 0 [ 0.19 0. 06 0 0.58 0.5% !
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Tratfic structuring |
Initial ptlot call~fn S .00 1.00 1.00 100 .00 1.0 .00
Flight data altitude insert " 0 0 \ 0 0 o 009
Altitude (nstruction L 1.04 1.48 1,19 1.47 1.9% .08 | L0
Flight data altitude amendwent \ 0 0.09 [\ 0.88 0.10 0 | 0.18 |
[ntersector coord{nation 1 0 0,254 0.06 0.18 0.2% 0.2 | o
Headlng instruction ? 0.50 0.68 ) 0 0.82 0,30 0.1 | 0.8
Flight data route amendment 10 0.17 0,15 0 [\ o 0.08 | 0.09
b Intersector coordination 11 0 (U 0. 06 0. 06 0 0 000
1 Speed {nstruction ? 0 0 0 1,00 0.28 0 L\
Intersector coordination u 0 0.104 0 0.12 0.10 0 N {
% Altimecer secting tastruct toa 4 0 0 0.2% 0.9 0 0.2% 08
Runway assignment tnstruction ) \] \) 0 0 [\ ) N
PLloc altitude repoce | ? 0.1) 0.30 0.25 0.82 0.40 [ 548 |
Flight data altitude {nsert 3 0 0 0 0 0 \ u
Fllot heading report ? 0.08 0.26 0 0.41 0.18 0.67 064 |
Pllot speed report 7 0 0 0 0.24 0.10 [\ (UNU |
- Tratfic advisory 4 0.67 0.1? ] 0.06 0.3 0.17 0,09 |
Transponder cade assignment 4 0 0 0.19 018 Q0 J.08 (U T ;
Flight data code S 0 0 0 I\l 0 ) 018 {
Miscellaneous A/C coordination 5 0 0 0 Q v [USVEY (U
Frequency change Instruction | 1.00 1.00 1.00 1.00 1.0 1.00 L0
Intersector coordination 10 0.04 o 0 0 0 \ Q
s ¢ EPES SEN NSNS~ - et S5 Y-SR <Saie=E T - sntobeth |
Pllot request { |
Altitude revision 8 0.08 0.17 0 0.24 0,08 0.17 000
Flight data altitude amendment il 0.04 0.11 Q 0.1a 0,08 I\ 0
Intersector coord{nation 1 0.04 (L] 0 0. 00 \ 0 0 |
Route/heading revision 1 0.04 0 Q \ 0,05 0 0
Flight data route amendment 10 0.04 0 0 0 \ 0 Q |
Intersector coordination 14 \ 0.05% \ \ 0.0% 0 0 |
Speed revisfon 8 0 [\ [\ 0 0 ] [\l |
Clearance delivery 25 Q 0 0 0 Q Q 009
Mi{scellaneous pilot request 4 8 + 0 0 0 0 \} 0 (\}
Fotntout
Polntout acceptance 15 0 0.1 0.06 0 0,08 [UN\ ) [\}
Data block suppression il 0 0.1 0 [\ 008 [\ Q
Potntout tnittation 20 0.04 0.09 0.44 0.8 0,15 Q 018
General {ntersector coordination r
Control tnstruct ton approval 11 0.08 0. 30% 0. 56 0 0.0 0,58 (UL
Planning advisory 1 0.08 0. 10 0.1y 0. 24 0.10 (U R} Q
Atrcratt status advisory 1 0,08 0.10% 0.1} 0.18 0.1 .08 0.58
Control jurisdiction advisory 2 0.1 0.085% 0.19 0.29 0,08 017 (U £
Clearance delivery 2 0 o \) Q \} o8 018
Flight data update i} [\l \} (\} 0 Q Q a8
ral system operation
Flight data estimate update 4 <29 0.48 1.00 0.5 0.70 050 18
Data block/leader line offset 2 0.50! 0.50! 0.50 0.0t o.s0t 0,80t | o.sot
Data block foreing/removal ) 1.00t 100t 100! 100t 100t (L 100t
g Miscellaneous data service \ 0.2% 0.04 [\ 0.12 0.18 0,08 046
! FLIRRE strip sequencing/vemoval 2 v.00t v.oot v.00' v.oot v.oo! voot | ovooo!
1 Equipment adjustment \ o0.10t o.10t 0.0t 0.0t 0.0t oot | oaet ‘

-
Indlcated value estimated, assumed (dentical to Sector 42 of the Atlanta Center.

’lndluud value estimated, based oo data previcusly collected at the los Apgeles Center and on Atlanta Center obsetrvations,
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conflict avoidance by the controller necessitates a rather well-developed
capability to perceive potential conflict, to mentally project flight
trajectories. The R controller activities are detection and assessment,
and resolution of potential conflicts,

The detection and assessment task entails situation recog-
nition and action selection based on traffic data derived from PVD surveil-
lance and flight strips; the resolution is the issuance and negotiation of
control instructions by means of A/GC communication, Effective detection
and assessment depend, to a large extent, on judgment and familiarity with
procedures developed through control experience, Observations reveal that
journeymen R controllers have refined these capabilities to such a degree
that situation resolution instructions are typically issued when conflict-
ing aircraft first enter the sector (i.e., on first communication with
the R controller). The corrective actions, which usually occur five or
more minutes before violation would be imminent, are performed as soon as
possible to avoid possible controller distractions by other critical
situations.

Conflict Event Performance Time--Controller interviews and

review of videotaped actions reveal that two conflict reactions are perti-
nent to controller workload: potential crossing conflict and potential
overtaking conflict,

Crossing conflicts occur at the intersection or merging
of air routes, while overtakes occur along routes; in either case, air-
craft may be in climb, descent, or cruise. The charvacteristics of each
event that affect workload are distinguished by the time required to per-
form the detection and assessment and the resolution tasks (see Table 3),

The decision-making time (20 sec) devoted to detection is
the same for both conflict events, while the resolution task time of a
potential crossing conflict (40 sec) is twice that of a potential overtak-
ing conflict, This is because controllers generally rely on vectoring or
altitude revision to correct crossing conflicts and often later instruct
an aircraft to return to its original course,

Conflict Event Frequency=--SRI has developed a number of
simple mathematical relationships for estimating the expected number of
potential crossing and overtaking conflict events in a sector over a
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Table 3

CONFLICT EVENT PERFORMANCE TIME ESTIMATES
ATLANTA CENTER, TWO-MAN SECTOR CPERATION

SYSTEM 1A--NAS STAGE A BASE

Minimum Task
Performance Time

Minimum Event

Conflict Event (man-sec/task) e R
Time
Detection
and Assessment Resolution (man-sec/event)
Crossing 20 40 60
Overtaking 20 20 40

% ;
" Based on data collected at the Los Angeles Center and observations of

Atlanta Center operations.

specified time period.* These mathematical models relate the frequency

of conflicts to sector-specific parameters describing the aircraft flow

rates and speeds along each route, the separation minima, the intersec-

tion and merging angles between the routes, the numbers of intersections
and merges, the length of routes, and the number of flight levels at

which conflicts can occur.

events.

The mathematical formulations are structured
to reflect specific sector and traffic characteristics affecting conflict

The application of the modeling techniques to the seven
sectors is described in Appendix B and results in the conflict event

frequency factors shown in Table 4.

Since conflict event frequency is

related to the intersections of pairs of aircraft, rather than directly
to each aircraft, the factors estimate expected event occurrence as qua-
dratic or bilinear functions of hourly sector traffic flow.

*The models have been used on numerous occasions by SRI to evaluate
sector traffic capacities at various enroute and terminal area control
facilities, and they appear to be quite realistic representations of

observed traffic situations.

1«8
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Table 4

ESTIMATED FREQUENCY OF CONFLICT EVENTS PER SECTOR
ATLANTA CENTER, TWO-MAN SECTOR OPERATION
SYSTEM 1A--NAS STAGE A BASE

Conflict Event Frequency Factor

Sector [(conflicts/hr)/(aitcraft/hr)2]

Crossing Overtaking |
High enroute (36) 4.8 x 1073 0.9 X 1073
Departure transition (37) 4.4 x'1073 0.5 X 1073
Departure (38) 0 0.7 x 1073
Arrival (41) 2.7 x 1073 6.4 X 1073
Arrival transition (42) 3.5 X 1073 5.8 X 1072

Low arrival (46) 6.6 X 107> 0.7 X 107

Low enroute (52) 5.3 x 1073 4.3 x 1073

Conflict workload weightings analogous to routine workload
weightings [i.e., (man-sec/hr)/(aircraft/hr)?2) may be obtained by multi-
plying the conflict event performance times by the appropriate frequency
factor.

2, Radar Controller Workload

A RECEP formulation similar to the team model was developed to
describe R controller workload under two-man sector operation. R con-
troller items of work are surveillance, routine work, and conflict pro-
cessing.

a. R Controller Surveillance Work

Surveillance activities could not be adequately measured
during the field observation and, therefore, are not included in the
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calibration of team workload., However, since routine PVD surveillance
is an important R position responsibility, we formulated assumptions
regarding surveillance frequency and time duration.

Information on PVD surveillance was developed from inter-
views with controllers and reflects their perceptions. To maintain a
mental picture of traffic movement, they are likely to look at an air-
craft's data display once every minute, 1 to 1.5 sec/look being sufficient
time to identify aircraft and recognize situations. The assumptions--
1.25 sec/look and 1 look/aircraft-min--result in the surveillance workload
weightings presented in Table 5.

ek ol e

It is reasonable that the rate of surveillance work per
aircraft is sensitive to the size of the sector; aircraft are in Sectors
37 and 46 for longer periods than in the other sectors, and they generate
proportionately more surveillance work,

Table 5 ]

R CONTROLLER SURVEILLANCE WORKLOAD WEIGHTING, BY SECTOR
ATLANTA CENTER, TWO-MAN SECTOR OPERATION
SYSTEM 1A--NAS STAGE A BASE

Aircraft Average Surveillance 1
Sector Transit Time Workload Weighting*
: (min) (man-sec/aircraft)
*.
E ~ High enroute (36) 20 25
| Departure transition (37) 21 26.25 :
‘ Departure (38) 12 15
Arrival (41) 19 23.75
Arrival transition (42) 18 22.5
Low arrival (46) 21 26.25
Low enroute (52) 14 17.5

*
Based on 1,25 man-sec/aircraft-min.
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b. R Controller Routine Work

During intense traffic activity, the R controller concen-
trates on the traffic in his sector, primarily occupying himself with
basic traffic structuring, pilot requests, and equipment operation, |
As a result, he performs all A/G communications as well as tasks associated
with active flight strips (including all traffic structuring and pilot
request flight strip processing), various RDP-related actions, and his
half of direct voice communications. The resulting task performance times
are shown in Table 6. Workload weightings based on the event frequencies
of Table 2 are summarized in Appendix C for both the two-man team and the
R controller alonme.

c. R Controller Conflict Work

The two-man conflict processing workload is allocated en-
tirely to the R position.

3. Workload Modeling

Both the two-man team (R and D controllers) and R controller
workload models were developed during the Los Angeles Center case study.
The team model is based on data measurements of observed routine and
conflict processing controller activities (as described in the preceding
paragraphs) and is used to estimate the sector control team workload time
devoted to these activities as a function of traffic flow rate. Sector
team workload time, Wy, measured in man-min/hr, is calculated using an
additive model of the work components:

2 2
= + +
W=k N+ N kN .

where

N is the number of aircraft/hr through the sector.

k, is the team routine workload weighting, measured in man-min/
aircraft,

k, is the crossing conflict workload weighting measured in
(man-min/hr)/(aircrafr/hr)z.

k, is the overtaking conflict workload weighting measured in
(man-min/hr)/(aircraft/hr)z.
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Table 6

R-CONTROLLER EVENT MINIMUM PERFORMANCE TIME ESTIMATES
TWO-MAN SECTOR OPERATION
SYSTEM 1A--NAS STAGE A BASE

Rout ine

Control Event Description “,

Minimum Task Pertormance

Event
Function

Basic Event and
Supplemental Fvent

A/G

cation

FDP/RDP

Communi-| Oper-

ation

Flight TEnter-

(man-sec/task)

Time

Strip phone

Pro- [Communi-
cessing | cation

Direct
Voice
Communi-
cation

Minimum
Event
Perform-
ance
Time
(man-sec/
event)

Control
jurisdiction
transfer

Handoff acceptance
Flight data update
Intersector coordination
New flight strip preparation
Handoff initiation-automatic
Manual {nitiation-silent

Intersector coordination 4

Traffic
structuring

Initial -pilot call-in
Flight data altitude insert
Altitude instruction
Flight data altitude amendment
Intersector coordination
Heading instruction
Flight data amendment
Intersector coordination
Speed instruction
Intersector coordination
Altimeter setting instruction
Runway assignment instruction
Pilot altitude report
Flight data altitude insert
Pilot heading report
Pilot speed report
Traffic advisory
Transponder code assignment
Flight data code amendment
Miscellaneous A/G coordination
Frequency change instruction
Intersector coordination

v

& w»on

-~

w

"

]

(NS

O e

-~ w

N B e N

RS RV R

Pilot’
request

Altitude revision
Flight data altitude amendment
Intersector coordination
Route/heading revision
Flight data route amendment
Intersector coordination
Speed revision
Clearance delivery
Miscellaneous pilot request

re %)

roro

ro

Pointout

Pointout acceptance
Data block suppression
Pointout initiation

>

=

General
intersector
coordination

Ueneral
system
operation

Control instruction approval
Planning advisory
Aircraft status advisory
Control jurisdiction advisory
Clearance delivery

Flight data update |
Flight data estimate update
Data block/leader line offset
Data block forcing/removal
Miscellaneous data sorvice
Flight strip sequencing/removal

W W W Wl

-

Equipment adjustment
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Using the team workload model to construct the R controller
model, we allocated (as described in the preceding paragraphs) portions
of the team's routine work and all conflict processing work to the R
controller and inferentially derived R controller surveillance work,

R controller workload time, WR, measurcd in man-min/hr, is calculated
using the additive model of the work components:

) 2
= k/'N + T+ T+
Wp = kN + kN kN k,N :

where
N, k,, and k‘ are described as above for the team model.

k! is the R controller routine workload weighting in man-min/
aircraft,

k, is the surveillance workload weighting in man-min/aircraft,

“+

The importance of the workload component structure of the team
and R controller models is the capability to distinguish the control work
requivements of different sectors in a manner that is sensitive to each
sector's operational characteristics., Sector routine workload (kN or
k{N\ increases in direct proportion to the traffic flow rate, but varies
from one sector to another depending on the pattern of traffic flow
through each sector as well as each sector's procedural rules. For ex-
ample, the routine workload weighting (ky or k{) for an arrival sector
(where vectoring instructions are frequent) would differ from that of a
high enroute sector (where vectoring is not as frequent),

Recall that surveillance workload weighting (k,) increases in
direct proportion to sector flight time; therefore, surveillance workload
(kyN) is sensitive to the geographic size of a sector as well as the
traffic flow rate, Potential crossing and overtaking conflict workloads
\k,Nz) or k,N?) increase with the square of the traffic flow rate. The
conflict workload weightings (k2' k3\ calculated for one sector would diff
from those of another, depending on the complexity of each sector's route

tructure and its procedural rules. In particular, the derivations of
the conflict workload weightings (using the conflict event frequencies
as described in Appendix B) can model a variety of aircraft crossing and
merging situations including level/level, level/climb, climb/climb,
level /descent, and so forth,

The structure of the workload model equations ecnables us to
differentiate the traffic capacities of various sectors based on workload
characteristics, Our capacity estimation procedurc is described in the
following paragraphs, As part of this description, we will briefly show
how we calibrated the team model of observed sector capacities. The
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calibrated team model is 'descriptive" in nature and, analogous to re-
gression analysis, empirically relates observed data (controller activi-
ties) to an outcome (sector capacity). The R controller model is an
attempt to develop a ''causative'" model of controller behavior by account-
ing for all the work associated with this position. It was therefore
necessary to include inferentially derived (from controller interviews)
surveillance workload, which is not based on observed data. A similar
attempt to derive a causative model for the D controller was not success-
ful because we could not determine with certainty his surveillance re-
quirements (complicated by D controller requirements to respond to R
controller, PVD, CRD, and FDP activities).

4, Sector Traffic Capacities

We use workload to define the traffic capacity of a sector;
in doing so, we assume that the number of aircraft that can be handled
through a sector during any given time is limited by controller or con-
trol team capability to perform required communication, data maintenance,
and decision making. Our observations of sector operations indicate that
there is a maximum total time that a controller or control team can spend
performing control tasks. During the Los Angeles Center case study, we
calibrated the two-man sector team workload model using interviewed con-
trollers' estimates of sector capacities and found that 66 man-min/hr of
, team routine and conflict work corresponded to reported capacities measured
in aircraft/hr.® Using the calibrated Los Angeles Center sector capaci-
ties, w: determined that the R controller workload threshold is 48 man-
min/hr,

We use these previously established workload thresholds--66 man-
min/hr for the two-man sector team and 48 man-min/hr for the R controller--
to estimate capacities for the seven sectors observed at the Atlanta Center.
We simultaneously apply the team and R controller model to each sector to
determine which one (team or R controller) constrains sector capacity.

The capacity estimation procedure is to calculate team and R controller
workload for successive 5 aircraft/hr increments in traffic flow, and to
interpolate the sector traffic capacity corresponding to the critical
workload threshold. The resulting point estimates of sector capacities
obtained by both models are shown in Table 7. Sectors 36, 37, 38, 41,

42, and 46 are constrained by the R controller workload that results with
capacity estimates of 42, 38, 50, 30, 37, and 35 aircraft/hr, respectively.
\\\\\ Sector 52 is constrained by the team workload that results with a capacity
\\\egtimate of 33 aircraft/hr.




Table 7

SECTOR TRAFFIC CAPACITY ESTIMATES
ATLANTA CENTER, TWO-MAN TEAM OPERATION
SYSTEM 1A--NAS STAGE A BASE

Sector Capacity (ai;crafglhr)
Sector Controller SRI Workload Model
Estimate* R-D Team' R Controller¥

High enroute (36) 40-45 57 428
Departure transition (37) 35-40 50 38 ¢
Departure (38) 45-50 50 50§
Arrival (41) 30-35 38 308
Arrival transition (42) 35-40 46 378
Low arrival (46) 30-35 40 358
Low enroute (52) 30-35 338 35

*
Controller estimates of sector capacities obtained during interviews at
Atlanta Center.

The two-man team capacity is that hourly traffic rate that generates
66 man-min/hr of team routine and conflict work.

The R controller capacity is that hourly traffic rate that generates
48 man-min/hr of R controller routine, surveillance, and conflict work,

§

SRI sector capacity point estimate.

For comparison, we also show in Table 7 the sector capacities
estimated by Atlanta Center controllers. These estimates, obtained in
interviews during our data collection effort, correspond to our workload
modeling~based capacity estimates. In a subsequent review of our capacity
estimates, an Atlanta Center supervisory staff member evinced general
agreement, However, he conjectured that our capacity point estimates for
Sectors 36 and 38 may be slightly high by a few aircraft/hr, while the
estimate for Sector 41 may be low by about five aircraft/hr. Since the
use of these estimates is to provide a baseline for relative productivity
of enhanced systems, these small capacity differences will not measurably
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affect subsequent comparisons in the report, Therefore, we will use the
point estimates derived by the workload models and the capacity thresholds
of 66 and 48 man-min/hr for the two-man team and the R controller, re-
spectively.

B. NAS Stage A Three-Man Sector Team (System 1B)

Three-man sector teams were not in operation during our scheduled
data collection periods, and modeling of their task activities is based
on controller interviews" and observations without data collection of
three-man operntions.l'a Controllers report that this manning strategy
requires the T controller to work closely with the R controller, while
the D controller is operating in a less reactive role. The T controller
performs the time-critical, FDP/RDP manual operations in reaction to R
controller actions and assists in flight strip processing. The D con-
troller performs much of the interphone communications and the less
traffic-reactive FDP/RDP manual operations (e.g., flight data estimate
updating) and flight strip processing (e.g., sequencing/removal), We
note that at the Atlanta Center the T controller is physically situated
between two adjacent sector consoles so that he can use both sectors'
FDP/RDP keyboards to manually initiate and accept handoffs between the
two sectors., However, in this so-called "half-man" operation, his pri-
mary function during busy periods is to directly support only one of the
two R controllers, taus effectively being integrated into the control
operations of one sector team,

Since the R-T control operation is similar in structure to the
R-D team operation of the two-man sector manning strategy, the 66 man- {8
min/hr workload limit is assumed to apply to the R-T team., The cor- I
responding R-T team routine event performance times are shown in Table 8,
Tasks performed by the D controller are not included in this model formu-
lation as his workload will not constrain traffic capacity,.

The 48 man-min/hr workload limit applies to the R controller, R con-
troller task allocations are similar to those described for the two=-man
operation except for transfer of some traffic structuring flight strip
processing and FDP/RDP operations to the T controller. We assume that
the T controller will take over the flight strip processing associated
with the altitude instruction and transponder code assignment events
(in conjunction with the FDP/RDP manual tasks required for these events),
as well as the FDP/RDP manual operations for pointout acceptance-data
block suppression and data block/leader line offset events (which parallel
his handoff activities).




Table 8

R-T TEAM ROUTINE EVENT MINIMUM PERFORMANCE UIME ESTIMATES
ATLANTA CENTER, THREE-MAN SECTOR OPERATION
SYSTEM 1B--NAS STAGE A BASE

! r Minimum Task Performance Time" Min{mun ’
! Routize Control Event Description (Bifi-tec/task) ‘Evem i
! Pertorm-
o e s e T o] i,
H . Flight nter- rect me
Event Ras{c Event and Co:ﬁnl- l‘:;:i:{“' Sakip phosa Wodoa hpednd
Function Supplemental Event sation | etion|. Tro= [Communi- c""'““"‘; evest) ‘
- ST ST SRS i : ceasing | cation | catfon®|
Control Handoff acceptance 2 1 3
jurisdiction Flight data update 3 k]
transfer Intersector coordination 0N 6(13)
New flight strip preparation 0(10) aq10)
Handoff initiation-automatic 1 1
Manual iniciation-silent 3 3
Intersector coordination ? 6 13
Traffic In{tial pilot call-in 4 1 5
structuring Flight data altitude insert 3 1 4
Altitude {nstruction 4 2 6
Flight data altitude amendment 3 3
Intersectoy coordination 0(5) 6 6(11)
Heading instruction 5 2 7
Flight data amendment 10 10
Intersector coordination 0(S) 6 o(ll)
Speed instruction 5 2 ?
Intersector coordination 0(5) 6 6(11)
Altimeter setting instruction 3 1 4
Runway assignment instruction 3 3
Pilot altitude report b 2 4
Flight data altitude insert 1 3
Pilot heading report 3 2 7
Pilot speed report 5 2 ?
Traffic advisory 4 4
Transponder code assignment 4 4
Flight data code amendment 3 2 5
Miscellaneous A/G coordination S 5
Frequency change instruction 4 1 5
Tntersector coordination 0 (4) 6 6 (10)
Pilot Altitude revision 6 2 8
request Flight data alt{tude amendwent 3 A
Intersector coordination 0(5) 6 61
Route/heading reviston 8 2 10
Flight data route amendment 10 10
Intersector coordination 0(6) 8 8(14)
Speed revision o 2 8
Clearance delivery 20 3 2 25
Miscellaneous pilot request 8 3
Pointout Pointout acceptance 0 8 8(15)
1 Data block suppression 3 3
¥ Pointout fnitiation L) 2 ? 8 29 J
Pe— A R S R S i "
General Control fnstruction aporoval 0(s) 6 6(11)
intcrsector | Planning advisory 0(5) b 6(11)
lcoordination | Afrcraft status advisory 0(s) 6 6(11)
| Control jurisdiction advisory 0(6) ) 6012
| Clearance delivery 0() 020 o 6(28)
' Flight data update (\T&A o
SR W R N S S TR S RSC TR SR o SRS AR ST
eneral Flight data estimate update oY | o) 0L
[system Data block/leader line offset 2 2
operation Data dblock forcing/removal 3 K
| Misce'laneous data service 3 3
Flight strip sequencing/removal 0 [
| Equipment adjustment ] 3 i 3
Revised Svatom LA pevfomance times are indicated tn parentheses,
Indicated value 1s double the moasured ditect voice communication time duration,
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Conflict processing and surveillance work are the same as those
described for two-man sector operations, Routine event frequencies are
as shown in Table 2, and routine workload weightings are summarized in
Appendix C,

Sector traffic capacity is the traffic flow rate that generates the
quantity of work corresponding to the R-T controller team (66 man-min/hr)
or R controller (48 man-min/hr) workload threshold, whichever is critical,.
Under three-man sector operations, the capacities of Sectors 36, 37, 38,

41, 42, 46, and 52 are 44, 42, 55, 32, 40, 37, and 37 aircraft/hr, re-
spectively. 1In each case, the R controller (48 man-min/hr) limits capacity.
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III ENHANCEMENT SYSTEMS

In this section we describe the technological and operational aspects
of various proposed UG3RD enhancement features and assess their impacts
on sector workload and traffic capacity. These features are:

e Automated data handling

e Enroute metering

e Automated local flow control

e Conflict probe

e Area navigation (RNAV)

e Discrete Address Beacon System (DABS) data link

e DABS-based intermittent positive control (IPC).

The enhancement feature descriptions are based on documents®’’
describing the FAA engineering and development plan for enroute ATC and
the UG3RD ATC System, on consultations with Los Angeles Center personnel,
and on our experience and judgment., The descriptions are SRI's views on
how the various features might be implemented in an operational enroute
environment and do not necessarily conform to the referenced documentation.

We consider each feature, in the order of the above list, to be in-

crementally added to the preceding feature. The current NAS Stage A
System described in the preceding section is taken to be the base system.

A. Automated Data Handling (System 2)

Automated data handling includes the implementation at sector posi-
tions of the following automation items:

e Electronic tabular flight data display
e RDP/PVD refinements.
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1. Electronic Tabular Flight Data Display ‘%

The tabular display is the major item of interest because of
its impact on sector controller activities and its sector configuration
redesign implications. The tabular display, an electronic alphanumeric
presentation of flight data currently printed on the paper flight strips,
would replace the flight progress board. The display is assumed to be
refreshed automatically by the FDP computer system and to be accessible
by sector team keyboard entry devices. It is designed to eliminate manual &
flight strip processing by consolidating all on-line data presentation
and maintenance into an FDP computer-interactive format (thus nullifying
current system requirements to simultaneously perform redundant FDP and
flight strip processing operations) and to facilitate sector team hand-
off and pointout operations.

Use of the tabular display would affect control work by altering
the task performance items as shown in Table 9. For example, the FDP com-
puter system is capable of recognizing handoff initiation and acceptance
events and automatically indicating their occurrence on a tabular display
of flight data for each aircraft. This capability eliminates the 1 man-
sec manual recording on flight strips of a handoff event. However, prepa-
ration of new flight files for unexpected aircraft pop-ups must still be
performed (obtained from Table 1 by transforming the associated 10 man-sec
flight strip processing task into an FDP operation of equal time duration).
Silent handoff initiation could be manually performed by a 1 man-sec
"button pushing' operation on the aircraft's electronic flight data tabu-
lation, rather than the current 3 man-sec FDP/RDP operation.

For traffic structuring and pilot request events, the R con-
trollers' flight strip processing tasks become D controller FDP operations.
Event recording tasks (i.e., recording the occurrence of a pilot call-in,
altimeter setting, or frequency change instruction) are assumed to be ac-
complished by simple direct entry devices on the tabular display; they
would not take longer than the current (flight strip) performance times
of 1 man-sec each. Since current FDP data entries require 3 man-sec to
perform the necessary keyboard operations, this value is assumed to apply
to data entry operations using the tabular display. Therefore, implemen-
tation of the tabular display would actually increase data entry operations
by 1 man-sec relative to current flight strip entries. The 3 man-sec data
entry time may be a pessimistic estimate if one considers the possibility
of designing improved man-machine interaction devices as part of the tabu-
lar display, but it is nevertheless adopted for lack of more precise data.
The FDP operations required for accepting handoffs could also give a visual
signal (e.g., blinking light) from the aircraft's flight data tabulation,
which could be removed by pushing a button upon issuance of the radio
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Table 9

R-D TEAM ROUTINE EVENT MINIMUM PERFORMANCE TIME ESTIMATES
TWO-MAN SECTOR OPERATION
SYSTEM 2--AUTOMATED DATA HANDLING

Minimum Task Performance Time* Minimum
Routine Control Event Description Caancsec/task) Event
Perform-
ance
Flight | Inter- | Direct Time*
Event Bas{c Event and Ca:n/n(:nl— Fg:::fp S:::P Cz:::‘i Cvo*cei (l“:;::il
. ni- |Communi-~- e
Function Supplemental Event cation ation ansainall carton. | carinot
Control Handoff acceptance 2 o(1) 203)
jurisdiction Flight data update 3 3
transfer Intersector coordination 7 6 13
New flight strip preparation 10(0) 0(10) 10
Handoff initiation-automatic 0(1) 0(1)
Manual initiation-silent 103) 1(3)
Intersector coordination - 6 13
Traffic Initial pilot call-in 4 1(0) 0(1) 5
structuring Flight data altitude insert 3 0(1) 3(4)
Altitude instruction 4 3(0) 0(2) 7(6)
Flight data altitude amendment 0(3) 0(3)
Intersector coordination 5 6 11
Heading instruction 5 3(0) 0(2) 8(7)
Flight data amendment 1o 10
Intersector coordination ) 6 11
Speed instruction 5 3(0) 0(2) 8(7)
Intersector coordination 8 6 11
Altimeter setting instruction 3 1(0) 0(1) 4
Runway assignment instruction 3 3
Pilot altitude report 5 3(0) 0(2) 8(7)
Flight data altitude insert 0(3) 0(3)
Pilot heading report 5 3(0) 0(2) 8(7)
Pilot speed report 5 3(0) 0(2) 8(7)
Traffic advisory 4 4
Transponder code assignment 4 4
Flight data code amendment 3 0(2) 3(5)
Miscellaneous A/G coordination 5 5
Frequency change instruction 4 1(0) o(1) 5
Intersector coordination 4 6 10
Pilot’ Altitude revision 6 3(0) 0(2) 9(8)
request Flight data altitude amendment 0(3) 0(3)
Intersector coordination 5 6 I
Route/heading revision 8 3(0) 0(2) 11(10)
Flight data route amendment 10 10
Intersector coordination 6 8 14
Speed revision 6 3(0) 0(2) 9(8)
Clearance delivery 20 3 0(2) 23(25)
Miscell pilot request 8 8
Pointout Pointout acceptance 3(0) 0(7) 0(8)f 3(15)
Data block suppression 3 3
Pointout initiation 3 0(2) 0(7) 0(8) 3(20)
General Control instruction approval 5 6 11
intersector | Planning advisory 5 6 11
coordination | Adircraft status advisory o 6 11
Control jurisdiction advisory 6 6 12
Clearance delivery 0(2) 20 6 26(28)
Flight data update 3 3
General Flight data estimate update 1 0(3) 1(4)
systen Data block/leader line offset 2 2
loperation Data block forcing/removal 3 3
Miscellaneous data service 3 3
Flight strip sequencing/removal 0(2) 0(2)
Equipment adjuatment 3 3

*
Revised System 1A performance times are indicated in parentheses.

f
Indicated value is double the measured direct voice communication time duration.

29




B S

frequency change. We assume that a 1 man-sec manual button push would
replace the current 1 man-sec flight strip marking associated with a
frequency change instruction.

Although FDP/RDP keyboard pointout currently forces a data
block display onto the recipient sector's PVD, no similar means is avail-
able to silently accept the pointout. The receiving sector has no flight
strip on the aircraft in question, and verbal intersector communications
are used to transmit needed flight data as well as to confirm pointout
recognition. This data transferral could be effected by simultaneously
forcing pertinent flight data onto the receiving sector tabular display
when pointout initiation is performed, thus negating the need for the
interphone and associated intrasector voice consultations., As shown in
Table 9, acceptance of the pointout is assumed to be conducted by means
of an FDP/RDP operation taking 3 man-sec.

Important reductions in general system operation work associated
with D controller operations are attributed to the tabular display's poten-
tial for eliminating much of the manual flight data estimate update and
flight strip sequencing/removal activities. The FDP computer system could
automatically transfer flight data updates to the tabular display. The
only action required by the D controller would be an FDP keyboard opera-
tion to acknowledge receipt of the update message--a single action cur-
rently taking 1 man-sec. A computer-driven tabular display would be
capable also of automatically sequencing and removing the flight data
presentations, thus eliminating the manual flight strip arranging opera-
tions currently conducted by the D controller.

Assuming that these operations can be successfully incorporated

into a tabular display design,* we find it clear that the flight strip
printing process and the A controller would no longer be needed.

2. RDP /PVD Refinements

Two minor system modifications are meant to eliminate certain
activities performed by the R controller to adjust the PVD. These are
an automatic data block/leader line offset and revised automatic data
block forcing/removal.

The intent of the automatic data block/leader line offset is
to eliminate the RDP-related manual keyboard operations performed to re-~
duce PVD clutter caused by overlapping alphanumeric data presentations.

*
Fault tolerance based on mini- or macro-computer backup is discussed in
Reference 4.
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At present, radar target data block displays are automatically
removed from the PVD according to parameters set for the NAS Stage A
System. These parameters specify the time after handoff acceptance at
which data blocks are removed from the handoff initiator's PVD, In many
cases, the controller initiating handoff would prefer to retain the data
block display for a longer time even though an aircraft is no longer under
his jurisdiction (e.g., to be able to distinguish a sector's outgoing from
incoming aircraft), and he forces the data block display back onto his PVD
by means of manual RDP keyboard operations. A parameter setting sensitive
to the data block display retention requirements of individual sectors
would eliminate these manual RDP operations.

The effects of these features on the frequencies of routine
control events are presented in Table 10. ALl occurrences of manual data
block/leader line offset and data block forcing/removal are assumed
eliminated.

3. Sector Traffic Capacities

Conflict processing and surveillance work allocations are as
described for System 1A in Tables 3, 4, and 5. Similarly, System 2 team
and R controller routine work is allocated as in System lA, and resulting
workload weightings are summarized in Appendix C. Using the corresponding
workload models, the capacities of Sectors 36, 37, 38, 41, 42, and 46 are
constrained by the R controller and are 47, 45, 66, 34, 43, and 40 air-
craft/hr, respectively. Sector 52 is constrained by team workload to
38 aircraft/hr.

Since automated data handling eliminates significant manual
task activities, only negligible additional capacity gain can be achieved
by using a three-man operation. The tabular display automation performs
much of the work that would otherwise have been off-loaded onto the third
man. This latter sector manning strategy is not further considered.

We note that since A controllers are no longer needed, the

tabular display reduces the typical sector manning level from 2.5 to 2.0
controllers/sector.

B. Enroute Metering

Enroute metering is viewed as an extension of terminal metering and
spacing, which is a device planned for use by feeder controllers for
maximizing airport runway utilization. Enroute operational impact would
be procedural in that preferential routes and flow restrictions (e.g.,
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Table 10

ROUTINE EVENT FREQUENCY ESTIMATES
ATLANTA CENTER, TWO-MAN SECTOR OPERATIONS
SYSTEM 2--AUTONATRD DATA NANDLING

: [-'Ilol request

’ . i |
Bashs Event Frequeacy per Sector (event ‘aircraft) |
Minisus |
High Departure Arrival Low Low !
AN SenE Reeay ~'::""' Enroute | Tramssct Departure| Arrival | prensitsoh Arrival | Enroute
(eansno/ovent) (36) an ;::. 4 (a) (46) :a::r
Allatoons | Crossville| Departy Norcross Langer Comme rce catati
Aootral furtsdiction transfer |
‘ M0ET Cceptance 2 | 1.00 1.00 . ™ 1.00 1.00 1.00 i.00
Flight dats update 3 o 0 o o 0 o o
{ Intersed tor coordination ) 23 0 o 0.1 0,12 0 0,33 0,99
| New flight strip preparation 10 [ [ g 0 Q@ .17 0,09
Mandoff inttiation-automatic o 0,35 0.17 o a.29 0.40 0,25 0.8
Manual inttiation-silent 1 0.78 0.83 1.0 o.n 0,60 0.75 0,82
| Intersed tor coordination 13 0 0 0.19 0,06 o 0.58 0,55
I Traffic structurting
Inttial pilot call=in 5 1.0 1.00 1.00 1.00 1,00 1.00 1,00
Flight data altitude insert 3 o o0 o 0 o 017 0,09
Altitude instruction 7 1.04 1.48 1.19 1.47 1,95 1.08 1,00
Flight data altitude amendment o 0 0.09 Y 0.88 a0 o 0,18
Intersector coordination 1 0 0.3 0. 06 0. 18 0.25 0.2% 0,27
Neading instruction L) 0, 50 0. 65 1.3 0. 82 0, 30 0.17 0,45
Flight data route amendment 10 [ 0,13 o o 0 0,08 0,09
l Intersector coordiastion 1 0 0 0.06 0.06 0 0 0.09
Speed Lnstruction ] [\ 0 0 1.00 0.25 o o
Intersector coordination 11 o 0.10 0 0.12 0.10 0 0\
Altimeter setting instruction 4 J [ 0.35 0.94 (\ 0.2% 0,18
Runway assighment instruction 3 [ 0 o (4 o o 0
f Pilot altitude report 8 0.13 0.30 0.35% 0. 82 0,40 0.9 0,45
{ Flight data altitude insert 3 [\ o [\ 0 0 [ 0
| Pilot heading report 8 0,08 0.36 o 0. 41 0.15 0.67 0. 64
| Pilot speed report a 0 [\ [\ 0.24 0,10 [\ 0,08
Traffic advisory 4 0.67 0.17 [\ 0.06 0, 30 0.7 Q0,09
Tr ponder code assi t 4 @ o 0.19 0.18 0 0.08 0,18
{ Flight data code 3 [\ o o o o 0 0,18
Miscellaneous A G coordination 5 0 0 o 0 o .08 Q.o
‘ Frequency change instruction 3 1.00 1.00 1,00 .00 1,00 1.00 1.0
l Intersector coordination 10 0.04 o [\ o [\ \) o
| Altitude revistion L] 0. 08 0,17 o 0.24 0. 08 017 (U
FLIgAht data altitude amendsent [\ 0.04 0,13 o 0. 18 0,08 I\ 0
| Intersector coordination 11 0. 04 o o 0. 06 0 |} o
| Route headiog reviston 1 0.04 o o o 0. 0% 0 0
1 Flight data route amendment 10 0.04 0 [\ o o a Q
! Intersector coordination 14 o 0.03 L ) 0.08 o [\
! Speed revision ° [\ 0 J o o I\ 0
i Clearance delivery PR [\ o o o o 0 0,09
| Miscellaneous pilot request 1] [\ 0 0 o [\ [\ o
Mointout |
ointout acceptance 3 I\ 0.13 0. 06 0 0,08 0. 08 0 i
Data block suppression 3 [\ 0,13 o 0 0. 08 o o
Pointout ini‘tation 3 0.4 0.09 0. 44 { LA L) 018 o 0. 18
General intersector coordination i |
Control instruction approval 11 0,08 0, 30 0,56 ! [UNK ) 0, 30 0. 58 0. 36 |
Planning advisory 1n 0.08 010 013 0.34 0.10 0,32 0
Alrcraft status advisory 11 0. 08 a.10 a1 018 0.10 0. 08 0.5 }
Control jurisdiction advisory 12 0,13 o, 019 0.29 0,08 0T 0,18 \
Clearance delivery 6 o o o o 0 0. 08 O, 18 {
FlLight data update 3 o o 0 0 [\ o [LARE
General system operation
! Flight data estimate update 1 0. .39 0, 4 100 0.5 0,70 0. % 1,18 |
! Pata block leader line offset 2 0. 00(2. 50) P 000, 30) p. 00(0. 30) L 00(0, 30) . 00(0. 50) P, 00(0, 1)) (0. 000, 30) |
' Data block forcing removal a 0,00(1, 00) 0. 00(1.00) §.00CL. 00) §.00¢(2, 00) P OOCL. 00) P.OOCL, 00) JO. 0O( 1, 00)
Miscellaneous data service 3 0.28 0.04 o 012 015 0. 08 (ANR
Flight strip sequencing removal o 3.0 100 o0 300 3,00 300 KN
Fquipment #djustment 3 o to a1 0.10 010 010 010 o0
L... ——
Revised System [A event frequencies are shown (o parentheses.
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in-trail separations, speed restrictions, enroute holding) would conform

to terminal metering specifications. Without more advanced automation

such as data link, we do not envision significant time-over-fix sequencing
by controllers of arrival aircraft on an inbound route in the enroute air-
space; the additional decision making and A/G communications required to
precisely control time-over-fixes or to reorder aircraft would be prohibi-
tive and could be disruptive to routine traffic flow procedures. (Sequence
ad justments might be made as required at route merge points or during turn-
ing movements in the terminal airspace where more precise aircraft/runway
situation data are available).

The difference between enroute metering and current operations would
be the use of more dynamic procedural rules to guide the rate of aircraft
handoffs from the enroute to the terminal control facilities. Procedural
changes (e.g., in-trail separation revisions) could be coordinated by the
facility flow controller. However, since procedural changes would be
generated by computer, they could be transmitted directly to sector posi-
tions by means of the electronic tabular display or the CRD.

Since analogous although less dynamic procedural requirements are
currently in effect,* we do not envision significant sector capacity im-
pact from enroute metering. Even though we will not further examine this
enhancement feature, we recognize that it could provide important support
to terminal operations. Therefore, enroute metering could be considered
as an incremental enhancement to the tabular display system, but with
negligible impact on enroute sector capacity.

C. Automated Local Flow Control (System 3)

Automated local flow control is analogous to enroute metering but
is designed to maximize sector capacity utilization. The real-time high-
integrity data processing capabilities of NAS Stage A, in conjunction with
computerized traffic assessment devices, enable the implementation of this
enhancement.,

We had previously performed a preliminary evaluation of such a con-
cept and found it to be a promising means for achieving productivity gains.?

*At the Atlanta Center, the flow controller monitors a centerwide presen-
tation on a PVD, coordinates (by means of interphone) with the Atlanta
TRACON and the center's area officers, and negotiates aircraft metering
rates into the terminal airspace as well as advising aircraft reroutings
in the center's airspace.
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This operation entails the implementation of on-line computerized capacity/
load prediction and workload balancing algorithms. The capacity/load
algorithm, integrated with the current digitized FDP/RDP data base, probes
for sector excess workload situations generated by traffic surges. The
workload distribution algorithm devises schemes to dissipate traffic peaks
by selectively delaying aircraft in appropriate sectors. This process is
designed to moderate short-term traffic peaks and would not solve long-term
massive traffic congestion problems.

Implementation could be achieved through the automatic issuance of
in-trail separation directives to sector teams (by means of CRD messages).
Since sector teams retain command of the minute-by-minute decision making
required to set up traffic in conformance with the traffic restriction
directives, separation assurance degradation would not be experienced
during a failure in the automated local flow control system; operations
would revert to current manual (i.e., without computer augmentation) local
flow control procedures. Overall operations would be managed by a facility
planning (flow) controller who coordinates with adjacent facilities and the
Central Flow Control Facility (CFCF).

Since sutomated local flow control is a means of maximizing controller
capabilities, we do not evaluate its impact on individual sector operations.
However, we do examine in the next section its capacity impacts on multi-
sector environment.

D. Conflict Probe

Projections of aircraft flight trajectories by computer calculations
of the digitized FDP/RDP data might be used in two ways to assist con-
trollers in processing potential conflict situations: first, to alert
controllers of imminent potential conflicts and to suggest corrective
actions; second, to assess conflicts over a long-term horizon to determine
conflict-free flight path clearances. In either case, A/G communications
are required to transmit control instructions.

L Conflict Alert

The current conflict alert device provides warning of an im-
minent potential confliction that occasionally may be '"missed" by the
controllers, It does not impact the routine sector control workload
because the conflict alert projects minimum separation violation a few
minutes or less ahead of its occurrence, while the controller generally
projects conflicts further ahead in time. We will not further examine
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this device with regard to capacity and manning impacts, although safety
is the issue relative to its benefit poteantial.

2. Flight Plan Probe

A conflict probe with longer look-ahead capabilities is diffi-
cult to assess. To avoid excessive '"false alarms,” a degree of flight
plan description that is not currently part of the computer data files
may be required. The projection of the minute-by-minute variation in
aircraft trajectories, which are grasped by controllers for short-term
projection purposes, would need to be incorporated into a conflict-free
path generation device. This capability is particularly critical in a
terminal -oriented environment such as that of the Atlanta Center, in which
merging tratfic flows are a major part of basic operational procedures,
or in any high-density traffic operation.

Operationally, a flight plan probe may be used to assess clear-
ance decisions immediately after airport takeoff, during routine clearance
change issuance (e.g., route amendment, altitude revision), and at entry
into a sector. The first two assessments would entail a fairly extensive
look-ahead horizon (e.g., a few sectors), which may prove infeasible be-
cause of high false-alarm rates.® The latter assessment appears more
likely of success if the look-ahead horizon is restricted to a single
sector. With this sector counflict probe, more resolution alternatives
may be available, since both aircraft in a potential conflict are in a
single sector's jurisdiction; the flight paths of either or both aircraft
may be revised, In addition, the procedural rules governing a single
sector's traffic control operation may be more readily adapted to com-
puterization than those of a moving multisector projection horizon.
Therefore, we will examine the sector conflict probe's effects on opera-
tions with the understanding that the technological capability of project-
ing conflicts in an operational environment at low false-alarm rates is
neither confirmed nor rejected.

3. Sector Conflict Probe (System &)

The sector conflict probe's effects on controller task per-
formance times are estimated as shown in Table 1l. Detection and assess-
ment are performed by the computerized probe, and resolution directives/

* ;
Current FAA-sponsored research is analyzing the accuracy of flight plan
data projections. Results are not available at present.
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Table 11

CONFLICT EVENT PERFORMANCE TIME ESTIMATES
ATLANTA CENTER, TWO-MAN SECTOR OPERATION
SYSTEM 4--SECTOR CONFLICT PROBE

Minimum Task

Performance Time* Minimum Event
Gt tisis Neiak (man-sec/task) Peré:;::nce
Detection
and Resolution (man-sec/event )
Assessment
Crossing 5(20) 40 45(60)
Overtaking 5(20) 20 25(40)

*
Revised System 2 performance times are indicated in
parentheses,

suggestions are displayed to the R controller. We judge that 5 sec will
be sufficient to assimilate this information. Similar to current opera-
tions, actual resolution is performed by A/G communications. A reduction
of 15 sec in total conflict processing time results.

Two-man team and R controller routine work is identical to that
of the tabular display system (Tables 9 and 10); surveillance work is also
unchanged. Traffic capacities corresponding to these workload structures
for Sectors 36, 37, 38, 41, 42, and 46 are constrained by the R controller
model to 40, 47, 37, 38, 45, and 42 aircraft/hr. Sector 52 is constrained
by team workload to 40 aircraft/hr.

E. Area Navigation (System 5)

RNAV incorporates navigation devices to achieve closely spaced arrival
and departure and multilane direct routes for high-density terminal and
enroute airspace. Terminal airspace uses are not considered here. The
concept we consider includes the establishment of an RNAV route system
using fixed waypoints to facilitate two-dimensicnal (2D) computerized
navigation.
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The 2D RNAV wayvpoint network could be contigured to conform closely
to traffic routing patterns, Since analogous NAVAID locations arve cur-
rently in offect, the number of rvoutine instructions requirved to clear
atreratt through the navigation network should not be sfgnfticantly re-
duced,  Use ot 2D RNAV to rveduce crossing conflict resolution A/G in=
structions may not be teasible because of the ditfticulty of integrating
vectoring mancuvers with an establishod waypoint network; ft might be as
ditticult to vector the atrveratt as ft {8 to establish and transmit tem-
porary wayvpoint tixes (e.p., latitude and longitude) to the pilot.

The mafin enroute benetit of RNAV appears to be the abilfty to reduce
overtaking conflicts by establishing closely spaced pavallel routes. By
assipgning successive afreraft to offset routes, controllers could eltminate
afveratt overtaking sftuatfons, This capability is reflocted in the esti-
mated froquency ot contlict cvents zhown tn Table 12, The frequency of
overtaking contlicts t8 assumed to be dirvectly proportional to the per-
centage of atreralt equipped with RNAV equipment.

We assume that RNAV does not affect the two=man team and R contrvoller
routine (Tables 9 and 10 apply), surveillance, and crossfng contlict work,
The tratfic capacities rvosulting from the proportional etffects of RNAV
avionics equipage on ovortaking contlict work are shown {n Table 13,
Stpnfticant trvattic capacity gains are realized {n Sectors 41 and 42,
which currently have a high proportion of overtaking conflicts. However,
since the trattic capacities do not fncredse noticeably fn all sectors,
we will consfdor only the 100% RNAV avionfcs level in subgequent capacity
ostimates,

F.  DABS Data Link

The DABS data link transmits dipfital data to pilots, including gen-
eral control tnatructions and collision avofdance divectives. 1t is not
intended to transmit extensive nonstandard messages in a hiigh=density
onvironment .,

fhe data Link inteprated with extensfve computevizatfon fs the basis

tor the so=called "control=by=cxception" concept, Wo view this concept
as somewhat more rvevolutfonary than evolutfonarvy, sfnce {t would trans-
form the controller into a systems manager who {8 not routinely engaged
fn minute<byeminute tactfcal decision making., Rather, he would monftor
and repulate a computerized sector control operatfon; the latter would
avtomatfcally fssue, by means of data Ti{nk, many routfne and contlict
processing clearvances and {nstructfons according to trvatfic s{tuations
and procedural rules. The controller would {ntervene when necessary to
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Table 13

SECTOR TRAFFIC CAPACITY SENSITIVITY TO RNAV EQUIPPED AIRCRAFT
ATLANTA CENTER, TWO-MAN SECTOR OPERATION
SYSTEM 5-~RNAV

Sector Capacity, by RNAV Equipped Aircraft®
Sector s g et o o OARESERIRAG - bt e o
oxt 50x | 100%
pas s I TSR 30 L RRTE TR A TS S R ORe
High enroute (36) 50 50 | 51
Departure transition (37) 47 47 48
Departure (38) 67 67 68
Arrival (41) 38 39 41
Arrival transition (42) 45 47 50
Low arrival (46) 42 42 43
Low enroute (52) 40 41 42

*
All sectors except Sector 52 are constrained by R controller.

1
Indicated capacity = System 4 corresponding capacity.
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ad just procedural rules, to respond to pilot requests, to resolve non-
standard situations, and to transmit A/C messages that are too long for
the DABS data link. In essence, he would concentrate on minute-by-minute
procedural decision making and perform minute-by-minute tactical decision
making only when required. We assume that sectors will be retained as the
basic control jurisdictional unit to provide fault tolerance in the event
of data link or computer system malfunction (where operations fall back

to a nondata link ATC system).

Under the control-by-exception concept, we assume that a sector con-
troller need not review and approve each instruction, 1f he were required
to read, mentally assimilate, and approve each instruction (duplicating
the automated operation), workload advantages would not be realized. This
concept assumes the implementation of automatic conflict processing using
data link to issue potential conflict resolution instructions. By this
means, potential conflicts are avoided or resolved without dependence on
or restriction by human decision making. However, assuming human control-
lers retain responsibility for separation assurance, the question arises
as to the degree to which controllers would actually remove themselves
from the capability to perform minute-by-minute tactical decision making.
Therefore, we assume that controllers will continue to perform intensive
PVD surveillance to retain real-time mental picture-keeping (which would
be vital in the event of some computer-processing failures) and to main-
tain cognizance of computer-generated traffic structuring and conflict
processing strategies.

Our examination of capacity and staffing impacts of the DABS data
link is based on a restructuring of the sector team and R controller
workload items. Since this restructuring alleviates some reactive task
requirements of the joint R and D controller operation, we consider both
the two-man (System 6A) and one-man (System 6B) sector team manuing
strategies.

l. DABS Data Link, Two-Man Sector Team (System 6A)

The revised routine event performance times for the two-man
team are shown in Table 14. Since the control-by-exception computeriza-
tion will be performing much of the routine traffic structuring clearances,
the controller need not perform handoff acceptance FDP/RDF operations.
A/G communications for the standard altitude, heading, speed, altimeter
setting, runway assigmment, and frequency change instructions are assumed
to be replaced by data link transmissions. However, when such activities
are nonstandard and require intersector coordination, we assume that con-
troller A/G communications and FDP/RDP manual operations will be required.
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lable 14

R=D TEAM ROUTINE EVENT MININMUM PERFORMANCE TIME ESTIMATES
WO -MAN SECTOR OPERATION

Routine Control Event Description

Event
Function

Control
jurisdiction
transter

Traftic
structuring

Basic Event and
Supplemental Event

Handoff acceptance
Flight data update
lutersector coordtnation
New flight strip preparvation
Handoff initiation-automatic
Manual inftiation-silent

| Intersector coordination

Ianltial pilot call-in
Flight data alt{tude {insert
Altftude fnstruction
Flight data altitude amendment
Intersector coordination
Head{ng {nstruction
Flight data amendment
Ilntersector coordinatlon
Speed {nstruction
Intersector coordination
Altimeter setting instruction
Runway assignment {nstruction
Pilot altitude report
Flight data altitude i{nsert
Pilot heading report
Pilot speed report
Traffic advisory
Transponder code assignment
Flight data code amendment
Miscellaneous A/G coordinattion
Frequency change instruction
Intersector coordination

request

Pointout

General
trtersector
leoordinat ton

|

|

Veneral

[svatem
operation

Altitude revision
Flight data altitude amendment
Intersector coordination
Route/heading revision
Flight data route ameudment
Intersector coordination
Speed reviston
Clearance delivery
Miscellaneous pilot request

Pointout acceptance

Data block suppression
Polntout inftiation
Countrol instruct ton approval
Planning advisory
Adreratt status advisory
Control jurisdiction advisory
Clearance delivery

Flight data update

Flight data estimate update
Data block/leader line oftset
Data bloek forciap/removal
Miscellaneons data service
Flight strip sequencing/removal
Equipment adjustment

=

[ 2 Flight Inter- Divact
(_ml‘\“::;“‘ ; P::P/‘Kljl‘ Strip | phone Voice
¢ Rer Pro- [Communi - |Communi -
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3
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10
1
7 6
T+ 1 s e
4
o) a3t
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0(3) o)
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R 3
o 3
4
R
3
Nl
(LR 28 (1)
A 1 6
6 3
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& 4
10
[ N
6 3
20 3
8
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A |
3
5 i
\ o
v o
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1
3
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Also shown in Table 14 under the FDP/RDP heading are '"message
cognizance" activities. These reflect the controller surveillance work
required to maintain awareness of the computerized traffic structuring
strategies. Although FDP/RDP keyboard activities are not necessarily
assumed, these task items provide a surrogate mechanism to estimate con-
troller work associated with data link transmissions. In actuality,
rather than reviewing each individual transmission, the controller would
probably be provided with a data display describing the overall traffic-
oriented procedural intentions of the computer operation.

Revised conflict event performance times are shown in Table 15.
We assume that, in accordance with their separation assurance responsi- |
bilities, controllers will maintain close surveillance of conflict pro- |
cessing operations. Since actual conflict resolution instructions would
be issued by data link, we halve the controller's resolution time to allow
him to check aircraft conformance.

Routine surveillance work is not changed from the preceding

system. :
Table 15 i
CONFLICT EVENT PERFORMANCE TIME ESTIMATES ; i1
ATLANTA CENTER, TWO-MAN SECTOR OPERATION I3
SYSTEM 6A--100% AIRCRAFT EQUIPPED DABS DATA LINK
Minimum Task | $>
* { ;
P?;;:f:i:;:g:t?e { Minimum Event )
Conflict ! Performance '
Event Detection { Time* {3
and Resolution ! (man-sec/event) -
Assessment
o e
Crossing 5 20 (40) 24 (45)
Overtaking 5 10(20) | 15(25) :‘
4

*
Revised System 5 performance times are indicated in
parentheses.
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e DABS Data Link, One-Man Sector Team (System 6B)

Under one-man sector operations, the R controller performs the
routine work of the two-man sector team. However, since sector team
consultations are no longer applicable, all direct voice communications
are eliminated. Therefore, Table 14 with direct voice tasks set equal
to zero applies. Conflict surveillance work are as described for the
two-man team. 3

3. Sector Traffic Capacities

The above workload estimates are made assuming a 100% data
link equipped aircraft fleet. To account for variations in the percent
of data link equipped aircraft, the team and R controller routine work-
load weightings and conflict event performance times are scaled propor-
tionately, as shown in Tables 16 and 17. The resulting sector traffic
capacities corresponding to the 100% RNAV avionics level are shown in
Table 18. (Although one-man sector capacities at the zero-percent data
link avionics level are shown, the operation is probably not feasible
because of R controller difficulty in performing A/G communications simul-
taneously with corresponding reactive manual tasks.) Since the sector
capacities vary measurably according to the percentage of data link
equipped aircraft, we will consider both the 50% and 100% data link
avionics levels in subsequent analyses.

G. DABS Intermittent Positive Control

IPC provides traffic advisories and threat avoidance commands to
VFR pilots on an as-needed basis.” Extended to IFR operations, IPC would
operate on imminent (e.g., lead time of 1 to 2 min) conflict situations
that are "missed" by controllers. This is assumed to be a safety enhance-
ment device that would not impact the capacity considerations associated
with normal sector task activities.

However, DABS IPC may be needed to provide fault tolerance in the
event of failures in the other enhancement operations (particularly con-
flict processing automation). Therefore, IPC would be necessary for the
successful implementation of these other features. We do not further
evaluate IPC; it is considered to be an incremental add-on to the data
link system but with no independent capacity impact.
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Table 17

CONFLICT EVENT PERFORMANCE TIME SENSITIVITY
TO DABS DATA LINK AVIONICS

Crossing Conflict Task

Overtaking Conflict Task
Times (sec)

Data Times (sec)
Link
Equipped Detection Detection
Aircraft and Resolu- Total and Resolu- Total
(%) Assess- tion* Assess- tion*
ment ment
0% st 40" sst st 20" 25t
50 5 30 35 5 15 20
100 5 20 25 5 10 15

*
Conflict resolution cognizance and confirmation.

*
Indicated performance time = System 5 corresponding performance time.
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IV  FACILITY STAFFING RELATIONSHIPS

In this section we develop a basis for transforming the individual
sector capacity impacts of the various enhancement systems into facility
staffing estimates. We use a selected region of the Atlanta Center to
assess multisector capacity and staffing impacts. The latter are scaled
to the facility level by means of expansion factors.

Each enroute center is actually manned by two staffs: Air Traffic
Service and Airway Facilities Service. Each staff has its own operational
responsibilities and administrative management. The Air Traffic Service
operates the ATC system, while the Airway Facilities Service maintains
the ATC equipment. We will develop separate procedures for estimating
each of these staffs for the facility as a function of traffic demand
forecast.

A, Air Traffic Service Staffing Relationships

The current Atlanta Center Air Traffic Service (AT) staff is shown
in Table 19. Based on discussions with personnel at the Atlanta and Los
Angeles centers and on a review of published staffing standards,® we con-
clude that the required number of controllers, team supervisors, and area
officers varies according to traffic level and workload capabilities.

The number of these positions depends on system operating requirements;
the remaining staff should remain fixed (subject to unique requirements).
In the following paragraphs we determine air traffic staffing relation-

ships in accordance with this personnel grouping.

| Controller Staffing Relationships

As part of a previous research effort,* we developed the com-
puterized Air Traffic Flow (ATF) network simulation model and used it to
assess multisector capacity and productivity effects of postulated auto-
mation implementations at the Los Angeles Center.” ATF simulates aggre-
gate traffic route flows and determines delays corresponding to specified
sector capacities and local flow control strategies.‘

In this section, we apply ATF analysis to the nine-sector study
area shown in Figure 1. The Atlanta Center airspace currently includes
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Table 19

CURRENT AIR TRAFFIC SERVICE ANNUAL STAFF, ATLANTA CENTER

Authorized
Annual
Staff Function Staffing
(persons)
Administrative
Chief 1
Deputy Chief 1
Evaluation/Proficiency Development Officer 1
(EPDO)
Evaluation/Proficiency Development 6
Specialist (EPDS)
EPDS (Rotational) 6
Military Liaison Officer 1
Military Liaison Specialist 3
Data Systems Officer 1
Area Officer 5
Area Specialist 4
Personnel Management Specialist 1
Personnel Management Assistant 1
Administrative Assistant 1
Secretary 1
Secretary 7
Clerk/Stenographer 3
Cartographer 2
Card Punch Operator 1
Clerk-Typist o
Total administrative 16
Operational
Assistant Chief 7
Flow Controller 7
Team Supervisor 42
Data Systems Specialist 23
Supervisory Teletypist 1
Teletypist <
Flight Data Monitor __2
Subtotal 92
Controller 505
Total operational 597
Total 643
*
Source: ''Manpower Status Chart, Atlanta ARTC Center" (7 December
1975).
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41 sectors, of which the nine sectors under study control primarily air-
line arrival, departure, and cruise traffic north of the Atlanta airport,
The ATF simulation estimates delays experienced by aircraft in the multi-
sector area for a range of traffic demand forecasts for each UG3RD en-
hancement system alternative. We also apply the ATF analysis to postulated
resectorizations of the study area to examine controller manning deployment
options.

a. ATF Multisector Model Structure

The primary arrival and departure airline traffic routings
within the Atlanta Center are configured in a radial pattern (four arrival
and four departure corridors) with the Atlanta airport as the focus. The
study area being modeled by ATF includes the two arrival corridors from
the northeast and northwest and the northbound departure corridor. The
nine sectors in this study area, which include five of the seven selected
for workload data collection (the two low airspace sectors handling pri-
marily nonairline traffic are not included), are:

e Sector 36 (Allatoona, ALU)--high enroute traffic,
FL330 and above.

e Sector 37 (Crossville, CSV)--departure transition
traffic, FL240-FL310.

e Sector 38 (North Departure, NDEP)--departure
traffic, FL120-FL230,

e Sector 39 (Chattanooga, CHA)--arrival transition
traffic, surface to FL270.

e Sector 40 (Dallas, 9DP)--arrival traffic, FL120-
FL270.

e Sector 41 (Norcross, OCR)--arrival traffic,
FL120-FL230.

e Sector 42 (Lanier, 2LI)--arrival transition traf-
fic, FL240-FL310.

e Sector 43 (Pulaski, PSK)--arrival transition
traffic, FL240-FL310.

e Sector 44 (Baden-Blue Ridge, BAUBU)--high enroute
traffic, FL330 and above.

With reference to Figure 1, Sectors 39 and 40 are in the
northwest arrival corridor; Sectors 41, 42, and 43 are in the northeast
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arrival corridor, and Sectors 37 and 38 are in the northbound departure
corridor. The sectors overlap in cach corridor to form stepwise configu-
rations that handle climbing and descending traffic transitioning in and
out of the Atlanta TRACON. Sectors 36 and 44 overlay the other sectors
(as noted in Figure 1) and handle primarily cruising overflights and some
transitioning afrcraft.

Arrivals into Atlanta Center from directly north generally
enter Sector 42 at FL310 or lower, begin descent immediately, and continue
the descent in Sector 41 until they are handed off to the Atlanta TRACON
near OCF at FL120. The arrivals from the east over PSK in Sector 43 or
Sector 44 are somewhat higher and do not begin descent until approaching
the border of Sector 42. They are merged with the arrivals from the north
in Sector 41 and handed off to the Atlanta TRACON ncar OCR at FL120.
Arrivals along the two routes from the northwest enter Sector 40 at FL270
and descend to FL120 just south of RMG, where they are handed off to the
Atlanta TRACON.

Departures to the north diverge in Sector 38 and proceed
over HCH and TYS in Sector 39. Departing traffic generally crosses the
center boundaries between FL240 and FL310.

Three major cruise routes through the arca are modeled.
One is a two-directional east/west route through Sectors 37, 42, and 43
in the FL240 to FL310 range, and through the overlying Scctors 36 and 44
at FL330 and above. Primary fixes along the route are CHA, TYS, and PSK.
Also in the high airspace at FL330 and above are two generally north/south
routes. The first crosses Sector 36 and passes over the Atlanta airport
(ATL), and the other crosses Sectors 36 and 44 and passes over TYS and AND.

A large number of smaller volume routes are also in the
area modeled, but are not shown in Figure 1, and include the arrival and
departure routes into and out of the Chattanooga airport (CHA). Military
activity makes up about 10% of the total traffic and conforms recasonably
well to the routes followed by civil aircraft.

Sector and Route Network Representation--The sectorization
and routing structure shown in Figure 1 is abstracted for input to the
ATF network model, as shown schematically in Figure 2. Since the high
sectors overlap lower ones in a stepwise arrangement, we juxtapose in
Figure 2 the sector schematic presentations to diagram the route network.
The two high sectors--36 and 44 (at the top of Figure 2)--overlay Sec-
tors 37, 39, 42, and 43; these latter four in turn overlap the low afr-
space sectors--38, 40, and 41. Diagrammatic connectors (circled) are
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included in Figure 2 to facilitate mental piecing (by superimposing con-
nectors) of the juxtaposed sectors.

In the conversion from the actual configuration to the
schematic, the only important properties (for ATF modeling) of a route
segment are the transit time, the origin sector, the destination sector,
and the sector including the route segment:.4 Therefore, if two or more
route segments (arcs) originate at the same sector, end at the same sec-
tor, and are included in the same sector, they may be combined into one
arc if desired. Arc number identities are indicated in Figure 2.

Some of the actual routes have two-directional traffic,
while others have only one-directional flow. For two-directional routes,
two arcs were defined to represent the actual route. Consequently, in
the schematic, each arc shown represents one-dimensional traffic flow.
This representation results in a system of nine sectors, 26 routes (or
origin-destination pairs), and 42 arcs.

UG3RD System Alternatives Representation--We differentiate
the UG3RD alternatives in ATF by using the sector capacities appropriate
to each system. Sector capacity data are input to the ATF model to define
the traffic loading capabilities of the multisector study area for a
particular UG3RD system. The ATF model constrains traffic flow, by im-
posing delays, to ensure that traffic flow through each sector at some
instant in time does not exceed that sector's predetermined capacity.
The UG3RD systems and their representative sector capacities are shown
in Table 20, These capacities are developed from the RECEP-based workload-
capacity models.

Of the nine sectors, capacity estimates for five (Sectors
36, 37, 38, 41, and 42) are established for each UG3RD system in the
preceding sections of this report. To determine capacities for the other
four sectors, we performed conflict modeling for each sector (Appendix B)
and inferred the appropriate routine workload requirements from the work-
load data collected for the five sectors. The routine workload weighting
applied to Sectors 39 and 43 equals that measured for Sector 42 because
the three are arrival transition sectors. Sector 40's workload is equal
to that measured for Sector 41 because both are arrival sectors, and
Sector 44's workload is equal to that measured for Sector 36 because
both are high enroute sectors. (The workload data are summarized in
Appendix D.) Despite the equivalence of the routine workload/aircraft,
conflict processing and surveillance are sufficiently sensitive to sector
operations to enable differentiation of capacities based on either team
or R controller constraints.
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The standard sector manning levels of Table 20 allows for
1 controller/sector (R position manned), 2 controllers/sector (R and D
positions manned), 2.5 controllers/sector (an A position supporting each
2-man team), and 3.5 controllers/sector (T position also manned). These
represent the peak-shift typical sector manning strategies for the respec-
tive systems,

Resectorization--We assume, as is the current practice,
that sector design reconfigurations will be required as traffic increases
(regardless of which system alternative is under consideration). Re-
configuration entails modifying the sector boundary, route, and procedural
rule structure of a facility, and normally requires sector splitting and
airspace reallocation to create new sectors. This resectorization adds
the sectors and controllers needed to increase the capacity of a multi-
sector area and thereby constrain delays as traffic increases.

We simulate, using ATF, three postulated sector configura-
tions for the multisector area:

e Configuration 1: current 9-sector arrangement
(Figure 2).

e Configuration 2: 13 sectors (current 9 sectors,
with Sectors 39, 40, 41, and 42 each split into
two) «

e Configuration 3: 18 sectors (original 9 sectors
each split into two).

This sector splitting approach for defining sectorization
alternatives is similar to the one used during the previous Los Angeles
Center case study,® in which we applied a sector split model™ to roughly
estimate capacities resulting from reconfigurations of a low arrival and
a high enroute-~transition sector. We estimated that splitting the low
sector into two sectors would increase the capacity of the original sec-
tor airspace by 40%, and splitting the high sector would increase its
airspace capacity by 80%. Using these results, we judge that analogous
reconfigurations of the Atlanta Center would increase the airspace ca-
pacities of arrival Sector 41 and departure Sector 38 by 40%, those of

*

The sector split model accounts for additional control work induced by
new sector boundaries. Handoff, intersector coordination, pointouts,
and some traffic structuring work are affected.
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transition Sectors 37, 39, 42, and 43 by 60%, and those of high enroute
Sectors 36 and 44 by 80%. We judge that the capacity of arrival Sector 40
will increase by 20% (rather than 40%) because of airspace limitations.
These relationships are used in the ATF model to approximate the sector
airspace capacities associated with the postulated sector splits of
Configurations 2 and 3. This rather simplified approach tc modeling
sectorization is used because of the uncertainty in predicting future
reconfiguration implementations.

Traffic Loading--Traffic demand over a nine-hour period is
summarized in Table 21. Hourly arrivals into the 26 routes are taken from
Atlanta Center flight strip records for a single day shift during December
1975. The exact arrival times at the study area boundary were not known,
so for modeling we assume the arrivals to be randomly distributed over
successive 20-minute periods. For parametric analysis, this demand is
scaled proportionally to provide traffic data at higher demand levels.
Scaling is based on successive 25% increments of civil traffic; the num-
ber of military aircraft is not increased.

The first hour's traffic loading is used to initialize ATF
and is not considered during subsequent delay estimates. Hours 2 through
9 represent the eight-hour day shift beginning at 8:00 am. A total of
486 aircraft, of which 50 (10%) are military, arrives during this eight-
hour study period, and is used as the current or base-level traffic in
the subsequent analyses. This traffic level is roughly comparable to the
fiscal year 1975 busy-day traffic reported for the nine sectors.

b. Capacity, Manning, and Staffing Comparisons

The ATF simulation model loads traffic onto the route net-
work and processes the traffic from sector to sector until capacity over-
load becomes imminent. ATF then delays aircraft (without rerouting)
along routes upstream of the congested sector to prevent overloading.
This process propagates delays through the upstream sectors to the study
area boundaries. The sector capacity constraints input into the ATF
model for each system alternative are based on workload modeling rela-
tionships. Therefore, the resulting delay estimates represent the sector
workload distribution effects of local flow control operations and do not
include the routine procedural delays associated with the route structure
design, routine ATC speed, altitude restrictions, or the like. We assume
the route structure and routine clearance requirements to be fixed.
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Table 21

TRAFFIC ARRIVAL, BY ROUTE

Route Route Aircraft Arrivall* by Hour
Numbe r Arcs 1 2 3 4 5 6 7 8 9

1t 12 1 3 18| 3 18 1im | 7w w7 @

2t 345 0 0 41 e(1)| 8 3 2 5 9 (1)

3t 6=7-5 | 1 4 w2 5 5 6 6 ()| 4

AL 8 0 0 of 2 0 0 0 2 0

st 9 0 0 3| o 1 0 0 0 0

6 10-11 | 2 0 1 |8 13 12 4 4 11 (1)

Al 104 | 2 0 S 0 0 0 1 0

gt 15 0 2 1| o 1 1 0 3 3

9 16-17 | © 0 o| 6 3 4 0 3 2

10 18-19 | o0 WD) el 1 2| 1 2(1) | 6 4

11 20 0 0 ol 1 6(1)| 5 sl 3 1t
12 21 1 0 e 1 | i 2 2 1)
13 22 (1| o o2 1 2 3 5 5

14 23 0 0 6|11 7 1 6 PN 2

15 2425 | 0 H(Dt el acey| 3 ey [osetel & a1

16 2627 | © et 3 1asf 5y o 2T Aty
17 3-28-29| O 0 of 2 2 1 0 0 0

18 30~31-32| © 1 o] o 0 0 1 A0 E o

19 341 | 0 0 ) 0 10 1 & L S R §
20 4232 | o0 0 ol 2| 1w} 1 1 & el 2y
21 33 1 0 1| o 4 1 1 0 L

22 34 0 2 3| 4 2 1 2 $ e

23 30~31-35( 1 0 2l @yt 2Lt 0 K { o 2

24 36~28-29| 0 0 &l 2 1 0 0 0 0

25 37-38 | 0 0 8 I 1 2| 1 1 3

26 3940 0 0 0 0 0 0 1 0 3 (1)
Total 10(1) | 16¢4)| 56 | 64(6) | 85(5) | 65(9) | 49(6) | 75(10) | 76(10)

Total Aircraft in Eight Hours--486
Total Military Aircraft in Eight Hours=--50

w
Military traffic arrivals are in parentheses.

’
Local flow control routes.
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To facilitate capacity, manning, and staffing comparisons
among the alternative UG3RD systems, we will determine the study area
traffic loadings corresponding to a common level of service. This common
level of service is assumed to be the average aircraft delay (as estimated 'y
by ATF) during current NAS Stage A operations. Current Atlanta Center
operations during the day shift are a mixture of two-man (System 1A) and
three-man (System 1B) sector manning strategies in which one T controller 3
supports, as needed, either the Sector 42 or Sector 44 R and D controller
team, while another T controller supports either the Sector 36 or Sec-
tor 37 team. Since the ATF model structure is not currently capable of
representing dynamic manning strategies, we simulate two manning cases.

The first case uses the sector capacities of Table 20 for continuous
three-man operations at the high enroute sectors (36 and 44) and con-
tinuous two-man operations in the remaining seven sectors, all using the
eight-hour shift. The second case simulates three-man operations at the
transition sectors (37 and 42) and two-man operations at the other sectors.
In both cases, ATF modeling for the nine-sector configuration under traf-
fic loading of 486 aircraft per eight-hour shift resulted in an average
delay of 0.03 min/aircraft. This ATF-determined delay level represents
the common level of service at which we wish to compare UG3RD systems.

We define the multisector capacity to be the area traffic loading that
generates in the ATF model an average aircraft delay of 0.03 min over

the eight-hour shift.

Capacity and Manning--ATF traffic loading-delay results
for each UG3RD system are shown in Figures 3, 4, and 5 for each of the
three configurations. Two delay propagation algorithms are used. The
first represents the current local flow control operation that propagates
delays along the major radial routes indicated in Table 21* and is used
to model Systems 1A, 1B, and 2. The second algorithm represents a postu-
lated automated local flow control that propagates delays along selected
routes (not only the major radials) and is used to model Systems 3, &,

5, 6A, and 6B.

Area capacities corresponding to the current level of delay
are obtained from these graphs and are listed in Table 22 for each ATC
system., These data, adjusted for the sector controller manning require-
ments of each system, are represented in Figure 6.

*
Atlanta Center current local flow control operations also reroute some
aircraft from one radial route to another, but the capability to model
rerouting strategies is not currently part of ATF.
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Figure 6 presents the study area, day-shift controller
manning required by each system to maintain the current level of delay
over a range of traffic demands. Piecewise linear interpolations (be-
) tween configuration capacities) are used for analytical convenience to |
describe the manning requirements of each system. The sectorizations
mode led for Systems 1A, 1B, 2, 3, 4, and 6B behave "efficiently" in that
the earlier sector splits return greater proportional capacity gains than
do later ones; that is, each successive sector split decreases the marginal
traffic handling capability of each additional controller. System 5's
capacity return per split is linear, while that for System 6A increases
with each succeeding sector split. This indicates that a more efficient
System 6A sectorization strategy should be selected in which the greater
capacity gains occur as early as possible (e.g., when reconfiguring from
nine to ten sectors). However, trial-and-error applications of the ATF
model in which different sets of sectors (other than Sectors 39, 40, 41,
and 42) were split in the 13-sector configuration (as well as other con-
figurations) did not appreciably change the shape of the System 6A curves
shown in Figure 6. It is possible that the anomaly of the System 6A
capacity-sectorization ATF results is due to interactive effects between
the relatively large traffic handling capacities of the individual sec-
tors; these interactions may consist of congestion resolution strategies
that produce proportionately larger multisector capacity gains as addi-
tional sectors are split. We do not examine further the issue of capacity-
sectorization interactions, but propose that it be a topic for future
research.

Manning and Staffing--We use Figure 6 as a basis from which
to expand area manning requirements to facility staffing estimates for
each UG3RD system. The current day-shift manning requirement for the
9-sector configuration is 24.5 positions (including 9 each of R and D
positions, 4.5 A positions, and 2 T positions), while the current con-
troller staffing level for the 4l-sector facility configuration is 505
controllers (see Table 19). The ratio of these values (505/24.5) could
be used to expand the study area manning estimates for each UG3RD system
of Figure 6 (for selected traffic levels) to facility annual controller
staffing estimates, if we assume that future traffic routing patterns
will be similar to the current omes (although the traffic level magnitude
increases) and that the current proportional allocations of study area
day-shift manning and facility annual staffing will remain constant.
However, a unique staffing situation currently exists at the Atlanta
Center. Of the 505 authorized controller positions, 40% (209) are de-
velopmental controllers who lack full proficiency status. This high pro-
portion of trainees is not indicative of future staffing characteristics
and should not be used for extrapolating staffing needs for the 1980s and
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beyond. Therefore, we use the controller staffing requirements based on
the Atlanta Center 1975 busy-day report. These requirements are calcu-
lated by the FAA using standard staffing relationships™ and result in a
facility annual staffing estimate of 476 controllers™ (including flight
data function manning as well as 24-hour manning and annual and sick
leave relief allowances). The ratio of the Atlanta Center calculated
annual controller staffing requirement (476) to the study area day-shift
manning requirement (24.5) is 19.43. We will use this expansion factor
to transform the study area manning requirements of ecach system for the
range of traffic demand levels (as shown in Figure 6) into annual con-
troller staffing estimates.

2, Team Supervisor, Arca Officer, and Arca Specfalfst
Staffing Relationships

A team supervisor mans a control room posftion and i{s in charge
of the controllers operating the sectors fn his areca. (leam supervisors
and controllers are assigned to specified groups of sectors with which
they are famflfar and do not work other arecas.) The team supervisor
coordinates scctor and flow control activities and administers work
schedules and team assigmments. An arca officer i{s in a staff management/
support position and coordinates an arcea's procedural agreements with other
staff members and other facilities. He is assisted by an area specialist.

Since the operations of both team supervisors and arca officers
and specialists are based on famfliarity with specific control arcas,
their staffing level varies with the number of control arecas required.
The current 41 sectors of the Atlanta Center are grouped into six arcas.

Using standard staffing requirements” and assuming the number
of arecas will increase directly with the number of sectors, we estimate
the required annual staffing corresponding to various area configurations
as shown in Table 23. The required number of team supervisors and arca
offfcers and specialists {s shown in this table as a function of the num-
ber of sectors in the facility.

Figure 6 {s used to estimate the number of sectors required in
the facility for ecach UG3RD system for various traffic demand levels,
The number of sectors required in the study arca is obtained by inter-
polation from this figure. Multiplying the number of study arca sectors

1] - o N
Data source fs "ARTCC Staffing Standard Summary Past Year 1975," a com-

sater print ot provided by the FAA (AVP).
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Table 23

ESTIMATED REQUIREMENTS FOR AIR TRAFFIC SERVICE
TEAM SUPERVISOR, AREA OFFICER, AND AREA SPECIALIST
ATLANTA CENTER

7] Annual Staffing :
Number g Number (persons) !
of Sectors | of Areas |—— i
Team Area Officer :
; Supervisor and Specialist | £95wA
; N— | ;o H i
1 i
ke | 1 | 7 3 10
8-14 | 2 14 3 17
15-21 l 3 21 3 24
22-28 i 4 28 5 33
29-35 5 35 7 42
36-42 6 42 9 ‘ 51
43-49 7 49 11 ; 60
50-56 8 56 13 ’ 69
57-63 9 63 15 78
64-70 10 70 17 87
71-77 11 T4 19 96
78-84 12 84 2l 105

by 4.56 (nine study area sectors currently correspond to 41 facility sec-
tors) obtains an estimate of the number of facility sectors. Again, this
expansion assumes that traffic routing patterns and proportional alloca-
tions of sectors among the study area and the remainder of the facility will
be stable as traffic increases.

3. Other Support and Supervisory Staffinyg
Relationships

The annual staffing level of the remaining air traffic support
and supervisory personnel does not depend on traffic level. From previous
discussions with Los Angeles Center personnel, it appears that most of
this staff will not be affected by the implementation of the enhancement
systems. We assuwme that only the number of programmers will vary according
to system implementation. This situation is shown in Table 24,

66




A A G e N P i g

Tabl

e 24

ESTIMATED REQUIREMENTS FOR AIR TRAFFIC
SERVICE FACILITY SUPPORT AND SUPERVISORY F1XED STAFF
ATLANTA CENTER

Staff Function

CEEEEEE S R

Current data systems specialists
(including programmers)

Additional programmers

*
Other

Total

1A and 1B

e et

23

0

64

|

87

(persons)
TEIFLE
T W 0P D
!
A 1as 123 Y
l
L0)RF] i ) I R
64 |64 564 64
87 [88 |88 |ss

Annual Staffing per System

R

23

64

91

*
Exclusive of controllers, team supervisors, and area officers and

specialists (sece Table 23).

Air traffic programmers are responsible for maintaining the cur-
The basic programs and major software
revisions nomally are not written at the facility, but by contractor or

rency of the operational software.

FAA personnel (e.g., NAFEC).
extensive software,

However, the Atlanta Center does develop
The Los Angeles Center personnel did not foresee sig-

nificant staffing increases due to the proposed enhancement items (pro-
vided the enhancements are introduced in a reasonably phased manner),
while the Atlanta Center currently maintains advanced programming capa-

bilities.

Nevertheless, to be conservative, we assume that both automated

local flow control (System 3) and the DABS data link/control-by-exception
(System 6A or 6B) will require incremental additions to the programmer

staff.

For example, we expect that automated local flow control will con-

tinually require minor on-site software revisions to maintain currency
with regard to changing traffic control procedures; we assume one addi-

tional programmer would be required.

Similarly, the control-by-exception

software must be kept current; since this software is more elaborate, we
assume that three additional programmers would be needed.
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B. Airway Facilities Service Staffing Relationships

The current Atlanta Center Airway Facilities Service (AF) staff is
shown in Table 25. This staffing level is required to maintain the ATC
equipment and is related to traffic level only through the quantity of
equipment units required. Personnel of the Atlanta and Los Angeles cen-
ters indicated that major staffing adjustments would not be warranted by
enhancement system implementation because much of the new equipment would
replace existing equipment and would not constitute a drastic increase
in inventory. The tabular display, for example, would replace the cur-
rent flight strip printers. Furthermore, the solid-state electronics
of the tabular display would be easier to maintain than the electrical/
mechanical devices. However, allowances should be made for some minor
increases in maintenance workload and for requirements to develop new
technological expertise.

The personnel of interest are the electronic technicians of the AF
teams, the technicians-in-depth of the technical staff, and the electri-
cal engineers of the systems performance unit.

Five AF teams are required to provide full-time maintenance service.
The teams' electronic technicians are responsible for maintaining the con-
trol sector console and related equipment as well as other facility equip-
ment. A significant increase in the number of sectors may generate suf-
ficient additional maintenance workload to warrant more electronic
technicians. Using the current 4l-sector, six-area configuration as a
base, we assume that one additional electronic technician for each of
the five AF teams will be required for each additional control area.
Resulting facility staffing requirements are shown in Table 26.

The need for new technological expertise could require additional
technicians-in-depth and system performance electrical engineers. We
assume that implementation of automated data handling (System 2) and
DABS (System 6A or 6B) will increase by one the staffing requirements
for each of these positions, as shown in Table 27.
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Table 25

CURRENT AIRWAY FACILITIES SERVICE ANNUAL STAFF E
ATLANTA CENTER

Annual
E Staff Function Position Staffing | Total
(persons)
i Office of Manager Sector manager 1 ;
Assistant manager 1 ;
Secretary 1 !
Clerk/stenographer 1 4 :
Technical Staff Technician-in-depth (ET/TID) 3 3
Dev/Relief Staff Supervisory electronic technician 1
(SET)
Electronic technician (ET/TR) 2 3 {
Logistics Staff General supply specialist 1
General supply assistant 1 i 2 if
T -
Systems Performance Supervisory electronic technician 1 | .
Unit (SET) | 3
Electrical engineer (EE/ET) 5 |6 @
o [
Environmental Support |
{ES) g
\
ES Supervisor Staff Supervisory engineering 2 i 2 I
technician (SGE/SET) 1 3
ES Unit Engineering technician { 10
General facility equipment [
technician (GFET) A 19 {
——— ‘
Five AF Teams Systems engineer (SEE) 5
Assistant system engineer (SEE/SET) 6 11 i
Five CC Units Supervisory electronic technician 5 !
(SET)
Electronic technician (ET) 27
Computer operator 7 39
Five CDC Units Supervisory electronic technician 5
(SET)
Electronic technician (ET) 36 41
t
TOTAL 130

*
Source: "AFS Organization-Staffing Chart," Atlanta Center (December 1975).
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Table 26

ESTIMATED REQUIREMENTS
FOR AF TEAM ELECTRONIC TECHNICIANS
ATLANTA CENTER

Annual

Number Number AF Team
of of Electronic Technician]

Sectors Areas Staffing

(persons)
36-42 6 63
43-49 7 68
50-56 8 73
57-63 9 78
64-70 10 83
71-77 11 88
78-84 12 93
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Table 27

ESTIMATED REQUIREMENTS
FOR AIRWAY FACILITIES SERVICE FIXED ANNUAL STAFF REQUIREMENTS

ATLANTA CENTER

Annual Staffing per System

(persons
Position 1A and IB| 2| 3 | 4 | 5 |6A and 6B

Technical staff,

technician-in-depth 3 4 4 4 4 5
System performance unit,

electrical engineer 5 6 6 6 6 7
Other™ 59 59| 59|59 |59 59
Total 67 69| 69| 69 | 69 71

*
Exclusive of AF team electronic technicians (see Table 26).
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V FACILITY STAFFING ESTIMATES

In this section we estimate facility staffing requirements as a func-
tion of the traffic level (relative to the 1975 base year); these staffing
requirements are then related to annual demand forecasts.

A. Facility Staffing Requirements

Following the procedure described in the preceding section, we first
estimate study area controller manning requirements over a range of traffic
levels for each system. To facilitate this process, the manning require-
ments at the current average delay shown in Figure 6 are transformed into
those shown in Figure 7. This transformation consolidates the alternative
sector manning strategies of Systems 1A (2.5 controllers/sector) and 1B
(3.5 controllers/sector) into System 1, as well as Systems 6B (1 con-
troller/sector) and 6A (2 controllers/sector) into System 6. The transi-
tions between the alternative manning strategies are shown by the dashed
lines in Figure 7. The transition allows for the simultaneous use of both
manning strategies in different sectors in order to effect capacity gains
without excessive staffing.

With reference to Figure 7, manning transitions from System 6B to
6A with 507 and 1007 data link aircraft are assumed to occur during the
13-sector configuration. Once all 13 sectors are manned by two controllers
each (rather than the original one controller each), additional sector
splits are used to handle increasing traffic levels. The current average
delay is assumed to be maintained during each transition and reconfigura-
tion.

In the case of Systems 1A and 1B, a transition from the current 3.5
men in two of the original nine sectors to 2.5 men in ten sectors is
assumed to accompany the initial resectoring from nine to ten sectors.
Successive sector splits are then assumed to occur until the original
9 sectors are configured into 18, each manned at the 2.5 level. At this
point, transition to 3.5 men/sector is assumed. However, corresponding
capacity gains at the current average delay cannot be achieved. This
situation is indicated by the vertical dashed linear curve in Figure 7,
in which the additional manning required to transition from System 1A
to 1B during the 18-sector configuration does not increase capacity (at
the current level of service). Since a strategy to increase manning
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FIGURE 7 STUDY AREA MANNING AND FACILITY CONTROLLER STAFFING ESTIMATES,

BY SYSTEM: ATLANTA CENTER

without increasing capacity or decreasing delay is not realistic, we
assume that the transition to 3.5 sector manning would realize a capacity
gain if accompanied by increased average delay. This manning transition
is approximated in Figure 7 by the sloping dashed line, which is a linear
extrapolation at the System 1A curve. No manning transitions are needed
for Systems 2, 3, 4, and 5 since 2 men/sector is standard for each.

By interpolation from Figure 7, we obtain the number of sectors and
the controller manning required in the study area by each system at
selected traffic levels. These area requirements are expanded into
facility requirements using the expansion factors developed in the
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preceding section: 4.56 facility sectors/study area sector and 19.43
facility annual staffing controllers/study area day-shift manning con-
troller. The resulting facility sectorization and annual staffing re-
quirements are summarized for Systems 1, 2, 3, 4, 5, 6 (with 50% of the
aircraft equipped with data link), and 6 (with 100% of the aircraft
equipped with data link) in Tables 28 through 34, respectively.

In estimating the facility requirements, we place limits on the
number of sectors. The maximum study area configuration of 18 sectors
corresponds to a maximum facility configuration of 82 sectors, which
is double the current 41 sectors. We assume that airspace limitations
will preclude any further sectorization increases. We also use the cur-
rent 4l-sector configuration as the minimum sectorization level. Al-
though it is feasible to combine sectors to create a less-than-4l-sector
configuration, we assume that such is not desirable because of the ex-
cessive size of the resulting sectors and the difficulty in recovering
from system failures with too few sectors.

Recall that staffing estimates in Tables 28 through 34 are based
on the study area manning required to maintain the current average delay.
However, when the traffic level exceeds the capacity of the 82-sector
facility configuration, we assume the facility staffing level will re-
main constant while delay increases. Similarly, when the traffic level
is less than the capacity of the 4l-sector configuration, delays will
be less than the current average delay. These assumptions are included
in the staffing requirements of Tables 28 through 34, which are trans-
formed into the staffing factors shown in Tables 35, 36, and 37. These
factors relate facility requirements to the 1975 staffing base for the
Atlanta Center (Air Traffic Service, Airway Facilities Service, and
both) for each system for a range of traffic levels.

B. Facility Staffing Forecasts

We use the traffic forecasts in Table 38 to translate the facility
staffing requirements into staffing forecasts for 1980-2000. The result-
ing annual staffing forecasts (Air Traffic and Airway Facilities services)
for each system are shown in Figure 8. The minimum and maximum staffing
levels are limited by the facility sectorization constraints. The ir-
regularity of the two System 6 staffing curves is due to the traffic
demand surge projected in the mid-to-late 1980s and the transition from
cne- to two-man sector manning strategies.

A summary description of the enhancement systems and a discussion of
the staffing estimation results are presented in the Executive Summary at
the beginning of this report.
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Table 28

SECTORIZATION AND STAFFING ESTIMATES
ATLANTA CENTER
SYSTEM 1--NAS STAGE A

Traffic lLevel (1975 base)

1.0 1.2 1.4 [1.44%] 1.6% | 21,8+
$ § § § E S *%
Number of Facility Sectors| 41 59 78 82 82 82
Facility annual staff (persons)
Air traffic
Controllers 476 | 631 826| 874 1020 1224
Team supervisors, area
officers/specialists 51 78 105! 105 105 105
Other AT personnel 87 87 87 87 87 87
Total AT 614 | 796 1018} 1066 1212 1416
Airway facilities
AF team electronic technicians 63 78 93 93 93 93
Other AF persoannel 67 67 67 67 67 67
Total AF 130 145 160 160 160 160
Facility total 744 941 1178 | 1226 l3721 1576

*

Extrapolated staffing at greater than current level of delay.

—

Maximum staffing, greater than current level of delay.

I o w

Standard sector manning is 2.5 controllers (System 1A).

Standard sector manning is 3.5 controllers (System 1B).

Standard sector manning is 2.5 and 3.5 controllers (Systems lA and 1B).




Table 29 |

% SECTORIZATION AND STAFFING ESTIMATES
ATLANTA CENTER
SYSTEM 2--INCLUDING AUTOMATED DATA HANDLING

Traffic Level (1975 base)
<1.34% 1.4 Le l=a.nt
¥ $ ¥ 3 f
Number of facility sectors 41 47 65 82 i
Facility annual staff (persons) 4
Air traffic
Controllers 350 398 554 699
Team supervisors, area 51 60 87 105
officers/specialists
Other AT personnel 87 87 87 87
Total AT 488 545 728 891
Airway facilities
AF team electronic technicians 63 68 83 93
Other AF personnel 69 69 69 69
Total AF 132 137 152 162
Facility total 620 682 880 1053

‘Iﬁnimum staffing, less than current level of delay.
t
Maximum staffing, greater than current level of delay,

$
Standard sector manning is two controllers.
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Table 30

SECTOR1ZATION AND STAFFING ESTIMATES

ATLANTA CENTER
SYSTEM 3--INCLUDING AUTOMATED LOCAL FLOW CONTROL

Traffic Level (1975 base)

<L.34% 1.4 1.6 | 1.t
$
Number of facility sectors 41 47* 65$ 82$
Facility annual staff (persons)
Air traffic
Controllers 350 398 554 699
Tean supervisors, area 51 60 87 105
of ficers/specialists
Other AT personnel 88 88 88 88
Total AT 489 546 729 892
Airway facilities
AF team electronic technicians 63 68 83 93
Other AF personnel 69 69 _69 _69
Total AF 132 137 152 162
Facility total 621 683 881 1054

»*
Minimum staffing, less than current level of delay.

f
Maximum staffing, greater than current level of delay.

$
Standard sector manning is two controllers.

A Sk ol
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Table 31

SECTORIZATION AND STAFFING ESTIMATES
ATLANTA CENTER
SYSTEM 4-~INCLUDING SECTOR CONFLICT PROBE

Traffic lLevel (1975 base)
<1,49% L& 8. 21,947
$ $ . ¥ $
Number of facility sectors 41 47 65 82
Facility annual staff (persoans)
Alr traffic
Controllers 350 398 525 699
Tean supervisors, area
officers/specialists 51 60 78 105
Other AT personnel 88 88 88 88
Total AT 489 : 546 691 892
Airway facilities _
AF tean electronic technicians 63 68 78 93
Other AF persounnel 69 69 69 69
Total AF 132 137 147 162
Facility total 621 683 838 1054

*
Minimum staffing, less than current level of delay.
f
Maximum staffing, greater than current level of delay.

% J5 Lo
Standard sector manning is two controllers.
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Table 32

SECTORIZATION AND STAFFING ESTIMATES
ATLANTA CENTER
SYSTEM 5--INCLUDING 100% RNAV EQUIPPED AIRCRAFT

Traffic level (1975 base)
<1.69* | 1.8 2.0 22,1371 ’
¥ $ . ¢
Number of facility sectors 41 52 73 82*
Facility annual staff (persons)
Air traffic
Controllers 350 - 447 622 699 f
Team supervisors, area : ; i
officers/specialists 51 69 96 105
Other AT personnel _88 88 | _88 _88
Total AT 489 | = 604 806 892
Airway facilities ' |
AF team electronic technicians 63 73 88 - 93 |
Other AF personnel _69 _69 _69 _69 ,‘
Total AF 132 142 157 162 {
Facility total 621 746 963 - 1054

* p .
Minimum staffing, less than current level of delay. 3
f

Maximum staffing, greater than current level of delay.

¥ 7
Standard sector manning is two controllers.,
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Table 35

AIR TRAFFIC SERVICE STAFFING FACTOR ESTIMATES
ATLANTA CENTER

Traffic Facility Annual Staffing Factor, by System (1975 bane)‘

Level 1 2 3 ) (100% RNAV) J6(50% D.L.) [6(100% D, L.)
1.0 1.0t 0.80 0.80 0.80 0.80 0.52 0. 52
(1.18) (0.52)t

1.2 1.30 0.80 0.80 0.80 0.80 0.52 0. 52
(1.34) (0.80)T | (0.80) "

1.4 1.66 0.89 0.89 0.80 0.80 0.58 0.52
(1.49) | .m3#

(1.49) (0.80)1 0.52)"
1.6 1.97 1.19 1.19 0.89 0.80 0.70 0.55
(1.69) (0.80)"

(1.71) (1.45)*§ (1.45)*§

1.8 2.31° 1.45 1.45 1.13 0.98 0.91 0.67
(1.94) (1.45)*§

2.0 2,31 1.45 1.45 1.45 1.31 1.13 0.94
(2.13) (1.45y"3

2,2 2,31 1.45 1.45 1.45 1.45 1.33 1.14
(2. 34) (.ae)?

2.4 ! 2,31 1.45 1.45 1.45 1.45 1.46 1.26
2.6 2,31 1.45 1.45 1.45 1,45 1.46 1.33
.0 | 2.8 1.45 | 1.45 | 1.4 1.45 1. 46 1,40
3.0 2,31 1.45 | 1.45 ; 1.45 1.45 1.46 1.43
3.3 ! 2,31 1.45 l 1.45 | 1.48 1.45 1.46 : 1.45
3.24) | i ' WM
3.4 ! 2,31 145 | 1.43 | 148 1.45 1.46 { 1.46

i L o

D. L. = data link.

*
Staftfing factor data based on Tables 28-34,

t
Minimum staffing at current average delay.

t
Maximum staffing at current average delay.

gMaxlmum staffing at sectorization limit.
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Table 36

AIRWAY FACILITIES SERVICE STAFFING FACTOR ESTIMATES
ATLANTA CENTER

Facility Annual Staffing Factor, by System (1975 base)™

T::::c (10507. 6 6

1 2 3 4 _RNAV) 50% D.L.) | (100% D.L.) |
1.0 1.0t 1.02 1.02 1.02 1.02 1.03 1.03
(1.18) .ot
1.2 1.12t 1.02 1.02 1.02 1.03 1. 08t 1.08
(1.34) a.o)t| (1.02)t
1.4 1.23t 1.05t | 1.05t 1.02 1.02 1.07t 1.03
(1.44) (1.3t
(1.49) (1.02)t (1.03)t
1.6 1.23 Lt | ovarnt 1.05% 1.02 1.15¢ 1.07t
(1.69) (1.02) 1
(1.71) a.2s)t| .25t
1.8 1.23 1.25 1.35 1.13t 1. o9t 1.15¢ 1.15¢
(1.94) (.2s)"
2.0 1.23 1.25 1.25 1.25 1.21t 1.15t 1.15t
(2.13) .25)1
2.2 1.23 1.25 1.25 1.25 1.25 1.22t 1.15¢
(2.34) «1.26)!
2.4 1.23 1.25 1.28 1.25 1.25 1.26 1.18t
2.6 1.23 1.25 1.28 1.25 1.25 1.26 1.22¢
2.8 1.23 1.25 1.25 1.25 1.25 1.26 1.26t
3.0 1.23 1.325 1.25 1.25 1.25 1.26 1.26%
3.2 1.23 1.25 1.25 1.25 1.25 1.26 1.26t
(3.24) (.26)"
3.4 1.23 1.25 1.25 1.25 1.25 1.26 1.26

D.L., = data link.

*
Staffing factor data based on Tables 28-34,

f
Staffing at current average delay.

i sy




‘-‘
!4
i lable )7
1 .
AIR TRAFFIC AND AIRWAY FACILITIES SERVICES STAFFINC FACTOR ENTIMATES !

ATLANTA CENTER

Facility Annual Staffing Factor, by System (1978 buo)}

iy qoo | :
1 2 3 4 RNAV) | (50% D.L.)| (100% D.L.)

1.0 1. 00t 0,83 0,83 0,88 0,838 0.61 0,61
(1.18) (o.en? 0. 61
1.2 1. 26t 0,83 0,88 0,83 0,83 0. 614 0, 61
(1. 34) o.8n% .ant

1.4 1. 58t 0.9t | 0,92t 0. 83 0. 83 0. 66t 0, 61
(1, 44) a.en'

(1,49) o.ant (0.0t
1.6 1,84 Loast [ o1oaat 0, o2t 0. 83 0. 78t 0.aat
(1.69) 0.an "

(1.71) a.antl .t

1.8 2,12 1.42 1,42 118 1. oot 0,95t 0. 75t
(1.94) (an'!

2.0 2,13 1,42 1,42 1,42 1. 20t 1,18t 0.8t
(2.13) (e

2,2 2,12 1,42 1,42 1,42 1,42 Lot 1, 15t
(2. 34) .an!

2.4 2.12 1,42 142 1,42 1,42 1,42 1. 24t
2.6 2.12 1,48 1.42 1,42 1,42 1,42 1.t
2.8 2.12 1,42 1,42 142 1,42 1,4 1,874
2.0 2,12 1,42 1,48 1,42 1,42 142 1. 40t
4.2 2.13 1,42 1,42 1,42 1,42 1,42 1. 42t
(3,24) a.an!
a4 2,12 1,42 1,42 1,42 1,42 1,42 1,42

DL, = data link,

»
Staffing factor data based on Tables

f
Statfing at currvent avevage delay.
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Table 38

TRAFFIC DEMAND FORECAST, :
ATLANTA CENTER £

Year Traffic vawl‘
1975 1.0 4
1980 1.25 I3
1982 1.40 i
1984 1.54
1986 1.75 .
1988 1.96 z
1990 2,20 f
1992 2.35 ‘
1994 2.50
1996 2.64 :
1998 2,79 !
2000 2.94 ':
i
*Source: "IFR Aircraft Handled by User ‘

Category," Office Of Aviation
Policy (AVP-120), FAA (March 1975)
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Appendix A

ROUTINE WORK DATA COLLECTION AND REDUCTION

As a result of various ATC-related data collection exercises,l'4

SRI has developed a data collection/reduction procedure for NAS Stage A
equipped enroute facilities that is based on the following data sources:

e Video tape recordings of PVDs.

e Audio (including video tape sound track) recordings of
A/G and interphone communications.

e Manual recordings of observed controller physical actions.,

e NAS Stage A data analysis and reduction tool (DART) computer
printout records of R and D position FDP/RDP operations.

e Flight strips, used and marked-on by controllers.

These data are collected during a one-hour observation of a selected
sector's control activities. Each observation session is followed by a
one-hour structured interview of the sector's controllers. The interviewer
uses video tape playback during examination and discussion of the opera-
tional strategies, procedures, and techniques employed by the controllers.

As part of the data reduction process, data measurements are assembled
into 2 format that facilitates cross-reference of the observed activities
and permits a reconstruction, in part, of the routine control events. The
information on operational procedures obtained during the controller inter-
views, along with the data observations, provides perspective on control
requirements that is useful in the logical reconstruction of routine
events.

We used this procedure to collect data from four sectors at the Los
Angeles Center* during the five-day period 24-28 June 1974. The center
was then using the NAS Stage A3d.2 system, including FDP and RDP capabili-
ties. In reconstructing the Los Angeles Center sector team activities
from the data collected, we developed the routine control event structure
that is the basis for the one shown in Table 1 of this report. Since the
data collection sessions at the Los Angeles Center were conducted during
moderate-to-heavy traffic activity, we assume that these routine events
are representative of control requirements during capacity condit:ions
(during which nonessential activities are minimized).
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Also, as part of the Los Angeles Center effort, we made stopwatch
measurements of observed controller manual activities (FDP/RDP operations,
flight strip processing) and recorded and observed oral communications
(A/G radio and interphone communications and direct voice communication). . |
For each identified task, we selected a "reasonable'" minimum task per- ]
formance time from the data measurements to represent task work require-
ments during capacity conditions. In determining minimum performance
times, we considered only those observed or recorded activities that we |
judged to be performed completely (satisfied information transaction or
message content requirements) and with efficiency (without delay, inter- |
ruption, or extraneous information). These data are the basis for the
task performance times shown in Table 1.

We cenducted a similar data collection effort for seven sectors at ]
the Atlanta Center during the five-day period 15-19 December 1975. The
center was using the NAS Stage A3d.2 System, including FDP and RDP capa-
bilities. Two airline strikes were in effect during data collection,
and traffic activity was moderate. Despite the absence of heavy traffic
loadings, the data collected and reconstructed substantiated the basic
routine control event structure resulting from the Los Angeles Center
effort, and indicated the need for some minor modifications. A restricted
effort to spot-check the task performance times also sunported the Los
Angeles Center data.

In the remainder of this appendix, we review the data collection
results and describe the routine control events for the Atlanta Center
data collection effort.

| 88 Data Reduction i1

The data sources that were reduced in detail for Atlanta Center were
the audio recordings and the DART computer printouts. Flight strips were
also collected, but not individually studied in detail. Although obser-
vations of controller actions were made, manual task activities and per-
formance times were not recorded systematically. Because of our previous
Los Angeles data collection effort, we could ascertain routine events
using the audio tapes and DART printouts. Flight strips and video tape
recordings, which included A/G communications on the sound track, were
used to develop data for the conflict modeling procedures described in
Appendix B, while the video tapes were also used to structure and guide
our controller interviews.

We conducted a one-hour data collection session for each of the seven
selected sectors. During each hour, the R position A/G and the D position
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interphone oral communications were simultaneously recorded by separate |
audio tape recorders. The A/G and interphone recording tapes were manually
transcribed by writing down the message and the aircraft identity. The
written transcriptions were reduced to data statistics by counting each
routine communication event according to its message content. This pro-
cess resulted in the tabulation of A/G communications shown by sectors

in Table A-1. A similar tabulation of interphone communications is shown
in Table A-2; however, this tabulation required some cross-referencing

with A/G data to identify the event if a question existed. (For example,
reference to the A/G transcriptions for a particular aircraft would deter-
mine whether an interphone communication on altitude clearance was a
traffic structuring or a pilot request event.)

DART computer printout records of R and D position FDP/RDP data entry
and display-related operations were obtained from Atlanta Center data sys-
tems personnel. Each DART record corresponded to about a 1.25-hr period
overlapping the l-hr data collection. The DART records were reduced to
data statistics by counting each FDP/RDP operation according to its func-
tion. An operation's function (e.g., handoff initiation, data block/
leader line offset, altitude amendment) can be identified from the DART
printout by the quick action key and data format., This process resulted
in the tabulation of the FDP/RDP operations shown by sector in Table A-3.
Again, cross-referencing with the A/G or interphone data was sometimes
required to identify events. (For example, reference to A/G transcrip-
tions for a particular aircraft would determine whether a flight data
altitude amendment was a traffic structuring or a pilot request event.)

These three tables were then mutually cross-referenced to construct
the routine control event tabulation shown by sector in rable A-4. This
construction required us to make logical interpretations of event charac-
teristics based on judgment and the average hourly flow rate; the latter
is the average of a sector's aircraft exits and entries, as calculated in
Table A-l. For example, the number of handoff acceptance, initial pilot
call-in, and frequency change instruction events is assumed to be equal
to the hourly traffic flow rate, while the number of automatic handoff
initiations is equal to the algebraic difference between the numbers of
handoff acceptance and manual handoff initiation events.

Because of an audio tape malfunction, no interphone data were ob-
tained for Sector 37. In Table 2, we substitutea the interphone fre-
quencies of Sector 42 for those of Sector 37 because both are transition
sectors. Because manual task activity observations were not recorded,
no data were obtained for flight strip sequencing/removal and equipment
ad justment. Also, the number of events observed at some sectors for data
block/leader line offset and data block forcing/removal appeared too large to be
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Table A-4
NUMBER OF ROUTINE CONTROL EVENTS, CURRENT NAS STAGE A, ATLANTA CENTER
Occurrences per Sector :
: High Departure Arrival Low Low
Routine Control Event Enroute | Transitiopn | PeParture ) Arrival o oliiion | Arrtval | Envoute
(36) an (38) (41) (42) (46) (52
Allutoonﬂ Crossville Do:::::u Norcross Lanier Conmerce N:\‘a:::ln
i — B R — ~+—
Control jurisdicticn transfer "
Handoff acceptance 24 23 16 17 20 12 11 |
Flight data update 0 0 0 0 0 0 0
Intersector coordination 0 * 2 2 0 4 10 14
New flight strip preparation 0 0 0 0 0 2 1 i
Handoff initiation-automatic [} 4 0 S [} 3 2 % |
Manual initiation-silent 18 19 16 12 12 9 9 |
Intersector coordination 0 ! b ] 3 1 0 7 6 |
Traffic structuring W 4
Initial pilot call-in 24 23 16 17 20 12 11 |
Flight data altitude tnsert 0 0 0 0 0 2 1
Alt{tude fnstruction 25 34 19 25 39 13 11 5
Flight data altitude amendment 0 2 0 15 2 0 2 &
latersector coordination 0 " 1 3 5 ) <} i
Heading instruction 12 15 21 14 6 2 S &
Flight data route amendment 4 3 0 0 0 1 1 )
Intersector coordination 0 L) 1 1 0 0 1
Speed instruction 0 0 0 17 5 0 0 i
Intersector coordination 0 L 0 2 2 0 0 13
Altimeter setting instruction 0 0 4 16 0 3 2 I3
Runway asaignment instruction 0 0 0 4] o 0 0 3
Pilot altitude report 3 7 4 14 8 S 5 1
Flight data altitude insert 0 o 0 0 0 0 0
Pi{lot heading report 2 6 0 7 3 8 7
Pilot speed report 0 0 0 4 2 0 1
Traffic advisory 16 4 0 1 ) 2 1 | 5
Transponder code assignment 0 0 3 3 0 1 2 -
Flight data code amendment 0 0 [\] 0 0 o 2 {
Miscellaneous A/G coordination 0 0 0 0 0 1 1 I
Frequency change fnstruction 24 23 16 17 20 12 11 !
Intersector coordination 1 L 0 0 0 0 0 k
A — N S "“"vﬁ‘\'—"’-“‘wk""-"' "-‘—1 Al MR o +H
Pilot request |
Altitude revision 2 4 0 4 1 2 1 |
Flight data altitude amendment 1 3 0 3 1 n )
Intersector coordination 1 " 0 1 0 0 0
Route/heading revision 1 0 0 0 1 0 0
Flight data route amendment 1 0 0 0 \) 0 0
Intersector coordination 0 L 0 0 1 0 0
Speed revision 0 0 0 0 0 0 0
Clearance delivery 0 0 0 0 0 0 1
Miscellaneous pilot request 0 0 0 0 0 0 [\ j
- st SRR RS shaae
Pointout T 1
Polntout acceptance 0 3 1 0 1 1 0 i\f
Data block suppression 0 3 0 0 1 0 0 i
Pointout initiation 1 2 7 3 3 0 2 l
i s R Bl P PR S O s saee
General intersector coordination !
Contrvol instruction approval 2 * 9 6 6 7 4 ;
Planning advisory 2 * 2 4 2 4 0 13
Alrcraft status advisory 2 " 2 3 2 1 L] i
Control jurisdiction advisory 3 . 3 5 1 2 2
Clearance delivery o » 0 0 0 1 2
Flight data update 0 0 0 0 F 0 0 L
operation
Flight data estimate update 7 1 16 9 14 6 13 H
Data block/leador line offset at 26! of 16! ut of 6!
Data block forcing/removal 19t 2t 16t 25t sot 12! [\ i
Miscellaneous data service 6 1 0 2 3 1 4 {
Flight strip sequencing/removal L * * . * . ®
Equipment adjustment " * | * L} . . " 5
.nnu not obtatned at Atlanta Center. j
Number of occurrences fudged to be aonrepresentative of capacity conditions. .
|
' |
3
97 ’
l‘
|
I3
. 5
|
i




representative of capacity or heavy traffic conditions. For

each of these four events we assigned event frequencies (Table 2)
that were adjusted in accordance with the Los Angeles Center data.

We obtained the numbers of new flight strip preparation events by

count ing the hand-written flight strips (which were not printed by
computer).

> Routine Control Events

The following discussion provides an overview of the routine control
events we associated with enroute sector operations. These events, which
are listed in Table 1, are developed from our data observations and con-
troller interviews to define control activities as logical representations
of operational requirements. Table A-5 includes a brief summary of the
controller activities associated with each event, and parallels this dis-
cussion.

Control Jurisdiction Transfer--A handoff between two sectors trans-
fers authority over an aircraft and full access to the aircraft's computer
data file from one team to the other (direct control is effected when the
aircraft crew switches onto the receiving sector's A/G radio frequency).
A silent handoff (i.e., a procedure not routinely requiring intersector
interphone communication) is initiated either automatically by the NAS
Stage A computerized operations or manually by a sector team using FDP/
RDP keyboard or trackball operations, or both. Either handoff initiation
mode causes a blinking "H" and the receiving sector's identity numbers
(e.g8., "H-36") from the aircraft's data block to appear on the PVDs of
both the initiating and receiving sectors. Handoff acceptance is per-
formed manually using FDP/RDP operations and causes the flashing "H" to
be replaced by the letter "0," which is retained for about one minute on
both PVDs., The receiving sector team manually marks the letter "R" (for
radar contact) on its flight strip for that aircraft, and the initiating
sector team marks a circle around its "R."

Handoffs between NAS Stage A sectors and non-NAS Stage A or non-
ARTS III facilities cannot be performed silently and require interphone
communications to transfer control jurisdiction. The NAS Stage A sector
also performs FDP/RDP keyboard and trackball operation to initiate or drop
computerized radar tracking. This activity is nommally accompanied by an
additional FDP operation to input flight data updating information (e.g.,
departure message, altitude clearance).

Intersector coordinations sometimes accompany silent handoffs when
standard control procedures are not strictly followed (e.g., as a result
of conflict avoidance instructions). Intersector coordinations generate
intrasector consultation between R and D controllers to confirm information

: :
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transfers. 1In cases of an unexpected aivcraft pop-up, a paper flight
strip for the aircraft is manually prepared by the D controller,

Traffic Structuring-=These events include the procedural-based ac-

tivities routinely required to process an aivcraft through a sector.

The traffic structuring basic events are all initiated by A/C communica-
tions and generally include some manual data updating or recording task.
Each A/C communication task entails negotiation or confimation between
pilot and controller. The first traffic structuring event for an airvcratt
is the pilot's initial flight identity and altitude report call-in, which
is manually "checked" on the flight strip. 1t the aircraft is not equipped
with automatic altitude reporting (Mode C) equipment, the reported alti-
tude is manually entered into the FDP data file by keyboard operation and
marked on the flight strip. Altitude, heading and speed instructions,
and pilot reports are manually recorded on flight strips. When altitude
clearances do not conform to currvent flight plans or when a reported al-
titude is not from a Mode C equipped aivcratt, the FDP flight plan data
file is amended or the PVD altitude display is corrected by manual key-

board insertion. Interphone coordinations initiated by a sector team

are generally requests to adjacent sector teams to approve and confirm
the issuance of nonstandavd tratfic structuring instructions. Altimeter
setting and runway assfgnment instructions are routinely issued in low
altitude sectors to assist climbing and descending aivcraft., Traffic
advisories describing proximate tratfic, transponder code corrections,
and miscellaneous A/C coovdinations (e.g., radio failure assistance) are
performed as needed. A controller-to-pilot instruction to change radio
frequency to that of the next sector culminates the traffic structuring
activity for an aircraft; it is manually recovded on the atrcraft's tlight
strip at the Los Angeles Center by marking a second circle around the "R"
and at the Atlanta Center by marking a cross-line through the "check."
(The frequency change instruction is fmmediately preceded by formal hand-
off initiation and acceptance of control jurisdiction by the two sector
teams,)

Pilot Request--Task requirements generated by pilot requests to re-

vise altitude, route, heading, or speed clearances are essentfally simfilav
to those of traffic structuring except that they are initiated by an airv-
craft crew. All are initiated by A/C communications and, except for mis-
cellaneous requests such as navigation assistance or weather information,
entail flight strip processing. FDP/RDP-based data amendments or inter-
sector coordinations are performed as requirved. lIn some low sectors,
clearance deliveries to approve flight plan routing are issued divectly

to pilots (rather than a terminal facility) by means of A/G communication.
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Such clearance deliveries require FDP/RDP operations to update the flight
progress data in the computer file (e.g., departure message, altitude
clearance), and flight strip marking to record the issuance of the
clearance delivery (any additional flight strip or FDP data revisioas
that may be required are assumed to occur simultaneously with the A/C
communication).

Pointout--Pointout actions are required by a sector team to retain
control of aircraft briefly in or near another's airspace. A pointout
initiation entails RDP keyboard operations to force an aivcraft's alpha-
numeric data block onto an adjacent sector team's PVD and flight strip
marking. Since the sector team receiving the forced data block normally
has no flight strip pertaining to the aircraft in question, interphone
communications are needed to transmit relevant flight information. The
receiving sector may also display pertinent FDP data on its D position
CRD, although this normally occurs during the intersector coordination.
The receiving sector, by means of manual RDP, keyboard/trackball opera-
tions may suppress the forced data block display as desired.

General Intersector Coordination--These events include those informa-
tional transfers that are performed by sector teams to maintain mutual
cognizance of multisector traffic movement and that ave not part of hand-
off, traffic structuring, pilot request, or pointout. General intersec-
tor coordination events almost entirely entail interphone and direct voice
communications. Control instruction approvals are issued in response to
other sector teams' traffic structuring and pilot request activities.
Planning, aircraft status, and control jurisdiction advisories arve used
to clarify general procedural and individual aircraft situations. Clear-
ance deliveries are negotiations with airport towers to approve flight
routings {f sf{lent departure procedures are not established and include
manual flight strip marking to indicate issuance of the clearvance. FDP/
RDP keyboard operations are necessary for updating flight progress files
(e.g., departure message, altitude clearance) if the tower is not FDP
equipped.

General System Operation--In this category are those activities not
fncluded in the above descriptions, such as equipment operation and data
maintenance, General system operation events are entirely performed by
FDP/RDP operation and flight strip processing. Flight-plan update messages
(e.g., altitude, route, or beacon code revision; expected position fix
time arrival; airport departure confirmation) from incoming flights dis-
played on the D controller's CRD by the FDP system are manually copiled
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onto the appropriate proposal flight strips. Using keyboard/trackball
operations, the R controller selectively modities the PVD by oftfsetting
or reorienting alphanumeric data blocks to alleviate display clutter and
forcing or rvemoving data block displays. (An aivcraft's data block is
retained on the PVD of a sector team initiating a handotf for a five-
minute period after the handoft has been accepted and is manually forced
back onto the PVD as requived.) Miscellancous data sevvices involving
FDP system operations include rvequests tor weather and altimeter data
displays and flight strip printing, vemoval of tlight plans from the
data file and display, removal or modification of PVD tabular listings
of tnbound, departing, ov holding aivcevatt, and CRD listings of beacon
code selections (which define the eligibility of rvadar tavget displavs)
and altitude limits (which define the altitude range over which the PVD
displays automatic altitude reports for untracked orv intrvuding aiveratt),
Arranging and removing the tlight strips on the flight progress board is
pertformed by the D controller, while the R controller is responsible for
A/C radio frequency and RDP (e.x., map and range selection) adjustments,

Los Angeles Center Versus Atlanta Center Data--Some differences exist
between the routine cvents observed at the Atlanta and the Los Anpeles
centers, PFirst, automatic handoft initiation events were observed at
Atlanta, but not at Los Angeles, Second, flight data altitude amendments
tor tratffic structuring "heading instructions" were observed at Atlanta,

but not at Los Angeles. Third, the tlight data code amendment was per-
fomed, as required, in support ot the trattfic structuring transponder
code assignment event at Atlanta; at Los Angeles it was assumed to be an
integral part of the transponder code revision event. Fourth, clearance
delivery was issued directly to pilots as part of pilot requests at
Atlanta; at Los Angeles, clearance delivery was observed to be issued
only to towers as part of general intersector coorvdination. Both types
of clearance deliveries were observed at Atlanta. Fitth, the tlight

data update event was performed, as vequirved, in support ot the c¢learvance
delivery to towers at Atlanta; at Los Angeles it was assumed to be an in-
tegral part of the clearance delivery event.

These differences arve retlected in the routine event structures shown
in Table ! of this report and in Table 1| of Reference & (or 5).

We also note that some events observed at Los Angeles were not ob-
served at Atlanta, These tnclude: the tlight data update pertomed on
an as-required basis to support handott acceptance, the traftic structuring
runway assignment instruction event, and the miscellancous pilot request
event., 1o maintain the generality of our routine event descriptions, we
chose to include these events in our event structure in Table 1, and to
assign them a zervo frequency-of-occurrence in Table 2 of this rveport.
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Appendix B

POTENTIAL CONFLICT MODELS AND APPLICATIONS

This appendix describes mathematical models for estimating the ex-
pected frequency of potential conflicts and their applications to the
11 selected sectors of the Atlanta Center.* Potential sector conflicts
were examined using techniques based on the RECEP methodology developed
during previous SRI research ™® and adapted to Atlanta Center operations
in accordance with our on-site observations, data collection, and con-
troller interviews.

p Potential Conflict Frequency Model

Potential conflicts are projected violations of separation minima
perceived by controllers. Since this project was concerned with the
radar environment, the ATC radar separation minima are the criteria to
be maintained. These criteria, based on our observations of the actual
separations exercised by controllers, are as follows:

e Aircraft are separated by less than 1000 feet in altitude
(2000 feet above FL290).

e Aircraft on arrival routes about to enter terminal airspace
are separated by at least five nautical miles.

» All other aircraft are separated by at least ten nautical
miles.

The two primary means by which these separation minima can be vio-
lated are by the intersection of two aircraft flight paths or by one
aircraft overtaking another. The possible events resulting from these
two violations are listed in Table B-l. Since there are differences in
the difficulty of resolving the potential conflicts resulting from these
events, the events should also be classified by type of aircraft involved,

*
The 11 sectors are the 9 sectors included in the ATF study area model
and 2 additional sectors that were part of the original data collection
effort.

107




Table B-1

EVENTS RESULTING IN VIOLATION OF RADAR SEPARATION MINIMA

Crossing conflicts Intersection of two aircraft flight paths
at the same altitude.

Intersection of a transitioning (climbing
or descending) aircraft with a level air-
craft at altitude.

Intersection of two transitioning air-
craft.

Overtaking conflicts | Aircraft at the same altitude.

Aircraft transitioning on the same track.

such as nonmilitary versus nonmilitary, military versus nommilitary, and
military versus military. However, during this project, there were not
sufficient data to make these digtinctions meaningful.

SRI has developed a number of simple mathematical models for predict-
ing the expected number of events. Data acquired in our measurement phase
were compared with estimates generated by these models as verification.
The development of the model used to predict the expected number of con-
flicts at two air routes is described in Reference 10. Only the result-
ing expressions are presented here.

Crossing Conflict Events--The frequency of conflict events at an air
route intersection depends on the aircraft flow rate and velocity along
each route, the minimum separation requirements, the angle of intersection
between the routes, and the number of flight levels at which conflicts
would potentially occur. The average frequency of conflicts at an inter-
section can be found from:

i
+ - (o3
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where

E = average number of conflicts/hr,

£ = flow of aircraft at Flight Level i along Route 1
(aircraft/hr).

£ = flow of aircraft at Flight Level i along Route X
(aircraft/hr).

X = separation minimum used by controllers (nautical miles).

= average speed of aircraft at Flight Level i along
Route 1.

V . = average speed of aircraft at Flight Level i along
Route 2.

@ = agngle of intersection between the routes.

™1

indicates the summation over all flight levels at which
conflicts may occur.

Though this relation is quite suitable for use with a computer, it is
somewhat cumbersome to evaluate manually. For this reason a nomograph
has been developed® that graphically describes this mathematical rela-
tionship. Intersections of more than two air routes were treated by
finding the sum of the expected number of conflicts between all possible
pairs of air routes. The expected number of conflicts was calculated

for each flight level considered and summed over all flight levels to
determine the total conflict frequency associated with that intersection.

When one of the crossing routes is a transition route, it is neces-
sary to evaluate the additional effects due to the interaction of the
transitioning aircraft with air traffic at more than one flight level
on the other route. A transitioning aircraft can conflict with air traf-
fic at the actual route crossing altitude, but it can also, because of
separation standards, conflict with traffic above and below this flight
level. For this reason, the air traffic controller usually provides
separation as if transitioning an aircraft "block'" more than one altitude
at the same time. This concept is equivalent to treating a transition
crossing as a number of simultaneous level-level crossings at the "blocked"
altitudes. Therefore, the calculation of the expected number of conflicts
of this type entails summing the expected number of crossing conflicts at
each flight level affected by the transitioning route. The number of
altitudes that are affected is a function of climb/descent angle and
separation criteria. Procedures developed® can be used to determine the
vertical distance required (and therefore the number of flight levels
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affected) by a transitioning aircraft flow while crossing an air route
(the data assume a route width of ten nautical miles). Knowing this
value and the vertical separation minimum, one can determine which flight
levels are affected by this event. The number of potential conflicts
resulting between the aircraft flow on each of these flight levels and
the flow on the transitioning route can then be determined and summed.

Overtake Conflict Events--The expected frequency of overtakes along
a level or transitioning route and between level and transitioning routes
in the same direction can be determined from the following relationship:

n-1 (1 + 2X) E n f
(2)
i_:

—
=
il
(o
%
—

where

E = average number of ovecrtakes/hr.
n = number of discrete speced categories along the route.
1 = length of air route (nautical miles).

f, = flow rate of aircraft traveling at the ith speed
(aircraft/hr).

V, = average speed of the ith speed class (knots).

f. = flow rate of aircraft traveling at the kth speed
(aircraft/hr).

V., = average speed of the kth speed class (knots).

X = separation minimum used by controllers (nautical
miles).

vV, -V = magnitude of the difference in velocities of the
two speed categories.

In this relationship, the summation symbol (X) indicates that the calcu-
lation is performed for each possible pair of speed categories, and these
results are then summed to find the total number of potential overtakes.
This procedure is followed for each flight level on a level route and for
each transition route in a sector.

Again, to reduce the computational effort, another nomograph® was
used to aid in the evaiuation of this expression. The frequency of
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occurrence of potential overtake conflicts along a route can be determined
from this nomograph using afrvceraft density for cach afircraft speed class
(in terms of afrcraft/nautical mile along a route)., Aircraft density is
found by dividing the hourly trattic flow of cach speed class (in afr-
craft/hr) by the average velocity of that speed class (in knots), the
route length (in nautical miles), and the difference in atvcervatt speed
classes (in knots). This nomograph was used to evaluate the number of
potential overtakes caused by more than two speed classes by summing the
expected number of overtakes for all possible pairs of speed classes at
any given flight level. Then these vesults were summed for all flight
levels and transition routes,

For the occasional {nteraction of a transitioning afreraft track
with a level afrcraft route where the afrcraft are on opposite headings
(meeting head-on), the expected number of such conflicts can be expressed

as:
26 XV e v -2y n !
. t ] .' + - rAO8 | e
_\(k [ K 1k cos{sin VL
o P
B )k vy | =t
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)
where

K = expected number of conflicts/hr,

f = flow of afrcraft along the jth transitioning track
(afrcraft/hr) .,

. = flow of afrcratt along the route at the kth altitude
(afrcraft/hr) .,

X = separation minimum (nauntical miles).

V. = average speed of atrcratft along the jth transitioning
track (miles/hr).

V., = average speed of the atrcrarft along the route at the k‘h

altitude (miles/hr).

V = transitionfng rate for the transftionfng afvcrvatt
(miles/hr) (f.e., climb or descent rvate tor the tran-
sitioning atrcratt).,

§ = each transitioning track used {n the sector.

k = each altitude level, used for air trattic that intev-
sects .
(R4




This expression was evaluated analytically in the few cases where it ap-
plied and was added to the expected overtake workload for the sector.

2. Description of Sector Conflict Modeling

Sector 36--Atlanta Center's Allatoona sector is an ultrahigh altitude

sector (FL330 and above) situated directly above the Crossville sector.
This sector has mainly level enroute traffic flying between Florida and
the Midwest and between the Northeast and South Central regions. The
principal routes within this sector are:

e J22: a level, high volume route with northeast traffic in
FLs 330, 370, and 410, southwest traffic on FLs 350 and 390,
and several northeast-bound flights separating at TYS and
using J91.

e J43: for level, enroute northbound and southbound traffic.
e LOU-TYS: for aircraft southeast at FL330 over TYS.
e J&6: for level, enroute eastbound and westbound aircraft.

e J89: for level, enroute northbound and southbound aircraft
between the Midwest and Florida.

J118: for eastbound and westbound aircraft.

J45-73: for northbound and southbound aivcraft.

The spatial pattern of crossing conflicts in Sector 36 is similar to that
in the lower adjacent Crossville sector, with the exception that most
Allatoona crossing conflicts are between level, enroute aircraft, while

a significant portion of those in Sector 37 involve aircraft transition-
ing out of A7L. The major sources of potential crossing conflicts appear
to be the intersection of J22 with J89 and the routes that intersect over
TYS. Overtaking conflict potential (s diminished in this sector by the
full use of all flight levels along the several latively high volume
routes, which serves to separate by altitude the lar y level, enroute
traffic found therein. The Allatoona sector route structure is illus-
trated in Figure B-1l. The conflict equations, based on separ
ten nautical miles, were found to be:

C=(4.8X 10" N

=N DN

0= (0.9 x 1073) N
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@ ATL
SA-4416-6

FIGURE B-1 PRIMARY ROUTES
IN SECTOR 36

where, for this and each of the sectors evaluated below,

C 1is the average number of potential crossing conflicts/hr.
0 1is the average number of potential overtakes/hr,

N“ is the number of aircraft handled/hr.

Sector 37--Atlanta Center's Crossville sector is an intermediate
altitude (FL240-FL310) sector north of Atlanta. 1t is situated above the
northern part of Sector 38, and directly west of the Lanier Sector 42.

The air traffic is composed of flights originating in Atlanta and climbing
out of the North Departure sector, some level enroute flights, and a tew
transitioning flights at stations such as Chattanooga and Birmingham. The
sector's route structure is shown in Figure B-2. The major routes within
the sector are:

e J43-91: for flights climbing out of ATL and Sector 38 to
TYS and points north (J43) and northeast (J91 and J22).
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deleted for clarity.

[ ¥ pOINTS WHERE
AIRCRAFT CLIMB
OUT OF SECTOR 38

@ BHM

@ ATL

SA-4416-5

FIGURE B-2 PRIMARY ROUTES
IN SECTOR 37

Some level, enroute aircraft at FL270-FL290 can be found
on this route.

J89: for aircraft transitioning north from ATL to the
Midwest and for some level, enroute northbound and south-
bound traffic.

A transition route over CHA: for aircraft climbing out of
ATL and Sector 38 and headed in a northwesterly direction.

J22: primarily for level, relatively low flying enroute
aircraft between Northeast and South Central regions.

Some transitioning along this route at Knoxville, Birming-
ham, and Chattanooga is likely.

In Figure B-2, several random, single aircraft flight tracks have been
The traffic structure of the Crossville sector
resembles that of the Pulaski sector, with a scattering of relatively
low volume routes that tend to create crossing conflict workloads of
more significance than overtaking workloads.
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contain more transitioning aircraft than the Pulaski sector. The major
{ntersections in the sector are those of J22 traffic with the three,
largely transition tracks out of ATL. The conflict equations, using
separations of ten nautical miles, were found to be:

2
H

0 = (0.5 x 10°3) Nﬁ .

C = (4.4 X 1073 N

Sector 38--Atlanta Center's North Departure sector is a relatively
low altitude (FL120-FL230) transitfon sector that handles aircrvaft climb-
fng out of the Atlanta TRACON and headed for destinations in the North-
east and Midwest. The departing stream of aircraft enters the sector
south of the 2QC fix and {s separated at 2QC into three streams accord-
fng to destination. Most aircraft climb out of the sector into the ad-
Jacent higher sectors within 50 nautical miles of the demerge point, as
shown in Figure B-3, As a result, there are generally no intersection
crossing contlicts within the sector, At separations of tive nautical
miles at the entry point (TRACON boundary) with transition to separvations
of ten nautical miles at sector exits, the overtake conflict processing
load ts light, but significant, and can be found from the expression

} 2
0= (0.7 x 1077) N“ .

Sector 39--Atlanta Center's Chattanooga sector is a rather small,
"flat" (FL230-FL270) sector used primarily by airvcraft enrvoute to AlL
from the north and west. The three major operational routes, as shown
in Figure B-4, arve:

e J45-73: for ATL arrivals from the Midwest.
e J0b6: for arvivals trom Memphis and points west.
e J22: for relatively low level enrvoute traffic and tran-

sitioning traffic at CHA.

The overall conflict processing workload is rvelatively light, with sowme
potential crossing conflicts at the {ntersections of J22 with the arvival
routes and some potential overtaking conflicts on the relatively short
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FIGURE B-3 PRIMARY ROUTES
IN SECTOR 38

arrival routes. Sector conflicts, using separations of ten nautical
miles, can be estimated from:

C = (1.7 x 10°3) N

=N

=N

0= (1.0 x 10°3) N

Sector 40--Atlanta Center's Dallas sector is a low-to-intermediate
level (FL120-FL270) arrival sector situated "downstream" of Sector 39.
Its operating characteristics are similar to those of the Norcross sector,
since it is responsible for merging and sequencing streams of arrival
traffic to the Atlanta airport. Traffic descending into ATL is sequenced
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FIGURE B-4 PRIMARY ROUTES
IN SECTOR 39

along one of the three routes shown in Figure B-5--J66 from the west,
J45-73 from the northwest, and a route from BHM to the southwest--and
merged at the RMG VORTAC for transfer to Atlanta approach control. Air-
craft crossing the arrival routes are routinely vectored under or over
the inbound streams.

The merging workload at RMG contributes significantly to the poten-
tial crossing conflicts in the sector, while the sequencing of the
arrival traffic contributes to potential overtake conflicts. Because of
the prevailing, westerly wind patterns in the area, inbound speeds and
speed differences of eastbound airvcraft are significantly greater than
for southbound and westbound aircraft using Sector 41, which contributes
somewhat to the sector's overtake workload. For this reason, separations
of ten nautical miles were assumed to hold throughout the sector. The
conflict equations, similar to those of the Norcross sector, are:

C = (2.7 x 107} Nﬁ

2

0 = (5.8 x 107} N,
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FIGURE B-5 PRIMARY ROUTES
IN SECTOR 40

Sector 4l--Atlanta Center's Norcross sector is a relatively low al-
titude (FL120-FL230) arrival sector to the north and east of Atlanta
over the Norcross, Georgia, VORTAC (See Figure B-6). Sector 41 has two
primary arrival routes that merge at an inbound fix to the Atlanta TRACON
at FL120. The sector controllers are therefore responsible for merging
and sequencing the traffic from these routes before transferring control
of the aircraft to Atlanta approach control.

In modeling this sector, separations of five nautical miles were
assumed to hold at the OCR merge point; separations of ten nautical miles
were used elsewhere. The relationships for crossing and overtake conflicts
in the current Sector 41 configuration are expressed by:

2
H

0 = (6.4 x 1073 N: A

C = (2.7 x 10°3) N

Most of the crossing conflict processing entails the merging at OCR
and 2LI of aircraft in the two arrival streams crossing the TYS and TOC
VORTACs. Some random crossing traffic occasionally intersects the two
routes on east-west headings, but usually at altitudes well above or
below the high volume inbound routes, When potential crossing conflicts
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between these aircraft and the inbound streams do occur, routine "tunnel-
ing"” or "climbing" directives are issued to the aircraft involved.

The sequencing of aircraft on the inbound streams entails significant
overtake conflict processing work. For aircraft transitions into Atlanta,
controllers generally allow the use of "pilot discretion'" to maintain
passenger comfort in descending to FL120 and slowing to 250 knots to en-
ter the terminal airspace. The resulting, unique deceleration and descent
profiles of each inbound aircraft are characteristic of these kinds of
sectors and contribute greatly to the relatively high overtaking workloads
associated with most low altitude approach sectors.
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Sector 42--Atlanta Center's Lanier sector is a high altitude (FL240-
FL310) transition sector northeast of ATL. It is directly above and to
the northeast of Sector 41. Nearly all traffic is concentrated on the
following five routes, as shown in Figure B-7:

e High volume arrival route from the northeast: crosses PSK,
enters the sector at FL240-FL310, merges vertically at F240,
and descends through to Sector 41 at TOC.

e Combined jetways J186 and J145: form a more northerly ar-
rival route that descends into Sector 41 northeast of TOC
and merges with the high volume, PSK-TOC traffic stream
just inside the Norcross sector.

e ATL arrival route over TYS (Knoxville): descends at FL240
into Sector 41 and eventually merges with the PSK-ATL route
at OCR.

e Route J118: between Spartanburg and Chattanooga.

e Route J22: carries mostly enroute traffic between the
northeastern and midsouth areas of the United States.

PSK
[
TYS
J186-145
CHA @ S @ SPA
/ /
TOC @ \
—— —— — Sector 41 boundary

SA-4416-12

FIGURE B-7 PRIMARY ROUTES OF SECTOR 42
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Sector 42 aids the metering and spacing of aircraft descending into
Atlanta by ensuring that the altitude differences of flights entering
the sector are eliminated so that aircraft can be handed off to Sector 41
at the same spatial location on each arrival route. Altitude merging and
in-trail sequencing on the PSK-TOC route, in particular, contribute sig-
nificantly to the overtake conflict processing workload in this sector,
Crossing conflicts occur at the intersection of J186-145 with J22 and, to
a limited extent, at the intersections of J118 with J186-145 and the TYS
arrival route. Cenerally, the level enroute tratfic on J118 crosses be-
low the major PSK-TOC transition flow, thereby minimizing potential cross-
ing conflicts. Some preliminary merging conflict processing is assumed
for J186-145 and the PSK-TOC arrival routes, although actual intersection
is in Sector 41. Evaluation of these operational procedures, using sepa-
rations of ten nautical miles, led to the following conflict relationships:

-
C = (3.5 x 1073) Ny

& 3
0 = (5.8 x 1073) N i

Sector 43--Atlanta Center's Pulaski sector is a high altitude en~
route sector adjacent to Sector 42 in the northeast corner of the Atlanta
Center jurisdictional area. Figure B-8 shows the major operational routes

@ SPA

SA-4416-11

FIGURE B-8 PRIMARY ROUTES IN SECTOR 43
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of the sector, which consist mainly of a series of low volume, highly
scattered flight tracks in which aircraft are in level flight or are
initiating descent/climbt maneuvers. These routes are:

e J22: for level, enroute aircraft and for traffic entering
and leaving Knoxville.
e PSK-ATL: for aircraft enroute to ATL and flying under FL310. ?

e J53: for enroute, level aircraft between SPA and PSK.

e PSK-GSO: for level enroute aircraft.
e PSK-south: for southbound traffic through Pulaski.

e An east-west level, enroute track out of GSO.

Several of these routes are aggregations of closely spaced flight tracks
that do not lie along existing jetways. No route was found to process
more than four aircraft during the hour(s) of observation. As a result,
the primary conflict workload entailed the numerous route crossings at

or near the PSK VORTAC and at the several intersections in the western
part of the sector, while overtaking conflicts along the low volume routes
were minimized. The conflict relationships were estimated in part from
traffic statistics prepared for the Crossville and Hinch Mountain sectors.
lhey are based on separations of ten nautical miles and can be formulated
as follows:

0

-~

C = (4.6 x 1073) N

=

)
-

0 = (0.7 x 10°3) e

Sector 44--Atlanta Center's Baden-Blue Ridge sector is a large, wide-
ranging, ultrahigh altitude sector northeast of ATL and adjacent to Sec-
tor 36 on the east. The major operational routes, shown in Figure B-9,
are basically the published jetways: an east-west route through T0C
and SPA, a route through TUS and AGS, and an arrival route into ATL from
PSK on which aircraft descend into the lower, adjacent Sector 42. The
conflict equations for this sector were constructed by comparing its
traffic structure with that of Sector 36. The crossing conflict work-
loads were estimated to be similar, while the overtake conflict workload
at Baden-Blue Ridge was estimated to exceed that of Sector 36 by approxi-
mately the fixed percentage difference in route-miles between the two
sectors. Aircraft performance characteristics were assumed to be the
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same for both sectors. Accordingly, the conflict relationships, using
separations of ten nautical miles, are:

(@]
L[}

(4.8 x 107°) N

= (1.5 x 10°3) N

o
|
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Sector 46--Atlanta Center's Commerce sector is a low altitude (sur-
face to FL110) sector underneath Sector 41 to the north and east of ATL.
The major published operational routes within Sector 46, depicted in
Figure B-10 are:

e V463: from TYS to OCR, used by low level, general aviation
aircraft arriving in the ATL area from the north.

e V222: from TOC to OCR for aircraft enroute to the Atlanta
area airports from the northeast.

e V235: from TOC to OCR for Atlanta area arrivals from AHN
and points east.
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FIGURE B-10 PRIMARY ROUTES IN SECTOR 46

e An arrival route into the Atlanta TRACON area: from OCR,
where V463, V222, and V235 merge.

e VS54: for eastbound and westbound traffic over HRS.

e V51-267: between HRS and AHN,

Sector traffic is mostly general aviation aircraft that are enroute to one
of the airports in the Atlanta area through the OCR arrival fix or are
distributed more or less uniformly among the remaining Victor Airways and
origin-destination tracks through the area. Some commercial aircraft
transitioning into and out of TYS will use a small portion of sector
airspace via V267. The major crossing conflict point is, of course, at
the OCR VORTAC, where a significant amount of merging takes place. A
small overtaking conflict workload will be associated with the ATL ar-
rival streams. The expected number or crossing and overtake conflicts,

at separations of ten nautical miles, can be found from the expressions:

C = (6.6 x 1073 N

0= (0.7 x 10°3) N

=N N
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Sector S52--Atlanta Center's Hinch Mountain sector is a low (surface
to FL230), primarily enroute sector located below Sector 37, This is
adjacent to the Indianapolis and Memphis ARTCCs in an arvea north of
Chattanooga and west of Knoxville, Tennessee. Sector trattfic {s mainly
low altitude, general aviation aircraft (under FL100), some intermediate
and high altitude general aviation aircraft, and a few, regularly sched-
uled commercial aircraft. The traffic is mostly of the level, enroute
variety, with some general aviation tratfic transitioning out ot the
smaller airfields in the area, and some commercial and general aviation
flights approaching and departing CHA and TYS. The route structure {n
Sector 52 is not well-defined because ot the scatterved orvigin-destination
characteristics of the heavy general aviation trattfic through the sector,
The few {dentifiable primary routes, shown in Figure B-11l, include:

e A route connecting BNA and TVYS (J46): tor eastbound and
westbound level and transitioning trvaftic.

e J22 between TYS and CHA: for low, enroute general aviation
and traffic transitioning at TYS and CHA.

e A voute roughly parallel to and south ot J46: tov level,
enroute tratffic between Nashville and points east,

SA 4418 19

FIGURE B-11  PRIMARY ROUTES IN SECTOR 52
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e J89: for northbound and southbound traffic and transi-
tions at CHA.

The conflict equations, based on separations of ten nautical miles, are:

C = (5.3 X 1073) N

KN TN

0= (4.3 X 10°3) N

The relatively high crossing conflict coefficient can be attributed to
a large number of single, pairwise interactions at nearly as many
longitude-latitude fixes. Overtaking conflict workload will be high
because of the head-on interaction of aircraft transitioning on the
same route, which occurs on J22 between TYS and CHA, and on the route
south of J46 between BNA and Spartanburg, South Carolina. Sector con-
trollers are also hampered by "holes" in the radar coverage of some
lower altitude regions in the Hinch Mountain airspace.
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SUMMARY OF R CONTROLLER ROUTINE WORKLOAD WEIGHTINGS
FOR SYSTEM 6A--1007% DATA LINK AVIONICS

Table C-8

Event/Task Description

R Controller Routine Workload Weighting, by Sector
(man-sec/aircraft)

36 37 38 41 42 46 52
Total A/G communications 8.69 | 10.00 6.55 (| 15.37 |10.65 | 12,87 | 15.30
Traffic structuring-- * * * * * * *
flight strip processing g “ 9 2 0 ¢ ?
Pilot request--flight 0* 0* 0* 0* 0* O* 0*
strip processing
Pointout acceptance--
data block suppression 0 Nl 4 0 a9 0
Data block/leader line t + + + + + +
ol fant 0 0 0 0 0 0 0
Data block forcing/ + t t + t t +
ronoval 0 0 0 0 0 0 0
Equipment adjustment 0.30| 0.30| 0.30| 0.30| 0.30|] 0.30| 0.30
Che=half total alred: 1.35| 2.90| 4.35| 4.98| 2.90| 7.20| 9.51
voice communication -
Subtotal 10.34] 13.59| 11.20| 20.65 | 14.00 | 20.37 | 25.11
Traffic structuring
message cognizance
Altitude instruction 3,12 4.44 3.57 4.41 5.85 3.24 3.00
Heading instruction 1.50 1.95 3.93 2.46 0.90 0.51 1.35
Speed instruction 0 0 0 3.00f 0.75}| O 0
Frequency change
instruction 2,00 2.00 2.00 2.00 2.00 2,00 2.00
Subtotal 6. 62 8.39| 9.50| 11.87| 9.50 5,75 6.35
Total 16.96 | 21.98| 20.70| 32,52 | 23.50 | 26.12 | 31.46

»®
Flight strip processing is not performed.

flndicated event is performed automatically.
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Appendix D

WORKLOAD MODELING DATA
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