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AES-7804 ERRATA SHEET

INTERRELATIONSHIPS BETWEEN AUTOREGRESSIVE AND
MOVING AVERAGE MODELS~-THE ARMA MODEL:
GENERAL CONSIDERATIONS IN M DIMENSIONS

Page 1, line 3 from bottom: should read pn,k — T

Page 1, bottom line: should read E(Ei't) < o and...

Page 2, line 3 from bottom: should read "where Fz = e

Page 3, line 8 from bottom, insert comma between Bx and Bt'

1

Page 3, line 4 from bottom, insert comma between Bx and Bt'
m

Page 4, line 11 from bottom: should read "converge on X Si'"

j=mem

|< 1}.

Page 4, line 10 from bottom, add "S, = {Fx : |Fx

i i
Page 5, line 4 from top: should read E[zx—l,t—x’ ax,t]

q r
Page 5, Eq.(2.3) should read Y,, = ) L8 2% awenis
00 ne-p k=1 n,k'n,-k

Page 6, Eq.(3.1), remove parenthesis from exponent e-znlfand
place below.
Page 6, lines 3 and 4: e 120 $hould read e

Page 7, line 4, beginning, should read ¢(Bx,Bt).

-i2nf

Page 7, line 6, should read ¢9; = ¢y

Page 7, line 2 from bottom, add the term o a(l,K) at end of line.
’

Page 8, line 9 from bottom, should read Yo1 = ¢2Y—10"'

Page 8, line 3 from bottom, should read Te a(00) = oi
’

Page 9, line 4 from top should read Wi i
Y01~ %2Y-10"%1Y00
2

g
a

Page 9, line 11 from bottom: should read Yo ot
14

Page 9, line 5 from bottom. Replace "Taneja et al." by Voss et al.
Add the following: 1If 61 = 62 = 0, the ARMA model reduces to the

1 dim autoregressive model of temporal and spatial order 1.
equations for the autocovariance then agree with the results
obtained by Taneja et al.

(over)

Sl




AES-7804 ERRATA SHEET Page 2
Page 10, line 5 from bottom, last term of equation on that
line is z .
x't-z
Page 11, lines 3 & 4 from bottom, insert "1" at end of each line.
Page 11, bottom line, equations should read:

<1

: el leghos 1

|6, + 0,4

|94 = 93|

Page 12, line 8 from bottom, last term in equation is oi.
Page 14, line 4 from top, last section should read

2
((¢4‘64) + ¢1(¢l-61)}0a

Page 14, line 5 from top should read:

BT ki 3 . G 2
Y,a(0-1) = (0)-61)0%  ¥,,(=1-2) = {6 (6,-6,) + 0,(8,=6;) + ($3-63) )0,

Page 14, line 6 from top should read:

2
a

Page 14, line 10 from bottom should read:

Yza(-l-l) = (¢2-92)0
= ¢ +$.,Y 1 At +¢ -9,0%-8 (6,-6 )02-6 (p,-6 )o2
Yo1 1Y00' Y210 %3 -1-1""4 0=-1 "1 “3'%2 "2'%a “4*"1 “1""a
Page 14, line 9 from bottom should read:
& 2
Y10 = 01Y1-1102Y0-1103Y0-2* Y4V 1-2702 (61701)0,-031(0,-08,)+0, (6,=6;) o,
Page 14, line 8 from bottom should read:

2 2
Y11 = $1Y10%92Y00%93Y0-1*94Y1-1"02%2"03(9178;) 0,

Page 17, lines 7, 6, 5, 4 from bottom, < should be replaced by <.
Page 18, lines 4, 5, 6, 7 from top, s should be replaced by <.

Page 19, line 7 from top, last term should read (000)
Page 21, line 9 from bottom should read p(g,f) = p(qlrgz,f)---
Page 21, line 8 from bottom should read p(gl,gz,f) .....

References, second page, add: Taneja, V.A., Aroian, L.A. (1977).
Time series in m dimensions, autoregressive models.
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1. INTRODUCTION.

We describe a general linear stochastic model which

supposes a time series to be generated by a linear aggregation

of random shocks at various temporal and spatial locations.
Letting x = (xl,xz,...,xm), a M dimensional vector, the
general autoregressive-moving average model (ARMA) of

M-dimensional time series is:

aa @
" d Z v s
(1.1) zx,t T n=-o k=1 Eh,kzx+n,t-k On,kax+n,t-;] = ax,t,

(e}

where n = (nl,nz,...,nm) and )} denotes the M-dimension sum

n=-c

e} o oo 00

e

1L 2

), the deviation from the mean.

over cach of the M components of n (i.e.

n
and 2z = 2 t-E(zx

x,t X, PR o

The a, . are independent random shocks, so that their
’

autocovariance function is:2
(G055 «s +0)

n=0,k=0 i.e n

= ’

o, otherwise

=E(

Yn,k ax,tax+n,t—k)

and their autocorrelation function is:

1, n=o0,k=0
°n,k =
o, otherwise
We also assume that gx t is a weakly stationary process,
2 wy
WRANTTT
N N n 2
z < and E(z z = R§TC
o n,t) 23 ( X, t) y,tz) oz¢|x-y|,|tl—t2| |




Tn this paper we explicitly focus our attention on the
special case of (l1.1) in which only a finite number of the 3

coefficients are non-zero, that is:

q r v S
N 3

> Loy a
(1.2) zx,t - n=2—p kzl ¢l\,kz)('O'Tl,t',-k n=-u kz—-l en,kax+n,t‘k+ X.t

Whether or not the coefficients are zero it is easy to

represent the process (1.2) in terms of shift operators.

n, n,

Bezy ¢ = Zx,t-1
1, i=j
n, n
= where 6. = (8, 6, ...,8, ) and 8,, =

Pt T Txegy et ’ be By i 13 |gotherwise
N
X %, t ] zx+61,t

Powers of these operators are defined in the usual manner,

. for example:

2 n, n, n,
B z = B (B 2z ) = 2
x t xi xi x,t X 25i't
A i : . =1
In addition, we note that B is the inverse of F i.e. B_=F
Xy Xi X, X

Equation (1.2) can be written in terms of these shift operators:

a v s
n
0 n_k a
(1.3) zx,t k-zl nkF Bt zx,t n=-u kz-l n,k Fth a‘x,t:‘\ X, t
where F: = (F 1 F 2 vee ) = (B;Pl B;nz...,B_nm)
1: 2' xm 1, 2, Xm

Equation (1.3) can be rewritten in the form:
q r pd

iy Fhpky ¥ e ) i 8 n.k
(1.4) (1 n=-p k=1 ¢n k th) i (1= n=-u k1 n, kFth:)a




N
or O(Bx'Bt)zx't = O(Bx'Bt)ax,t where
¢(B_ B,) = @(B. B ;«:4,B. 4Bg) and
x1 t x1 x2 xm t
0(B_ B.) IR T - S i e -,
Xy t X, 7%, X t

We may consider this as an ARMA model of temporal orders
r and s, and of spatial orders (p+q) and (ut+v). By spatial
order p+q we mean of order P;*+4; in dimension i for each
of the M dimensions of the autoregressive portion of the model.
Similarly for the moving average portion of the model, the
spatial order is wu+v or ui+vi in each dimension i. We

then refer to this as a M-dim ARMA model of order (r,s; p,q; u,v).

The ARMA model of equation (1.4) may be considered as a

M-dim autoregressive process:

N
O(Bx Bt)zx = e where e = O(Bx’Bt)ax

1 e Xt X, t it

is a M-dim moving average process.

This model may also be considered as a M-dim moving

average process:

"]
z

where b follows the
X,t

F O(Bth)bx,t’ X,t
M-dim autoregressive process defined below:

,t ax,t so that

O(Bx,Bt)bx

n
°(Bx'8t)zx,t O(Bx,Bt)O(Bx,Bt)bx't = O(Bx,Bt)ax't




The moving average terms on the right of equation (1.4)
will not affect the conditions for stationarity of an auto-
regressive process in M-dimensions. Therefore, these
restrictions on the parameters of the autoregressive model
alone will apply to the combined ARMA model. The condition
for stationarity is that the autocovariance generating function
®(B_,B.) must converge for IBtl <1 and lel % Te

we mean le.l <Xy bar 4= 1;R... M0
Similarly the conditio;s for invertibility of the process
that apply in the moving average model also apply in the ARMA
model. The condition for invertibility is that H(Bx,Bt) =

-1
0 (Bx'Bt) must converge on S,XS_;XS_,X...XS__, where

8 ;= {axi: IBin % 1} and S, = {Bi: Bl 2 1}.

2. AUTOCOVARIANCE.

The autocovariance of the mixed ARMA process may be gotten
Y

by multiplying equation (1.3) by Zyo g t-x’ where ¢ = (11,22,...

and taking expectations.

Writing equation (1.3) as:

q r v s
- A K> n_k
= - 0 a + a
zx,t n=z-p kZ=1 ¢n,k 1:‘thzx,t =-u k=1 n,k l:‘th Xt Xt
q r v s
= Z K - 0 a + a
0 n=-p k=1 ¢nrk zx*nrt'k n=-u k=1 n,k x+n,t-k > A,
1tiplying by z :
Multiplying by zx-l,t-k‘
q r v s
" "y n v Y

= . - - +
zx-l,t-xzx,t n=-p k=1 ¢n,k zx+n,t—kzx—z,t-x n=-u k=1 ¢n,kax+n,t—k x-2,t-K

aX,t x-l,t"K

i




Taking expectations:

qg r v S
(2.1} ¥ = % ¢ v Y o= Y Y en Y, L0 kk) oy, (2,0

and ¥s a(Qx) is the cross covariance
’

v
where Y2+n,n-k T E(zx+n,t—k Zan,t—x

. v
between 2z and a and is defined by: Yzla(l,k) SRR g e Ak

Y

Since z__o . . depends only on shocks up to time t-«,
’
it follows that Yza(ﬁ,K) = 0, K > 0. Since the ax,t are
independent random shocks it also follows that yza(k,K) = 0. £ > 0.
Consequently:
q r
= 1 > +
(2.2) vy, ¥ 3 0ok Yoin, k-k’ IOF either k> s 1 or
n=-p k=1
li > ui+1, for some dimension i, i =1,2,...,M.

The variance of this process is:
q v S 2
(2.3) vpq = Z-p¢n'k p I Z-u k£1 en,k Yz,a(n'-k) * 0,
For a given ARMA model, this system of equations can be

solved to determine the parameters ¢ and en K in terms of
’

n,k

the autocovariances Yij.
’

3. Spectrum:

The spectrum of a mixed process in M-dimensions follows
from the 4-dimensional autoregressive model and the M~dimensional
moving average model in a manner similar to the zero dimensional

case of Box and Jenkins. {




s Loty

(3.1) plg,f) = 202 |0 (e'z"‘-’,e"iz"f’lz, . é(}l ; !E
l¢(c 221 o= ‘i‘z‘?r?Tl“F‘—

where g = (gl,gz,...gM) and i = V/~1 and:

O(G-Zniq'e—iZno) ” O(e-iznglle—iZWgzr...’e-i2ngm'e—i2nf)

¢(e-12wg’e—12nc) a ¢(e-i2ng;...'e-iZng’e—iZNf)

4. Partial Autocorrelation:

The mixed ARMA process may be written in the form

-1 v =1 .
a = 6] €]
(Bx,Bt)¢(Bx,Bt)z where (Bx'Bt) is an

X,t b

infinite series in B_ ,B_ ,...,B_ ,B as in the moving average

e

M-dimensional model and therefore the partial autocorrelation

o

is quite similar to that of the pure moving average process.

5. ARMA Model (1.1; 1,0; 1,0)

We consider the l-dim mixed process of temporal order 1,
and spatial order 1, for both the autoregressive and moving
average portions.

From equation (1.3) we obtain the following model:

z .4 P Bk, o g
(5.1) z = ¢ B, z - (] B, a +a
x,t pas) el nk "x °t “x,t =1 Jud ik Xt x,t X, t

= ¢ z + 0o 7 -0 +
=11 %ede-1 T Y01 Tnoeel T €12 feleed T % %01 Y %2




From equation (1.4), we get the following form:

(l-®018t ¢lleBt)z (l-QOIBt—eﬂJPth)ax,t

For this model then:

(Bx,Bt) = 1- lP B , and O(BX,B ) = 1-6_.B, -9

01 t

For convenience let:

¢

|
S
—

% "%

i

317 ¢ en ™ 9%

The model then may be written as:

v n "
U S O 0 S Rl T g O, B Rl o I B

From the corresponding first order l-dimension auto-
regressive model, this ARMA model is stationary if |¢1+¢2|
and |¢,-¢,| < 1, or equivalently lo1 + lo,] < 1. From the
corresponding 1l-dim first order moving average model

this ARMA model is invertible if |g,+5

1 2] < 1 and [91-92| S

or equivalently [6,] + |92| < 3.

The autocovariance function of this model may be obtained

from equation (2.1):

(5:2) vy, e = %31 Vaed 1" %171, 0-170-1,172,0 B2 1) <8y Vg o he=l)

= ¢2Y2-"1,K-1+¢1Y2,K"1-02Y2,a(E-I'K—l)—ole,a (Q,K"‘l)-#-'yz'a (9,x)




The variance for this first model is:

_ > e g ! 2

(5.3) Y00 ¢2Y-11 b ¢1Y0-1 eZYza( 1) ele,a(o il %a
From equation (2.2), for & > 2, or ¥ > 2 the autocovariance

depends only on the autoregressive coefficients ¢1 and ¢2

We therefore obtain the following:

(5.4) YQ,K = ¢-1—1Y-—l-1+ ¢0-—1Y0'-1 = ¢2Y-1—1+¢1Y0—l for 8> 2, or > 2.

The remaining autocovariance terms depend on both el,ezarﬂ ¢l’¢2'

and from equation (5.2) are given as:

= : - - -0
(5.5) ¢2Y-l = ®1YOO 02Yza( 10) le,a(00)+ Yz,a(OI)

Yo1

Y10 ¢2Y0_1+¢>1Y1_1-62Yza(0-1)- Ole,a(l—l) + Yz,a(IO)

Y11 = 92Y00 01710” %Y2a(00) - OY, (100 * v, (11)

Since this ARMA model is of temporal order 1 and spatial order 1
for both the autoregressive and moving average portions of the

model, the only non-zero cross covarianceterms are:

_ 2
Yz,a(oo) N
f0=1) w g.=0l) B°
Yz,a ) Al ! a
Yo Jf~1-1) = 04,0y ¢°
z,a 2 2 a

’




Substituting these cross-variance terms in (5.3) and (5.5)

yields the following:

o g3 ; 2
Yoo ™ Tat®1Yg-1t ¥2Y.1-1-01(0178,10,708, (4,810,

Yaa= oY 1a=01Y
< 5 Y91~ 2¥-10"%1%00
YOl - ‘PZY_IO +¢’1Y00"01()a, Ul = ) bk
g
a
i 2 ¥ 2
Yio = $27g-1 Y9131 ~0y(8,-0,)0,
= e 2. = Y "¢ Y "(b fé
Y11 = #2%00%0171002%%¢ 9 117%2 go 1Y10
(0}
a

The expressions for 01 and 02 may be substituted in the

equations for Yy and Yy g/ which results in a pair of quadratic

00
equations in ¢1 and ¢2, that may be solved for ¢, and ¢,
and subsequently for 01 and 62 in terms of the autocovariances

Yl,r'

If ¢1 = ¢2 = (0, the ARMA model reduces to the 1 dim
moving average model of temporal and spatial order 1. The
equations for the autovariances then agree with the results

obtained by Taneja et al.

The spectrum of this mixed first order process is obtained

from equation (3.1) as:

o 20§|O(e"12"f,e_12"9)|2
P A
| (e—12n£’e-12ng)12
2 -i2nf -i2nf ~i2ng,2
£ 20a|l~019 0,e e | , 0 < £ <
|1—¢1e_12"f-02e-1z"fe—lznq|2 0<gq< y

o o

S—

-t
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As in the case of the autocovariances, if 6 6., =0,

g
the spectrum reduces to that of the 1-dim first order
autoregressive model; and if ¢1 = ¢2 = 0, the spectrum reduces

to that of the 1l-dim first order moving average model.

6. ARMA Model (2,2; 1,0; 1,0):

The next model considered is a 1 dim mixed process
that is of second order in time for both the autoregressive
and the moving average portions and of first order in the space
dimension for both the AR and MA portions, i.e. an ARMA model

of the form (2,2; 1,0; 1,0).

From equation (1.3) we obtain the following form for

this model:
A 0 2 n 0 2
* n_k » n,k
zx,t E n£-1 k£1¢n,kFthzx,t ngq.kzlen,kFthax,t+ax,t
\, N N v

(6.1) = $.1,1%-1,t-1"%-12, ®x-1,e-2%%01 %%, t-1* Y02 Zx,t-2

=013 Bee1,e-1 V=12 Foud o2 01%%, t=1" %92%x,t-213, ¢

From equation (1.4) we get the following form:

2 AL
(1 oOlBt ¢ Bt—¢-12 Bth_¢02Bt)zx,t s

~11 Bx

- - - 2 J
(1-064,B, 0_11 BB =0_12 Bth_eozaz)ax,t
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For convenience, let:

<
o
—
[
©
-
<
|
—
p—
]
|
R4
w

) ¢ 32 * b2 = 4

Gy 2 % 1™ 012 " % 892 = 94

The model then may be rewritten as:
N n n N n
Te,t ™ 1%, e-1192%x-1, £-1" 03721, e-2" P43k, £-27%1%x-1, £-1

=6 6

2%%-1,6-17"3%-1,t-2"%%; £-2"%,¢

From the corresponding 1 dim AR model of temporal order 2,

and spatial order 1, this mixed ARMA model is stationary if:

o) + &y + &3 + 04| <1 [6) = 0 * 03 = 4] <1

19y + 45 = &3 = 8} <2 g = 45 "5 ¢ fgi e 2

From the corresponding 1 dim MA model of temporal order 2,
and spatial order 1, this mixed ARMA model is invertible if
. 2 ; ;
€ = - =
he roots of O(Bx,Bt) (1 (el+esz)Bt (94+G3BX)Bt lie outside

the region lBtl <1 and |[B | <1, therefore:

91+ 62+ e3+ 64 < A el- 92- e3+ 64 <

01- 92+ 03+ 94 <1 Ol+ 62- 93+ 04 <

|e3+ L, L

3l
<$:::::$> |65104] <1

|94- Bl <2

3l

i
y
]'é

R e e Y A
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The autocovariance function for this model may be obtained

from equation (2.1):

(6.2) 0

Yo ™ %n¥eded ® S el ezt S0 h -1 Yate "

(2-1,k=-2) - (2,k-1) -6 (,k=2) + Yza(l.K)

oL 127z a eOlea 02Yza

= GVt T WV e T Calpg s T By s O3V (Rec-l)

- Bzyza(l—l,n-l) - 63Yza(£-l,x—2) - 64Yza(2,x-2) + Yza(l,K)

The variance for this ARMA model of temporal order 2 and

spatial order 1, is:
(6.3) Ygq = #1¥guq * $g¥eg=p * $57 3.0 * $40g-2 = O1¥ea 0" - Byy,, (-1-1)

2
- Oy¥y, (m1=2) = 8,y (0=2) + Y]

From eguation (2.2) the autocovariance function for & > 2

or k > 3 only depends on the autoregressive coefficients

Gprbyrdyidy.
We then have:
(6.4) vp = b 11Y9-1,c~1 ¥ ®-1270-1,c-2 ¥ %0172, -1 ¥ 0272, k-2
e o b TR R WO S g 1 IR L TR, L T

for R >3 orx 23

w31 Vga A tox1d
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The remaining autocovariance terms depend on both the
autoregressive and the moving average coefficients and are

given as obtained from equation (6.2):

(6.5) g3 = 91¥gp * Ya¥ezp * $3¥a0-1 ¥ Bg¥o-1 = 01Y2a(000) - 85, (-1,0)

= 83,5 (<1,=1) = 8,7, (0,-1) ¢+, (0,1)

=l ~ (0,-1)

Y10 = ®1Y1-1 ¥ $2¥0-1 ¥ ¥3Vg-2 * Y12 T 917z 62Yza

= 63Yza(0'-2) = 94Yza(lr_2) + Yza(l’O)

Y11 = %Y1 * Y00 * ?3¥0-1* %¥1-1 T O1Yza (10) = 8575, (0.0

= 83Y,,(0,-1) = 6,y, (1,-1) +y,(1,1)
Your ® fVegg ¥ 9g¥g0 * $a¥pg * OgYopg T O¥eaTH0) - Bprg, ML)

— 93Yza(—2,-l) = 64Yza(-l,-l) + yza(—l,l)

Yoz ™ 91%01 * 92¥-11 * 93¥_10 * $4Vg0 " 81Yza (10D = By, (1,D)

5 03Yza(—1’0) = 04Yza(010) + Yza(O,Z)

iz = %7 * Yotor * %aon T WTio T OiTaa 'l T Bp¥, Wl

= 0,7,,(0,0) = 6,7, (1,00 + v, (1,2
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Since this ARMA model is of temporal order 2, and spatial
order 1 for both the autoregressive and moving average portions,

the only nonzero cross covariance terms are:

Yza(OO) - og Yza(o-z) % (¢4-64) i ¢1(¢1~01) oazi
! AR - - - - s
Yza(o-l) = (¢1 G)Oa Yza(-l-Z) = ¢1(¢2 62) + ¢2(¢1 91) + (¢3 93) e
. 2
Yaatl-2) = (§)-0)al

Substituting these cross covariance terms in equations

(6.3) and(6.5) yields the following:

(6.6) Yoo = $1Yg1 +o2_1y YO3Y_1_p * Og¥op = O (0170)0,760, (6,760,)0
= 05(8, (6,70,) 4+, (-0 )+ (6,-0,) JoZ = 0,{(6,-0,)+6, (6,-0)) Jo2+a>
Yor ™ ®1Y00*?2Y-10"3Y- 0 Y1 %1 o e3{"2'02}0; ‘94{¢1'°1}°§
Yio = O1V)o 1020 1*03Yo-gt0aYy y = 0101701 Joa-031(04=0)+0, (6;-0)) }o]
Y3 = 6710¢0 Y00t eyYg-1#egY ) ~0p95-03 (870100
Yo 81V 10702 agteaY oot 0T 110, (6570510
¢1*01+°2Y-11+¢3Y-1o+°4700'04"2

2
Y12 = 61Y11%9Y01 9300t %4 Y10703%

Through an iterative procedure this set of AR and MA
coefficients may be solved in terms of the autocovariances.
1f ¢1 = ¢2 = ¢3 = ¢4 = 0, this ARMA model reduces to the l-dim

moving average model of temporal order 2 and spatial order 1.
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The above equations for the autocovariance function agree with
the results obtained by Voss et al. If the 61 = 62 = 63 = 64
are zero, the model reduces to the l-dim autoregressive model

of temporal order 2 and spatial order 1. These autocovariances

agree with the results obtained by Taneja et al.

The spectrum of this mixed process of temporal order 2 and

spatial order 1 is obtained from equation (3.1) as:

plag, £} = 2 2 I O(e—lzwg'e-12nf |2

a )

| 0(e-12"g,e-12"f) |2

~i2ng _~idwf . _~idwg ~i2nf ., _~i2%f_
2€ e 0,e e 0,e 4

| 1—¢1e-12"f-¢2e_12"fe_12"g-¢3e_14"fe'12"9-¢4e'14"f I2

2 gt -i4mf | 2
207 | 1-0 |

0,e

14

0 < £

A

5

0<gz<hk

As in the case of the autocovariance function if
¢1 = ¢2 = ¢3 - ¢4 = 0, the spectrum of the mixed process
reduces to that of the 1-dim moving average model of
temporal order 2 and spatial order 1. 1If 01 = 02 = 03 = ﬂ4 =0,

the spectrum reduces to that of the l-dim autoregressive model

of temporal order 2 and spatial orxder 1.
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7. ARMA Model (1,1; 1,0, 1,0; 1,0, 1,0):

The next model considered is a 2 dimensional mixed
model of first order in time and each of the 2 space dimensions,
for both the autoregressive and the moving average portions,
i.e. and ARMA model of the form (1,1; 1,0, 1,0; 1.0,1,0).
x dim y dim x dim y dim

AR AR MA MA

From equation (l1.3) we obtain the following form for

the model:
0 0 1
N k v
7.1 z = - z
( ) X,Y.t nlz_l n2£"l kzl ¢nlln20k xl Fyz Bt X, Y.t
0 0 1
n k
Z Z Z enl,nz,kpl;:]‘ l:‘yz Bt a\x,y,t 5 ax,y,t

nl=—1 n2=-1 k=1

- v v n,
= 0.1-11 Zee1,p-1,t-1 ¥ %201 Z-l,y,t-1 T P0-11 Zx,y-1,t-1

v
* %01 Zx,y,t-1 T O-1-11 %-1,y-1,t-1 “%101 Be-1,y,t-1

= O9-11 3,y-1,t-1 ~ %01 A,y t-1 T 3%, y,t

From equation (1.4) we get the following form:

¢ B B B )%

¢ -1-11 xy t x,y,t

(1=9401 By = ®_301 BBr ~ ®0-11 ByPe ~

- ¢ : - -8 B_B B
= e001 Bt 9—101 Bth e0-11 Bth -1-11 XYy t)ax,y,t




X7

For this model then:

t 5E N 4 2 F
it ®(B,B.B.) = 1 - (850179 101B% %0-11By " ¢-1-11BxBy! B¢

i = - - -0 o
| 8B, St 1~ Cen P -1y 11NN

For convenience, let:

o1 «%1 L% Npu«¥s LrnaYy

0 =0

001 ™% Wm*%h %en™%  Ligu™Y

The model then may be rewritten as:

n N 4" L7 1%
Sx.yit U el St g v e Y 0% vt el T M %x-1y-1,¢-1

0 =10

1%%,y,t-1 T %2%%-1,y,t-1 T 3%, y-1,e-1 T 04%-1,y-1,t-1 * 3,y,t

From the corresponding 2 dim autoregressive model of
temporal order 1, and spatial order 1 in both x and y directions,

this mixed model is stationary if:

|6 + ¢, + 65 + ¢,] <1
|6 = ¢, + 65 = 0,1
|6y + 65 = 65 = o,
[6) = ¢, = 63+ 0,1 <1

{A
—

A
-

P e S ST Ty — =

From the corresponding 2 dim moving average model of
temporal order 1, and spatial order 1 in x and y, this mixed

i ’ . -1
model is invertible if H(Bx,By,Bt) = @ (nx,By,Bt) converges

|
2 4
|

;,




on S, x S X S

» -1 -+ where 5, = {Bt:lBtl < l} and

= : i = - -1
S_; {axi.laxi| il}. Since (B, ,B,,B,) [1 (el+eznx+e3sy+e45xay)st] -

this mixed model is invertible if: !

6, + 6, + 4, + @

A
-

[0 + 0, - 85~ 0,] <1

A
[

-94|_

The autocovariance function for this model may be obtained

from equation (2.1):

(7-2) vy g™ S eleld pet Mol e M ot P10 P00 0 -1, i1
1'% 17104, 1714, 1'%

0 (11-1,2 ‘l,K‘l)‘e (2 _lllle-l)

+"ooﬂrzl,rzz,.c-l' _1~117za 2 -101Yza %1

'Oo_llea(zll22‘11K-l)‘eoolea(lll22;K-1)+Yza(211221K)

= + + f.~1,k=1)+
¢1Yzl,22,n-1 ¢2*21-1,22,.<-1 L e e 1) °4Yzl-1,22-1,g-1
~01 Y50 (81 =1 =0,y (2=1, 80, c=1) =057, (), 8,-1,k-1)

‘04Yza(21-1'22-1'K'1)+Yza(21'£2'x)

The variance for this ARMA 2 dim model of first order in

time and in each space dimension is:

(7.3) Olea(OO—l)

Yo00 = ®1Y00-1 *92¥-10-1 ¥ ®3Y0-1-1 * %4V-1-1-1

—————— e — — AJ
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(7.4) From equation (2.2) the autocovariance function for

xk > 2, 11 > 24 0F 22 > 2 only depends on the autoregressive

coefficients and is given as:

Ty shzims ®1 Y. 2

) S i “’2711-1,12,.(-1 * 1y ;Lik-1 G LT T P |

2’ 1 2
The remaining autocovariance terms depend on both the auto-

regressive and the moving average coefficients and are given as:

(75 Y01 = 1000 * ®27-100 * ®3Y0-10 * ¢47-1-10 ~ ®1Vza

-9 -0 o= e
2Y (-100) Y (0 10) - 4Yza( 1-10) + yza(OOI)

(000

101 = ®1Y100 * ®2Y000 * ¢3Y1-10 *4Y0-10 ~ 1Yza (100
- 0,7,,(000) - 64y, (1-10) = o,y (0-10) +y,__ (101)
Yorr = *1Y010 * 2¥-110 * ®3¥000 * ®4¥-100 ~ 01Y2a (01

= 0¥ ,a(=110) = B4 (000) - 0,y,,(-100) +y _(011)

Y =¢ (110)

1110 ¥ %2010 * ?3Y100 * %4000 ~ 91Yza
- 0,y,,(010) = 04y, (100) = g4y, (000) +y, (111)

111

- -1) - -10) - -1- 1
0,Y,,(00-1) = 0 5y, (1-10) 94yza(0 1-1) + y,__(100)

Y010 = ®1Y01-1 * 9%_11-1 * 93Y00-1 * ®4v-10-1 T 01Y,, (01-1)

- £ 2, 5 "11- 1) - 47,4 (00-1) - o4yza(-1o-1) + Yza(olo)
Y110 = #1711-1 * #2%01-1 * *3'10-1 * ®4¥00-1 * O1Yza(HiTY)

= 8,y,,(01-1) =04y, (10-1) = 0,y ,(00-1) + Y pa (110)

Y310 " "0 P Y00 ! "3\'1_2-1 + 04 gup-1 = O1¥za 17171

-6y _(0-1-1) -0y

-2-1) - -2- -1
- ¥ pa 17270 =0y, (0-2-1) 4y (1-10)

oo samim: s

B T IS ———

P A A R SO

T —————
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Since this ARMA model is of temporal and spatial order 1,
for both the moving average and the autoregressive portions,

the only nonzero cross covariance terms are;

2

22 Ve s 2 ; A0y = = 2
Yza(OOOJ -9, Yza(OO 1) = [¢1 Glloa {za‘ 10-1) [¢2 Gzloa

& lé~.ld" wied~l} « f6.~0.00"
Y, (0-1-1) = [¢,-0,]0 Yoo ("17171) = [¢,-6,10,

Substituting these cross covariance terms in equations

(7.3) and (7.5) yields the following:

5 3 LB
Yooo = ®1Y00-1 * ®2Y-10-1 * ®3Y0-1-1 * ®4¥-1-1-1 ~ ©1(¢178)) 0,

=0, (6,-0,)02 = 0, (6,-6,)0% = 0,(6,-0,)0> + o2
Yoo1 = ®1Y000 * ¥27-100 * ¥3Y0-10 * %4¥-1-10 ~ )02
Y101 = *1Y100 * #2Y000 * ¢3Y1-10 ¥ ®aYo-10 ~ 0,75
Yo11 = *1Y010 * *27-110 * *3Y000 * “a¥-100 ~ 030
Y111 = %110 * %2010 * *3%100 * %000 " %%

2 2
Y100 = *1Y10-1 * %2Y00-1 * P3V1-10 * PaYo-1-1 T 0200170100404 (03-05) 0y

= - > 2 _
Yo10 = $1%01-1 * %2¥o11-1 * 93YVpo-1 t PaYo10-1 T 300170109, - 049,
2
Y110 = *1711-1 * ®2Y01-1 * #3Y10-1 * P4Y00-1 = 0410170100,
+ 9 -()3) Oi

Y1-10 = P1Y1-1-1 * P2Y0-1-1 * ®3Y1-2-1 * ¥gY¥p-2-1 T %243

Through an iterative procedure, the coefficients for the

AR and MA portions may be solved in the terms of the autoco-

variances. 1If ¢1 = ¢2 = ¢3 = ¢4 = (0, this ARMA model reduces

2
-62)0a

g o AT

=

e e e



to the corresponding 2 dim moving average model of temporal
and spatial order 1. The above results for the autocovariance
function agree with the results of Voss et al. If the

0, = 0, = 0, =06, = 0, the model reduces to the corresponding

1 2 3 4
2 dim autoregressive model of first order in time and each of
the space dimensions. The autocovariance then agrees with the

results of Taneja et al.

The spectrum of this mixed process of dim 2, and first
order in time and each space dimension is obtained from

equation (3.1) as:

2
Lﬂmf)=pwygaf)=2%lloe

% o 2 2 o3 e i
( 12ng'e 12nf)| . zoa | oe 12‘rrgl’e 121rg2’e 12nf)l2

| Q(G‘izﬂg,e—lzﬂf)lz ] ¢(e-lzngl,c—lzﬂgzle—leﬂf)|2

: . : . B
2o:|1—(0 _9.071219) _ g o7i2M9, _ 4 omi219) mi2ngy, -i2nf

: z ‘ , ; =
ll'(¢1'¢2e i2ng, _ e i2ng, _ ¢4e_12"gle 12ng2)e 12nf| i
oigl.(.}l o.f.ng_'}l Of_fii-

As in the case of the autocovariance function of
¢ = ¢, = ¢ = ¢, = 0, the spectrum of this 2 dim mixed process
reduces to the spectrum of the corresponding 2 dim moving average
first order model; and if 01 = 02 = 03 = 04 = 0, the spectrum

reduces to that of the corresponding 2 dim autoregressive

first order model.
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