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ABSTRACT

The technical details of all aspects of the radar Image simulation

are reported. In particular, the activities associated with the Point

Scattering Method are discussed. They include: (1) construction of a

ground truth data base, i.e., the terrain model which Incorporates ele-

vation and dielectric behavior; (2) digitization of the terrain informa-

tion to build a digital matrix; (3) formation of a backscatter data

catalogue; (4) radar device modeling; and (5) problems and solutions

inherent in image handling and analysis.
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PREFACE

This document was prepared by the Kansas Simulation Group, Remote

Sensing Laboratory (RSL), The University of Kansas, Lawrence, Kansas, to

report the results oF a Radar Simulation Study performed under Contract

DAAG53-76-C-0154, dated 15 May 1976, with the Engineer Topographic Labor-

atory (ETL), Fort Belvoir, Virginia. This Radar Simulation Study was

performed to validate the point tcattering radar image simulation method

which had hnen developed previously, to investigate terrain feature

extraction techniques for constructing category data bases for radar image

simulation, and to use the poInt scattering radar image Eimulation method

to generate radar reference scenes fo, terminal guidance applications.

The work and services to be provided under this contract were organized

into two separate tasks. A summrization of these tasks, collecting and

grouping activities according to their relationships to these tasks, would

be:

Task I - Simulation Systems Approach

The point scattering radar image simulat ,n model will

be used to generate simulations of a test site centered

around the Pickwick Landing Dam located in Tennessee.

The purpose of these simulations will be to validate the

simulation technique which has been developed. The sub-

tasks to be performed under this task are:

(1) Perform a study to validate the point scatter-

ing radar image simulation model for Side-Looking

Airborne Radar (SLAR) applications by making SLAR

simulations of the Pickwick test site. The data

base of Pickwick for the simulation (Subtask (3))

is to be made only from maps and optical imagery.

After the SLAR simulation Is complete, It will be

compared to original furnished radar Imagery and

differences will be analyzed.
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(2) Perform a study to validate the point scattering

radar image simulation model for Plan-Position indicator

(PPI) radar applications by making PPI simulations of

the Pickwick test site. The data base to use is the

one constructed in Subtask (3), below. The PPI simu-

lation model will be developed using a polar coordinate

scan so that PPI radar simulations can be m~de in the

correct geometry. After the PPI simulation Is complete,

It will be compared to the SLAR simulations produced In

(1), above and differences will be analyzed. This ap-

proach is being used because real PPI imagery of the

Pickwick site is not available.

(3) Construct data bases of the Pickwick Landing Dam

test site. The appropriate planimetric terrain features

will be extracted from optical photography and maps.

Investigations will be conducted to develop automated

terrain feature extraction techniques. The man hours

for this feature extraction process will be recorded

comparing human photo Interpretation methods with inter-

active automated methods for the same area. Using

digital elevation data and the planimetry extracted

from photos only, a digital data base will be produced.

Task 2 - Advanced Simulation Methods

The point scattering radar image simulation model will be

applied to generate reference scenes of a test site centered

around the Pickwick Landing Dam located In Tennessee for

testing by the Correlatron for terminal guidance applications.

The purpose of these reference scenes will be to evaluate

the simulation technique for reference scene generation and

to measure quantitatively the simulation results. The sub-

tasks to be performed under this task are:

Iv



(1) Produce PPI radar reference scenes appropriate

for the terminal guidance, The final product will

be digital tapes of the reference scene simulations.

(3) Construct data base of the Pickwick Landing Dam

test site. The appropriate planimetric terrain fea-

tures will be extracted from optical photography and

maps. The man hours for this feature extraction pro- "

cess will be recorded, comparing photo interpretation

methods with interactive automated methods for the

same area. Using digital elevation data and the plan-

Imetry extracted from photos only, a digital data

base will be produced, Repeat the process using

existing radar Imagery, maps, and digital elevation

tapes.

Obviously, the work and services to be performed under this con-

tract were very extensive, spanning many disciplines, and drawing upon

the knowledge and experience of geographers, electrical engineers, botanists,

and computer scientists. To report these diverse activitIes in a coher-

ent fashion Is difficult. The format of this documert has been designed

to simplify, as much as possible, reporting this work,

The document is divided Into two volumes to reduce the bulk that

must be handled at any otie time, Volume I reports the work and results

with technical details deferred to the appendices. Volume II is a col-

lection of appendices containing the Individual technical details of the

work reported In the first volume. In addition to reducing the bulk

which must be hancled, dividing the document Into two volumes adds

flexibility, It Is easier to turn to the aprjrnnriate appendix In Volume

II for technical details while keeplnm the work and riesults descrlptlon

open for reference In Volune !.
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The organization of Volume l'Is structured around the basic work

being reported. As can be seen In the summary of the work and services

specified under this contract, there are listed two tasks and five sub-

tasks. Upon Inspection, It can be seen that the five subtasks are really

only four different activities: (1) SLAR Validation; (2) PPI Validation;

(3) Reference Scene Generation; (4) Data Base Construction/Feature Ex-

traction.Techniques. Volume .1 Is organized according to these major actlv-

Ities. The format of Volume I and the relationships of each section to

the approprlate subtask of the work and services is as follows:

Document Statement of Work

Section Description of Work and Results Task - Suht~sk

I Introduction and summary of results A!l

2 SLAR Validation 1 1

3 PPI Validation 1 2

4 Terminal Guidance Applications 2 1

5 Data Base Construction/Feature 1 3)

Extraction Techniques 2/

Volume II has a simple organizational plan. It is an alphabetical

listing of the appendices required to support the work and results report-

ed In Volume I, These appendices represent-the technical Information

necessary to support the discussions of work and results In Voluime I.

There are fourteen appendices provided itn Volume -I1 as followst

Technical
Appendix Report No, Title Date

A TR 319-I "Construction of a Geometric Data Base July, 1976
for Radar Image Simulation Studies''

8 TR 319-2 "Baseline of Planimetric Data Base July, 1976
Construction: Pickwick Site"

C TR 319-3 "Digital Elovatlon Data Base Construction: July, 1976
Pickwlck Site'' '.

D TR 319-4 "Diqitization of Pickwick Site Dita Base" February,.1977

E TR 319-21 "Increased Resolution of Planlmetric Data Marcoh, 1977
Beset Plckwlck Site''

F TR 319-5 "Medium Resolution Digital Ground Truth August, 1977
Data Base"
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G TR 319-7 "Backscatter Data for the Digital Radar February, 19'
Image Simulation of the Pickwick, Ala-
bama Site"

H TR 319-9 "Medium Resolution Radar Image Simulation August, 1977
of Deciduous Forests: A Study of Candi-
date Techniques"

I TR 319-8 ''Digital Model for Radar Image Simula- August, 1976
dion and Results"

J TR 319-19 "Digital PPI Model for. Radar,.image Slmu- Auclust, 1977
lation and Results"

K TR 319-15 "Investigation of an Interactive Approach March, 1977
for Radar Image Simulation"

L TR 319-24 "Automated Techniques In Feature Extraction'' June, 1977

M TR 319-25 "Interactive Feature Extraction System June, 1977
Framework"

N TR 319-26 "Image Handling and Processing" June, 1977
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PURPOSE

The purpose of this document is to report the results of a Radar

Simulation Study conducted by the RSL (Remote Sensing Laboratory, University

of Kansas) under contract with ETL (Engineer Topographic Laboratories,

United States Army, Fort Belvoir, Virginia). The Radar Simulation Study

w8,5 performed to test the Point Scattering Radar Image Simulation Model
developed 1,2reiVe andreorted In previous work llThe Point Scattering Model

was tpplied to three specific problems In this study, and the technical

details of the work performed arc reported In this document. The three

specific applications tested in this study are: (1) SLAR (Side-Looking

Airborne Radar) Model Validation; (2) PPI (Plan-Positlon Indicator) Radar

Model Validation; (3) Terminal Guidance Applications. In addition to the

Implementation and testing of these three aopli'cations of the simulation

model, much effort was expended in ptripheral activities required to sup-

port the main efforts. Principal of these was data base construction

with emphasis on feature extraction methods and techniques. As these

activities are of critical Importance to successful Implementation of
radar simulation models and to successful utilization of these models,

the purp-se of this document Is extended to supply detailed Information

about these support actlvttles, also.

IHoltzman, J. C., V. H. Kaupp, R, L. Martin, E. E. Komp, and V. S. Frost,
"Radar Ilnwge Simulation Project: Development of a General Simulation
Model and interactive Simulation Model, and Sample Results,: TR 234-13,
Remote Sensing Laboratory, The University of Kansas, February, 1976.

2 Holtzman, J. C., V. H. Kaupp, and J. L. Abbott, "Radar Image Simulation
Project,! TA 234-15, Remote Sensing Laboratory, The University of
Kansas, September, 1976.
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SCOPE

The scope of the work performed In this Radar Simulation Study was

limited to testing the Po!nt Scattering Radar Image Simulation Model

against one specific area. The three applications (SLAR, PPI, and Terminal

Guidance) of the simulation model were each tested against this one area.

The area selected for this test of the simulation model was the tnpographic

region In the states of Tennesr-ee, Alabama, nnd Mississippi, centered on

the nrrthwest corner of the powerhouse at the Pickwick Landing Dam, Tennessee.

The SLAR and PPI validation work was limited to forming a sequence of radar

image simulations from two different look directions of selected subregions

of the Pickwick test site and comparing these simulated radar Images to real

images ( of the seme regions ) having the same look directions. The terminal

guidance work was limited to producing reference scenes of the Pickwick

site from one altitude for running on the Correlatron. The data base con-

struction/feature extraction work was limited to preparation of two data

bases of the Pickwlrt i.1tc- (1) Data base for SLAR and PPI validation work,

(2) Data base for Terminal Guidance work.

It
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ABSTRACT

A computer program to produce a digital ground truth data base of a

controlled scene of geometric solids has been developed for radar Image

simulation studies. The data bases which can be made by this program

have well-defIned geometric properties and have weIl-defIned boundaries

separating different microwave reflectivlty categories. Since the geo-

metric properties of the features In a scena are of paramount importance

to radar, a test data base with known goometry is crucial in radar image

simulation work, Also important to radar Image simulation work is the
capability to easily change the reflectivity categories of the various

regions contained in a sceaie, All of these features are available In

the data bases which can be produced by this program, These data bases

are Ideally suited, therefore, to radar Image simulation studies; they
provide a known Input to the simulation program and produce a calculable

response.
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INTRODUCTION

A software package to produce a digital ground truth data base of

a controlled scene or qeomvt ric shaple oid sl i(tN• has been develollf-d for

radar Image simulation studies. The data base produced by this computer

program provides to the simulation program a known Input with well-

defined Interactions and relationships between the various features

contained in the scene. Uncertainties In the geometric and dielectric

properties of the features Inherent In a radar scene and, thus, In digital

date bases of real terrain, are removed. The data bases which can be

developed from this program are,therefore, ideally suited to provide a

known calibrated Input to radar Image simulation studies; they have a

calculable response, and, hence, can be thought of as a standard scene

or as a "test" scene.

In a broad sense, there are two classes of radar Image simulations

that can be produced. The first Is the class of simulations where the

simulated radar imagery Is the goal, and the second Is the class where

the Imagery is not the goal. The simulations of the first class are pro-

duced, typically, to reproduce faithfully the radar Imagery character-

Istics of a particular scene based on the real properties of that scene.

For this class of simulations It Is necessary to generate the appropriate

ground truth data base for each scene, The applications of the simulated

Imagery produced in the second class are Independent of the scene Itself.

Some examples of simulation where the radar Image Is not the goAl are

found In troubleshooting software, in sensitivity studies, In parameter

optimization studies, etc. A standard calibrated data base with known

input characteristics would be Ideal for this class of simulation.

Typically, however, an existing data base produced for some other appli-

cation Is used. This approach has the problem that it Is difficult (if

not Impossible) to determine the origin of the results produced in the

simulation (e.g. anomalies might be caused either by the data base or the

study). In fact, experience has shown that using existing data bases to

troubleshoot new software, to determine thresholds of sensitivity for
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various simulation parameters, to evaluate discrimination capabilities,

or for other similar studies is inefficient, can mask results, and can

lead to Incorrect Interpretations of results. A controlled data base of

known geometry, dielectric categories and features, and having a calculable

response Is required for studies of this kind.
Among the most difficult aspects of the radar Image simulation pro-

blem Is building the digital data bases containing the geometry of the
ground features and the microwave reflectivity properties of the ground
scene. Some of the more common sources of data used to build these data
bases are high resolution aerial photography, maps, and other radar
Imagery at, perhaps, a different wavelength and polarization. It Is necess-
ary to extract the desired Information and convert these raw data Into a

suitable digital data base (ground truth data base) for Input into a
digital computer, Typically, a scene will require a large number of points
In the ground truth data base, For example, If the radar system being
modeled Is capable of resolving features (objects) which are separated by

100 feet or more, a 10 mile by 10 mile scene would contain at least
279,000 Independent elements. (50 foot resolution would require more than

a million elements.) Production of simulated Images of scenes of a
reasonable size can require the development of a very large ground truth

data base,

Several geometric date bases have been produced by the program des-
cribed here, A specific example Is shown In Figures 1, 2, and 3. Figure
1 shows a perspective line drawing of this date base. This figure Illus-
trates the relative orientation of the various geometric shapes included.
Figure 2 Is a plan view of the same data b&se showing the relative heights
and positions of the various solids, Figure 3 Is also a plan view of this
data base, but this figure Illustrates the microwave reflectivity category
assignments made for this one data base. This data base has been used to

troubleshoot the image simulation software and to verify that layover,
shadow, range compression, local angle of Incidence, and fading were all

properly simulated, It has also been used to demonstrate visually the
effects of changing carrier frequency and polarization for a well-defined
scene. It Is expected that this data base will be Invaluable in future

studies.
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METHODOLOGY

The software design for the construction of the various geometric

solids was made as simple as possible. The various geometric solids which

can be selected for Inclusion in a data base to be constructed by this pro-

gram are available as subroutines. The objects available as subroutines

and the options for user specification are listed In Table I. This pro-

gram creates a data base as a grid matrix of a specified size. (Present

operation creates 1000 x 1000.) Cell size Is user-specified, but must be

square.
Within this grid matrix, 3-dimensional representations of regular

surfaces are constructed by user specifications (details of available

structures to follow). In addition, a specific microwave reflectivity

category may be assigned to each object. The elevation and category

assignment (i.e. reflectivity category) for each cell Is packed Into one

word; the rightmost six bits are reserved for category number (giving

possible range of values 0 -'63), and the remaining upper bits are reserved

for the elevation. Those cells where no object is defined are Implicitly

defined with 0 elevation and 0 category.

This computer program will produce data bases as large (or as small)

as Is desired. To prevent problems caused by computer core limitations,

the data base is constructed In horizontal strips. In the first pass,

all the columns of the first N rows of the grid matrix are constructed

and stored on an external device; pass 2 produces the next N rows; pass

3 the next N rows, etc., until the matrix Is complete. N Is chosen by

the user so that (N ROWS *r M COLUMNS) Is a "reasonable" amount of core

requirements. For the specific data base herein described (Figures 1, 2,

and 3), a 1000 x 1000 matrix was produced in 20 passer. Each pass pro-

duced a section of 50 rows x 1000 points which required a slngle block

or SOK words of core (compared to 1O00K which would be required if the

entire matrix were constructed In one pass). The multiple pass concept
does not sacrifice execution speed since only one object can be constructed

at a time. And since the output is performed on entire lines, the data

base Is built as a single unit, eliminating the complexities of mosaicking
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TABLE I

Geometric Solids

Solid Oto

Cube User supplies start row and start column, length and width
of base, the angle of rotation In degrees, amd a microwave
reflectivity category number assignment.

Wedge User specifies start row and start column, length of wedge,
maximum height of the wedge, slope of the front face, width
of the flat top, slope of the back face, angle of rotation,
and a microwave reflectivity category number assignment.

Pyramid Produces a pyramid of arbitrary height with a square base.
User specifies start row and column, length of base, angle
of rotation, and microwave reflectivity category number.
(Slope of the sides is Implicitly determined by the height
and length of the side.)

Hemisphere User specifies row and column of center, radius, and micro-
wave reflectivity category number,

Tower Produces a cylinder standing on end, User specifies start
row and column of center, radius, length, and microwave
reflectivity category number.

Cylinder Produces half of & cylinder lying on its side. User speci-
fies start row and column of center line, radius, length,
and microwave reflectivicy category number.

Patch Assigns to a given number of matrix cells the desired
microwave reflectivity category number with no elevation,

Checkerboard Assigns to a series of matrix cells each of the different
microwave reflectivity categories consecutively with ne
"elevatlon.

Note-

Patch and checkerboard are available to compare changes In the return

strength of the various categories at different Incident angles. Patch

may provide a reference greytone next to an object to analyze the effect

of changing the local Incident angle.
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sub-images together. The one sacrifice that is made, however, is that

the objects produced must lie completely within a single strip; an object

cannot be constructed that begins someplace within one horizontal strip

and overlaps to some point within another strip. Aside from this minor

limitation, the computer program Is qeneral In design.

FLOW CHART

The computer program (geometric data base construction) has been

designed to be as versatile as possible. The size of the data base and

the size, location, orientation, and shape oF the various geometric solids

are easily controlled. Figure 4 presents the basic operations, In flow

chat form, of this computer program, Digital data bases of geometric

solids are constructed according to the user's design and specification.

Also shown Is a lIsting of the eight geometrltý shapes available as sub-

routinen in this program. A copy of the program is Included In Lhis

work.

To use this program, It Is necessary first to design the desired

data base. The size, location, orientation, and shape of each

geometric shape must be specified. The computer program will

produce a digital data base matrix constructed of 1000 elements by 50

rows at a time for as many repetitions as arm desired. (A matrix of

1000 x 1000 data values would require 20 repetitions.) If It Is desired

to ,onstruct a data base of a different size, the dimension statements

must be changed from the values specified (specified In the program listed

in Appendix 0) to the desired values. The only real constraints on data

base size are Imposed by the core size of the computer used to construct

the data base, After the data base size has been defined and the dimen-

sion statements of the program have been specified correctly, the data

base can be constructed, Reference to the flow chart shown In Figure 4

will make clearer the following discussion, For each geometric shape to

be Included In each horizontal strip, two data cards are required to be

Input to the program. The first card Is a number between 0 and 9 that

specifies the surface to be constructed, and the second card speclfler

A-1O



Sta rt

End__
stp O ead ..

"GemtieChoose"

C e 1,2,3 message Bad

Cylinder,6InCyt

Yes!•

InputMatrix In Variables for
tLine Object to be

Forma Created-

L o i i| Reset-Matrix Call Subroutine
• • Elements Specified by~t

tto 4o Variable "Choose"

Geometric Solid Variable Choose Software Name

Patch 1. Patch
Cube 2. Cube

Wedge 3. Wedge
Pyramid 4. Pyramid

Hemisphere 5. Hmisp
Cylinder 6. Cyl

Tower 7. Tower
Checkerboard 8. Chkrbd

Figure 4. Geonefric Data Bass Flow Chart

A-I I



the requi red cons truction dat . (These requircments are listed

both in Table I and in tht, various subroutine listings). Two cards

are required 'or the prngram for each shape d(rrd In A strip. A

data card of 0 signifies that no more geometric solids are desiredi for a

given strip and that uonstruction is to begin for the next strip. In this

way, the data base is constructed strip by strip until the data base Is

completed.

The data bases which can be constructed from this prugram are not

likely to be encountered In actual radar use. But they can be very use-

ful for testing radar simulation programs and problems since all aspects--

height, local slope, category assignment--are precisely known. Further-

more, any or all of these parameters can be changed by the user in a very

controlled manner to study the relative effects and importance of each,

as well as to evaluate the simulation techniques. These changes can be

accomplished either by constructing a new data base for each arrangement

or by Incorporating this program In the simulation model to produce the

desired effect. One can also study the importance of the slze of the

data base cells by changing the appropriate parameter during the pro-

ductlon of a data base. There are many more potential uses for a data

base like this, and to Increase the value of this program by making the

output more generally applicable, facilities to rotate the date base to

run radar simulations with different flight paths have been included.
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TR 319-I

Listing of Computer Program to Construct

Geometric Data Bases

PROGRAM TITLE: FAKE

AUTHOR: E. Komp

IMPLEMENTED ON: Honeywell 645

PURPOSE:

Creates a grid matrix of elevation, geometry, and
reflectivity for input to a radar Image simulation
program.
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C F AKE
C
C
C THIS PRUGRAM CREATES AN ARTIFICIAL DATA BASE CONSISTING

C OF REGULAR 3-DIMENSIONAL GEOMETRICAL SHAPES AS SPECIFIED

C eY ThE USER
C
C THE DATA BASE IS CONSTRUCTED IN RECTANGULAR FORMAT.

C EACH CELL REPRESENTS A FIXED SQUARE AREA, THE LENGTH OF

C THE SIDE OF EACH CELL IS DETERMINED BY THE VARIABLE --
C CELSIZ
C EACH CELL IS CHARACTERIZED BY AN ELEVATION AND A CATEGORY
C THIS INFORMATION IS PACKED INTO ONE WORD.
C THE LOW ORDER 6 BITS ARE RESERVED FOR THE CATEGORY,
C THE HIGH ORDER BITS FOR THE ELEVATION

C
C TO USE THIS PROGRAM THE USER SPECIFIES THE OBJECTS DESIRED

C ALONG WITH THE NECESSARY DESCRIPTIVE PARAMETERS AND THE
C COORDINATES OF THE LCWER LEFT CORNER FOR PLACEMENT IN THE
C VATA BASE ( OR THE CENTER FOR CYLINDRICAL AND SPHERICAL
C OBJECTS) PLUS THE DESIRED CATEGORY
C
C ALL UNSPECIFIED CELLS HAVE IMPLICIT ELEVATION AND CATEGORY 0

C
C TO MINIMIZE CORE REQUIREMENTS THE DATA EASE IS CONSTRUCTED
C IN STRIPS 50 CELLS 6IDE (THIS NUMBER MAY BE VARIED BY

C ALTERING THE DIMENSION STMT). THE FIRST FIFTY ROWS ARE
C CONSTRUCTED AND PUT ON TAPE WHEN COMPLETE. THEN THE NEXT
C FIFTY ROWS ARE CONSTRUCTED AND PUT ON TAPE* AND SO ON
C THE USER SPECIFIES THE COMPLETION OF A STRIP ON INPUT

C eY INPUTTING 0 FOR CHOOSE
C 1HEREFORE AN ARBITRARY NUMBER OF ROWS PAY BE

C CONSTRUCTED, THE NUMBER OF COLUMNS IS LIMITED 9Y THE
C DIEKESIO-IS OF rHE ARRAY MATRIX (IN THIS CASE lOno)

C
C OJECTS MAY NOT CROSS OVER THE BOUNDARIES OF STRIPS
C EACH OBJECT SPECIFIED MUST FIT COMPLETELY INSIDE THE
C SIRIP
C
C

IMPLICIT INTEGER (A-W)

C
C THE FOLLOWING VARIABLES ARE REQUIRED BY MOST OR ALL OF
C THE SUBIRCUTInES AND SO ARE PLACED IN BLANK COMMON AND SO
C DC NCT HAVE TO BE PASSED AS FORMAL PARAPETERS
C
C BUF - SMALL 1/O BUFFER, FOR DEBUG WRITE STMT IN VARIOUS

C SUBROUTINES
C MATRIX - THAT PORTION OF THE DATA BASE BEING CONSTRUCTED
C THAT IS PHYSICALLY IN LORE
C CELSIZ - SIZE (oF EACH CELL IN DATA RASE (IN FEET)
C STROWvSTCOL - STARTING ROW AND CCLUMN OF THE SURFACE TO 1E
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C CONSTRUCTED (FOR RECTANGULAR CRJFCTS THIS IS LOWER LFFT
C CORNER; FOR CYLINDRICAL CO JECTS THE CENTFR)
C ***NOTE*** STRCW MUST BE GIVEN MCDULC 50 (SINCE ONLY A
C 5C ROW STRIP OF THE ENTIRE CATA BASE IS IN CORE
C AT ANY ONE TIME)
C CAT - CATEGORY ASSIGNMENT FOR THE SURFACE
C ANG u ANGLE OF ROTATION (APPLICABLE ONLY TO RECTANGULAR SHAPFP)
C THE OBJECT WILL DE ROTATED CUNTFR-CLOCKWISE ABOUT ITS
C LOWER LEFT CORNER THE SPECIFIF-O NUMBER OF f E GD .E3
C
C

COMMON BUF (20)o MATRIX(lOfOOl5C),CELSIZSTCOLSTROWCATANO
DIMENSION LINE(500)

C
CELSIZ m20
HALFCEL 8 CELSIZ/2

DO 620 ul.•70
DO 62, Ja1,500

620 P ATI IX(JvI ) aI0
C
C
C CONSTRUCTION OF EACH SHAPE RFQUIRES TWO DATA CARDS
C FIRST CARD IS A NUMBER BETWEEN 0 AND 9 (12 FORMAT)
C THAT SPECIFIES THE SURFACE TO BE CONSTRUCTED
. C - BEGIN NEW STRIP OF DATA BASE

C 1 - AATCH
C 2 - CUBE
C 3 - EEDGE
C 4 - PRYAMID
C 5 - HEMISPHERE
C 6 - CYLINDER
C 7 - TOWER
C B 8 - CHECKERBOARD
c
C SECOND CARD NECESSARY DESCRIPTIVE PARAPETERS FOR THAT
C OBJECT "" SEE SPECIFIC ROUTINE FOR DETAILS
C
C *A*NCTE*** STROW AND STCOL ARE TC BE SPECIFIES IN TERMS
C OF MATRIX CELLS (ROW*COL) - ROt MODULO 50 -

C FOR EASY PLACEPENI OF OBJECTS RELATIVE TO ONE ANOTHER
C ALL OTHER PARAMETERS (LENGTH#WIDTHo HFICHT) ARE TO
C BE GIVEN IN FEET SO THE USER CAN EASILY DESCRIBE THE
C PHYSICAL SIZE DESIRED
C
C

I READ(05,05,E NC9C0) CHOOSE
5 FOAMAT(I2)

C
IF(CHOOSE ,EQ. C) GO TO 5CC
60 TO (10o20.p300,5fl,60#,7V,8C)p CHCnSP

C
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C BAC INPUT OUTPUT ERROR MESSAGE AND READ NFXT CAPD
C

WRITE(6,810) CHOOSE
810 FORPAT(//,' ***WARNING***'sI5o' IMPROPER VALUE TO

I SPECIFY NEW OBJECT. IT HAS BEEN IGNORED°/)
C
C SKIP CARD WITH PARAMETERS FOR BAD OBJECT
C

READ(C05o05ENDm9CO) CHOOSE
GOTO 1

C
C
C PATCH
C
C PATCk - SQUARE AREA OF DATA BASE ASSIGNED SPECIFIED CATEGORY
C NO ELEVATION IS ASSIGNED
C
C SIZE - DESIRED LENCTH OF SIDE FOR THE SQUARE ARFA
C
C

10 READ(OS#11) STROWPSTCOL&SIZEPCAT
11 FORMATC1OIS)

CALL PATCH(SIZE)
CONTINUE
GO TO 1

C
C CUBE
C
C CUBE - RECTANGULAR SHAPE OF ARSTRAY CONSTANT ELEVATION
C
C LEN - LENGTH IN X DIRECTION (ACROSS)
C 6iD - WIDTH IN Y DIRECTION (VERTICAL)
C HG1 - HEIGHT CONSTANT ELFVATION TO BE ASSIGNED EACH CELL
C
C

2b READ(0511) I STROW#STCOLoANG, LENoWIDeHGT$CAT
CALL CUSE(LEN#W[D*HGT)
CONTINUE
GO TO I

C
C WEDGE
C
C 6EDGE - OBJECT WITH SLOPING FRONT FACE, A FLAT TOP
C OF CONSTANT ELEVATION AND ARBITRARY WIDTH AND A SLOPING BACK
C FACE
C
C LEN - LENGTH OF WEDGE IN X DIRECTION (ACROSS)
C SLOPE - SLOPE OF FRONT FACE
C HGT - MAXIMUM ELFVATION OF WEDGE
C TOP - WIDTH OF FLAT TOP
C BSLOPE - SLOPE OF BACK FACE
C
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C
3C PEAD(05,11) STROWSTCOLANG,LENSLCPEHGTsTOPPSLOPEsCAT

CALL WEDGE (LENSLOPEHGTPTOPBBLOPE)
CONTINUE
GO TO 1

C
C PYRAVID
C
C PRYAPID - REGULAR FOUR SIDED PYRAM•ID
C
C LEN - SIZE OF EASE OF PYRAMID (WILL HAVE SQUARE BASE)
C HGT - NEIGHT OF PYRAIID

CC

40 READ(0511) STROWSTCOLANG,LENvH0T#CAT
CALL PRYAMID(LENsHGT)
CONTINUE
GO TO 1

C
C HEMISPHERE
C
C HEMISPHERE - HEMISPHERE WITH CENTER AT (STROWPSTCOL)
C
C RAC - RADIUS
C
C

SC READ(OS 11)STROW#STCOLRADCAT
CALL HEMISF(RAD)
CONT INUE
GO TO 1

C
C CYLINDER
C
C CYLINDER - CYLINDER LYING ON ITS SIDE
C
C RAD - RADIUS OF CYLINDER
C LEN' - LENGTH OF CYLINDER (IN X DIRECTION)
C
C

6C READ(05,11) STROWSTCOLRADLENPCAT
CALL CYL(RADLEN)
CONTINUE
GO TO I

c
C TOWER
C

C TOWER - CYLINDER STANDING ON END
C

C RAO - RADIUS OF CYLINDFR
C HGT - HEIGHT OF CYLINDER
C
C
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C
70 READ(05,11) STRCWSTCOLRADHGTCAT

CALL TOWER(RADoHGT)
CONTINUE
GO TO 1

C
C CHECKER13CARD
C
C CHECKERBOARD - ROW AND COLUMN OF PATCHFS REPRESENTING THE
C VARIOUS CATEGURES (FOR COMPARISON OF RELATIVE
C GREYTONES FOR THE CATEGORIES)
C
C

80 READ(05011) STROWoSTCOL
CALL CHKRBD
CONTINUE
GO TO 1

C
C
C OUTPUT COMPLETED qT.lIP OF DATA BASE TO TAPE
C IN BINARY UNFORMATTED FORM
C

5CC DO 6c0 10,#50
6RITE(01) (MATRIX(JpI), JxlplCC0)

6CC CONTINUE
C
C RESET ALL MATRIX CELLS TO 0 BEFORE REGINNING NEXT
C STRIP OF DATA BASE
C

DO 610 I1l,50
00 610 ju1,1000

610 IATRIX(Joi) * 0
GO TO 1

9CC STOP
END

C SUBROUTINE PATCH(SIZE)
SU8ROUTINE PATCH(SIZE)

C
IMPLICIT INTEGER (A-W)
COMMON BUF(20)o, ARRAY((500o 70)eCELSI ZPSTCOLSTROW#CATPANG

C
C
C SIZE DIMENSION CONVERTED TO NUMBER OF MATRIX CELLS
C

SIZE m SIZE/CELSIZ
C

DO 100 IISISIZE
I a I-1
DO 100 JJuIeSIZE
J uJJ-l

AC
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C ER, EC - BIGGEST ROW AND COLUMN INCLUDED
C THESE PARAMETERS REQUIRED FCR THE SUPROUJTINE FILLIN
C

IF(COL .LTo LC) LC m COL
IF(COL .GT. BC) BC • COL
IF(ROW .LT° LR) LR • ROW
IF(ROW oGT. BR) BR 0 ROW

C
C DEBUG WRITE STATEMENT
C

GO TO 90
121+2
BUF(I)= COL
BUF(Z11)a ROW
IF(I .LT. 15) GO TO 90
WRITE(6#60) (BUF(M), M8!,16)

60 FORMAT(8(SX, 215))

90 FLD(18o12.#ARRAY(COLPROW)) * FLD(24,12oHGT)
C
C PROPER ELEVATION AND CATEGORY IS ASSIGNED TO EACH OF THESF
C CCL LS
C

1CC FLD(3C,6#ARRAY(COL,.ROW)) w FLD(3o,6,CAT)
C ,RITE(6,60) (BUF(M)*Mul#16)

00 10 '11o16
10 BUF(I)a0

CATEG s CAT

C
C SINCE RCTATION WAS DONE ON DISCRETE POINTS IT IS POSSIlLE
C THAT THERE ARE SOME HOLES (CELLS INTO WHICH NO POTATED
C POINT WAS PLACED) IN THIS OFIJECT
C
C SUBROUTINE FILLIN CHECKS OBJECTS FOR SUCH 'HOLES'
C AND FILLS THEM IN WITH "HE APPROPRIATF ELEVATION AND
C CATEGORY
C

CALL F ILL IN(LCBC#LRJRCATEG)
CONTINUE
REIURN
END

C SUBROUTINE WEDGE(LENSLOPEHGTTOPBSLOPF)
SUBRCUTINE WEDGE (LENSLOPEoHGT#TOPoBSL0PE)

C
IMPLICIT INTEGER (A-W)
COMMON BUF (20)o ARRAY(V ,0no 7O),CELS IZSTCOLvTROWCATANG
DATA LCpBCLRBR/5COO, 500o0l

C
6RITE(6,65) STCCL#STROW

65 FORMAT(/,3.X p'WEDGE ,5X#216,//)
C
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C APPRCPRIATE CELLS ARE ASSIGNED THE DESIGNATED rATEGORY
C

100 ARRAY(STCOL+IPSTROW+J) = CAT
RET URN
END

C SUBROUTINE CUBE(LENWIDoHGT)
SUBROUTINE CUBE (LENWIbHGT)

C
IMPLICIT INTEGER (0-W)
COMMON BUF(20)o ARRAY( SOr*7O)sCELSIZ#STCOLDSTROWoCATANG
DATA LCpBC PL RBR /1SlOOSUO,0

C
C

Ira-1

HALFCEL w CELSIZ/2
C
C ANGLE OF ROTATION OF BASE OF CURE
C

ZANG a FLOAT(ANG)i57.295
C SINE OF ANGLE CF ROTATION

ZSIN m SIN(ZANG)
C COSINE OF ANGLE OF ROTATION

ZCOS m COS(ZANG)
C
C
C
C IHESE DC LOOPS CALCULATE THE CELLS THAT WOULD FE INCLUDED
C IN THE CUBE IF THERE WERE NO ROTATION
C IF THE OBJECT IS TO eE ROTATED (ANG o' C)
C A ROTATION OF AXCS IS EFFECTED BY THE TRANSFORMATION
C XNEW m X * COS(ANG) - Y * SINCANG)
C YNEW • X * SIN(ANG) + Y * COS(ANG)
C
C THEN THE CELLS REPRFSENTED BY XNEW AND YNEW ARE ASSIGNED
"( THE APPROPRIATE VALLES
C NOTE IF ANG a C NO CHANGE IS MADE
C
C THIS CAME TECHNIQUE IS USED FOR RCTATION OF ALL OBJECTS
C

C iCO IY a HALFCELWIDoCELSIZ
v m I Y

YSIN • ISIN * Y
YCOS 0 ZCOS * Y
DQ 10O IX * HALFCEL#LEN*CELSIZ
x = IX
COL f ZCOS X - YSIN
ROW 0 ZSIN X e YCO;
COL 4 COL/CELSIZ + STCOL
ROW n ROW/CELSIZ + STROW

C
C LR,, LC - LEAST ROW AND LEAST COLUfON INCLUDED IN THIS OBJECT
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C
FT z-2
IHALFCEL rCELS171P

C
C ANGLE OF ROTATION -SEE CURE FOR DETAILS OF ROTATION
C

ZANG a FLOAT(ANG)/5?e295
ZSIN a SIN(ZANG)
ZCOS a COS(ZANG)

C
UZTOP aFLOAT(SLOPF)/S7.P95

C
C TANGENT OF SOP FOR FRON FACE OF WEDGE

ZTAN a SIN(ZZTOP)lCOS(ZZTOP)
CNT RC

C
C ELEVATION INITIALIZED TO ZERO

ELEV 40
C
C 6IOTIl OF TOP I N NUMBER OF CFLLS

TOP 10 OP ICELSIZ
I N CR m0
IV a H A L FCEL-CELSIZ

1CC ELEV n ELEV+INCR
IF(ELEI' .LT.0) GO TO 2flf
IY I IY+ CELSIZ
yr *
YS IN r i S IN * Y
YCOs 0 ZcOS 0 y

C
DO 1 10 1 X mHAL. fCEL#LENFCELSIZ
X 0 IX
COL a ZCOS * X - YSIN
ROW a ZSIN * X + YCOS
COL * COL/CELSIZ + SYCOL
ROW a ROWICELSIZ + STROW

C
C PARAVETERS FOR FILLIN AS DESCRISED IN CURF
C %I *

IF(COL .LT. LC) LC a COL
IF(COL .Gl,13C) PC a COL
IF(ROW ,LT. LR) LR a ROW
IF(ROW *GT* BR) RR a ROW
GO TO 90
FT aPT+3

C
C DERUG PRINT STATEMFNT
c

eUF(PT)wCOL
OUF(PT+1 )NROW
EUF CPT+?)sELEV
IF(PT *LT, 13) GO TO 90
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6RITE(6p6O) (BUF(M), M21,15)

60 F0RMAT(ý(SX,?15,?X,15))
FT -2

9C FLD(18,12,ARRAY(COLROW)) FLD(24,12,ELEV)
FLD(30,6*ARRAY(COLPROW)) FLD(1O,6,CAT)

110 CONTINUE
C
C
C CHECK FOR REACHING TCP OF WEDGE
C

IF (ELEV oGE. HGT) GO TO 150
c
C HAVE NOT REACHED TOP SO INCREMENT ELEVATION FOR NEXT ROW
C PROCEED TO NEXT ROW
C
C

INCR a ZTAN * FLCAT(CELSIZ)
GO TO 100

C
150 CNT a CNT +1

C HAS FLAT TOP OF WEDGE qEEN COMPLETED?
C

IF(CNT mGT. TOP) GO TO 160
C
C NO, SO NO CHANGE IN ELEVATION FOR NEXT ROW
c

INCR 20
GO TO 100

16C IF(BSLOPE .GE.90) GO TO 2CO
23 a FLOAT(BSLOPE)/57?295

C BEGIN DESCENDING ALONG BACK FACE OF WEDGE
C MODIFY SLOPE FACTOR
C NOTE IT IS NEGATIVE SO THAT ELEVATION 6ILL OF
C DECREMENTED
C

ZTAN a -SIN(Z3)/COS(23)
INCR a ZTAN * CELSIZ
GO TO 100

2CC CONTINUE
C2CC hRITE(6,60) (BUF(M),Mml,15)

DO 11 Iu1,15
11 BUF(I)NO

CATEG m CAT
CALL FII.LIN (LC#BCLRBRCATEr3)
CONTINUE
RETURN
END

C SUBROUTINE PRYAMID(LENHGT)
SUBROUTINE PRYAMID(LENHGT)

C
IMPLICIT INTýGFR (A-W)
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COMMON BUF (20)s ARRAY(500v7O0)*CFLST17STCOLSTROWvCAToANG
CATA LCBCLRHRIsrCO, o l..f.n/

C
C ANGLE OF ROTATION IF ANY (SEE CUSE FOR DETAILS)
C

ZANG J FLOAT(ANG)/57o295
ZSIN a SIN(ZANG)
ZCOS a COS(ZANG)

C
IýALFCEL a CELSIZ/2

C
C HALF THE LENGTH OF THE FINISHED PRYAMID
C

HFLEN a LEN/ 2 + HALFCEL
C
C TANGENT OF SLOP OF PRYAMID FACE
C

ZTAN 9 FLOAt(HrT)/FLOAT(HFLFN)

CC

C DO LCOP FOR RO0S OF PRYAMID
C BECAUSE OF SYMPETRY FOR EACH POINT RELOW THE CENTERLINF
C THERE IS A CORRESSPONDING POINT EQUAL DISTANCE ABOVE IT
C Y - IS Y VALLE FOR LCWER CELL
C Y2 " CORRESSPONDING CELL ABOVE
C

00 100 IY•HALFCELHFLENCELSIZ
Y a IV
YSIN * ZSIN Y
YCOS a ZCOOS Y
Y2 m LEN - IY
Y2SIN 0 ZSIN * Y2
Y2CcS a ZCCS * Y2

C
C
SX VALUE FROM LEFT TO RIGHT

C
DO 150 IX a HALFCELLENPCELSIZ

COL a ZCOS * X - YSIN
ROW a ZSIN X + YCOS
COL a COL/CELSIZ +STCOL
POW 9 ROU/CELSIZ + STROW

C
COLP I ZCOS * X - Y2SIN
ROW? a ZSIN * X + Y2Co0
COL2 a COL2/CELSIZ +STCOL
ROA Iu R0621CEL.SIZ * STROW

C
C PARAMETERS FOR FILLIN
C

IF(COL *LT.LC) LCOCOL
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IF(CCL2 ,LT. Lr) LCzCOL?
IF(COL .GT. B3C) P( COL
IF(CC'L2 .GT. RC) RC COL;?
IF(AOW .LT, LR) LB ROW
IF(ROW2 .LT. LR) LR ROW2
IF(ROW *GT, BR) BR ft ROW
IF($AOW2 *GT, BR) BR aROW2

C
C IF X < Y THEN ELEVATION Ar THAT CELLE* XDIS*SLOPE OF FACE
C (REPRESENTS LEFT FACE OF PYRAMID)

ELEV a ZTAN * X
IF (IY .GE, IX) GO To 70

C
C IF X)Y AND Y4C LENGTH-XDIS THEN ELEVATION a YDIS*SLnpe
C (FRONTFAE

ELEY m ZTAN * Y
IF(IY .GE, (LEN+CELSIZ-IX)) ELEV 0 ZTAN*(LEN+CELSIZ.IX)

* C
C ASSICGN THE TWO SYMMETRICAL POINTS THE. APPROPRIATE
C ELEVATION AS JLST CALCULATED

* C
70 F L D( 18,IZARRAY CCOLPROW))u FLfl(24#12.ELFV)

FLD(18*1?oARRAY(COL2#ROW2) ) a FLD(24#1 2*ELEV)
F L D(30o6#,ARRAY(C CL#ROW) ) 0 FL0cIOE,,CAT)
FI.0C30*6*ARRAY (COL~oROW2)) m FLD(3C*6oCAT)

15c' CONTINUE
100 CONT INUE

CATEG a CAT
CALL FJLLIN(LC #BCoLRoBRoCATEG)
CONTINUE
RET URN
EN D

C SUBROUTI1NE HEMISP(RAD)
SUBROUT INE HEMISP(RAD)

C
IMPLICIT INTEGER CA-W)
COMMON HUF (20) # ARRAY (500o ?0 ~CELS I ZSTCOL*S TR0WCATo ANG
HALFCtL w CEL1I120
PRAC it RAD

C
C RADIUS IN NUMBER OF PATRIX CELLS
C

tCELL m FLOAT(PRAW)FLOAT(CeLSIZ) +.5
ZRAD28 RAD**2

C
C CENTER POINT
C

ARRAY(STCOLSTROW) a RAD
C
C LTILItE SYMMETRY OF HEMISPHERE
C CALCULATE THE ELEVATION FOR EACH CELL IN ONE QUADRANT
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C AND THE SAME VALUE CAN FIE ASSIGNFD TO THE CORRES-
C SPON DING CELLS I N THE OTHER THRFE QUADRANTS
c

DO lao 1 91, (NCELL+I)
POW x (1-1) * CELSIZ
ZR2 a ROW**2

C NCOL a SQRT(IRAD2-ZR?) /FLOAT(CFLSUZ)+1.

C

DO 100 CLxl#,NCOL
COLa CL-i
ZHYP29(CCL*CELSIZ)**2 + ZR2

C
C CALCLLATE ELEVATION AT CELL USING RIGHT TRIAN(LFS
C

ELEV *SQRT(ZRAD2 - ZHYP?)
C
C ALGORITHM TO PLACE VALUE IN CORRESSPONDING CELLS
C OF A.ll FOUR GUAD~RANTS

S a -1
7C SZ* -1
71 C 8 S*COL 4 STCOL

A E S2*UI-1) + STROW
FL0(18*lP~oARRAY(CpR)) a FLD(2Iqp1ýoELEV)
FLO( 30#,6ARRAY( C,R) ) a FLD( 30#6,CAT)
IF (S oEG. 1) GO TO gfl
S le1
C-0 TO 71

eC IF (S2 .EQ. S) GO, TO 100

S2 s

S T
CO TO 71

Icc CONTINUJE
RETURN

C SUBROUTINE CYL(RADPLEN)
S3UBROUTINE CYL (RADPLEN)
IMPLICI T I NTE G ER ( A-W)

C COM~MON BUF (P ) , ARRAY(500p 70 PCELS I Z STCOLtSTROW,-CATP ANG

C

14A L F CV =~ CE LSI Z/ 2
Z RA r2/u R AD, 2
f'COL xLEN/C ELS5IZ
NRCW I RADICELSIZ

C
C

00 100 1llm1,UjHow+)

NO I*CELSIZ
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FLEV =SQRT(ZRAD?-ROw**2)
DO 100 J 1,oNCOL
JJ = J-1

C PLACE APPROPRIATE ELEVATION IN CELLS EOLIOISTANT ABOVE
C AND FELOW THE CFNTERLINF
C

F L D 8 o1 2#ARRAY(STCOL+JJtSTROW4I )) a FLDC?4,v12#FLEV)
FLD(18,12,ARRAY (STFCOLsJJS fRfW- ) ) a FLD(24,1 2#ELEV)
F LD C3O 0 ptARRAVYSTCOL+J JPSTROW-1)) a FLD(3fl,6oCAT)
FLD(3G0i 6,ARRAY(STCOL+JJPSTROW4I)) a FLDC301o6pCAT)

1CC CONTINUE
RETURN
END

C SUBAfCUTINE TOWERCRADPELEV)
SUBROUTINE TOWER(RAD*ELEV)
IMPLICIT INTEGER (A-W)
COMMON BUF(20) v ARRAYC 500.70),CFLSI ZoSTCOLoSTROW*CA1, ANG

C
C THE SAME ALGORITHM AS USED FOR HEPISPHERF FXCEPT
C lHAT THE ELEVIATION NEED NOT BF CALCULATED - IT IS
C CONSTANT VALUE
C

HALFCEL a1 CELSIZ12
NCELL 2 FLCAT (RAD)/FLOAT(CELSIZ) +.5
ZRAD2u RAD**2
ARRAY(STCOLPSTROIW) a ELFV

C
C

DO 100 1 als, (NCELL4,1)
R06 (1U-1) * CELSIZ
ZR2 *ROW**?
NCOL *SORT(ZRA02-ZRP) /FLOAT(CFLSIZ)+1.

C
C

DO 100 CLml#NCOL
COL *CL-I

C
C

Sx -
7c S2 -1
71 C a S*COL 4 STCOL

R a S2*CI-1) + STROW
FLD(18oI2oARRAY (CoR ) * FLD(24#12*ELEV)
FLO C3C,6oARRAY(C#R) ) UFLD(30#6pCAT)

IF (S 4.EG. 1) GO TO 80
S ol
GO TO 71

80 IF(S2 eEQ. S) GO TO 100
T S 2
52 s
S3 T
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CO TO 71
iCC CONTINUE

RE tURN
END

C SUBROUT!NE CHKRBD
SUBROUTINE CHKRBO
IMPLICIT INTF.GFR (A-W)
COMMON BUF(20)oARRAY(5CiO,70) CELr IZ STCOLPSTROW
to Icc 1210,2O04
CATEG a 1/4+1
00 !00 J= 1 4
D)O 100 Kazl 4
.row "J + s TROW

COL U I4K+STCOL
ROW2 a I+VI,*STROW
COL2 a J+STCOL
ARRAY(CCLoROW)zCATEG

ICC ARRAY(COL2*ROW2)"CATEG
RETURN
END

C SUBRCUTINE F ILL IN(LCvBCpLPR,,RCATEG)
SUPRCUTINE F ILL IK(LCPBC PLRIBRCATEG)

C
C THIS SUBROUTINE CHECKS ROTATED SURFACES FOR 'HOLES
C Af*'D FILLS THEM IN WITH APPROPRIATE ELEVATION AND
C CNTEC(URY IF IT FINDS ANY
C

IMPLICIT INTEGER(A-W)
COMMON BUF(20),vARRAY(5O0o7C)
DATA HUN/0100O

C
C
C
C BEGIt. AT LEAST ROW AND COLUMN AND PROCEED TO BIGGEST
C ROW AND COLUMN TO CHECK FOR HOLES
C
C

DO 1C0 InLRPBR
O0 1CC J = LC*BC

C
C IF TI-E CELL IS NONZERO IT HAS BEEN ASSIGNFO A VALUE
I. AND IS CK. PFCCEED
C

IF (ARRAY(J+1,I) .NE. 0) GO TO 100
C
C THIS CELL IS ZERO. Ir B. rH OF ITS NPIGHR(B RS (TO LEFT AND
C RICHT) ARE NON ZEkOp THEN WE HAVE FOUND A HOLE
C CTHERWISE THIS CELL IS NOT PAPT OP THE OBJECT
C AND CAN BE IGNORED
C

IF(ARRAY(Jol) .EJ.C .OR. AqRAY(J+2,1) .EO. n) GO To I100

C
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C FILL IN HOLE WITTH AVEPAGC OF ITS T•n NEIGHi3ORS

C
ARRAY(J+lpI ) ((ARRAY(JrI)+ ARRAY(J+2*I)) /1JN HUN /2) 4CATi7C

lCC CONTINUE
RFTURN
END
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APPENDIX B

BASELINE OF PLANIMETRIC DATA BASE CONSTRUCTION:

PICKWICK SITE

The following technical report (TR 319-2)
prepared by the Center for Research, Inc.,
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volume to provide details in support of the
technical discussions of Volume I.

S . .. ." " 'P " " - .. . *I L -t "..... . .. .. . . . .



THE UNIVERSITY OF KANSAS CENTER FOR RESEARCH, INC.
,2 '91 rv iiU IhI11)rvi (.'(i:npu,, W ',t

: ~Lawrence, Kan.sa• 66045

Telephone: 913-8644832

BASELINE OF PLANIMETRIC DATA BASE CONSTRUCTION:

PICKWICK SITE

Remote Sensing Laboratory

RSL Technical Report 319-2

E. Davison

V, Kaupp

J. Holtzman

July, 1976

Supported by:

U. S. Army Engineer Topographic Laboratories

Fort Selvoir, Virginia 22060

CONTRACT DAAG 53-76-CQ-O154

1MWI-REMOTE SENSING LBRTR



ABSTRACT

A ground truth data base was required to be made of a test site

centered around the Pickwick Landing Dam in Tennessee for radar image

simulation and terminal guidance studies. This report presents the first

step in making such a data base. The product reported here is a hand-

drawn feature map containing the boundaries separating regions which are

homogeneous to a radar (homogeneous at radar wavelengths). This feature

map containing the radar planimetry was constructed by a ,hoto-inter-

preter using standard feature extraction techniques. Standard 7 1/2'

quadrangle USGS maps and high-resolution photographs were used as the

input intelligence source for construction of the feature map. To support

the terminal guidance studies, the spatial resolution of the features

bulIt into the map was approximately 100 feet. That Is, the smallest

region which can be categorized as distinct from its surroundings Is

approxlmately 100 feet square.

Subsequent steps in making this ground truth data base required

this feature map to be d'gitized and formed into a digital matrix1 , and

this digital matrix of radar planimetry to be merged with a digital

matrix of elevation data2

In addition to serving Its primary purpose of constructing a ground

truth data base of the Pickwick site for radar image simulation, the

construction time and quality of this feature map will be used as a

baseline study against which candidate automated/iInteractive feature

extraction techniques will be tested and evaluated, For this purpose,

the actual feature extraution time required to produce this map ',tas 28

hours.

McNeil, M., V. H. Kaupp, and J. C. Holtzman, "DIgitization of Pickwick
Site Data Base,' 1IR 319-4, Remote Sensing Laboratory, The University
of Kansas, February, 1977.

2 Komp, E., M, McNeil, V. H. Kaupp, and J. C. Holtzman, "Medium Resolution

Digital Ground Truth Data Base: Pickwick Site," TR 319-5, Remote

Sensing Laboratory, The University of Kansas, August, 1977.
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INTRODUCTION

A ground truth data base for both terminal guidance and validation

tasks, encompassing approximately 144 square miles, has been prepared

for a test site centered around the Pickwick Landing Dam area located

in the states of Tennessee, Mississippi, and Alabama. This data base

was developed by a photo interpreter working from optical photographs

and maps using manual feature extraction techniques. The basic philosophy

motivating the development of this data base of the Pickwick site was to

use only manual feature extraction techniques. Manual feature extraction

techniques were used because the use of these techniques by photographic

interpreters is common wherever Images are analyzed. They allow complete

control over the level of detail and complexity desired for any given

data base. This planimetric data base will be used both as a reference

baseline for future studies of automated feature extraction techniques

and as the Input ground truth data base for radar Image simulation and

terminal guidance studies. Since this data base was to become a base-

line of known accuracy and complexity, standard interpretation techniques

wero used. The accuracy of this data base, the time required to construct

it, and the cost of the construction were, therefore, known and these

parameters could be compared to data bases of this same site built using

automated feature extraction techniques.

To accomplish the objectives motivating the development of this

data base (comparison baseline for automatic feature extraction techni-

ques and ground truth data base for radar image simulation and terminal

guidance studies), the planimetry information which was extracted from

a variety of Input data sources and transferred by hand to the feature

map has been digitized and placed on magnetic tape. Computer software

were developed to convert these digital boundaries Into a symbolic Image

In the form of a three-dimensional array of terrain categories . This

McNeil, M., V. H. Kaupp, and J. C. Holtzman, 'Digitization of Pickwick

Site Data Base," TR 319-4, Remote Sensing Laboratory, The University
of Kansas, February, 1977,
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digital matr;x (the symbolic image) wvas then merqed with a digital matrix

of elevation data of the same nIte. This final operation produced the

ground truth data base of the Plckwick site2; a new four-Himenslonal array

containing both the terrain tyres and elevation data which are stored on

magnetic tape. It is this final product which is the desired ground

truth data base of Lhe Pickwick site as well as the baseline ground truth

data base against which to test and evaluate candidate automated fea-

ture extraction techý.*ques. Only the manual feature extract'ýon of

terrain types is rfriorted In this report. For additional information

concerning other ai.,pects of the development 'f this data base, references

should be made to the other listed appi'dices.

SITE DESCRIPTION

The Pickwick Dam test site Is located In the Tennessee River Valley

near the junction of the states of Tennessee, Alabama, and Mississippi.

The area consists of open rolling hills as well as a portion of the

Tennessee River floodplain. The boundary of the test site was defined

as a six-mile radius extending from the northwest corner of tho power-

house at Pickwick Dam. The circle described by the sweep of this radlu,.

Is contained within a square, the edges of which measure twelve miles on

a side. The geographic arta contained within this square comprises tho

144 square miles of terrain examined to construct the data base,

PLANIMETRY CATEGORIES

The Pickwick Dam test site presented a major problem In category

selection since the ground truth available on the site was limited or

nonexistent. The relatively short time frame within which the data base

2 Komp, E., M. McNeil, V. H. Kaupp, and J. C, Holtzman, "Medium Resolution

Digital Ground Truth Data Base: Pickwick Site," TR 319-5, Remote
Sensing Laboratory, The University of Kansas, August, 1977,

B-4



was to be constructed pruveriLed field checks, and no information was

readily available concerning crop types or distribution of native plant

communities. Consequently, categories ror the assignment of backscatter

values were constructed at relatively gross levels of classification.

The most readily discernible distinction of the terrain In the test

site is between aruas which were covered with water and areas which were

not. In a dichotomous manner, of those areas which were not water-

covered, some were forested and some were not. Those areas covered by

the Oak-Hickory-Plne Forest, typical of the region, ccmprised one cate-

gory. In a similar manner, those areas which were not forested were

broken up, examined and Identified to be agricultural land or non-

agricultural land, This latter group is categorized as consisting of

areas'of open grassland. Areas belonging to this category were pri-

marily parks, pastures and similar expanses which were neither covered

by trees nor under cultivation (as dlscernible from photography). Some

areas were not conducive to identification by strictly dichotomous means.

For Instance, thore were areas of marshland that were wooded and which

had to be dealt with separately from forested areas, As each category

was established, It was given a three-digit identification number (to

facilitate data handling), These category number assignments are listed

In Table I,

INPUT DATA SOURCES

A) Photographic Products

At the beginning of the analysis, 96 frames of high-altitude

(30,000 feet) aircraft photography were received from the Engineering

Topographic Laboratories (ETL). This Imagery was supplied In the form of

biack and white positive prints ot a scale of 1:100,000, Upon checking,

It was noted that significant scale variation occurred in the Imagery,

both within given prints and between adjacent flight lines. It was con-

cluded that this deviation wat due to some combination of the hilly topo-

graphy, Instability in or turbulence affecting the remote sensing platform

Itself, and possible slight variation In altitude between flight lines.

The overall resolution In this Imagery was rated as good but with tonal
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TABLE 1

Pickwick Test Site Planimetry Categories
Validation and Terminal Guidance Tasks

Category Identification
Number Category Description

100 Group Targets - Roads
110 Heavy duty Improved roads (none present)
120 Medium duty improved roads
130 Light duty Improved roads
140 Unimproved roads

200 Group targets - Railroads
230 Fish Pond Dikes
240 Water Plant Plumbing

300 Group Targets - Water Bodies
310 Smull Impoundments
320 Small streams and rivers
350 Large streams and rivers
360 Large Impoundments (Pickwick Lake)/

400 Group targets - Marshes (see subgroup)
450 Wooded Marshes

500 Group Targets - Forested areas

600 Group Targets - Agricultural Land

700 Group Targets - Grass-covered areas (parks, etc.)

800 Pickwick Dam
810 Blockhouse
820 ýp~llway

900 Small buildings
910 Large bu;ldings

Note: The planimetry categories listed In this table represent the

level of detail present In this data base. Finer detail will

be added to this data base when It Is desired to model a radar

system with higher resolution and dlcriminatlon capabilities.

B-6



contrast rated as only fair. Racause Of the uncontrolled scale of these

prints, they were deemed inappropriate for use as the major source of

the geometry of the various features in the data base. They were used

to construct an uncontrolled mosaic which has repeatedly been used for

feature discrimination and identification, and for reference and cross-

checks.

A check for additional Imagery was made with the United States

Geological Survey's (USGS) data bank at the EROS Data Center In Sioux

Falls, South Dakota. Although several NASA U-2 flights have been made In

the region of Interest, they had passed well to one side of the test

site and were of no value to this effort. A great deal of USGS mapping

photography was available, but this would have required the acquisition

of photo Index sheets with selections being made and then ordered. The re-

sulting turn-around time was unacceptable considering the time available

to make this data base, and it was deemed more practical to avoid such

delays and work with the photographs and maps at hand.

B) Radar Products

No radar Imagery of the test site was available at the time of data

base construction. It was felt that the presence of such imagery might

contribute to prejudicial Judgments In the construction of this data

base. Radar imagery of the data base area was purchased from Goodyear

Aerospace Corporation and arrived after tne planimetry data extraction

was completed.

C) Maps

Six topographic maps at 1:24,000 scale were obtained from the

LISGS with sections of the test site falling into each of the six.

Figure I illustrates the position, center, and boundaries of the PILkwlck

test site relative to the six maps. The ldentificntion numbers of the

nmaps used to construct this data base are Included In this figure. Be-

cause the data base was to be converted to digital format, It was thought

preferable that the planimetry be extracted at a relatively large scale.

13-7



',,I

I

0 0
0 0

I o LA

C' I
zI

PICKWICK I
DAM cC

I I
I I
I I

Ii N

C', C

L - -

z

N U,

FIGURE 1. PICKWICK DAM TEST SITE IN RELATION

TO U. S, G. S. TOPOGRAPHI C SHEETS
OF THE AREA

813-



DiOital elevation data tapes provided by ETL for this site were made from

the USGS topographic maps at a scale of 1:25,000. These facts, toge-

ther with the uncontrolled scale on the aerial photography,.contributed

to the decision to use the USGS maps as the primary planrrnetrlc source

thereby matching the location and geometry of category features in both

the elevation and planimetry data.

The center point for the test area was pinpointed and the distance

was measured for the six-mile working radius of this data base. Appro-

priate boundaries were then drawn on the topographic sheets with

measurements being made to check for correct geometry. The Individual

sheets were not physically mosalcked, as the resulting large sheet would

have proven quite unwieldy. Instead, a grid corresponding to the col-

lective boundaries on the Individual sheets was constructed on a large

sheet of tracing paper. The delineated areas on each of the six sheets

was then matched to this grid.

FEATURE EXTRACTION

A) Methodology

In keeping with the philosophy of developing this data base by

manual feature extraction techniques, the data base was prepared by a

photo Interpreter (PI) who used only conventional photographic Interpre-

tation techniques. The PI used only hand drafting tools to transfer the

planimetric Information from the input data sources to a piece of drafting

paper that was temperature and humidity stabilized. The scale of the

final product was equal to the scale of the USGS topographic maps

that were used as input data sources (1:24,000; see Figure I for map
Identification numbers). The USGS topographic maps were used as the

prime data source for the locationand geometry of gross features

and frequent crosschecks were made with a mosaic of the site previously

made from aerial photographs (scale was 1:100,000).

The Pl used hierarchical feature extraction techniques to develop

this data base. rhe planlmetry boundaries present on the topographic
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maps were regarded as the major authority for gross features, with cross-

checks made to the mosaic, in extracting the cartographic Information and

transferring it to the data base. The first class of features the PI

transferred was the road network of the test site. The locationof roads

as they appeared on the topographic maps was regarded as the most reliable

authority given the scale problems In the aerial photography. No major

discrepancies were found either in the location of roads or In the

number of roads Identified when the uncontrolled mosaic of aerial photo-

graphs was compared to the topographic maps. The road network obtained

from the maps was, therefore, used as the control reference for the

placement of all other targets in the data base. Not all classes of

roads were transferred by the PI to the data base. For instance, in

some cases, foot trails were deleted due to the nature of the vegeta-

tion canopy present In the area.

Following the drafting of the road network, the po3itions of bodies

of water and the sole railroad present in the sit.e were transferred to

the data base. The boundaries of the various bodies of water were trails-

ferred dhiectly from the topographic maps. The actual boundarlos at any

point In time of lakes, ponds, and rivers are very much determined by the

season and the precipitation and usa history, It was decided that the

water boundaries would be taken from the mapb (instead of from the mosaic

uf aerial photographs) to more closely match the elevation data taken from

those same maps, All of the bodies of water were transferred as they ap-

peared on the maps, with the exception of some small ponds which were de-

leted due to the nature of the vegetation canopy present in the area. The

placement of the railroad In the data base presented no problem, as it was

not close enough to the regular road network tU have been moved in accor-

dance with standard cartographic practices, (Where two or more roads or

railroads lie in juxtaposition, standard cartographic practice Is to place

them no closer than some minimum distance which Is set by the map scale.)

Boundaries between forested and non-forested areas were the next fea-

tures to be transferred to the data base, Although these boundaries are

clearly marked on topographic maps, they tend to be too generalized. For
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this reason, the mosaic of aerial photographs was regarded as the major

authority for forest/non-forest boundaries, and the topographical maps

were consulted as a crosscheck. All forested areas were combined Into

a single data base category. Minor feature-s, such as hedge rows and

small groves of trees, were not Included In the data base being con-

structed. (Fine detail can be added later as desired.)

Discrimination between all other areas (such as agricultural land,

grassy areas, marshes, etc.) was made both according to commonly used

Interpretation Identifiers (i.e., texture, tone, pattern, relationship

to other objects) as well as the Interpreter's knowledge and experience.

This level of detail or features In the terrestrial envelope Is typically

not present on topographic maps. Therefore, the mosaic of aerial photo-

graphs was essentially the sole source available of Information concerning

boundaries and terrain types in these ireas.

Last, the cultural (hard) targets were transferred to the data base.

The transfer of these targets was done strictly on a 'house-by-house"

basis. These buildings were located according to the aerial photographic

mosaic and were hand drafted In the data base with consideration given to

the radar reflectivity potential of each. Only the location of each

building was transferred to the data base, not the geometry. No major

towns or cities exist In the test site. The greatest density of cultural

targets consisted of small industrial areas and hamlets.

It should be pointed out that throughout the construction of this

data base, only hand drafting tools were used. As the desire for detail

(complexity and accuracy) of such construction increases so, of necess-

ity, does the suphistication, accuracy and cost of the equipment and

techniques increase. To mlnimlze the unnecessary expenditure of re-

sources (unnecessary with respect to the potential uses of this data

base) the exact geometry of each building was not transferred.

B-li



B) Problems

The planimetric data base was constructed on a •heet of diaftinq

paper that was nearly three feet square (nine square feet). It was

found that the Initial tracing medium, a one hundred percent rag paper,

was swelling and contracting in the temperature and humidity conditions

prevalent in the building.

C) Solutions

A sheet of stabilized trecing material with a three mil acetato

base was obtained to eliminate Lhe Problem of distortion zaused by

swelling P'd contracting of the drafting paper. rhe conistruction of

the data ie was started over using this stabilized material.

BASELINE CONSTRUCTION

This planimetric data base will be used as a baseline for future

studies of automated feiture extraction techniques. The bases for

comparlson will be the accuracy qith which the cartographic information

is preserved by the various candidate autcmated feature extraction methods

and t:ie savinqs each candidate method represents in cost and Irs manhours of

data base construction timte. To facliltate these projected evaliiatinns,

the manhours expended in tb'e construction of this data base are reported

in Table 2. By reference to this zable, It can be seen readily that

actual planimatric data base construction time, the time required after

initial site familiarization and preparation, was 28 hours. This i: the

baseline time to be used when comparing the automated feature extraction

techniqup- to manual technlques.
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TABLE 2

Plani-nu-tric Data Base Constr,,ýtion Time

For the Pickwick Site

Manhours Description of Effort

30 [ie Irnvestigation (Preliminary work; mosaic prepe-ation)

I Research of Available Data Products

4 Preparation of Site Data Sources

le Feature Extraction Timr

10. Liyout Time (Initial)

6 Layout rime (Stable Base Materhls)

1 Checking
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APPENDIX C

DIGITAL ELEVATION DATA BASE CONSTRUCTION:

PICKWICK SITE

The following technical report (TR 3!0-3)
prepared by the Center for Research, Inc,
University of Kansas, is Included in this
volume to present additional details of the
task of data base construction and to support
the ditscussions of Volume I.
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ABSTRACT

A digital elevatiun data base of a test site centered around Pickwick

Dam was developed from six magnetic tapes, each containing the digital

elevation data from one of the six standard United States Geological Sur-

vey 7-1/2 minute quadrangle maps of the site. The initial effort of

digitizing the elevation data was done by the Defense Mapping Agency (DMA).

DMA digitized 20 foot contours and used an interpolation computer pro-

gram to calculate an elevation value for every 6.25 m increment in

both directions. Approximate accuracy of the resultant digital eleva-

tion matrix was estimated to be 10 'eet. The six maps were digitized

Independently of each other and, therefore, were not produced to form

one cohesive, two-dimensional data base.

The elevation data From these six tapes have been qtructured Into

one very large two-dimenstonal orthogonal grid matrix. This matrix was

merged with the digital planinietry data of the same siteI. The result

is a data base for radar image simulation and terminal guidance studies.

I Komp, E., M. McNeil, V, H. Kaupp, and C. Holtzman, "Medium Resolu-
tion Digital Ground Truth Data Base," TR 319-5, Remote Sensing
Laboratory, The University of Kansas, August, 1977.
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INTRODUCTION

A ground truth data base for radar image simulation and terminal

guidance studies was constructed for the geographic area encompassing

approximately 144 square miles (36 square miles for the terminal gui-

dance study) of a test site centered around the Pickwick Landing Dam in

the states of Tennessee, Alabama, and Mississippi. This appendix pre-

sents the work performed to develop a digital elevation matrix which

accurately models the Ooliof present In the topography of the site.

This digital elevation matrix was developed from six digital,

computer-compatible, magnetic tapes. Each of The tapes contained the

elevation data from one of the standard 7 1/2' quadrangle USGS (United

States Geological Survey) maps of the site. Figure 1 Illustrates the

position, center, and boundaries of the Pickwick test site relative to

the six maps. The identificat;on numbers of the maps used to construct

this data base are Included in this figure.

The six digital elevation data tapes were provided to us by ETL

(Engineering Topographic Laboratories). The Defense Mapping Agency

(DMA) produced the digital elevation data stored on these tapes. DMA

digitized 20 foot elevation contours for each of the USGS maps and ran

an interpolation computer program on these digitized contours to produce

a digital elevation matrix for each map, The interpolation program

calculated an elevation value for each 6.25 m Increment in either direc-

tion with an estimated accuracy of approximately ten feet.

These digital elevation tapes could not be used for our Intended

application as received. The six tapes were not produced to form one

cohesive, two-dimensional array of elevation data for the Pickwick site.

Instead, the maps were apparently digitized Individually. This meant

that It was necessary to merge into one orthogonal grid matrix the ele-

vation data from different magnetic tapes each having date stored in a

matrix with a coordinate system skewed slightly from all others, Con-

structing this large orthogonal grid matrix of elevation data required

a significant amount of data manipulation by both man and machine.
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Upon completion of this task, the digital elevation data were merged

with the digital planimetry data produced In a separate effort2 for the

sanme site. The resulting data matrix was the desired ground truth data

base of the Pickwick site for radar Image simulation and terminal gui-

dance studies.

SITE DESCRIPTION

The Pickwick Dam test site Is located In the Tennessee River Valley

near the Junction of the states of Tennessee, Alabama, and Mississippi.

The area consists of open rolling hills as well as a portion of the Ten-

nessee River floodplain. The boundary of the test site was defined as a

twelve mile square centered on the northwest corner of the powerhouse at

Pickwick Dam. The geographic area contained within this square comprises

the 144 square ml lea of this data base.

INPUT DATA SOURCE

The 1nitial effort of digitizing the elevation data was done by the

Defense Mapping Agency (DMA). DMA produced one magnetic tape of digital

elevatlom data for each standard USGS (United States Geological Survey)

7-1/2 minute quadrangle map (Figure 1). These digital elevation data

were stored on tape In a two-dimensional array, not as elevation contours,

The two-dimensional array represented an orthogonal grid of elevation data

at a specified metric Interval. The orthogonal grid was oriented according

Komp, E., M. McNeil, V. H. Kaupp, and J. C. Holtzman, 'Medium Resolu-

tion Digital Ground Truth Data Base,'' TR 319-5, Remote Sensing Lab-
oratory, The University of Kansas, August, 1977.

2 McNeil, M., V. H, Kaupp, and J. C. Holtzman, ''gltilzation of Pickwick

Site Data Base," TR 319-4, Remote Sensing Laboratory, The University
of Kansas, February, 1977.
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to the UTM (Universal Transverse Mercator) coordinate system. The speci-

fied metric Interval was 6.25 meters In the area of interest. Thus, an

elevation data value existed In the digital two-dlmensional array stored

on magnetic tape for each 6.25 meter Increment In either the UTM Easting

or Northing directiojn. The elevation data were interpolated values cal-

culateJ between actual elevation contour lines from these maps by some

computer Interpolation routine.

The coordinate system Into which theso elevation data were placed

(lines of constant UTM value) was skewed with respect to the coordinate

system of the maps; the map coordinate system was defined by lines of

constant latitude and longitude which, In a small enough region, Form an

orthogonal grid. The orientation of the maps in tne UTM coordinate system

Is shown In Figure 2.

Standard USGS
r .-- ... 7½ Minute Quadrangle

Map of Pickwick Site

I

La t Itude

East ig

Figure 2. Orientation of USGS Map in UTM at Pickwick



The view shown In Figure 2 Is exaggerated for clarity, but it Illus-

trates the orientation of the map in the UTM coordinate system. The

relative orientation of these coordinate systems was found according to

the instructions which accompanied the digital tapes. The four corner

points of each map were found to the nearest meter. From these four

points, an origin (0,0 point) was found by taking the smallest Easting and

Northing value.

The six tapes of elevation data, as we received them, were not pro-

duced to form one cohesive, two-dimensional array for the Pickwick area

test site, Instead, the six maps were diiitized and placed on tape,

each apparently independent of the others, with one exception: the corner

points of the six maps have the same value for shared corners. The ele-

vation data appeared on tape as an array running In a South to North

string with strings sweeping West to East. The situation Is depicted In

Figure 3.

String No. 1
CA

Elevation Data Base
A1 #"for Pickwick Site

1A

.Elevation Data

T ' Values
7 . . .

SEast Ing

Figure 3. Elevation Data Orientation.
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Another way to Interpret this Is to say that scan lines run from

South to North (each scan line represents a constant Easting value) and

scan lines are ordered from West to East. Since the six maps were appmr-

ently digitized independently of each other, the scan lines of one map do

not coincide with the scan lines of Its neighbors. The scan lines for

each map are established at 6.25 meter intervals from the origin of that

map. Even though the shared corners of the various inaps have exactly the

same UTM valums, the scan lines of the various maps will coincide only if

the corners (or origins) are located by Integer multiples of 6.25 meters

in the Fasting direction; this is the exception rather than the rule. The

problem Is illustrateJ in Figure 4.

Only the scan lines of Maps I and 2 coincide exactly, (See Figure I

for relative orientation and Identification of the six inaps.) Map 3 Is

offset 2.75 meters to the left of Map 1, and Map 5 is offset 2.75 meters

to the left of Map 3, making It 5.5 m±ters offset to the left of Map 1.

Map 4 Is offset 1.0 meters to the left of Map 2, and Map 6 Is offset 2.0

meters to the left of Map 4, making It 3,0 meters offset to the left of

Map 2. This Is the situation graphically shown In Figure 4. It was also

determined chat Map 3 is offset 1,75 meters left of Map 4 and that Msp 5

Is offset 2.5 meters left of Map 6,

In addition to the problem or scan lines not coinciding at the

boundaries of the six maps, East-West lines (which would be drawn through

the centers of the elevation array vilites arross scan lines) do not coin-

cide, The problem is Illustrated In Figure 5. Map I is offset 1,5 meters

lower than Map 2. Map 3 Is offset 0.5 meter lower than Map 1, and Map 5

Is 0.5 meter higher than Map 3, making Map 5 coinuide with Map I. Map 4

is 0.5 meter higher than Map 2; Map 6 Is 0 5 maeter lower thar, Map 4, making

Map 6 coincide with Map 2. It was also determined that Mep 3 Is 2.5 meters

lower than Map 4, and Map 5 Is 1.5 meters loier than Map 6.
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ELEVATION DATA MERGE

The elevation data contained on the six tapes were produced by DMA

by interpolating between constant elevation contour lines from the maps.

The data on these tapes are no better than the Interpolation technique

used and the accuracy of the contour lines on the original maps. Since

this Is the case, we decided a gainst remaking the six tapes to cause co-

Incidence of the scan lines; a second interpolation would be necessary to

shift the data. It was felt that the elevation error Introduced by rounding

off the metric Interval between maps to force coincidence of the scan lines

was less than teie error introduced by Interpolation (especially a second

interpolation)., This decision is subjectively justified by appeal to the

terrain of the test site. It Is basically rolling hills and water

(floodpl1'in) where the elevation doesn't change much In a 6.25 meter in-

crement In any direction. Therefore, we shifted the scan lines slightly

from/tape to tape to force coincidence when we made the single two-dimen-

sion/il elevation array.

Figure 6 Illustrates the geometry of the resultant merged data base

of; elevation data. This figure also lists relevant Information concerning

how the merged data base was constructed. Reference to Figure 6 may add

clarity to the following discussion. Only those data which fell within
6 12 mile square were merged to form the final elevation data base.

Data were registered for a 12 mile square Instead of a six mile square

required for the terminal quidance work to suppurt other radar simulation

3tudies. The Easting limits of this 12 mile square were found to be 376000

and 395800, and the Northing limits were 3871500 and 3891300. These limits

produced o.1 area rnf 19,000 Liquare meters which, when trmrslated to a 6.25

meter g•Id, produced 3169 scan lines bv 3169 data puInt grld. rrom the

corner points of Maps I, 3, and 5, It was calculated that the westerrimost

scan line (the scan line labelled 376000) would cun31st of the merge of

blocks 270, 239, and 209 from those maps, respectively. Since the first

several hundred scan lines of Maps 1, 3, and 5 were not Incluued In the

merged data base, the problem of' partial scan lines was not encountered

until the Junctions between Maps I and 2, 3 and 4, and 5 and 6. It was
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found that Instead of a one-point overlap (which is what was specified to

occur) at these jtnctions, there was a gap of either 0, 1, or 2 data points.

This problem was solved by straightline interpolation between bounding

points. For the cases where the specified one-point overlap occurred (at

any border) the two elevations were averaged, and that value was used;

there were differences in elevation due to the different historical data

apparently used In the Interpolation routine--the historical data should

be a function of the map.

The final elevation data base produced ;onsists of 3169 physical

records, with each record containing 3169 elevation values. Th.s repre-

sents an elevation data base In excess of 10 million data points. These

data are spread across three 7-Track, 800 BPI magnetic tapes in a com-

pressed format.

VERIFICATION

As the merge of the six tapes was produced, a check was made to

detect bad elevation values. Each new elevation value was decoded and

compared both te upper and lower limits (800 and 300 feet, respectively,

For this site) and to the previous elevation value (100 feet or less change

from the Previous elevation was allowed). Errors in the data were detected.

The most serious error was found on the tape representing Map 3; the entire

river and various bodies of water were missing. On the other maps, the

bodies of water were apparently forced in at appropriate values, but on

Tape 3, the interpolation routine was functioning. This problem was

corrected after this elevation data matrix was meroed with the digital plani-

metry data matrix Less serious problems showed up in the data. Among these

were the absenLe of elevation data for the Pickwick Dam, other hard (cul-

tural targets), and numerous ponds, These problems will be addressed

during construktion of Lhe final, complete data base.

Komp, E., M. McNeil, V. H. Kaupp, and J. C. Holtzman, "Medlum Resolution

Digital Ground Truth Data Base," TR 319-5, Remote Sensing Laboratory,
The University of Kansas, August, 1977.
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TIME AND RESOURCES USED

Approximately 5 manweeks and many dollars of computer time were

required to get the data Into a usable, merged for-mat. Many reasons

exist to account for this larga utilization of resources. Some records

were unreadable. Octal dumps of thone records were produced; the octal

data were examined by hand; correct values were determined; and the cor-

rect data were inserted by hand. Because of the very large amount of

data Involved, small problems created expensive reruns and extensive

delays. A significant amount oF cime resources were utilized in gaining

understanding of the problem and experience In handling very large data

bases.

CONCLUSIONS

Radars do not typically image terrain according to USGS standard
7-1/2' quadrangle maps, and our radar simulation computer programs model

the operation of radars, Since this is the case, when preparing digital

data for radar image simulation it is advisable to choose a data struc-

ture compatible with the simulation operation. Doing this will minimize
subsequent effort necessary to correct these problems.

Construction of this elevation data matrix clearly Indicates that

the optimum structure as well as the content of data bases for radar

image simulation need to bos determined, The larger the data base, the

more Important It is to optimize the structure and content to minimize
the development cost and time.
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APPENDIX D

DIGITIZATION OF PICKWICK SITE DATA BASE

The following technical report (TR 319-4)
prepared by the Center for Research, Inc.,
University of Kansas, is included in this
volume to provide additional details for
appropriate discussions in Volume I.
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ABSTRACT

A data base was constructed of a test site centered on the Pickwick

Landing Dam for radar simulation and terminal guidance studies. This

report presents a portion of the work involved In making this data base.

Specifically, the work reported here is the digitization of the radar

planimetry map 1 . The map was digitized manually using a large-table

digitizer which was electrically Interfaced to a minicomputer. The

total time required to digitize this data base was 23 hours.

Upon completion of this digitization task, the digital radar plani-

metry data were ordered into a symbolic image data matrix which was then

merged with the digital elevation data2 of the some site, The resultant

digital matrix 3 Is the desired Pickwick test site radar Image simulation

data base,

Davision, E., V. H. Kaupp, and J. C. Holtzman, "Baseline of Planimetric

Data Base Construction: Pickwick Site," TR 319-2, Remote Sensing
Laboratory, The University of Kansas, July, 1976

2 McNeil, M., V. H. Kaupp, and J. C. Holtzman, "Digital Elevation Data

Base Construction: Pickwick Site," TR 319-3, Remote Sensing Labora-
tory, The Universit, of Kansas, July, 1976,

Komp, E., M. McNeil. V. H, Kauop and J, C. Holtzman, "Medium Resolution
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INTRODUCTION

A ground truth data base encompassing approximately 144 square miles

has been prepared for a test site centered around the Pickwick Dam area

located In Tennessee. This data base was developed by a photo Interpreter

working from optical photographs and maps using manual feature extraction

techniques . The data base produced was in the forrm of a map of the

geometric and dielectric properties of the terrain, water, and objects

which are physically located within this 144 square mile area. This

map was digitized and converted into a two-dimensional array of microwave

backscatter category information. The digitization process was performed

on a large-table digitizer.

The basic philosophy motivating the development of thisdata base of the

Pickwick site was to use only manual feature extraction techniques. This

planimetric data base will be used both as a reference baseline for future

studies of automated feature extraction techniques and as the Input

ground truth data base for radar Image simulation and terminal guidance

studies. Manual feature extraction techniques were used because the use of

these techniques by photographic Interpreters is common whe'rever Images
are analyzed. They allow complete control over the level of detail and

complexity desired for any given data base. Since this data base was to

become a baseline of known accuracy and complexity, standard Interpretation

techniques were used. The accuracy of this data base, the time required to

construct It, and the cost of the construction were, therefore, known

and these parameters could be compared to data bases of this some site

built using automated feature extraction techniques.

To accomplish the objectives motivating the development of this data

base (comparison baseline for automatic feature extraction techniques and

ground truth data base for radar image simulation studies), the planimetry

Information which was extracted from a variety of Input data sources and

transferred by hand to the data base has been digitized and placed on

Davison, E., V. H. Kaupp, and J. C. Holtzman, "Baseline of Planimetric

Data Base Construction: Pickwick Site," TR 319-2, Remote Sensing
Laboratory, The University of Kansas, July, 1976.
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magnetic tape. Specifically, the various boundaries drawn by hand on the

data base were digitized. Computer software was developed to convert

these digital boundaries into a symbolic imaqe in the form of a two-

dimensional array of terrain categories. This digital matrix (the sym-

bolic image) was then merged with a digital matrix of elevation data2 of

the same site. Thi.s merging operation produced the ground truth data

base of the Pickwick site; a new two-dimensional array which contains

both the terrain types and elevation data which are stored on magnetic

tape 3 . It is this final product which will become the baseline ground

truth data base against which to test and evaluate candidate automated

feature extraction techniques and the input to radar image simulation

studies. Only the digitization of the planimetry data is reported here.

For additional information concerning aspects of the development of

this data base, reference should be made to the other listed technical

reports.

SITE DESCRIPTION

The Pickwick Dam test site is located in the Tennessee River Valley

near the junction of the states of Tennessee, Alabama, and Mississippi.

The area consists of open rolling hills as well as a portion of the Tenn-

essee River floodplain. The boundary of the test site was defined by a

12-mile square centered on the northwest corner of the powerhouse at

Pickwick Dam. The geographic area contained within this square comprises

the 144 square miles of terrain examined to construct the data base.

PLANIMETRY VALIDATION

Before the actual digitization was performed, it was necessary to

make sure that the planimetrymap was valid. It was derived from portions

2 McNeil, M., V. H. Kaupp, and J. C. Holtzman, "Digital Elevation Data

Base Construction: Pickwick Site," TR 319-3, Remote Sensing Labora-
tory, the University of Kansas, July, 1976.

3 Komp, E., M. McNeil, V. H. Kaupp and J. C. Holtzman, "Medium Resolution
Digital Ground Truth Data Base; Pickwick Site," TR 319r,5, Remote
Sensing Laboratory, The University of Kansas, August, 1977.

Davison, E., V. H. Kaupp, and J. C. Holtzman, "Baseline of Planimetric
Data Base Construction: Pickwick Site," TR 319-2, Remote Sensing
Laboratory, The University of Kansas, July, 1976.
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of six different USGS (United States Geographic Survey) topographic

maps plus other, supporting data. The map as drawn was approximately

31 Inches square. There were many possible sources for error in the map.

The dominating error source is believed to be misorientation and mist

location caused by the necessity to physically mosaic together the six

different maps. Of lesser importance, but worthy of note, are such

error sources as human factors and manual transference of data from

source to planimetry map. Errors in judgment, minute shaking and slips of

the hand, non-uniform pencil size, strain. scalinq of data from source to

data base, and, etc., are some examples of the kinds of errors which pro-

bably exist in the data base.

Evaluation of the planimetric data base showed that the errors which

might be present were probably statistically independent; they didn't all

add In phase. The map was judged to be of good quality. Good is defined

here to mean that the map was acceptable for its ordinary purpose; it

was to become the input data source for a terminal guidance reference

scene formation program which was set up to model a reasonably coarse

radar. The most sigrificant problems discovered in the data base were

that maps 3 and 4 as well as 5 and 6 were not fit together to the same

tolerance as the others; in the digital equivalent of the planimetry map

these errors were as large as 11 scan lines. Figure I illustrates this

problem. In addition, there was a noticeable distortion within map 4 amount-

ing to three or four scan lines which was not a continuous distortion, but

was very discrete. It seems reasonable to speculate that map 4 was

moved a little with respect to the other maps during the tracing process.

In the future, it would be advisable to develop a control grid (instead

of just working outlines) for the planimetry map. If this is put down first

before anything is traced, it would assist the interpreter in keeping all

the various pieces properly oriented.

DIGITIZATION OF PLANIMETRY

The technique selected to convert the planimetry map into a digital

format was manual digitization of the boundaries which separate the various

categories on the map. This manual digitization was performed on a large

diqitizinq table which was electrically connected to a NOVA/minicomputer
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(Data General Corp.). The accuracy of this table was specified to be

3/1,000 inch. The system consists of the tdble, a hand-held cursor, the

NOVA minicomputer, and a 9-track magnetic tape recording unit.

The digitizing system works in the following way. A two-dimensional

representation of the candidate map to be digitized is placed on the

table. An orthogonal coordinate system is defined by the operator using

the hand-held cursor to locate any two points on each axis of this co-

ordinate system. Although the coordinate system must be orthogonal and

two-dimensional, considerable latitude Is given to the operator when

defining the orientation of the axes on the table. In addition,

the scale of each axis may be different. After the coordinate system

is specified, the operator uses the crosshairs on the cursor to

find any spot or follow any boundary (contour) on the map. The dlgltiz-

Ing system has capabillciles to record data In either a "point"' or a "line''

niode. In the 'point'" mode (or, disciete mode) one point is recorded

every time a button on the cursor is pushed. The data recorded are the

x-y coordinates of each point relative to the specifled.coordinate

system, plus a third, or z, value. This z value is entered from a

teletypewriter by the operator. Each point Is assigned a triple of

values (x,y,z) and these data are then stored on 9-track magnetic tape;

one triple of values per physical record. Each physical record corres-

ponds to a logical card imaqe (8O characters) In which the three values are

recorded In a real format (FORTRAN 3F7.1). In ''line'' (or continuous) mode, the

digitizer samples ''continuously" frotn'when a start button Is pushed until

a stop button is pushed. Of course, "continuously" does not mean truly

continuous samplinq. Actually, there is a timing Ir~ichanism and a

parameter to control how many saiiples per second are to be taken. Thus,

the digitizer will "follow'" the cursor and record points so many times per

second. In addition to this timing element, there Is also an additional

3 Davison, E., V. H. Kaupp, and J. C, Holtzman, "Baseline of PlanimetrIc
Data Base Constructlon: Pickwick Site,'' TR 319-2, Remote Sensing
Laboratory, The University of Kan~s, July. 1976.



distance check (which defines the minimum distance that the cursor must

move from the last recorded point before it will record another point).

Thus, with the timing parameter set high enough and the distance parameter

set low enough, this mode simulates a continuous sampling mode.

This system, then, was used to transform the planimetric drawing

(map) Into a digital file. This digital file is not an end product.

R3ther, it Is an intermediate step. This file consists of boundaries

stored as one-dimensional arrays of triple values. The x and y values
represent the position of each data point in the coordinate system which

was previously established. The third value (z) can be anything which

Is a function of the two other dimensions; In this case, the z value
specified the radar backscatter category. The backscatter category along

a boundary signiries the outermost region of one scattering type and the

start of a new category. When the category matrix is filled In, a boundary

Is used to flag the presence of a distinct scattering target.

Standard 7 1/2' quadrangle USGS maps are drawn in a modified poly-

conic. map projection. The backscatter category data were drawn from

USGS maps. The elevation data2 which werp to be merged with this bank-

scatter category map of Pickwick were produced In the Universal Transverse

Mercator (UTM) mapping projecton according to'the standard practices

of the agency (Defense Mapping Agency) which produced the digital eleva-

tion data. This difference In mapping projections between the planirutry

and elevation data necessitated the conversion of one coordinate system

to the other. Since the planimetry data were not yet digitized, It was

advantageous to select the coordinates for the digitizing system to be the

UTM system. This Is not a simple, straight-forward conversion, there-

fore, several necessary assumptions were made. It was assumed that over
"lismall" areas the UTM coordinate system is orthogonal. Second, over

"small" areas there wa. negligible distortion caused by digitizing a

2 Davison, E., V. H. Kaupp, and J, C. Holtzman, "Baseline ot Pl;nimetric

Data B&se Construction: Pickwick Site," TR 319-2, R'nmote Sensing
Laboratory, The University of Kansas, July, 1976.

Komp, E. , V. H. Kaupp, and J. C. Holtzman, "Construction of a Geometric
Data Base for Radar Imaqe Simulation Studio,," TR 319-1, Remote
Sensing Laboratory, The University of Kansas, July, 1976.



modified polyconic In a UTM system. "Small" Is here defined to be at

least the size of our data base (12 miles square). The alternative to

making these assumptions was to digitize the category map as a modified

polyconic and then use the digital computer to transform one coordinate

system Into the other, FiaLre 2 compares the boundaries of the data base

in the two-coordinate systems, Appeal to this flgure will subjectively

justify these assumptions. It can be seen that the coordinate systems

are very close to being orthogonal (as measured by the ratios of the east

to west and north to south sides of the data base). For the small correc-

tions of this alternative considering the maximum inherent resolution of the

data sources which comprise the fInal result, It was expedient to make the

simplifylnq assumptions.

Minimizing the distortions Involved in these assumptions was accomplished

by setting the axes to coincide with the center of the map rather than the

lower left corner, where It would have been placed normally to coincide

with the elevation data map. Thus, there should be no distortion at the

center of the map (data base), but Increasing distortion toward the edges.

Operationally, the 1,000 meter UTM tick marks present in the USGS maps

were used to defIne the coordinate system.

Though the axes were set-up to cro.s In the middle, It was not necess-

ari ly the case that the point where the axes crossed (the origin) must

be assigned coordinates (0.0, 0.0). It would be extremely useful to assign

the initial parameters of the digitizing system so that the (x,y) coordinates

as read from the digitizing table were exactly the correct UTM (x,y)

coordinates, thus el iminatlng a coordinate transtormatlon in a future

step, This was In fact accomplished by assigning the origin (i.e.,

crossing of the x and y axes) to be (1600,1520) rather than (0,0). This

maneuver in effect moved the origin down and to the left of where (0,0)

should be, but stl Iminilmizes dIstortion. Scale In buth the x and y

directions were then set by appropriate calculations.

One last artifice was used In assigning the paremeters for the

dljitlzing system. As was rioted beFore, the coorainates were registered

as real numbers. In the data base, coordinates must be Integers (i e.,

i.-.. .......... . .......
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subscripts in a two-dimensional matrix). Thus, there was required a

real-to-integer conversion somewhere with numbers preferably rounded off.

It is an easy process to use the computer to convert from real to integer,

but it requires a little more effort to round off numbers. Since the

digitizer must output real numbers regardle,,s, we decided to have the

computer do the real-to-integer conversion, but have the diqitizer do the

rounding. Since rounding can be accomplished by adding 0.5 and then

truncating, and also since the computer would already be truncating in per-

forming the real-to-integer conversion, all that was needed was to add

0.5 to both the x and y coordinates. The easiest way to accomplish this

was to again shift the axes by setting the "origin" to (1600.5, 1520.5).

So, the x and y coordinates registered by Lhe digitizing system only needed

to be truncated to integers and they were the actual matrix of coordinates

needed.

After the digitizing system was set up, the accuracy of the location

of the coordinate system was verified. The technique used was to extend

lines of constant UTM coordinates across the map in both directions, as

defined by the UTM tick marks on the USGS maps. Then the digitizer was

used to determine the coordinates of various points. Since one could

independently calculate what these coordinates should be, results could be

compared to verify that the system was properly calibrated.

It was decided that the best way to diclitize would be to completely

digitize closed boundarie, and only digiti2- each line once. This approach

worked fine for what were called 'island' boundaries, i.e., regions completely

surrounded by the same category.
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However, when req ions shared a common border it was impossible to

diqitlze the lines both as closed boundaries and also digitize each line

only once, This occurred when two regions share a common border, and also

all around the edges of the map.

To solve this problem, it was decided to digitize this problem case as

three line segments with two common end points, or ''triple points,''

rather than digitize the common line twice. This would hiie resulted

in extra digitization and the possibility of more errors in duplicating

the line.

After this decision was made, it was necessary to decide what to use

for a "Z" value. Three digit categories had been previously assigned to

all regions on the mcpl (000 for the border of the map), If there were

only "island' type regions, the category inside the island could be easily

as,,igned. But be.cause of the problem case, the choice was made to assign

to each line the concatenation of category values for the categories on

either side of the line. Since each of the three-di(git category numbers

ended in zero it was decided to treat them as two-digit numbers to save

space (i.e., 500 ,50, 350 '35, etc.). Therefore, the concatenation yields

a four-dIqlt number for a Z-valun for any line (i.e., 3050, 5060, 70U0)

and a six-ditqit number for a Z-value for all triple points, since each

tr!ple point is associated with three line !,egments.

In performinq the digitization, it was realized that the outpuL

digitized data would have to be processed further. With this in mind,

I Davison, E., V. H. Kaupp, and J, C, Holtzman, "Baseline of Planimetric

Data Base Construction: Pickwick Slte,'TR 319-2, Remote Sensing
Laboratory, The University of Kansas, July, 1976.
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every effort was made in the digitizing system to insure that it would not

be necessary to perform an extra processing step later. This was the

rationale behind carefully setting up the axes and assigning the origin to

(1600.5, 1520.5). One more feature of the NOVA CECASCII digitizing system

was used to advantage. The houndaries being digitized were those surround-

ing regions to be filled in later. It is required that the boundaries be

connected, i.e., not have gaps or holes in them. Formally, this iE

represented by

l-I x " +ll2 + <y -2y 2 2

and

zI M Zl+l

Besides not having gaps in boundaries, It was desirable to eliminate

duplicate points. This result can partially be accomplished by setting

the digitizing system to "continuous" line mode with the distance check set

to one scan line. This (supposedly) guarantees "connection" with a

minimum of duplicate points.

The actual digitizing of the map took place In two distinct phases.

It was decided that the information present on the planimetry map could

be partitioned into two classes; regular category data and hard target

(cultural) data. These hard tarqets consisted of all roads, railroads,

houses, and the dam, biockhouse, and locks. It was decided prior to

digitizing the map that it would he best to process the category data

first and create a data base without hard targets, and then go back later

and superimpose the hard targets on this data base. With this strategy In

wind, it was decided to digitize the map twice, the first time to extract

only categories and the second time to get the hard targets.

However, even though the digitizing was split up, it still required

several sessions just to digitizP tho categorIv%. It finally took over

14 hours of on-line digitization in more than three ýesslons to completely

digitize the category data. At the end of every session, the operator
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(u L he di q ii Li zi Ii ,ytU1i) wdv LI uiH -r d Lu phy ii ) lIy remove the map I rom

the table and remount the map at the beqinninq of the next session. This

could have been a source of critical error, however rareful precautions

takefn in Fe'1moiin t i nq thu map mInd rea,;si qninq the ix(,s kept any error to

0.2-0.3 scan lines nveraqte in all directions (see Table 1). When rompared

agqdiI•L the width of one pencil line (.:0,5-2.0 scan lines wide), this error

is negligible.

TABLE I

Four Corner Paints of Map on Scan Line (x,y) Coordinates

Taken at Two Different Dlg~tizing Sessions

Coordinates

West Side of Map East Side cf Map

x y x y

Session I 1 48,0 3159.6 3144,.5 3104.1

Session 2 47.5 3159.8 3144.6 3104. 1 Lo

Error (-0.5) (+0.2) (+0. 1) (+0.0)

Ses.9ion 1 10.5 66.4 3107,2 14. 1

Session 2 10.3 66.7 3106,5 14.2 0C

Error (-0.2) (+0.3) (-0.7) (+0.1)

When the di iqt i zat ion of tho cat,,qory dataI waqZS co0IpletUd, the information

wars contained on s ix tape-,.

The last of the categorles to he digitized wete the hard targets. The

dirlitization method was altered sliqhtly to accommodate these data. The

dam, hlockhouse and larqe industrial buil ldinq appear In the same form as

cateqory data, i.e. closed houndaries. Therefore, they were handled the

same way as the cat(c'ory data. Howevew, roadi and railroads appear on the

map only as lines. Therefore, that is exactly how they were digitized.

The varinos houtse sizeus presented a problem. Tliele were mainly small

houses, but there were also a few larger hulldings. Since 20 foot square

resolulion points, were employed, it was decided to digitize all houses
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as single points except in the case of very large buildings which were

represented as Iine segments This approach was taken with the idea that

houses could "grow' or expand in the data processinq step. The same

reason i nrl a I so app I i ed t o t he dec i , ion to imake roads and ra i rends only

one scan line wide. It required four hours in one session to digitize

all the hard targets and the data was stored on one tape. The z value

specifying the radar backscatter category was constant for all hard targets

because all were treated as Isotropic scatterers with on set to +20 dB.

PROBLEMS

To clarify any doubts a.s to cateogry identification or other ques-

tions pertaining to the construction of the data base, the assistance of

the interpreter involved in Its construction was made available to the

digitizer operator. As the digitizing progressed, various questions

arose as to resolution requirements and differentiation of quite similar

targets which this close interactionproveduseful in eliminating.

The overall accuracy of the NOVA system Is approximately three one-

thousandths of one inch. This is obviously much greater accuracy than can

he duplicated by a human Interpreter using hand-drafting techniques.

Problems arose due to the fact that In a system with more than 100 scan

lines per inch, an exceptionally wide pencil line might cover several scan

lines. This did not however, produce any major effect as the operator was

able to treat such things as a single scan line width at the direction of

the Interpreter.

Of greater consequence was a problem involving perception on the part

of the digitizer operator. In many cases lines derived directly from a

boundary on a topographic map (such as forest/non-forest boundaries)

became confuisinq to the operator even thoujh one would have had little

trouhle following such lines on the map itself and In fact often did so

in the course of nmormal liti., It is apparent that some perceptual

di fferences appear when Information Is converted from a very familiar

format (colored topographic sheets) to one which Is less familiar (black

and white line drawings). This should be considered as an influencinq

factor whenever methods such as these are Implemented,



To resolve the above problem, the operator requested that the

planimetry he cnlor-ci)ded by cateoqry. The task was accomplished in

approximately eight hourts of working tIme. Subsequently, the operator

experienced considerably fewer problems in completinq the digitizing

effort.

V\LUE OF THE FINISHED PRODUCT

The utility of a data base produced by the methods described above

miust be .judged accoIrdIng to the t ime required as we II as the accuracy

with which information is preserved. The time required to digitize the

data base is as follows:

Definition of Coordinate Systemi 1 hour

Grid Layout (UTM) 2 hours

Diglitization Time

Distributed Targets 14 hours

Cultura, Targets 4 hours

Evaluation 2 hours

Total 23 hoU r's

This tnt/il evllects th, extra time, spenL due to the problemis mentioned

earlier as well as the actual time on the final version. If :,uch problems

were elimlinoted, the total tiruc i o t.ild be reduced by a factor of approxi -

mately eilht hpour,, for a ,,itt t of e lialI i ,iir ) , t id ti•• l i) IicatIon.

The accuracy of such a data base is subject to the limitations placed

upon It by the use of topog raphiv mops a,, the ha-se for planilmetry,comblined

witlh the presence or lack of dile i id clround trmisth for the area. When

these limitatlons are cons.idervd It is apparent that this is a practical,

if tmie consuminq, method of data hase cnost ritt ion. Provided that

reasonable carre I, It Iake 1) dlalIit 1q1, humain eIror factors can be held to a

mii ini mum. ThI i s boornte Ottl hy t , f'act that spot checks on thie digital

plot te r revwa I ed error, on t he order o F no more than ten scan I ines In the

cleometry of '.he dota base Lirid . X'hi,, I t amiouti s to an error factor of one i n

I)- 1(,



three hundred. As quality of imagery,qround tut':, and teiliarity with

the subject matter on the part of all person. involved improve, the accuracy

of the data base content can be improved correspondingly. Concurrently

any step in the set of procedures which can be further automated,while

maintaining accuracy,would be a worthwhile effort.
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APPENDIX E

INCREASED RESOLUTION OF PLANIMETRIC

DATA BASE: PICKWICK SITE

The following technical report (TR 319-2i)
prepared by the Center for Research, Inc.,
University of Kansas, Is Included in this
appendix to provide technical information
concerning construction of an Improved
resolution category data base of the Pick-
wick site.
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ABSTRACT

A planimetric data base of a test site centered around Pickwick

Dam was constructed by a photointerpreter working from panchromatic

photography and maps, using manual feature extraction techniques. This

data base was constructed at a level of detail appropriate for its use

as a baseline study for the evaluation of automated feature extraction

techniques, and for the simulation of coarse resolution radar systems.

To facilitate the simulation of finer resolution radar imagery, this base-

line efFoft was improved by the addition of finer detail In land-use

classification. The categories which were delineated consisted of targets

with similar microwave backscatter response. The actual feature

extraction time required In the original effort was 28 hours, with an

equivalent period being devoted to the inclusion of the additional

deLail.
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1.0 INTRODUCTION

A ground truth data base encompassinq approximately 144 square mi Ies

was prepared earlIer in this study, for a test AIte cen tered around the

Pickwick Darn area, located in Tennesseel, 2 ,3, 4 , This data base was developed

by a photointerpreter working from panchromatic photography and topo-
2

graphic maps of the site, using manual feature extraction techniques
14

This planirnetric datu base was subsequently dlgitzed with the result-
3

Ing digital matrix being merged with a matrix of elevation data of the

site. The end product ,containing both category and elevation data,has

been used to produce a digital radar simulation. This data base has pro-

vided the baseline against which automated feature extraction techniques

have been and are being tested, as well as providing input for other

radar Image simulation studies.

The ground truth data base as originally constructed contained
2

23 categories pertaining to the planimetry of the site. These cate-

gories (Table 1) were selected according to the relatively gross level

of discrimination capabilitles of the system to be simulated (>100 feet). The

purpose of this study Is to further define and delineate these categories.

This allow5 the simulation of a system exhibiting greater resolving

capabilities (-60 feet). The major chanqe In the original planimetry cate-

gories is the subdivision of the category Identified as agricultural land (Table

1). In addition, numerous changes were made in the detail with which

individual areas were delineated. In some cases a given area was

expanded, reduced or eliminated. Other minor features (e.g., individual

Komp, E., M. McNeil, V. H. Kaupp, and J. C. Holtzman, ''Medium Resolution
Digital Ground Truth Data Base,'TR 319-5, Remote Sensing Laboratory,
The University of Kansas, August, 1977

2 Davison, E., V. H. Kaupp, and J. C. Holtzman, '"Base'line of Planimetric

Data Base Construction: Pickwick Site,'' TR 319-2, Remote Sensing
Laboratory, The University of Kansas, July, 1976.

3 McNeil, M., V. II. Kaupp, and J. C. Holtzman, ''Digital Elevation Data
Base Construction: Pickwick Site,'' TR 319-3, Remote Sensing
Laboratory, The University of Kansas, July, 1976.

McNeil, M., V. H. Kaupp, and J. C. Holtzman, Digitization of Pick-
wick Site Data Base," TR 319-4, Remote Sensing Laboratory, The
University oF 'Kansas, February, 1977.
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resulting planimetry matrix was digitally superimposed upon the original

matrix. This combined matrix was merqed with the elevation tape to

produce a revised data base having a spatial category resolution of

approximately 60 feet.
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TABLE I

Pickwick Test Site Planimetry Categories 2

Category Identification
Number Category Description

100 Group Targets - Roads
110 Heavy duty Improved roads (none present)
120 Medium duty Improved roads
130 Light duty improved roads
140 Unimproved roads

200 Group targets - Railroads
230 Fish Pond Dikes
240 Water Plant Plumbing

300 Group Targets - Water Bodies
310 Small Impoundments
320 Small streams and rlver3
350 Large streams and rivers
360 Large Impoundments (Pickwick Lake)
400 Group targets - Marshes (see subgroup)

450 Wooded Marshes

500 Group Targets - Forested areas

600 Group Targets - Agricultural Land

700 Group Targets - Grass-covcred areas (parks, etc.)

8oo Pickwick Dam
810 Blockhouse
820 Spillway

900 Small buildings
910 Large building!

Note: rhe planimetry categories listed in this table represent the

level of detail (>W0 feet for radar backscatter categories)

present In this data base.

2 Davison, E., V. H. Kaupp, and J. C. Holtzman, "Baseline of Planimetric

Data Base Construction: Pickwick Site,"' TR 319-2, Remote Sensing
Laboratory, The University of Kansas, July, 1976.
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2.0 SITE DESCRIPTION

The FIlckwick Dam test site is located in the Tennessee River

Valley near the junction of the states of Tennessee, Alabama, and Missi-

ssippi. The area consists of a portion of the Tennessee River flood-

plain surrounded by open rolling hills. The boundary of the test

site was defined as a twelve mile square centered on the northwest cor-

ner of the powerhouse at Pickwick Dam. The geographic area contained

within this square comprises the 14 4 square miles of terrain examined

to construct the data base,

Physiographically, the PTckw,l',k site belongs to the Interior Low

Plateau province. Within the site are smaller units belonging to the

Highland Rim, the Tennessee Valley (including terraces of Recent age)

and the slope of west Tennessee. Slopes in the area are diverse,

varying from level to quite steep. Individual slopes are as little as

0 - 3per cent In the floodplain and as severr as 25 - 45 per cent In upland

sites east of the lake. Soil characteristics likewise vary, from poorly

drained silty clay loams to excessively drained gravelly sandy loams.

Precipitation In the Pickwick area averages 54.5 inches annually.

This is generally well distributed throughout the year, but with a slight

late winter to early spring maximum, the peak month being March. Tem-

perature trends show an average annual temperature of 61.60 F. The

highest recorded monthly average is 80.4" F in July, with a record low

average of 42. 4 ' F in January. Individual extreme temperatures during

the recording period (69 years) were 112' F and -!2' F respectively.

During the period, an overage of 105 days per year received .01 inches

or more of precipitation. The temperature fell below freezing an

average of 75 days per year.

Activities In the Pickwick arpa include farming, lumbering, and

paper process!ng, and some lighL commercial fishing. Transportation is

well devrloped In the area with hard surface and gravel county, state and

federal roads as well as water-borne traffic on the Tenne¶,see River.

River traffic Is relatively heavy with more than 11,000 units passing

through the locks at Pickwick annually. The arua is crossed by one

railroad spur which serves the papermill located near the town of

Counce.
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2.1 PlanimeLry Categories

The planimetric data base as originally constructed included a

limited number of categories for several reasons. The principle reason

is that ý.,e data base was constructed to serve as the ground model for

simulation of a relatively coarse radar. Also the photointerpreter

Involved in the study was not familiar with the region, particularly

its agriculture. Available ground truth Information was, at tI:e time,

limited or nonexistent, Visits to the site with a detailed ground

survey were not within the scope of the study. The result was a

generalized range of categories (Table 1) as derived from topographic

maps and supplementary small scale aerial photography.

The data base presented here represents the original planimetry with

modifications and additions based upon more detaile•d examination and addi-

tional information. Categories for the assignment of backscatter values, which

were originally constructed at relatlveiy gross levels of classification

were further defined. The most significant change was the subdivision

of the category designated as undifferentiated agriculture. Specifically,

the formor category number (600) was redefined to discriminate areas of

fallow or recently cultivated ground, and areas planted to soybeans, corn,

mi lo, wheat or orchards (Table 2). In addition, the category uL.ed to

delimit areas of grass, pastures, and similar ground cover was modified

to include a local golf course, This was done to allow for the relative

smoothness of the reqularly maintained yrass covered surface in such an

area. Other modifications consisted of the assignment of identification

numbers to structures associated with recreational facilities in the

a rea.

2.2 input Data Sources

Information was gathered from several sources to establish the

characteristics of the qround scene by way of elevation and backscatter

response. The data base, ain enormous matrix of data points, was constructed

with the aid of aerial photography, topographic maps, soil and crop surveys.
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AiIcraft imaqery was acqui red from Mark Hurd Aerial surveys by

the Engineering Topographic Laboratories (ETL) and used by the photo-

interpreter in the construction of the original data base. This was

also used as input in the new data base. The imagery was supplied at a

scale of 1:100,000 In a black and white contact print format. In addi-

tion, a set of negative transparencies of the same flight have been

used to make enlargements of portions of some frames. The additional

detail provided was useful in compiling information for the data base.

No radar Imagery was used in the construction of the data base. This

is an Important aspect of the philosophy of simulating radar imagery,

because part of the value of the simulation study at RSL is that it does

not presuppose the existence of radar imagery. The six topographic maps

used In the construction of the original data base were also used in

the revised version, These remain in the sole map inputs.

In an effort to obtain additional information about the test site,

especially Its acriculture, several county extension agents and Soil

Conservation Serice (SCS) officers were contacted, The SCS supplied

soil surveys fur the counties in and near the test site. These surveys

provided Information pertaining to drainage attributes of the soils in

the area and other geographical information. The County Extension Service

offices In Hardin County, Tennessee and Tishimingo County, Mississippi

were contacted by letter and by telephone concerning the general crop

types ;n the area, Some information was also obtained regarding proportions

and distribution when actual radar imagery was generated for the site.

2 .3 Feature Extraction TechniquCes

As In the case of the original data base, only manual feature extrac-

tion techniques were employed In the creation of the planimetry map.

The tracing medium was of an acetate base type. The scale of the planil-

nietry map, was equal to that of the original data base and the six topo-

graphic maps used as input (1:24,000).

As stated, the primary objective In raising the level of detail in

the planimetry map was to subdivide the general vegetation category. The

assignment of backscatter categories was made difficult by several fac-

tors. No ground truth was taken when an actual radar mission was flown
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(April, 1976). This eliminated the possibility of acquiring real time

data pertaining to crop types on a field-by-field basis. The high-alti-

tude pho,ý.graphy used In the site analysis had been flown the previous

October (October, 1975). Thus, a cap of nearly six months existed

between the two flights. The photolnterpreter was forced to deal not

only with the Identity of a crop for given fields, but the effects of

seasonal change and such events as crop rotation. Identification of

crops from panchromatic photography alone ib extremely difficult at the

time of year the imagery was flown. It was not possible to assign real-

time Identification to the crops in reference to the flight of the radar

system. Nor was It possible to provide absolute identification for the

fields at the time of the photographic mission.

Because of the inability to assign categories strictly on the basis

of Interpretation criteria, information was sought from the County Extension

Services. Several readily identifiable areas In the Pickwick site were

selected and their boundaries and locations noted. The extension agents

were then contacted and this information was given to them, Based on their

knowledge of their home counties and, in one case a field check by one

oF the agents, the fields were identified. The resulting maps were

returned to the Remote Sensing Laboratory and were analyzed by the photo-

interpreter In an attempt to ascertain crop distribution. Using the

Identity of the fields examined by the extension agents and the greytones

associated with t~heni, the Interpreter constructed a qualitative key for

the grouping of other fields in the test site. Such a method is subject

to several sources of error, Crops at emergence or during harvest

periods may have similar greytonec. Differences in greytone may be a

function of soil inclsture or morphology and are not always reliable

Indicators of crop types.

The result of the effort descrihed above Is a system of field bound-

aries with assiqned crop typei. Due to the noted problem of temporal

factors Including crop rotation, the resulting patterns may not corres-

pond exactly to those found at another (liven point In time. Instead,

they represent a modeled distribution of crops as they are usually grown

in the test site, within the actual boundaries of fields.
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In addition to the subdivision of agricultural areas, new categor-

ies were created for such cultural features as boat docks, boat houses

and other facilities in recreation areas. Identification parameters

in the photography used In the study did not permit absolute identlflca-

tion of material types and other attributes of these facilities. It

was noted that in one area, the fairways of a golf course were quite

visible. The boundaries of these fairways were transferred to the plani-

metry map so that backscatter values could be assigned and their smooth,

grassy surface simulated.

The transfer of additional information to the data base was accomplished

by means of an overlay. The planimetry map used in the preparation of

the coarse resolution data base was secured to a drafting table with a

second acetate sheet placed over it. The boundaries of theoriginal planimetry

map were then traced onto the second sheet. Major physical fnatures

were retained for reference, including river boundaries. To Introduce

control for alignment purposes, the registration marks for the UTM grid

were transferred to the overlay. In several successive sessions, the

other planimetry details (agricultural boundaries, deletions or changes

In cells, etc.) were transferred, The resulting map was digitized

with the data and coordinate system being stored on magnetic tape. This

tape has been merged with one containing the data from the original

dota base. A comparative check of boundaries on the planimetry map and

the overlay revealed an error of .6 scan lines at the corners of the

matrix. The physical dimensions of the map and overlay measured

approximately 36 inches on a side, representing approximately 3,000

scan lines.
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3.0 CONCLUSION

The planimetric data base which has been constructed is suitable

for the simulation of a radar system with moderate resolvinlg capabili-

ties (>60 feet). Its construction illustrates that It is possible to re-

present the malor terrain features of the test site as they appear, with
relatively 1ittle direct Input and without field survey. Althouqh problems

were encountered in the construction of such thinqs as the aaricultural cate-

gories, It Is anticipated that Increasing the level of ground truth

would Increase overall data base accuracy accordingly. Accuracy In

actual position and boundary location has been maintained In spite of

the lack of more sophisticated cartographic techniques. This had posed

a potential problem since the construction of the data base Involved

the matching of several topoqraphic maps, published at different times.
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APPENDIX F

MEDIUM RESOLUTION DIGITAL GROUND TRUTH

DATA BASE: PICKWICK SITE

The following technical report (TR 319-5)
prepared by the Center for Research, Inc.,
University of Kansas, Is Included in this
appendix to provide the technical details
concerning construction of the data base
for the Pickwick Landiny Dam s Ite.
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ABO)TRACr

A diqital ground truth data base for radar image simulation studies

was constructed of the topographic area in the states of Tennessee,

Alabama, and Mississippi, surrounding the Pickwick Landing Dam. The

ared comprising the data base consisted of a square 12 miles on a side

and was centered on the northwest corner of the power house building

at the dam. The completed data base consists of a digital matrix re-

presenting symbolically the radar backscatter properties of the var!ous

different radar echo categories in the target area together with the

appropriate elevation values of the terrain at each point. The matrix

consists of more than ten million entries. Each entry contains the

radar category and elevation of a point on the ground, Points on the

ground, entries in the matrix, are separated by 6.25 m In both directions

In a rectangular, orthogonal grid coordinate system. The radar back-

scatter category data have a spatial resolution >100 feet. and theelevation

data have an accuracy on the order of 10 feet In the Final data base

matrix, The backscatter category data were produced and digitized2 In

previous work, The work reported here converted these raw data Into a

final, complete digital matrix. The elevation data were pre-processed

in earlier work . The cateqory data matrix was combined with the eleva-

tion data matrix to produce a final, complete ground truth digital

data base of the Pickwick Landing Dam Site.

Davison, E., V. H. Kaupp, and J, C. Holtzman, "Baseline of Planimetric
Data Base Construction: Pickwick Site," TR 319-2, Remote Sensing
Laboratory, The University of Kansas, July, 1976,

2 McNeil, M., V. H. Kaupp, and J. C. Holtzman, "Digitization of Pickwick

Site Data Base,'' TR 319-4, Remote Sensing Laboratory, The University
of Kansas, February, 1977.

3 MrNell, M., V. H. Kaupp, and J. C. Holtzman, ''Digital Elevation Data
Base Construction: Pickwick Site," TR 319-3, Remote Sensing
Laboratory, The Univw.rsity of Kansas, July, 1976.
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I NTRODUCTI ON

The Point Scattering Model, a radar image simulation model, has been

Implemented on a high-speed digital computer. One principle input re-

quirement of this model is a ground truth data base of the target site

for which a radar Image Is to be simulated. The ground truth data base

is a symbolic representation of the planimetrlc features and topogra-

phy of the terrain In the target site. As the model has been ',plemented

on the digItal computer, so must the ground truth data base be In a

digital format. The ground truth data base Is, then, a digital matrix

containing position Information, radar backscatter category, and eleva-

tion for every point on the ground,

This report presents the work and sequence of events to construct

a digital ground truth data base for the topographic region in a 12

mile sqtiare (1lh4 square miles) centered on the Pickwick Landing Dam area

located In the states of Tennessee, Alabama, and Mississippi. The radar

category planimetry data for this site had been extracted and reported
I

previously . The houndaries defining homogeneous radar backscatter

terrain features had been digitized and reported2 . The digitization of

these boundaries was performed using a manually operated large-table

dcllitizer and resulted in several computer-compatible magnetic tapes of

diqitl boundary data. These data were not the Final digital ground

truth input data required by the simulation software. In fact, these

boundary dnta needed a lot of correction and the data were extensively

iianipulated In the process of forminq the required digital matrix. This

wnrk I s reporrL ed here.

In additinh to radar category planimetry data, elevation data are

also required to be Included In the ground truth data matrix. Elevation

data had been acquired previously and had been manipulated into the

dusI red rorniat . This work with the elevatlon data has also been reported

Davison, E. C,, V. H. Kaupp, and J. C. Holtzman, ''Baseline of Plani-
metric 1rata Base Construction: Pickwick Site,'' TR 319-2, Remote
Sensing Laborabory, The University of Kansas, July, 1976.

2 McNeil, M., V. H. Kaupp, and J. C. Holtzman, " Digitization of Pick-

wick Site Data Base,'' TR 319-4, Remote Sensing Laboratory, The
Univwrsity of Kansas, February, 1977.
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data. Merge of these two matrices results in the final ground truth data

matrix (data base) of the Pickwick Darn s;Ite.

The final Pickwick data base contains an entry in the matrix for

each point on the ground at 6.25 rn intervals. This means that the radar

backscatter category and elevation of the terrain is specified every

6.25 m in both the range and azimuth directions. This resulted In the

ground truth data matrix containlngi 3169 elements in each direction for

a total number of entries In excess of ten million,

The final resolution of the Pickwick data base was constructed to

be approximately 100 feet In both range and azimuth for radar category

data, and approximately 10 feet In both range and azimuth for elevation

data. This means that, even though there Is an entry in the data matrix

for every 6.25 ni (20.5 feet) Interval on the ground, the spatial resolu-

tion of the category data is estimated to be greater than 100 feet.

Also, the accuracy of the elevation data Is estimated to be half the

contour interval (20 feet) over which the data were Interpolated.

DATA PROCESSING PHILOSOPHY

Due to the extreme size or the .ground truth data matrix (more than

ten million polii:), it was impossihle to place this matrix Into computer

core memnry at once, Even If 100 k of' core reentry were available, one

hundred subi maes would have been required. This approach was rejected

as being both time-consuming and expensive for forming Lhe qround truth
2digi taI matrix from the Input digital boundary tapes

Therefore, another approach to the problem was developed. Au I of the

useful Information on the map was now contained in the digitized boundary

3 McNeil, M, , V, H. Kaupp, and J, C. Holtzman, '"Digil L•l Elevation Data
Base Construction: Pickwick Site,'" TR 319-3, Remote Sensing Lab-
oratory, The University of Kansas, July, 1976.

2 McNeil, Hi. , V. H. Kaupp, and ,J, C. Hnltiman, "Digitization of Pick-

wick Site Data Base," TR 319-4, Remote Sensing Laboratory, The
Univer-i ty of Kansis, February, 1977
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I an,'.. One cmI (I d recrn,, t rur: t a 1ry ve r i c ]i I i ni on t he iinij (ranqc: di rec-

tion, or lines of constant x) If he knew the y-value of each boundary

line crossing it and the corresponding category of both sides of the

boundary (see Figure 1). The general concept of this approach was to

sort the inpuL data points according to their x-coordinates (azimuth

direction) and froi there reconstruct each vertical line (range direction,

or y-coordlnates) Independently. (This assumed that the lines would be

continuous in the x direction,)
Before the boundaries of the radar category planimetry map

were digitized, a general approach for the software package was

outlined so that the boundaries could be digitized In the appro-

priate format. Each line on the map represented a division between two

categories. One possibility was to digitize each line twice (once

for each category). This could result In the lines crossing one ano-

ther and, or gaps existing between the two lines, It was decided to

digitize each line once and assign to it both categories. Notice, then,

that the boundary for a homogeneous area may have more than one value

depending on the surrounding categories (Figure 2),

In addition, some boundaries also represented discrete targets,

such as roads. Furthermore, these discrete targets might be as small

as one resolution cell wide or they might be larger, It was decided

to handle all discrete targets In a separate digitizing pass and super-

Impose them on the category mntrix after the homogeneous areas had

been completed. This way supdirate software could be developed to handle

the special problems of discrete targets. The superposition solution

seemed valid because discrete targets should take precedence over local

qround-cover In the data base. Where discrete tarqets also represented

boundarluc, between noturol caLegory changes, they were digitized as

natural boundaries on the category map,

In general, the beginning and ending points of digitized line seg-
Inents were of crucial Importance. If a boundary represented a completely

enclused area, the ending point should equal the starting puint. This

would be nearly Impossible for the digitizer to accomplish, so these

points were uniquely marked and It was left to the computer software to

connect thenm properly. Other point, were ''vertex points'' where three



F- I Cai t eq(o ry Map WIt h Vv r IcIi-1 scin Lir n

140

130 -50
120 60

110 50

100
90
803

60 6
50
40
30 - 60

20 -5
10
0

X -60

The category information for the Jlne representing X = 60 can be
represented with the following data:

1) the Y-value where a boundary crosses the vertical line
2) the category at that point,

Category from Y-value to Y-value

60 0 18
50 19 31
60 32 40
10 41 50
60 51 77
30 78 82
60 83 100
50 101 132
60 133 140

Figure I.
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F-2 Example of Multiple Categories Enclosing A
Homogeneous Region

20

20

50

The closed curve enclosing the area designated by
category 50 must be digitzed as four separate line

segments to reflect the coanges in the surrounding

categorios:

from to Categqu,/

A B 50-40
B C 5i0-20
C D 50-30
D A 50-20

Figure 2.
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categories met. This single point was part of two or more separate lines.

It was important that these points coincide for all lines without over-

lapping. This was also left to the computer software. The digitizer

simply labelled these as special reference points (Figure 3).

For the success of this approach for creating the digital matrix

In which we sort the boundary data according to their x-values and then

build the matrix across their y-values, It was essential that the digitized

points form continuous boundaries (see Figure 4). Although the digitizing

mechanism was operated in the continuous mode and sampled points 100
2

times per second , 3na.ysis of the boundary data stored on tape showed

many discontinuities, To rectify this error, the computer software

routine "FIX'" was developed to process the raw data, It compared adjacent

points on each boundary line and if the absolute value of the difference

In the x-values or the y-values wasgreater than one, a software routine,

"CONNECT', was cal led. This rout ine returned the coordinates of those

Intervening points interpolated to make the border continuous. These

points were subsequently added to the raw data points. The first im-

plementation of this solution failed to maintain the sequential order of

the data points and we were forced to rerun this segment with some

alterations so that the data were recorded In a sequential manner as

required for later programs.

Another aspect of acquiring continuous boundaries wai the problem

of joining beginning and ending points of closed boundaries and causing

common boundaries to meet each other properly. Each vertex point (where

two or more boundaries, met) was labeled as such by the digitizer with a

unique reference number. If the starting or ending point of a line was

one of these vertex points, the digitizer labeled it by a special reference

number. The program FIX maintained a table of these points and then

called CONNECT to connect the first and last points actually digitized

on a line. Reference number-; of zero were used to signify that the

following boundary formed a closed border (i.e., the first point equals

2 McNeil, M., V. H, Kaupp,.,and J. C. Holtzman, "Digitization of Pick-

wick Site Data Base.'' TR 319-4, Remote. Sensing Laboratory, The
University of Kansas, February, 1977.
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D

60 50

A

20B

Point A must be part of 3 separate line segments:
1) AB Category 20 50
2) AC Category 20 60
3) AD Category 60 50

Figure 3.

Example of ''Vertex'' Point

B 60

•ir

X• 30

If there was o gap in boundary AB (as shown at X 30)
the category would be incorrectly specified as 50 for all
Y-values because no category change was Indicated In that
vertical line,

Figure 4.

Continuous Boundary Lines
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the last point). In this case the first point was saved and, before

leaving that boundary, CONNECT was called to connect this last point to

the first point. To avoid problems caused by overlapping ends at the

heginning and ending of a closed boundary, the digitizer stopped digitiz-

Ing the boundary shortly before returning to the starting point and,

thus, allowed the 'oftware tu fill In the intervening gap.

This completes a brief description of the operating procedures,

provided to the digitizer, that were designed to produce an output

product ,:ompatible with the software used o., convert these digital

boundaries Into a matrix of digital ground truttý values.

DIGITAL DATA MATRIX CONSTRUCTION

If the Input data were perfectly accurate, the software routines

used to convert the digital boundaries into a digital matrix would be

very simple, But considering the number of points collected and the

detail of the map, a certain percentage of human errors had to be ex-

pected. Therefore, the software processing the raw data was designed

to detect errors. Since the program had no Information on the actual

scene content, It could only check for Inconsistencies In the data. These

error detection checks Included the following: (I) excessive number of

points required to connect adjacenL points on the input data; (2) x

or y values or category out of range; (3) no common category when a

line met a vertex point, and (4) reference point number qreater than

maximum value. Iii addition a complete sumwrary of boundary lines was

produced for comparison to the map. Thesc diagnostics uncovered num-

erous errors. A number of times the reference point for the beginning

or ending of a lIne was mtstyped, This caused the program to connect

two unrelated points on the map and left the proper border discont!nuous.

For closed boim laries, the dilitizer forgot to use the reference

number for the first point and the program Interpreted the first data

point as the .emfu-.ni.e point. None of these errors could be corrected

autom•atically. The nnly solutIon was to resort to the original map

and deduce the proper data fromi surrounding points, These data, then,

had to be in-erted in a rather ad hoc manner so that tht. remaining

data would be properly Interpreted by the program.
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Once the digitized boundaries of the radar category planimetry map

were transformed Into an acceptable format, they were Input Into a

program called "FIX.' The input data consists of the x-y position and

category of each point on each continuous boundary In sequential order

with separators between different boundaries. The purposes of FIX were

to reformat, check and correct, If needed, the data. Among its functions

were:

(1) Check (x,y) coordinates of all points (i.e., 0 < x < 3169 and

0 < y < 3169):

(2) Truncate (x,y) coordinaLes from real 1rormat to integer format;

(3) Find and eliminate duplicate points;

(4) Keep track of starting and ending points of lines (put triple

points Into special array)-

(5) Connect points;

(a) Connect starting and ending points of closed boundaries;

(b) Connect line segments to appropriate triple points;

(6) Output on paper information about each line and a lot of other

''housekeeping" Information;

(7) SpiIt output onto three tapes act.ording to x value

Tape Number x Value

I 0 - 1055

2 1056 - 2111

"3 2112 - 3169

This is to keep the number of points per tape down to amanageable

level.,

(8) Check and correct for tangent points. This implies that the

direction of each line be known at all times.

FIX required 17 versions before It finally ran without error.

Several of these versions were required to alter the tangent check and

correct subroutine. However, many of the problems arose from faulty

Input data. Most errors were minor, but they caused errors In FIX and

required that a new version be written with speclil checks. Als.o. Lhe

errors were Found one et a time, not all at once. Some of tho, problems

incurred were:



(1) Faulty,rnultiple,and missinq separators between different

boundaries:

(2) Incorrect labeling of categories (bad value);

(3) incorrect labeling of starting and ending nodes of line segments;

(4) Incorrect labeling of seven triple points;

(5) One line segment completely missing,

An additional complication came up unexpectedly. The "continuous"

line mode of the digitizer should not have allowed any disconnected

lines. However, this was not the case. The ''CONNECT" subroutine was

called In excess of 26,500 times to repair discontinuities that should

not have existed. There are two explanations for this behavior. First,

if the digitizer operator moved the cursor too fast around a line It is

possible that small gaps might occur. But this cannot explain all the

gaps. After much search, It was finally discovered that the timing

mechanism which controls the sampling thie had an unexpected failure

mode. After ''long'' periods of time ('->30 seconds), the timer lost syn-

chronization resulting In (evidently) longer gaps between samples.

This explanation agrees with our observations about the data. Many of the

larger gaps occurred toward the end of long boundaries, This unfortunate

cltcumtrtancr. didn't affect the data base very much because the connect

suLroutine effectively cumpleted the lines, However, much computer and

programmniing time went into Identifyinq and fixing this problem.

FIX and the ad hoc manual work were very Important parts of this

overall effort to create a dliltal matrix from digital boundaries, A

large airrunt of data were corrected by FIX, The final staitistics aru:

I. Number of points input to FIX :10,000

2. Number of lines and line segments Input to FIX 714

3. Number of triple points Input to FIX 299

4. Number of points output by Fix 185,711

Number on tape I (lIert) 90,262

Number or, tape 2 (center) 62,663

Number on tape 3 (rlqht) 32,786

5. Number of duplicate points discovered by FIX 9,730

6. Number of calls to ''CONNECT'' by FIX 26,519

7. Number of points addtded by CONNECT "95,0

8. Computer core memory requirements I I K
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There are several points to note in these statistics. First, the

number of final points was doubled hy adding connecting points. Second,

each call to (ONNECT averaged inserting four points. Third, approximately

one-tonth of all input points were duplicates. Last, the distribu-

Lion of points Is heavily weighted towards the leftmost third of the

map, and lightly weighted toward the rightmost third which is evidenced

by the number of points stored on each tape. This observation is

corroborated by an examination of the map, which reveals much complexity

In the west (left side of the map) and more simplicity of boundaries

toward the east (right side of the map).

Once the program FIX ran without error messages, one still could

not be certain that the data were error free. Plot routines were written

and run to produce a visual output of the processed (fixed) data points.

These plots were compared to the original radar category planlimetry

map and found to be In good agreement within the limits of resolution

provided by the plotter. At this point we were confident of the accuracy

of our data and moved on to the next step of the process.

Horizontal Tangent Points

Horizontal tangent points were another potential problem that was

recognized and corrected at this point in the work, A horizontal tangent

is a point of a boundary line such that there is no point of that same

boundary above or below It (Figure 5). A vertical line (line icf constant

x, range direction) drown throughl that point would intersect the enclosed

area at only a single point. This would cause problemis because the final

software routine, ,FILL", would he anticipating the top of the border It

had just encountered to he somewhere above In that line, but would never

find It. Because the data wete sequential, tangent points could be

rather easily recognized, A point iu a tangent If Its x-value Is greater

than (or less than) the x-value of both the point preceding It and the one

'ol lowlng It,

To eliminate tangents, a software routine, 'TANCON," altered by one

the x-value of each tangent found so that it would belong to the

previous point. This Iniured that there would be at least two points from
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Houizontol tangent at X :! 6 (the vertical line at X = 6
Intersects the area of category 50 at only one poInt:).

By standard techniques the category assignments for the
line X z6 would be

Category from Y to Y

60 0 4
5o 5 8

whet, the category should be 60 from Y = 0 to 8.

Figure 5,
Horizontal Tangent Pol,,ts
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a boundary in a given vertical line (Figure 6). Altering the x-value In

this way was justified since the point was a boundary point and the cate-

gory for that cell was Indeterminant. It belonged toone of the two

categories associated with it, but one could not determine which one.

Further tests revealed that this method of detection and solution

was not exhaustive. Tangents could still remain for a number of rearons,

There was the possibility of a •double tangent" if the boundary moved

left and right For two or more cells with the same y-value (Figure 7).

The first order solutiononlymoved the tangent back ore cell but still

left a problem. Occasionally, a tangent could be created by FIX when

it closed a boundary which cduld go undetected because we did not have

left and right Information on leaving the startlnti point and returning

to that point as the ending point.

Data Verification

Before proceeding any further, a test for accuracy of the data was

needed. At this point, the test served two purposes, First, we needed

a visual verification of the accuracy of the digitization work done. We

specifically needed to check for three possible errors:

(I) Did the digitizer follow ail borders with sufficient accuracy

to provide the requlred accuracy and detail needed for the

date base?

(2) Werc any boundarices , or portions thereof, Inadvertently oiid tted?

(3) Had any superfluouS point,, been Included In thu input data?

Second, a test was needed for the performance of the software

which had processed the raw data.

(I) Haid the beginning and ending of boundaries been correctly

sensed and connected?

(2) Had the CONNECT routine joined discontinuous points without

adding unwanted points to the data str.-am?

(3) Had the modification of perceived errors, In the raw data

caiused other errors of their own?
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Resolution of the horizontal tangent problem
depicted In Figure 5.

Figure 6,
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5
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x

Example of "double tangent" at X 5, X = 6.

Figure 7.
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A visual output of the entire data stream at this point seemed to

be the only viable test available. Software routines were written to

plot the stored boundary map at twice the original scale. We compared this

plot to the original map and verlfled the accuracy of the data,

F.i rst Data 2.ýeLr Inq

After verification of the accuracy of the data, the next processing

step taken was sorting the data by their x-values. Each set of points

with the same x-values represented one vertical line of the data base

and constituted one range scan of the radar over the target site. From

this Information that line could be reconstructed to its full size of

3169 points.

At this point there were approxImatly 180,000 data points that needed

to be sorted Into one of 3169 bins (one for each vertical line).

Because of the large core requiremcnts, this wat a diffIculL si Liiyj

operation. The first step taken to make the data easier to handle was

dividing the data into six segments and storing each on a different

magnetic tape, In this way only about 30,000 points were handled at a

t I me,

If each vertical lIne had the same number of points, we could make

an array of the proper size for each x-bin and, thus, could ,asl y do the job,

But the points were not evenly distributed. One lin. contained as few as

ten points and another had well over a hundred points. This presented

the problem of memory management, If we used arrays of Fixed size so

that no bin overflowed, meniory requircments would have been excessive.

Therefore a version of heap storage nmemory management was Implemented

in the Fortran program, Each K-bin was given a fixed size array and,

In nddition, a reservoir of overflow arrays was allocated. When an

x-bin was Filled the next available overflow array was attach3d (via

pointers) to that x-bin for the remainder of the points In that lIne.

In a further effort to redure the volume of data to be handled, the

y-value and the two categories associtited with each point were packed

Into a single word. Also the x-value was dropped since that information
2was now nimplicit _in which x-bin each data point was stored

McNeil, M., V. H. Kaupp, and J, C. Holtzman, ''Dtlitization of Pickwick
Site Data Base,'' TR 319-4, Remote Sensing Laboratory, The University
of Kansas, Februiary, 1977,
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The re wi,, , t ho ve r-, ai p 1ohlI ei~i t () Ii le i 1,; ve dil irnro ;e ' ~~re thlf on rnoie

size. Not all points in a qiven x-hin should le retained. If a portion

of a boundary forms a vertical I ne ,ecgment by running stralqht up a

vertical line (x-hin), we should only keep the bottom and top point of

that segment. Intuitively, all that should be kept is the bottom and

top point where the given line crosses an area, IF all the points

were kept, the "'FILL" routine, which later expands these data into a

complete matrix, would alternate categories all along this line because

the way the FILL routine was designed would cause It to change categories

everytime It encounteredanother point. It interprets each point as

meaning the beginning of a new field.

Another problem occurred when a single boundary crossed a given

vertical line several times, All these intermediate changes as well as

the top and bottom points must be recorded and accounted for. See

Figure 8 for an Illustration of these difficulties.

A close observation of these problems reveals that it was not

necessary to keep both the top and hottom points of a vertical boundary

segment, In the case iIlustrated In Figure 9, we should not even keep the

top point of the vertical boundary, If the routine has already changed to the

category of the Interior at the lower point as shown In the I Igure, then

the top point of the vertical line segment does not represent a change

In category.

Because of the serial nature of the data, It was possible to make

rules guiding decisions on which points to keep and which to throw away

In vertical lines, These rules were as follows:

(1) Ir the x-value of the current point differs from the point

preceding It, then keep the current point. (First point of all ver-

tical !lnes I1 saved. This Is necessary to maintain continuity in

the ,-di rect ion.

(2) If the x-value of the previous point and that of the fol lowing

point are the same as the x-value of the current point, then throw

away the current point. (This point Is part of the interior of

a vertical 1inu segment and therefore is not needed.)

(3) If the x-value of the currrnt point equals that of the previous

point but differs from the next point, then this point Is the end

point of a vertical line ser:pment. This point may or may not be
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13 X
12

10
9 50
8 ... . 30
7 1x1
6
5 _

4 _,

3
2 _, x
1•

1 2 3 4 5 6 7 8 9 101112
Example of a single boundary recrossing a vertical
line (X 7) several times,

Figure 8,

8 o60 x--x- -Ot -x-
7X-x -x--- -ow 6,0

5 50_
4 +...De leted because they

3 represeni multiple adjacent

2 %Xonts in a vertical line

1 2 3 4 5 6 7 8 9 10111213
Look at boundary changes In this vertical line, X -- 8. If all end points
(Y - 2, 6, 8) are saved, the following error will be created by the fill
routine:

Category from Y to Y

60 0 2
50 3 6

(60 7 8) ERROR
(50 9 9)

Figure 9.

Vertical Boundary
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kupt; mure i ntur•rat ion is b cLQded Lo mku a duý i sion. II Lhe di re-

tion of the boundary before the vertical line segment was from left

to right and, on leaving the vertical line the boundary continues

in the same direction, then do not keep this point. If the direction

of movement. is reversed on leaving the line segment, then keep this

point. See Figure 10 for a. pictorial representation of this rule.

Pre-processing according to these empirical rules eliminated the

great majority of potential problems. Unfortunately, these rules did

not cover all possible cases. Beginning and ending points of boundaries

proved to be especially difficult to resolve. When approaching the end

of a boundary there was no directional information available to use for

rule 3, above. This problem was critical since a mistake on any one

point In a line of constant x (x-bin) would cause the routine ''FILL''

to produce art error in that lIne. For closed boundaries thls problem

was overcome by retaining the First direction of movement from the

beginning point. If a boundary was not closed, then the ending point %as

a special vertex point and the solution for these points was provided at

a later stage In the processing.

At this point the data have been sorted by their x-values and only

the significant points of the original data stream have been retained.

Significant points are thoe marking a valid change In the categories

along a vertical line (x-bin). Continuity has been maintained in the x-

direction although thero are often di.scontinul Lies in the y-di recLion

(such as areas where tiure had been vertical line segments). Also, the

data points are no lonqer serIal, they have been sotted accord ing to

their x-values.,

Final Sort

The next step was to order each qroup of the point-, having the same

x-values (aill thosepoints helon(ling to one raige sr.an line of the data

base) according to their y-vaIlWs. A modified bubhle-sort Was Implemented

to sort each x-bin of data by y-valueis, from smallest to largest.
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Special care had to he. taken it thi'• ti rue to eli inate any duplicate

points because their presence would cause the following "FILL" routine

to create errors. If two points occupied the same cell but had differ-

ent categories (likely in areas near vertex points where three cate-

gories met) a choice had to be made of which categories to keep. If one

point was actual1' a vertex point (had three categories associated with

it) it was kcpt and the other point eliminated since the vertex point

contains more information. If bothpolnts were normal points with differ-

ent categories there was no longer sufficient information to make Z

correct decision. This condition actually represents an error ;n digi-

tizing because It means that two boundary lines have crossed ea,:h other.

This happened occasionally near vertex points where two lines had to come

together and meet at a single point. In these cases the first point

obtained by the sort routine was arbitrarily saved.

All vertex points had been saved because of the special InformAtion

they contained. Since they were exceptions to the general rules for

keeping or throwing away data points, it was possible to have an extra

point saved near these vertex points. Only after running the routine

" FILL" a number of times was this error located. There was no Infor-

mation in the data stream to identiFy this problem. In a'rathei utili-

tarian move we decided to eliminate any point adjacent to a vertex point

in a given vertical line. Review of the data showed this decision

solved many more problems that it created and to was ued. The only

occasion when this move might rause dn error was where a vertcx point was

at a tangent poInt, which, because of the digitizing technique utilized,

was very unlikely,

Matrix Fill

The steps described thus far have been largely data compressiGn

techniques utillized to remove redundance andto place the remaining data

Into the proper format. However, the ultimate goal was data reconstruc-

tion. The purpuse of this work was to prcduce a matrix of points
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,'approximately ten i I lIi on r p int. ) L( di Ltr I hW th. e radar cat en ry plani-

metry of the Pickwick site. These preliminary compression routines were

employed to maximize the return for expenditure of computer resources.

At this point, all of the data received from the digitizer has been

placed into one of the 3169 vectors, representing lines of constant x,

of the data matrix to be constructed. Each element of these vectors

represents the point where the boundary line crosses a given line of

constant x. Stored at each point is the '-value where the line of con-

stant x Is intersected together with the two categories of the boundary

line.

The routine, "FILL", was written to process these data and to pro-

duce the desired, completely filled data matrix. This routine was simple

because the data had been pre-processed Into the correct format by all the

previous routines. At this point, the data in each vector representing

a line of the matrix (constant x) Is Independent of the data In all

other vectors. So, the memory requirements for actual construction

of the matrix are rather small. Each 3169 element line can be constructed

and written to permanent storage separately from all others.

The routine FILL accepts a data vector and generates from It the

corresponding line of the data maL'rlx. The elements of the data vector

have already been placed in ascending order according to their y-values.

Points up to the value of the first point in the vector were given a

category of zero meaning no data. The first point In each vector should

have only one category, since it forms part of the border. So the cate-

qory between the first and second y-value of the data vector must be a

single category. This category must also be one of the two categories

of the second point, or there is an error. At the second

point, the category changes. Since we know what the category was below

this point, it must be the other of the two categories associated with

a dat3 point. In this manner, the entire line of the matrix is constructed

by alternatinq categories.

The procedure Is somewhat more complicated at vertex polints (a

point containing three categories). The category used up to the vertex

point ellminates one of the three. More information Is needed to make a

choice between the remaining two categories for the continuation of the
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present Ix-h ii rf da , oi . The td(d I niII() aI i on can he acqulired from the

next entry in the data veclor. It the two categories of the next point

are not the same as the two remaining at the vertex point, the proper

category can be determined. In case they are the same, the software

routine looks ahead in the data until it has the needed information. If

the next point In the data vector also represents a vertex point, even

more Information is required to resolve the dilemma of which Is the next

category. After much search we determined that there was a large enough

potential for an error orcurring In this situation that It was best to

list all such occurrences and print a warning message to alert us to each

Instance. We used these data to determine the proper categories from

the original map and manually added this Information to the date vector.

The early runs of this routine, rILL, found Inconsistencies In a

large number of the lines (i.e., the procedure determined that. from one

point to the next the category should be a particular value, but that

was not one of the category choices at the next point), In order to

resolve these problems we were forced again to compare the data vectors

to the original map, This effort was a very tedious and time-consuming

task, However, In this way we discovered many of the sublIe anomalous

characteristics of the data which led to development of the methods of

.orrectlng the data described earlier, On a nunmher of occasions we

Identified anomalies which forced us to alter the pre-processing routines

and then repeat earlier steps of the procedure to correct them.

In some cases, we determined that it was expedient to modify the

data vector or add Information hy hand. One example was where two ver-

tex points occurred sequentially In a given line, Another example is

where, in a few casim , we Found an extra point In a data vector (both the

top and bottom of vertical line segment had been retained when only one

was required). These were fixed by hand.

At this point In our analysis we uncovered a very subtle error In

the original diglitizing work. The digitizer operator hiid digitized both

sides of a very narrow stream and at one point had crossed the stream

and followed the opposite bank. Since this was a very specific error

in the data, we developed an ad hoc solution here and Inserted the data

manually without retracinq our steps and repeating all the intermediate

steps,
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When aIl ident; ried error,, and prohl I Uni had been removed froni the

data, the FILL routine was run one final time and, as each line was

constructed, each completed line was written to magnetic tape to form the

desired complete date rn'rtrix. At this point it was absolutely essential

that we maintain the sequential order of the data and that the processing

be done in the proper order to produce a single, contiguous file. In

this run, If a line produced an inconsistency a warning message was out-

put and the previously completed line was written to tape again In place

of this line. This recourse was used in only a few lines of the entire

data base. Since each lIne In the data base represented a width of 20

feet on the ground and since the accuracy of the construction process

was no greater than this, we decided this was an acceptable contingency

plan. It Is Important to notice that the error Introduced by this step

Is not a cumulative one.

DATA MATRIX QUALITY VERIFICATION

Two programs were developed to verify the output data matrix. The

first program, "MACRO'', produced a symbolic map from the data matrix

for comparison to the original map. Its purpose was to Insure that, in

general, the processing had been properly performed. This program

allowed us to verify that fields were In their proper locations, that

fields had not been eliminated, etc.

The second program, "MICRO," looked at the data file to a greater

detail than was easily possible by human beings. It especially checked

to be sure that building each line independently of all others had not

produced errors. The method employed was to compare each point of every
line to Its neighbor or, either side. if neither of them was of the same

category as the point In question, then the point was suspected as being

bad and a warning message was generated. This routine did not check to

see if any errors were accumulated overa number of lines. MACRO checked

for these kinds of errors. A manual evaluation of all warning messages

generated by both check programs found that a condition of "'ERROR'' could

occur which was not really had data, so each case had to be individually

checked,
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The comb ined re -W ult (J Uf thc tL'St', yerified that the digita1 di ta

hase which had been conbtrucLud was aCcurdLt within thu imit5 of the input

data.

CULTURAL TARGETS

As mentioned earlier the digital cultural target data had not been

processed with the rest of the data but had been kept separate, Now,

the data had to be added to the digital data base.

The cultural target data were considerably easier to process,

These data fell into one of three major classes:

(1) Pcint Targets;

(2) Roads and railroads;

(3) Dam and blockhouse.

Most point targets In the Pickwick site were mainly private homes

and cabins, They were assigned a single call in the data matrix. No

other Information than location, such as orientation, was included for

cultural targets, so no complex processing for such targets was needed.

Roads and railroads were epresented as lines. They were assigned

a width of one cell in the data matrix. The main problem with this class

of target was we had to Insure continuity of the line. The routine

CONNECT used on borders in an earlier section served this purpose.

The darn and blockhousewere the only cultural targets encompassing an

area larger than a single cell, These targets were actually digitized

as area extensive targets by following their outside borders. A modified

version of the FILL routine was written to handle the dam and blockhouse.

It accepted the border point5 as Inputand output the coordinates of

all those cells Iying In these targets.

At this point, all points representing cultural targets have been

collected. As in the processing done for area extensive targets these

data were sorted Into their respectivex-bins, and then ordered accord-

Ing to their y-value.•. In all cases, cultural targets took priority

over the planimetry data, so werging the two pieces of data was simple.

A line of the output data matrix was read In together with the vector
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rtepresent I nj aII k.l u Itira itI t :i rl( t r I hll I ine. Thie v;d i l st of t ht'

cultural targets were wtietten over thct planlimeLry data of

ara extensive tarqets In their resproctive locations and the modified

line of the data matrix was written niut to tape for the final ground

truth data matrix of the Pickwlck ! ite.

MERGE OF ELEVATION DATA WITH RADAR CATEGORY DATA

At this point all of the necessary informatior for the data base

required in the radar simulation packages had been collected and compiled

Into an acceptable format (rectangular d;qltal matrix), Unfortunately

the data was physically separated with the elevation matrix residing on

one sot of magnetic tapes and the matrix of category values on another

set, For the purposes of simulation both pieces of data (category and

elevation) about a particular cell are accessed simultaneously, so

having the data physically separated was a poor utllizution of system

resources,

In order to better utllize 'the available reosurces, a special pro-

gram was written had executed to merge the two data wn•trices (elevation

matrix and category matrix) Into a single c.ompusite matrix, The category

matrix had been constructed In an exact manner so that data point In the

categnry mtatrix correspoided to the same area of ground as that matrix

point In the elevation nmatrix. Therefore, there existed an exact match

hetween the matrix cells in the two matrices and no rotation, transla-

I.Ion, or scale change wa., required. Fhecauie oi thIs fact, the combinat ion

process was very straight-forward,

There wos, however, a quesIi ,n of the optimuni mean, of combining

the two matrices, Three alternatives were proposed. They wore:

I ) On the merged output tape, sIinply alternate records (each re-

cord representing a coluiun of the matrix) of elevatiun data and

category Jata.

(2) Merge correspondlnq records of elevation and category data so

that the first word represents the elevation of the First point;

the second word the category of the first point; the third

word the elevation of the second point, etc.
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(3) Combi ne t.he cicvat Ion for each pniril witth its correspondinq-

category iito a single computer word.

Methods (I) and f.) reduce': the input data to a single Input de-

vice (one tape drive) in.,tead of two, but does nothing to reduce the

volume of the datan, "!e third method reduces the volume of Input data

from two matrices r.&ý the same size to a single matrlx of that 'same size,

by making more complete use of 'ha computer word size available. The

trade-off Is that In order to use the data,the twoplecesof Information

In each computer must be separated in the program using It for Input,

After careful consideration of the alternatives, the third method,

that of combining category and elevation data into a single word,

was chosen for thls application. By compressing the volume of the data

both tape drive charges and memory requirements could be reduced. The

unpacking of the Information could be easily accomplished with a few

shift and masking operations that incurred relatively little overhead,

In the actual Implementation the low order six bits of each computer

word were reserved for the category number for that cell. This provided

for an allowable range of values from 0 to 63 which was more than

adequate for the 20 categories identified in the data base. The next

12 bits were reserved for the elevation value, giving a range from 0 to 4096

(Figure 11). These boundaries within the word were arbitrarily chosen

to fit the current data; however, they could easily be modified to allow

for more categories or a wider elevation range.

In this scheme the upper half of each computer word remain

unused, The data was not packed more closely for two reasons:

(i) The result would have required a special addressing scheme to

locate the desired point within a scan, providing a greater

chance for errors and causing more computer overhead.

(2) The fiexiblilty would be largely decreased by reducing the

freedom of changing the width of boundaries In each word and

also by l inkinq the data base to the 36 bit wuid length of the

Honeywell computer.

0 18 30 35

]0 . . . . . . . . . . . . . . 0 ELEVATION CAT #,

Figure 11. Data Packing Scheme
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APPENDIX G

BACKSCATTER DATA FOR DIGITAL RADAR IMAGE SIMULATIONS

The following technical report (TR 319-7)
prepared by the Center for Research, Inc.,
University of Kansas, is Included In this
volume to provide details In support of the
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ABS I PAC f

A theoretici~l closed-system model has been developed at the Remute

Sensing Laboratory for digital simulation of Imagery of radar systems for

both SLAR (Side-Looking Airborne Radar) and PPI (Plan-Position Indicator) in

visual formats. Described herein Is the assignment of microwave back-

scatter characteristics to the categuries recognized In the construction of

the Pickwick, Tennessee data base, which was used as an input to the simula-

tion programs. The choice of accurate backscatter data to describe the

electrical behavior of the ground scene aids the validation of the digital

model and thm production of realistic simuloted radar Imagery,

Background i.formation on the frequency-dependent electrical charac-

terlstics of dielectric constants Is Included for the Justificatioh of

interpolation and extrapolation of empirical backscatter data to cate-

qories or frequencies for which such data has nol been gathered. This

development only scratches the surface of frequency behavior and does

not represent the solution to the problem, that is, the lack of empirical

data for numerous categories at several frequency/polarizatIon combina-

tions. Much work remains to accomplish the extrapolation/interpolation

task Lis methodis have not beet, established to extend the usefulness of

known microwave reflectivity data. Because the scattering mechanisms

suited to the catuiqorle• observed In terrestrial scenes are so highly

diversified, It becomes nuc, ssary to treat individual ly the frequency

varlation or s;qqma zero curves for each general type of scatterer.

It mu,,t be realized that the handicAp of Insufficient empirical o" data

may place limitatlons on the ac:uracy of relative Image den'ltles (grey-

tones) within the simulated Imagery. As an Initial effort, however,

empirical sigma zero data for lower frequencies and/or analogous

cateqLories were applied as Input to the simulation software routines.

Photographs of simulated ;maqery aroi presented with real radar Images of

the same site for comparisoos to detect necessary changes in the back-

Scattor Category treatment, The actual curves of sigma zero versus angle

of incidence which wore. suplilied to the simulation packaqe are shown,
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1.0 INTRODUCTION

The radar Image simulation technique which has evolved over the last

several years at the Remote Sensing Laboratory is based upon a closed-sys-

tem model for imiqing radars, as opposed to the work of several other Inves-

tigators who employ, for example, actual radar video signals as an Input

to their simulation programs. In bypassing the need to specify the geo-

metrical and dielectric properties oft he ground scene, researchers have

avoided a troublesome yet challenging aspect of the radar Image simulation

problem, and severely limited the usefulness of radar simulation . Using actua1

radar video signals as the Input presupposes the radar imagery exists, and

the simulation, In fact, Is only that of the radar processor , When the ob-

jective Is to simulate various scenes for navigation matching or MGI

comparison, this technique Is not applicable. The lack of empirical back-

scatter Information for a wide variety of reflectivity categories at many

frequencies has compounded the difficulty of constructln~q data bases for

the validation of the closed-system model. Rather than Pttempting to gather

data for all the possible targets at all frequencies and polarizations of

interest, It is more feasible to estimate the backscatterlvariations for

categories by extension of known data with guidance provided by scattering

niode I s,

The need for i* datd Arises In the roots of the digital radar Image

simulation theory. The starting point of the development Is the radar
2,3

equation

; T (n G G2(n) AA 2

r(4 it)3 R

IHoltzinan, J. C., V. H. Kaupp, R. L, Martin, E. E. Kdmip, and V. S. Frost,
"HNadar linage Simulation Project: Development of a General Simulatlon
.4odel and an Inturactive Slmulation Model, and Sample Results,"

TR 234-13, Remote Sensing Laboratory, The University of Kansas, Feb., 1976
2 Moore, R, K,, Remote Sensing Manual, (Editor - Reaves), Chapter 9, American

Society of FPhoiii• - yi---7TS,.
3 Kell, R. E., and R. A. Ross. Radar Handbook, (Editor - Skolnlk), Chapter 27,

McGraw-Hill Book Company, F9'7T,
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000F21) = Scatterinq coefficient of the ground spot resolution cell
(function of local anqgl of incidence, f, the incident
w o v v I on l(I I i , I r !Ii / r o/I e c p i v ,I p 'l -r i "i l i ln , 0 11d .,III Fl' t'.

piarallne ter' )

"Pr - Average return power received at the antenna terminals;

T = Average power transmitted;

0 o Radar Incidence angle to surface;

G(O) - Antenna gain In the direction of AA (a function of the
radar system being modeled and assumed by reciprocity to
be identical In the return direction;

A - Wavelength of the incident microwave energy;

R - Distance from the radar platform to the ground spot resolu-
tion cell (a function of altitude and look angle);

AA - Area of the ground spot resolution cell;

09, - Local angle of Incidence accounting for tilt.

Thus the accurate specification of target sigma zero characteristics Is

Important to the relative Intensity of return radar signal, and subsequently

to the Imagery brightness, Further enlightenment on the definition and vali-

dity of application ol' the scatterinq coefficient co can be obtained In

References [31 and (41.
The major source of empirical d" data has been the agriculture/soil

ml1Oisture data bank at the Remole Sensing Laboratory. This information

falls short,however, In supplying data concerning targets which are more
sulted to general re&onnaissance applications, The agriculture-related

sigma zero data has been useful (In a limited sense) in confirming

the variation of microwave response with changing frequency and polariza-

tlon of simulated radar systems Most existing data represents VV

3 Kell, R. E. and R. A. Ross, Radar Handbook, (Editor - Skolnilk), Chapter

27, McGraw-Hill Book Company, 1970.
4Moore, R. K,, Radar Handbook, (Editor - Skolnik). Chapter 25, McGraw-

Hill Book Company, 1970.
5Martin, R. L., J. L. Abbott, M. McNeil, V. H. Kaupp, and J. C. Holtzman,

" Digital Model for Radar Image Simulation and Results,'' TR 319-8,
Remote Senslnq Laboratory, The University of Kansas, August, 1976.
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and HH polarizations, consequently circular polarization simulations must

apply analytical expressions from scattering theories for the assign-

ment or scatterincg coefficients to a very lImilted set of targets. Over-

all, the situation at present with respect to empirical sigma zero data

Is that not enough exists, however, estimation of data has produced

good results for several types of scatterers in simulated imagery, the

validation being provided by SAR (Synthetic Aperture Radar) Images of

one test site.

Before proceedinq to the discussion of cateqories within the Plckwick,

Tennessee, test site and the manner in which microwave reflectivity assign-

ments were made, the frequency dependence of the dielectric characteristics

of material will be briefly Investigated. The Impacts of altered electri-

cal behavior for a surface (or volume) will be Implicitly related to Its

sigma zero versus angle of Incidence variation with frequency, moisture

content, etc,

2.0 DIELECTRIC BEHAVIOR

Perhaps the best place to begin a discussion of electromagnetic behav-

ior Is to state the rules which govern the phenomena: Maxwell's Equations,

These four relations are the foundation upon which rests the study of

electromagnetic radiation, its sources and its effects. In vector
6

notation they may be expressed as 6

x H J + (2)

Sx '.- (3)

' - p ((4 )

v o =0(5)

6 StraLton, J. A,, Electronianetic Theory, Chapter 1, McGraw-Hill Book

Company, 1941.
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where:

H = Maqne i c fe Id (un it% - amperes/meter)

= Vector current density (units - volts/ohm - meter 2);

S= Electric displacement field (units - coulomb/meter2);

E-= Electric field (units - volts/meter);

B'- Magnetic Indurtion field (units - weber/meter );

p - Volume charge density (units - coulombs/meter 3 );

(FxT) - The curl of F, denoting the vortex sources;

( F') The divergence of F, denotino the radial sotirco.s;

t The paitlal derivative with respect to time.

Let us assume harmonic time variation of the elecLric and magnetic fields,
denoted by eA ~t. The explicit time dependence In Equtt;.,ns (2) and (3)

disappears becasue:

-= J (b)

- r= angular frequency in radians per second when T is the period,0 -- 0
and similarly for B. Thus we find that:

V X H" F T + j(" (7)
V X E"J (8)

The constitutive relations whiL:, exist between aB nd 1, or 7, and D

can be writtei, as

(9)OT 0 0"(l)

where:

V i r 1_ 0 - the p-rmeabi lI .ty of a mraterin I eoual to the pern-abilIjty
of a free space p0  (41r x I0-7 henry/mfter) tinleg the relative
permeabI Ity 1,r r. 1.0 for most normagnetic materials;

= Th c cO-ductivity of a naterial in mhos/meter (not to be confused
with 0i9ma, thu scattering cross-section);

I 
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r: I D = the permittivlty of a mat(,rial equial to the prmlttivity
of free -.;pace - (3.854 x IO1-2 farad/meter) times the relative
permittivity which varies widely over the categorics found in
the terrestrial envelope,

Rewritinq Fqt(I tion (7) to i ncorpi;rltv (10) an (I (10) we arr iv at

x H - (0 + jWC)T (12)

This relation has been Interpreted to iein that the coimplex dielectric'

variation of a material may be wr; i tci,• ,

Kr( +) ,k: .e ... - *ýL (13)
j WE 0 W

whe re:

- Wavelerigth of tle tadiotLior, in ni,.ters;

T , Temperature of Lh., material.

2+ ,, - 12 + ý when 'nriiiaI i zed' hy j(1)(:7. The real part Is labeled
j WE. 0 W)r00 0

K rI and the imaginary part Is dlenoted by K ' Highly conductivU materials

may show the strong frequency dependence in their dielectric behavior, a%

seen in the term on the rinht which contains to and o. In general K is ar

complex function with a reol and imagqinaiy part given by

K - Kr' - .kr" (14)

8
As an example 8

(K K )
K'r K 2 (15)water I + (f/f0)

and (K -K) )
Kr (f -- o) 2 - (16)

water I + (o

where:

K = relative permittivity (-5.5) at frequencies much higher than
the relaxation frequency fn

7 Janza, Frank J., Rumote Sensing Manual, (Editor - Reeves), Chapter 4,
Paqe 79, The American Society of Photogrammetry, 1975.

8 Stogryn, A., ''Equations for Calculating the Dielectric Constant of Saline
Water," IEEE Trans. Microwave Theory Tech., MTT-19, 733-736, 1971.
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K static relative permittivity (-80);

S

oI 1 ionic conductivity of the salt solution in mhos per meter;

f = 1/(2,irr) where *r is the molecular relaxation time;

f - frequency of operation;

L 0 free space permittivity.

It is seen that labeling Kr as a dielectric constant Is In most cases a

misnomer unless the frequency and temperature are fixed. The values of

Kr' and K r" are also functions of ; and T In most materials, as opposed to

constants,
An excellent example of the frequency dependence of these functions

8
has been studied for pure and salt water The dielectric effects of

water In saline soil at several frequencies produced another very

Interesting Investlqati,)n which may aid In the understanding of moisture

effects for many microwave reflectivity categories 9 . To add Impetus to the

example of Kr frequency dependence In water, consider the range of

objects In a terrestrial scene that contain water, The changing dlelect-

ric characteristics of water among other factors often dominate the

electrical behavior, for example, In vegetation and soil 10 ' 1 1. Figure
12

I I llustrates for water the wide range of values Kr' and Kr' can take

on, thus allowing moisture content to be a controlling factor in the

electrical characteristics of many materials.

6 Stogryn, A., "Equatloos for Calculating the Dielectric Constant of

Saline Water," IEEE Trans. Microwave Theory Tech., MTT-19, 733-736,
1971.

9 Ulaby, F, T,, L. F. Dellwig, and T. Schmuqyc, "'Satellite Microwave
Observations of the Utah Great Salt Lake Desert," Radio Science,
Vol. 10, No. Ii, November, 1975.

10Ulaby, F. T,, "Radar Response to Vegetation," IEEE Trans, on Antennas
and Propagatlorn," Vol, AP-23, No. 1, January, 1975.

liBallivala, P. P. and C. Dobson, ''Soil Moisture Experiment (Kansas)-

DocLIunentation of Radar Backscatter and Cround Truth Data,' Remote
Sensing Lahoratory, The University of Kansas, TR-264-7, March, 1976.

1 2carls, J. F., ''Microwave Radiometry and Its Application to Marine

Meteorology and Oceanography," Texas A & M University, Department
of Oceanoqraphy, January, 1969,
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Figure 1. (a) Real part and (b) iniaginary part of dielectric constant
of water As a function of frequency for various temperatures.

The objective of the previous development was to establish frequency

variation In K r(p I T ). The succeeding sections affnmpt to connect in some

logical manner (through the use of empi rical data) the effects of K rIand

K r' 1In an implicit sense on sigma zero variation. A simple scaling of (Y'

curves versus frequency Is not usual ly feasible because there Is another

factor unaccounted for thus far. If a vegetation canopy, for Instance, Is

viewed as a type of screen which causes several phenomena (namely reflec-

tion, refraction, diffractitorn and attenuation) to affect the (plane) waves

of incident microwave energy, It Is realized that the Irregular lattice

(whic h fo rms the screen) c hanoei, I. t s effect I ye I n te~relenient. s pic inq (ond

ý,cot ten nq lrii-i~' [n) a!, !ieiucrincy I ncresu ( r JULcruSeS . In siummorl zi ng

the~se Ideas, two overriding factors are at work, variability of K r and

effective scattering cross-section channges.

2.1 Extens ion of Signini Zero Data

With the realization that most objects in terrestrial scenes have

a Kr I and K' wi ,Ith functIonal dependence on frequency, temperature, etc.

the next step desired in this roport Is the~ estabilLhment of trends for

sIgmia zero curves varying with f:requency, As alluded to In t~he abstract

and introduction, methods have not been developed to analytically operate

on oy versus 0 plots for a freq~uency translation. What Is possible at
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this time Is to demonstrate o' trends for several radar distributed

targets common to a majority of existing imagery. Tro accomplish this goal,

empirIcal backscatter data at niultiple frequencirs for soil , cultivated

veqetat ion, dec iduOLiS t r('es , q:iavel I, ;and ,and orass wI 11 he Invest Icated

to develop an Intui tive feeling for o' behavior for each of these categor-

ies, and associate the physical mechanisms responsible for dielectric

and scattering variations. When pertinent to the radar image simulation

studies, alternate factors which have been shown to have marked effects

upon the microwave return, from a cateaory w1II be mentioned to give a more

complete description of that material's electrlcal characterIstIcs.

SOIL

The dielectric varltioi,. KrI and Kr" of three soil types, sand,

loam and clay, have been studied by Batlivala and Ulaby1. In particular,

at 4.O GHz and 10,0 GHz Kr' and Kr'" have been plotted versus soil mois-

ture. The referenced plots Illustrate the inclination (for a given

water content) of Kr' to decrease with higher frequency, as opposed to

Kr'" which Increases wlth frequency between 4.0 and 10.l0 GHz, These

changes track the dielectric variation of water to some degree. A

relatively high scattering coefficient Is measured at low Incidence

angles for smooth, wet soil (-+10dB), However, the characteristically

flAt sigma zero plot of a rough surface can be seen to counterbalance

the soil moisture effects by lowering uO to -OdB at low angles of Incl-

dence, Parameterized in Ulaby's data14 are surface RMS height, soil

moisture, frequency, etc. for low levels of moisture the RMS roughness

has a less drastic effect In the empirical hackscatter characteristics.

The Justification or interpolatinn of o' versus frequency is highly

dependent upon the soil conditions, Again, it Is emphasized that this Is

an area of future research and that an analytic solution has not been

arrived at for o' vs, (0, A, RMS height, moisture, soil Ionizable salts

content, etc.).

13 Baltliv'la, P, P, and F, T. Ulaby, "Effects of Roughness with Radar

Renponse to Soil Moisture of Bare Ground,' Remote Sensing Labora-
ory, University of Kansas, TR 264-5, September, 1975.

14 Batilvala, P. P. and F. T. Ulaby, ''Remotely Sensing Soil Moisture with

Radar,'' Remote Sensing Laboratory, University of Kansas, TR 264-8,
August, 1976.
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CULTIVATED VEGLTATION

The empirical hackscatter data reported by Ulaby and Bush for several

vgetatIon typo% are the best source of Information for frequency exten-

slon of (1" curve,15. It is seen that plant type, season, moisture con-

tent, canopy height soil moisture and roughness, plant spacing, fre-
15quency, etc., are all Important parameters of the backscatter response

Deciduous trees have been studied by Bush and Ulaby 16, Careful

comparison of these data reveal that the autumn sigma zero backscatter

level drops with increasing frequency (to 14 GHz) for both HH and VV

configurations, while the spring'nilcrowave return increases directly

with frequency. Though the mechanisms for these changes have not been

analyzed, significant Information can be gleaned- the oa data can be

estimated at intermediate frequencies with little error because of the

existence of sufficient backscatter data (linear polarizations) for the

deciduous tree category.

GRAVEL, SAND, GRASS

Two references have reported X-band data for these categories:

(I) The Response of Terrest rial Surfaces at Microwave Frequencies by

W. H. Peake (0970)1', and (2) Radar Terrain Return Study Final Report;

Measurements of Terrain Backscattering Coefficients with an Airborne

X-Band Radar by Goodyear Aerospace Corporation (1959). There is not

enough available empirical data to state trends of the frequency behav-

ior of these categories- however, theoretical scattering modals which

apply to gravel and sand have been used to predict their behavior. The

imnplementation of a theoretical two-scale surface model (provided by

Mr, Richard Hevenor of the Engineer Topographic Laboratories, Fort

Beivoir, Virginia) is heing studied to determine Its applicability to the

Frequency translation problem, To conclude the topic of grass scattering,

theoretical modeling of this category as a collection of thin cylinders

is expected to produce acceptable estimated data, though tiHt1 Is another

future task.

15 Bush, T. F, and F. T. Uliaby, ''Radar Return from a Continuous Voyatalon

Canopy,' Remote Suns•my Laboratory, University of Karsas, TR 177-56,
Aujust, 1975.

16 Bush, T. F,, F. T. Ulaby, T. Metzler, and H. Stiles, ''Seasonal Varia-

tions of the Microwave Scattering Properites of the Deciduous Trees
as Measured In the 1-18 GHz Spectral Range,'' Remot.3 Sensing Laboratory,
University of Kansas, TR 177-60, June, 1176,

The data used in current radar Image simulations have been corrected to
eliminate previous bias errors.
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Su1na r I zino LlIi i •s iuL t , i 0 can be seenri thut srnme efforL should be

devoted to fulfilling the objective of collecting accurate sigma zero

data at desired frequencies, Reallzir~g that the error tolerance in back-

scatter data depends upon the application :he radar image simulation,

efforts will be devoted to refining data to allow flexibility In its

later use. This will make possible a large number of greyones, If necess-

ary, within the simulated images. The tradr'-off between resolution and

dynamic range will first be examined to establish priorities. Of course

the s sonal, I.e., climatological effects on the simulated Imagery and

the ..,cessIty of accurate representationr impacts the thoroughness of the

required studies.

A distinr.tinn hns nnit hmen outlined bUtween the types of commonly

occurring objects In the terrestrial envelope. In the course of simulat-

Ing the radar return corresponding to a test site, It is discovered that

certain types of targets (cultural, or hard) must be treated differently

thar distributed targets such as a vegetation canopy. This need arises

because the phenomena Involved in the electromagnetic behavior of these

targets are dissimilar.

2.2 Target C1-ssIfication

Two general types of targets are recognized in the radar simulations,

distributed and hard (or cultural). Microwave illumination scatters/

reflects in diffuse and specular fashions from these targets, respectively,

when viewed by a single radar system. The true distinction between tar-

qet cIassifications depends on the resolutionwith which the system

operates. For example, a radar with 10 x 10 foot resolution will produce

bright returns by specular ruflc,.tion from automobiles, and In this sit-

uation the use or a a, value for simulating that target will not be

valid. A coarse resolution system viewing a junk-yard of automobiles

will produce a value of (o which will be representative because there

exist sufficient randomly located scattering centers within a single

resolution cell such that the return signal is a contribution of many
4Independent-phase signals

Moore, R. K., Radar Handbook, (Editor- Skolnik), Chapter 25, McGraw-
Hill Book Compriy, 1970.
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Difficulties naturally arise In the treatment of cultural targets

within the ground scene, because (1) proper o* data as outlined In the

previous paragraph Is not readily available, and (2) the detail of speci-

fication of geometry needed for hard target simulation Is much greater

than that needed for distributed targets. A full explanation of the

possible simulation techniques for hard targets returns is found In

Reference [17], whereas attention will be focused here on the distrubuted

targets which can be described by coarser geometry, and sigma zero versus

theta variation.

3.0 PICKWICK CATEGORIES

The general categories whose backscatter characteristics were needed

In the radar image simulation of the Pickwick site (excluding hard targets)

q re:

Forest, hardwood Soybeans

Grass Corn

Golf Course Milo

Marshes, open and woody Wheat

Water Orchards

Roads, various degrees of Small Scattered Garden Plots

Improvement Bare Ground

This informationwas collected by E, Davison of the Remote Sensing Labora-

tory from several sources Including aerial photography and personal

communication with local agriculture agents (County Extension Service and

Sol] Conservation Service).

17 Frost, V. S., J. L. Abbott, V. H. Kaupp, and J, C. Holtzman, ''An

Alternative Approach for the Sirimulation of Cultural Targeto,"
Remote Sensinq Laboratory, 1he University of Kansas, TR 319-12,
February, 1977.

G-13



The foreo; t ca toiqory hackhcat t or data w,, CeuaIted to emp i r caI

measurements of the return frnori sprIng deciduous trees (Append4 IA) an

reported in Reference [161. In the Initial simulation attempt, var a-

Lion In the height of trees was not added to the elevation data, and

thus, In a sense, the trees were assumed to have equal heights and t')

follow the undulations of the earth exactly. Ridar Imagqry of the site

indicated: (1) A terrain-smoothing effect due to variations In tree

heights; and (2) Significant multipath effects causing greytone va'la-

bility. The forest backscatter data was not adjusted as the average

greytone of the forest cateqory seemed reasonable in comparison to the

greytones of surrounding categories In the simulated Imagery, Reference

[18] describes the methods which attempted to correct the evident geome-

try errors in the data base description of the forest.

Agriculturally developed land represented a very broad category In

the Pickwick site and the backscatter rharacttristics from the aqrIcui-

ture/soll moisture data bank at RSL were applied to various crop types

observed. Without entering Into a discussion of ground truth gathering

For crop Identification, It Is obvious that different a* curves should be

applied to fields In the river bed lowlandsas opposed to hilly areas due to

the high probability of moisture differences throughout most of the year.

Reserving Judgement of the adequacy of this dat-D for agriculturally

developed land to the presentation of results, it Is iiiportant to take

Into account imlsslorn oblectives•, The trade-off whIch exists

between resolutlon and dynamic range For radar systems assures one that

crop discrimination (besides, heing generally Irrelevant to the defense

of the country) lll usually not occur. An in-depth section discussing

returni from graas Ib also precluded by an understai,ding of the large-

scale objectives of the radar simulations, except to say that empirical

hackscatter data exists for grass In varioo, seasonal stages as shown

in the Appendix at the frequency of interest.

16 Bush, T. F., F. T. Ulaby, T. Metzler, and H. Stiles, 'Seasonal Varia-

tions of the Microwave Scattering Properties of the Deciduous Trees
as Measured in the 1-18 GHz Spectral Range,'' Remote Sensing Laboratory,
University of Kansas, TR 177-60, June, 1976.

18 Abbott, J. L., M. McNeil, E. Davison, V. H. Kaupp, and J. C. Holtzman,

"Treatment of a Forest Category for Radar Image Simulation," Remote
Sensing Laboratory, University of Kansas, TR 319-9, February, 1977.
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As aIl Lided t tI irouqhtici ti, t i .i rv , ti( dieI rtric var ri at 1m)ot

terrestrial scenes due to water content Is potentially large. The next

Pickwick category, open and woody marshes, becomes more important because of

the significance of land-water boundaries, In terms of area correlation

of radar Images with the simulated products, the correct specification of

00 for marsh lands becomes valuable. The open marsh can be represented as

grass over water and the radar return hecomes greater as frequency Increases

because of the smnaller penetration due to the water and scattering by

the grass coveraqcv, This or course does not imply the averaging of grasn

and water sigma zero curves,which would falsely represent return power.

Empirical data exists for swamps which are analogous In terms of

active microwave sensing,

The single most Important category (of non-cultural targets) In

the Pickwick Site Is water because of thm dominance of specular reflection

and therefore, low return power. The value of water bodies in terms of

providing Imagfi ccntrast Is believed to have a significant effect on the

correlation of reference scenes with actual Imagery. An Important ques-

tIon to consider ig whether climatic conditions may mask lake boundaries,

for Instance, In the case of significant ice and snow cover. A study of

the seasonal changes In weather and ground conditions and the corresponding

effects on simulated radar Imagery should be performed and empirical

,10 data for snow and Ice should be collected In this Investigation,

The Pickwick scene contains roads consisting mainly of graded dirt

and gravel, for which empirical data exists. The Importance of road bed

materlals themselves Is not overwhelming, but It Is the corresponding

edge brightening effects which reveal the road to be of -iajor signili-

cance In the s;ulat inn effort,

After the backscatter data literature was searched, X-band data was

found for the remaining categories specified at the beginning of

this section, Simulations of rndar Imagery for the test site were

produiced; at that time the back,3catter dato were appropriate

to an X-band radar. The Imagery generated, along with real Imagery for

comparison, are described In the following section. The presentation format

is that for SLAR Imagery. This was accomplished by producing a mosaic

of Images photoqraphed individually from the visual display monitor In the

IDECS'( system.

IDFCS - Image Discrimination, Enhancement, Comhination and Sampling,
an Image processing station at the Remote Sensing Laboratory.



4.0 RESULTS

Radar image simulations were produced for an area approximately

centered at the Pickwick dam, three miles from near-to far-range and

twelve miles In length. Figure 2 Is a side by side comparison of a

simulated radar Image (lower Image) and fine resolution radar Imagery.

The resolution of the simulated .cene Is approximately 60 feet, whereas

the resolution of the real radar imagery Is approximately 10 feet.

Despite the obvious differences between the real and simululated Images

caused by the diff, Ing resolution, the conmparison between real and

Omuiltoed Imigos Iý For most purposes, exact. The resolution difference

is easily seen by the decrease of fine detail In the simulated Image.

By increasing the Inherent reiolution of the data base, the Point Scat-

tering Method of simulation would produce imagery precisely like the

real system.

Shape, pAttern, and ;Ize are the norlnal Indicators for the Inter-

pretation of radar Imagery. Collect voly, these discriminants

define (as used here) the geometric fidelity of the verious features

within the scone, As can be seen the qeometric fidelity of simulated

Images compared to the actual Images Is very-good, Ihis fact Is imme-

diately evident and reflects, In part, the accuirte treatment by the

simulation model of the variouq rndar phenomena arid, In part, the pre-

cise construction of the ground truth data i,.trix.

Tone, texture, arid shidow, critical In any type of Intmrpretation.

are highly dependent upon the radar system being employed and the flight

parameters (platform location and look-direction), thus these must

normally be employed with caution when comparing two radar Images from

different iyBtenlms. Within reason, the conditions generating the Images

present here arin similar. Thu,, these cr!tierla may be Invoked as a

further means to qualify thK valIdity and quality of the simulated Imarwe

Shadow areas, best illustrated In the forested hlnhlands, are very

similar In shape, orientation and length. Shadows Indicate accuracy of

the elevation data In the ground truJth data nmatrix and the formatlo,n of

G-I6
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shadow by the diqi tal inlplementat Ion of the s imulat ion model.

A textural analysis of the synthesized imaqv,; also shows validity

of the model. The rough texture of the deciduous forests In the simu-

lated images comp.,ees well with the APD-1O Images, The growth pattern

of deciduous trees In the Pickwick area was modeled as a Gaussian distri-
bution having a mean height of 70 feet with a standard deviation of 10

teet. The comparison Illustrates the accuracy of both the simulation
model, the ground truth data base, and the growth model for the trees.

Similarly, tone can be seen to compare Favorable between the real

and simulated Images. Radar signals are normally returned from the

terrain to the receiver by a scattering process Kreradlation) with the

intensity of return determining the relative degree of brightness in

the radar Image. As can be seen by comparing the simulated Images to

the APD-IO Images, the relative degree of brightness from feature to
Feature Is faithfully reproduced, This speaks eloquently for the ac-

curacy of the empirical backscatter data used to model the radar re-

turn from the various categories present in the scene as well as the
accuracy of prediction by the model of the relative Intensity For each
pixel in the Images, There are some noticeable differences that appear,

but, In each case, these are caused by errors in Interpreting the source

Intelliqcrnce data.

Without appeal to an expert In radar interpretation It would be
diffilcult to make Further claii; about the quality or the shortcominqs

of the simulated imaqery, Since the real test of the simulated imaqery's

abil ity to perform 4ucces,•ully is non-human and subjective In a sense,

that judqemeent will he reserved For the correlation device. The results

nf simulation with the improved data base will be reported, along with

the results or Its correlntion test at a later date,

One further interest inq note ahout the simulated imaclery mosaic is
that It was 'istaken for real imnaqery by two experienced Interpreters

and visitors with a qreat deal of radar expertise. Hopefully this indi-

cates progress In the right direction,

r',-



5.0 CONCLUSIONS

Radar image simulations have been produced for a real test site

(Pickwick dam area), with the backscatter information taken from empirical

X-band data. It Is desired In the future to translate these sets of

data to a specific frequency to suit certain applications. From the small

amount of theoretical Information provided about the likelihood of K andr
o* varying with frequency, moisture, etc., and from the discussion of

empirical data, It Is known to be important to Investigate and obtain

improved backscatter data to produce accurate simulations.

At present, the techniques do not exist to make all-encompassing

generalities about alteration of sigma zero curves to match the change

in one or more controlling parameters. Those parameters range from the

frequency to surface roughness, but moisture content is often seen to

be the determIning factor. A good deal of research In this area remains

and the problems encountered must be handled. An alternative approach

to thuoretical treatment of backscatter data Is the collection of empiri-
cal data. This would necessitate gathering sufficient equipment, either

from the existing inventory or outright purchasing, to form a system

similar to that operated for another agency by the Remote Sensing Labora-
tory. The problem still exists that data cannot be gathered for all

types of targets. Either approach can be taken, but for the present

the only alternative open to this team is to estimate data when not

available.

,'4•,m•lmll bm. II I[



BACKSCATTER DATA

Tr. 319-7

The following X-band sigma zero versus angle of Incidence curves

served as input Jata in the simulation of the test site. The category

and the source of data are iisted as headings for each plot.
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ABSTRACT

The closed-system model for simulationof radar inmagery,

developed at the Remote Sensing Laboratory, requires as input a ground

truth data base which is a sampled version of the terrain to be imaged.

The individual locations of the ground truth data base contain information

about the elevation and bOckscatter type of the corresponding terrain

site. The vicinity of the Pickwick Landing Dam on the Tennessee River

was chosen as the ground scene for simulation experiments, in part

because it contained a wide variety of scattering categories and radar

imagery of the site was In existence. Radar simulations were produced

for two subareas within the test region, and the resulting Images were

compared on a qualitative basis with real radar imagery.

Excellent correspondence in texture, greytones, and geometric

fidelity was noted between the real and simulated imagery except in areas

where ground truth Indicated the presence of deciduous forests, Here

there was found a discrepancy In texture and greytones. Several candi-

date methods f~r the alleviation of this problem were Investigated,

and they are the iubject of this report.
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1.0 INTRODUCTION

The digital implementation of the Point Scattering Model, a closed-

system model for radar imaqe simulation, has produced a series of computer

programs which assimllate radar system parameters and terrain Information

to form visual products . The terrain Information which serves as an

input to the simulation programs exists as a large matrix of data points

which contain the elevation and radar backscatter category for each of

the matrix locations. SLAR (Side-Looking Airborne Radar) and PPI

(Plan-Position Indicator) simulated Imagery have been produced with con-

siderable success. An objective measure of the SLAR simulation

package was provided by a geometric data base2 with assigned shapes,

heights, and empirical backscatter curves3

During the quantitative test period a ground truth data base of

a real site was being constructed. The source materials for this work

were digital elevation tapes supplied by ETL and 1:100,000 scale aerial
'4

photoqraphy . Upon completion of the first Pickwick ground truth data

base (having 20.5 foot resolution) a preliminary radar Image simulation

of the site was produced at 60 foot resolution arid the result was photo-

graphec,

1 Holtzman, J. C., V. H. Kaupp, R. L. Martin, E. E. Komp and V. S. Frost,

"Radar Image Simulation Project: Development of a General Slmula-
tion Model and an Interactive Model, and Sample Results," TR 234-
13, Remote Sensing Laboratory, The University of Kansas, February,
1976.

2 Komp, E. D., V. H. Kaupp, and J. C. Holtzman, "Construction of a Geo-

metric Data Base for Radar Image Simulation Studies," TR 319-1,
Remote Sensing Laboratory, The University of Kansas, July, 1976.

3 Martin, R. L., J. L. A:hott, M. McNuil, V. H, Kaupp, and J. C. Holtzman,
"Digital Model for Radar Image Simulation and Results,'" TR 319-8,
Remote % Ing Laboratnry, The Univebitiy ot Kansas, AugusL, W76.

4 Davison, E., V. H. Kaupp, and J. C. Holtzman, "Baseline of Planimetric
Data Base Construction: Pickwick Site," TR 319-2, Remote Sensing
Laboratory, The University of Kansas, July, 1976.
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2.0 ANALYSIS OF SIMULATED FOREST REGIONS

Within areas populated by deciduous trees a discrepancy was found

between the t%,o sets of Imagery. The simulated forest iegions followed

the undulations of the terrain (thu.s zllowlng considerable shadowing)

and the greytones were more consistent (rather than showing a large range

of image brightness as in the real Imagery). The first effect was due

to the fact that no tre, heights (and Implicitly, no tree height varia-

tions) were accounted for in the data base. The digital elevation data

provided by ETL represented only the elevation of the bare ground. The

second effect In the simulation (i.e., pixel-to-pixel greytone con-

stancy) was basically caused by the fact that the forests were treated

as surface scatterers with no additional height above the ground. This

Is contrary to the known behavior of deciduous trees, however as a

first attempt at simulation the results were reasonable. It is under-

standable that the tree should be treated vs a volume scatterer with a

variable penetration depth (which is a random process when we Image

an entire forested area).

Further Investigation revealed that the scattering from the trees

had the tendency to mask the undulations of the earth In real Imagery

(i.e., a terrain-smoothing effect yielding greytone consistency, on a large

scale), However, the multipath effects caused a good deal of small

scale greytone variability to be seen in the real Imagery. Several

mechanisms were proposed to be responsible for the terrain smoothing:

(1) tree heights greater In valleys than on hillsides; (2) moisture

differences between hillside and valley trees, possibly resulting in

different backscatter responses; and (3) random tree heights (or random

elevation scattering centers).

Several techniques were employed for manipulation of the forest

category. First, a bias of 70 feet (representative of the average

tree height for ihe Pickwick forest areas) was added to data points in the

tree category. Then, four additional methods were suggested: (1)

extra tree height could be added in the valleys to mare the composite

elevation more nearly constant; (2) a routine could be tacked onto the

simulation package to perform running elevation averages In the across-

and along-track directions; (3) a randomly weighted variance could be



supeririposed on the averiqe he i ht wi thi n lihe trree cati.•c - (- r (.,)

backscatter properties could be adjusted to reflect valley/hIllside

moisture differences.

It was realized that neither (I), (2) nor (4) would reproduce the

pixelto-pixel greytone variability to make the simulated image more

comparable to the real imagery. It was felt that only (3) could both

mask terrain relief and yet mimic the variability of location (depth from

the canopy surface) of scattering centers. Therefore, It was decided

to implement the bias and randomly weighted varianrce to affect data point

elevations. It Is also thought that this Is a more realistic approach

for modeling actual tree growth patterns In the absence of extensive

ground truth gathering capability.

An average height of 70 feet was assigned, and a standard deviation

of 10 feet was weighted by a Gaussian random number (zero mean, unit

variance, going both positive and negative). The standard deviation was

arrived at by knowledge of general growth behavior of the particular

varieties of deciduous trees In the Pickwick Dam vicinity.
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3.0 RESULTS

This method was applied, and simulated radar images produced

for qualitative comparison with real imagery. Excellent correspondence

between the two sets of imagery For deciduous forests was attained. The

imagery are presented in Reference [5]. The success of this solution is

credited to the fact that we were trying not only to reproduce the desired

visual effects, but also the random height treatment actually modeled

the locations of scattering centers realistically. Both goals were

achieved, Ie., shadow areas became less sharply defined, and the small

scale (i.e., pixel-to-pixel) greytone variation increaied. Just as in the

real Imagery, the more rough texture of the deciduous forests became

clearly differentiable from that of dense, low, cultivated vegetation.

Holtzman, J. C., V. H. Kaupp, J. L. Abbott, V. S. Frost, E. E. Komp, and
E. C. Davison, 'Radar Image Simulation: Validation of the Point
Scattering Mudel, Volume I," ETL-0117, Engineer Topographic
Laboratories (U.S. Army), Fort Belvoir, Virginia, June, 1977.
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4.0 CONCLUSIONS

A special method of treatment haq been necessary for deciduous

fore3ts in radar image simulation. This Is due to several phenomena:

random heights, volume scattering, heights possibly exceeding the canopy

skin depth, and so on. The net effect of deciduous forest behavior

has been seen in real lmagcry to be a rough texture yet a softening of

shadows which would be present if the ground were bare. Similar diffi-

culties were not encountered for other vegetation, namely low cultivated

crops because they more faithfully follow the terrain, and In some

cases the microwave penetration depth may exceed the canopy height. This

study suggests that for certain targets special consideration must be

given. That Is, not only a backscatter curve and a canopy height are

needed to characterize the visual radar response to the target, but

also, the random nature of the location of scattering centers must be

taken Into account.
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SIMULATION AND RESULTS
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ABSTRACT

The theory atnd inirpI emlen t,1 i t n ofl a iq lal It(ed- I 'qtert, radar imaqe

simulation model are reported. Visual results of several SLAR (Side-

Looking Airborne Radar) simulations with a slant range mode. are presented.

The model and computer software, which were developed at Remote Sensing

Laboratory, have the capability of producing SLAR o- PPI (Plan-Position

Indicator) imagery, A test of the integrity of the mcdjel and software

Implementation was conducted with a data has.- consl~ting of computer-

generated geometric objects. This allowed the calculable shadow and layover

response to be employed for validation of the operation of the SLAR model.

Though the shapes of objects for the test site were artificially generated,

the dielectric properties encompassed in the scene were derived from empiri-

cal backscatter dala. This input reflectivity loformatlon originated from

the agricultural/soil moisture data bank availahle at the Remote Sensing

Laboratory.

Pictorial examples reveal that the simulated imagery realistically

models radar effects seen in real imagery; for example, layover, shadow and

fading. Examination of layover and shadow on the imagery produced for

various flight tracks reveals that the simulation package is performing

well, As an example of the applicationrof radar Image simulation to "real

world' problems, a simple study of the visual effects caused by changing

frequency or polarization or both is Included. The frequency-polarization

tests indicate the applicability of simulation for optimum discrimination

:,tudies, feature enhancement tasks, anid general radar system design.
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1.0 INNTRODUCTION

A theoretical mndel ha- been developed at the Remote SeoIs;ng Labora-

tory in an effort to sirulate radar imagery. The result is a closed-

system model, that is, i mathematical formulation which encompasses the

phenomena that affect the known, transmitted,pulsed energy and subse-

quently the final image product of a radar system. The implementation of

the model with suitable input data and software routines for a digital

computer has been accomplished. SLAR and PPI formatted imegery have since

been successfully simulated. A description of the radar image simulation

theory (in particular for the SLAR model), applications of the model, and

experimental results are included in this document in addition to a copy

of the digital simulation program and a brief outline of the necessary

input aata.

Radar image sImulation (RIS) techniques have been applied to milItary

Lasks, for example, Interpretation training, navigational aids and guidance

systems for unmanned airborne vehicles 1 . The suitability of RIS for

technrolngically advanced electronic guidance has been recognized in

light uf recent testing of tactical 3nd strategic SLCM's (Sea-Launched

Cruise Missiles) and ALCM's (Air-Launched Cruise Missiles) in the Unitud

States. The resources exist at RSL to develop simulation models for po-

tential hybrid guidance schemes employing, 'or instance, multi-spectral

sensors. The capability to predict sensor (and successful mis5islo; per-

formance must have an impact on the design of such future system% as well

as, of course, use in providing the reference information.

RIS also has importance as an Instrument for research in the areas

of electromagnetics and scattering theory and It proviJes a method of

predicting and optimizing system performance whcn information concerning

the microwave response of terrestrial scenes is available. Although volume

scattering theories nd backscatter data for vegetation have existed for

Holtzman, J. C., V. H. Kaupp, J. L. Abbott, V. S. Frost, E. E. Komp and

E. C. Davison, "Radar Image Simulation: Validation of the Point
Scattering Model, Volume 1," TR 319-27, Section 4.0, Remote Sens-
ing Laboratory, The University of Kansas, June, 1977.
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several years, It is doubtful that this knowledge has been previously

asembled (that is, ro visually predict a radar response) in the manner

nresinte. in th!s report. Foi exarriple it would be very dill-cult for one

to postulate or mentally envision the differences In radar images (for a

particular complex ground scene in which the frequency of the radar was

changed) without the aid of simulation of the imagery. Thus, the point-of

the frequency/polarization study Is that the microwave response of a

terrestrial scene varies rapidly with frequency and that optimum performance

of a discrimination radar can be 'sought. Another valuable application of

RIS Is estimation of seasonal variations on the radar imagery, particularly

for radar guidance systems In which the resolution and dynamic range of

greytones (Image density) are fixed. For example, It would be Important

to know before flight whether the presence of a heavy snow fall over

a target area would mask the otherwise dominant characteristics of the

scene.

This work is organized into three subtopics, (1) SLAR model theory,

(2) the mechanics of producing radar Image simulations, and (3) results

which Include simulated imagery from several experimental flight situations.

The ground scene for this work Is an artificial data base, in that the

elevation data was asslyned by a computer to describe three dimensional

objects on a plane. The purpose of employing a deterministic scene was to

allow the researchers to calculate kn,,wn shadow and layover response to

a SLAR at a known altitude and distance from the near range of the data

base for verification of accuracy of the SLAR simulation program. Since

radar return also depends on the backscatter characteristics of the ground,

empirical signia zero data were associated with specific areas within the

scene. The significance of this way not be clear until it Is realized that

the simUlated imagery will accurately represent the dynamic range of image

density on the film that a real radar would produce from the

same scene. What has been attempted here has been to provide a fine

resolution data base which doubles as a test mechanism for SLAR simuilation.

Some of the results may be surprising to those persons not familiar with

multI-frequency/polarIzation imagery; nevertheless,the Imagery Included

reinforces the Idea that radar image simulation or similar modeling tech-

niques may have many interesting applications.
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Before proceeding to the description of the mechanics of simulating

SLAR Images, the theory which 15 the basis of .he closed system model

will be presented to illustrate the determination of greytones (image

density).

'-5



2.0 RADAR IMAGE SIMULATION THEORY

In an imaging SLAR, a short pulse of microwave energy is transmitted

intn space Itom an antenna whose bores iqht is orthogona! to the fl iqhit

track. This energy, confined within the antenna beam solid angle (and

sidelobes) strikes the ground. A portion Is reradiated in the direction of

the antenna (amount governed by backscatter characteristics and geometry

of the scene) and is detected by the receiver. The video signal can be

processed in various ways, For example, It can be recorded directly on

signal film, it can be converted to digital data and stored on magnetic

tape, It can be displayed by Intensity modulating the beam of a CRT

(Cathode Ray Tube) and photographed, or processed by other, more elaborate methods.

The final Image (the visual record of the radar return signal) depends on

variations in the relative strengths of the signal returned from different

parts of the area imaged to produce contrasts, edges, and the range of

Image brightness (greytones). The two primary factors determining the

strength of the signal observed on the final image produced, and consequently

the brightness of an Image point, are geonmetry and dielectric properties.

Simulation of radar Images may be accomplished by mathematical

operations on the known parameters of the radar to be modeled and site

to be imaged to form a visual display. The general technique utilized

In this document Is reported by Holtzman, et. al 2 In this method the

radar equation Is used to relate target empirical backscatter coeffi-

cients to relative image greytones. A general form of the greytone

expression is developed in this section. Also included In the simulation

model are (I) the effects of relief and tilting of resolution cells, (2)

layover and shadow, and (3) radar fading. 2

The general model For mean power received Is based upon the
3

radar equation which may be expressed as

2
Holtzman, J. C., V. H. Kaupp, R. L. Martin, E. E. Komp, and V. S. Frost,

" Radar Image Simulation Project: Development of a General Simulation
Model and an Interactive Simulation Model, and Sample Results,''
TR 234-13, Remote Sensing Laboratory, The University of Kansas, Feb., 1976.

3 Moore, R. K., Remote SensLng Manual, (Editor - Reeves), Chapter 9,
American Society of Photogrammetry, 1975.
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P. ) T AA '2(f,) A2

r (4,) 3R4

where Pr - Average return power received at the antenna terminali;

PT - Average transmitted power;

GO(O ) = Scattering coefficient of the ground spot resolution cell

(function of local angle of incidence, e0, the Incident

wavelength (W), transmit/receive polarization, and surface

parameters)

0 - Radar Incidence angle to surface;

G(QOAnterna gain in the direction of AA (function of the r3dar

system modeled and assumed to be identical in the return direc-

tion);

S- Wavelength of the Incident wave;

R - Distance to the ground spot resolution cell (A function of

altitude and look angle);

AA - Area of the ground spot resolution cell.

The area AA of a resolutionce;lI for a pulsed radar can be modeled
2as

AA - w2, h'.' . 1 (2)

cosOcosoA 2sin( (2)

where: w Size of resolution cell in the along-track direction;

Z- Size of resolution cell In the cross-track direction;

h' Height difference between the cell and the radar;

4, Antenna bean, width;

e - Radar Incidence angle;

T'= Signal pulse width;

eA = Local slope of resolution cell In the along-track;

Oc Local slope of resolution cell in the across-track.

Holtzman, J. C., V. H. Kaupp, R. L. Martin, E. E. Komp, and V. S. Frost,
"Radar Image Simulation Project: Development of a General Simulation
Model and an Interactive Simulation Model, and Sample Results,"'
TR 234-13, Remote Sensing Laboratory, The University of Kansas,
February, 1976.

1-7



If the average return power P" from a particular category ofr
c

scatterer (C) at a particikiar angcle of incidence (01) for a calibration sys-

tem is known, then equation (I) can be rewritten:

P ( AA G2 2
TA 1  G1  1 !1

PrcI (4,)3 R Rl4 (3)

Equation (1) can be used to define the average return power Prc2

from the same category of scatterer (C) at a different angle of incidence

(62) for the radar system belnq modeled.

PT CIO (0 Z AA2  02 (0 2) ,2 2

rc2 (4rt ) 3R24

Dividing Equation (4) by Equation (3) gives:

I ,.T 2 " 2 c(Z2 )AA2 G2
2 (8 2)22R 4

rc 2 r c I P T0c (0 Z)AAI G 2 (a I) x12R24

Thus the average return power for each point in an Image (for any parti-

cular category of scatterer) can be found if the average return power for

one point belriging to a category Is known (oac absolute) in addition to

backscattering coefficients and angles of incidence for both points.

The visual presentation medium modeled was photographic film. An

image density which Is related to the average return power Is displayed

on real SLAR Images. This image density Is often called a greytone,

which is a relative measure, that is, it was produced with respect to

some calibration reference. In a digitized Image, the greytone repre-

sents a specific Image density level within the possible dynamic rangio

on the Image. The return power (related to video Intensity), properties

of the film and photographic processing methods determine the photographic

density (D) on the film by4

Goodman, J. W. , introduction to Fourier Optlcs, Chapter 7, McGraw-Hill,

1968.
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D = YloglOI + loqg0 k (6)

where: y = Gamma of the film;

k = A positive constant which depends upon the exposure time and

on the film processing and development;

I - Image Intensity;

D - Photographic density.

This relationship holds true in the linear portion of the film dynamic

range. If a linear radar receiver is assumed, the the Intensity (I) Is

directly related to the average return power (Fr).

I -M T (7)
r

where: M - A proportionality constant,

Rewriting (6) to incorporate (7) gives

D m YloglPpr + log 1 0 k + Ylog 10 M (8)

This result will be used for the final greytone expression.

The photographic density (D) Is defined by4

D = ilog10 ) (9)

where the film transmittance -r Is given by4

t (10)t - T-
0

with: It Transmitted Intensity;

I - Incident intensity.0

Rewriting Equation (9) produces

D = lo 1 0(- -) (11)
t

4 Goodman, J. W., introduction to Fourier Optics, Chapter 7, McGraw-Hill,

1968.
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The normalized value of the densi Ly (0) i the 9rcyLone level, The

image simulations were digitized Into 8-bit binary words for display,

allowing 256 distinct greytones. If the optical density used in a slmu-

latlon Is In the range from 0 to X, the linear portionof the film dynamic

range Is required to be of sufficient size that

I mI - (12)

In the simulated Imagery produced at RSL, a greytone of 255 was

associated with white and zero with black. This Is the expression for a

positive. This signal Is then used to intensity modulate a CRT (a posi-

tive Image). This Image is then photographed (a negative). The negative

Is then used to produce a photo (a positive) which Is the final product.

The greytone level G r corresponding to a density D was given by

Gr 0 255 ' (13)

The general relationship between the average return power and greytone

level for each resolution cell In the simulated Image is obtained by

rewriting Equation (8), Incorporating Equations (5) and (13):

255 c2( )AA2 G2
2 (.'2 )A2 2 R 4

cr " r x P og1 O (,12- -( IR2 ((4)
2 T 2)AA (

+ log []O + Yloglo

This equation states that the relative greytone values for each point

In an image correbponding to any angle of incidence of a category of scatt-

erers can be obtained if the greytone and angle of Incidence Is known

for one discrete point in any category. This equation is the general result

which establishes the relationship between the average return power and

relative greytone levels for a simulated radar Image. It should be pointed

out that on a radar Image and, thereby, on a simulated radar Image, the

Important parameter Is the relative greytone level between points on the

image and not the absolute vales of the greytone. Since this Is true,

Equation (14) can be used to e_tablish the relative greytone levels between

all categories of scatterers included In an Image provided that the absolute

I-i0
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values of the scatterInq coefiri ient, ri', and the appropriate arlr( s oF

incidence for all polnts are known and provided that, in addition, the grey-

tone of one point in the image is known. The more general result is, then:

ra 25 TPh°((2IA2G2
2 (G :2_)2 R14}2 (15)1 ^1 0

G G + 25._( )AAoG22 )' 1
2 R2

4  (15)Gr c2 r a I x 1 0 'p TI(' aIBl )AGI 2 (eI A1 2R24

+ loglo(2) + Yl o ( -2

where: GR * Greytone level of some point belonging to category 'ct
C 2  and having the scattering coefficient, oa2  (69.2), measured

at the appropriate angle of incidence, 09.2, by a radar sys-

tem;

GR - Known greytone level fora particular point belonging to
a I category 'a' and having the scattering coefficient, a 0(0 X1,

imeasured at the appropriate angle of Incidence 06 k, by a

cal Ibrated syste em.

Equation (15) Is the general theoretical result whlkh has been Implemented

Ina computer simulation package, Implicit In this equation are the effects

of geometry which cause the phenomena of shadow, layover and reflection of

microwave energy (In accordance with local tilt of resolution cells),

Reference [21 contains a more complete treatment of these effects.

2.1 Fading

Equation ý15) gives the impression that a deterministic process is

occurring. The Interaction between the radar dnd a surface Is a random

process to some extent, and the mean value of the greytone level for a

given set of parameters Is described by Equation (15),

If one assumes that the process can be modelled as additive, i.e.

siqnal - mean + noise, a model for the true statistical properties of the

phenomena can be derived. The return amplitude from a single scattering region he

a noise-like characteristic that follows a Rayleigh distribution5 . This

5 Moore, R. K., Radar for Geoscience Instrumentation, Chapter 5.6, Geoscience
Instrumentation, (E.A. Wolfes, Editor), John Wiley and Sons.
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distribution is characterized by equal mean and standard deviation. The

probability for N' such scatterers Follows a chl-squared distribution with

2N' degrees of freedom. The mean and variance of chi-squared distribu-

tion are given by:

mean - degrees of freedom - 2N', 1

variance - 2 (mean) - 4N'

standard deviation e.n

For radar, the number of Independent samples in a given re.-olution

cell is given by 5 ,:

N L 2w (16)
L Acoso

where: 0 Radar incidence angle;

w - Azhmulth resolution;

L - Horizontal aperture length of antenna (L

h' - Effective altitude;

Antenna beamwidth;

A Wavelength of microwave energy.

Therefore, the standard deviation due to fading can be represented by:

m e a n n 5 11. (17 )

For a partIcular celIl, the return power (P ) can be represented as [2]r

P - pl + S ' RN ( e)r x

when the number of independent samples is large. RN Is a Gaussian

random variable (bipolar).

For computational purpo!ies the random variable (RN) can be nornial ized

to zero mean and varianice of one leading to:

P r , + .J-. x RN ( - Ii + RN) (i9)

Moore, R. K., Radar for Geoscience Instrumentation, Chapter 5.6, Geosclence
Instrumentation, (E. A. Wolfe.s, Editor), John Wiley and Sons.
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This can be shown in ternis of greytones 2 as

G= G r + (10 ) (20)
C 
2

where: G = Equation (15)r
C2The term, due to fading, Is described by:

G FA 2 ylog (1 + !_) (21)r FAD x IT/-

where x is base 10 logarithm of the linear dynamic range of the film.

This equation used In conjunction with Equation (15) defines the

Image intensity a specified SLAR would produce corresponding to a par-

ticular target area. Geometrical effects that enter the determination of

target area (resolution cell size and local orientation) are treated

rigorously in the digital simulation model and are thoroughly covered In

Reference (21. The $LAR simulation programs are able to treat both the

case of little or no and of significant relief. Second-order effects

such as multlpath which may occur due to local geometry have not yet

been implemented In the SLAR program.

The succeeding sections discuss the macro-flow chart of the SLAR

programs, the Input data which may be adjusted by the user according to

the application, and the data base that has been an experimental tool for

validation of the closed system model for digital simulation of radar

Images. A copy of the SLAR programs is Included atl the conclusion of

this appendix.

Holtzman, J. C., V. H. Kaupp, R. L. Martin, E. E. Komp, and V. S.
Frost, "Radar Image Simulation Project- Development of a General
Simulation Model, and Sample Results,'' TR 234-13, Remote Sensing
Laboratory, The University of Kansas, February, 1976.
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3.0 SLAR SIMIJLAIION PROCESS

The SLAR simulation packnqe consists of four separate programs

and associated subroutines as qivcen in FIgure 1. They can be run

separately'so that (I) the failure of one module does not affect

successful completion of the previous programs, and (2) experimentation

can be conducted In one program for a particular radar being modeled,

thus avoiding the cost of rerunning the entire package. For example,

it might be desired to change a reference greytone or the dynamic

range In the simulated Image. This structure for the software would

allow SLAR Geometry, SLAR Slope, and SLAR Shadow (the first three programs)

to be run once, and the output tape to be used for several siccessive

experlmentatlons of SLAR Greytone (the fourth program).

MACRO-FLOW CHART OF SLAR SIMULATICN PROCESS

Compute Resolution Colils

(SLAR Geometry)

Comtiputo Local Incidence Angle I
and Raidar Ang.e (SLAI, Sol)J

COMP[1te ShINNId & Layower
iSIAR Shad•owi
lSI AN Greytone)

[ a(jnetic Ie

L Tap.
Nuii.,i Display 1'r,,rmfor Disc Transfer• SFTranshfr rIlerr0 Tlipoto " R FiletoSF " I File to I UI:CSDisc N lie IKANDI DAIS) (C;unveri (KANDIDATSi

ID CS F ur -*-
Display

.tstop Fig ure 1



3. 1 1rn tP.at • -I "ieter..

Four arrays, RADAR. GROUND, REFER and PROCES contain locations for

data which vary with the desired application of the SLAR simulation and

may be adjusted by the user. Descriptions of the arrays are contained in

Figure 2 which Is a summary of all parameters which are changeable.

The asterisks denote exceptions as explained at the conclusion of the

listing. The user must have a minimal knowledge of the interdependence

of the radar and ground parameters before attempting to alter the values

In these matrices. For example, a change in the parameter RADAR(6) may

necessitate compensation In GROUND (1), (2), (5), (10) and RADAR (7),

(8), and (9) parameters.

3.2 Data Base

An artificial data base (scene consisting of geometrlcal solid

shapes) was used to test the operation of' both the simulation model and

the software. A data base of geometrical shapes was used for these

purposes because of the known !nput/output response characteristics of such

a data base, The Input was known exactly anJ the output was deterministic

and calculable. The artificial data base described by Komp6 is a composite

of three dimensional objects Tho matrix of elevation and category data
(,,l~u(, 1 il , W1111.111, wV I W •1 hi , ,101 IP01il iut) ) whIclh I(•M-M the (OLta base

Is 700 by 1000 pclnts in extent, representing 20 by 20 foot resolution.

Thus, the. data base appears to be 14,000 by 20,000 feet. Known'empiri-

cal backscatter characteristics, in the form of sigma zero versus angle of

Inr. Ide.nce, fcr ten separate vegetation categories, have been assigned to the

mround scune. The value ol such a data base with comple'tely specified die-

lectric and gernetric properties Is that It provides us with a means to vali-

date the SLAR simulation. The calculable response (eg,, extent ot shadow and

layover due to each object) of the geometric solids to various flight

tracks, frOqucncy/polarlzation combinations, near and far range depression

angles, etc., allows the final image product to be judged objectively.

Naturally, a high resolution (or large matrix) data base can be generated

by n cimiputer; however, the number of data points used will be limited by

the specific applica tion and c'o1puter resources,

6Koemp, E. D., V. H, Kaupp, and J. C. Holtzman, ''Construction of a Geometric

Data Base for Radar Image Simulation Studies,'' TR 319-1, Remote
Sonsing Laboratory, The University of Kansas, July, 1976.
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The data base of georietric solids is shown in Fiqure 3. The flat

checkerboard conceptually represents areas of several vegetation types.

The objects consist of hemispheres, cylinders, pyramids and rectangiiIar

parallelopipeds, with heights and dinensions drawn to scale. The variety

of shapes present m-iny different local tilts to the radar and will cause

greytone changes at the sides of objects. By making the data base

large and with resolution much finer than the simulated radar Image, it

was possible tc study many properties of the simulation software (e.g.,the

formation of resolution cells by the SLAR package and the layover effects).

Figure 4 shows the relative position and elevation of the many

objects on the data base. The maximum variation of relief is 2000 feet,

therefore, a wide range in the amounts of shadow and layover are expected

to be evident In simulated Imagery of this scene.

Figure 5 illustrates the microwave reflectivity category assign-

nents for the objects. Comparing Figures 4 and 5, It is seen that the

same vegetation covers several objects of differing height. The value of

empirical backscatter data for simulation is readily apparent, for if it

were not available, complicated anaiytical expressions derived from volume

scattering theories Would havw been necessary as Input data. Backscatter

datA at increments of one degree between zero and ninety degrees (incidence

angle) were stored (for each vegetation type) on input file tapes.

The SLAR simulation produces two types of output: (1) a 'shadow

map" (hard-copy output of the SLAR packagc) anti (2) a magnetic tape compat-

ible with a digital computer controlling a display medium. The shodow

map consists of a large matrix of characters, zeroes representinj shadow

areas, nines indicating no data, and all other numbers the sum of the data

points fal ling within a resolutioncell bin. Both types of output are
illustrated in the following sections for a radar system operating at 8.6

GHz with HH polarization (with the exception of the frequency/polarization

study results). Thus, the shadow map indicates the shadcw as well as

layover, and sums the number of transposed cells.
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4.0 DIGITAL SLAR SIMULATION RESULTS

The data base information (data point location in the array, height,

and category) contained on magnetic tape7 generated by the method of

Reference [63 was used as the ground scene for the SLAR simulation programs.

Two sets of visual displays were produced, shadow maps and radar image

simulations.

The map shown In Figure 6a illustrates the effects of layover and

shadow that would occur for a SLAR operating at 8.6 GHz, HH polarization

flown at A0,000' altitude and 200 near range depression angle. Comparing this

map to Figures 3 and 4 It is seen that the level checkerboard pattern

lies in the upper portion of Figure 6a. The symbols on the map indicate

the sum of the resolution cells whose radar returns simultaneously reach

the SLAR receiver. Zeroes represent shadow, or lack of appreciable return,

and nines are employed to show no data. Shadow and layover effects do

not occur on the flat terrain, Just as would be predicted. Careful study

of Figures. 3, It, and 6a reveal that the SLAR package is accurate In

handling radar geometrical phenomena. This particular version of the sim-

ulation limited the number of resolution cells laying over into one bin

to a sum of six. Examination of the map shows that the maximum number of

points to enter one bin was five, thus the above restriction did not limit

the performance of the programs.

Figure 6b simulatcs the shadow and layover effects for a SLAR

(8.6 GHz HH) at 40,000 feet and a near range depression angie of 40*.

Shadows are shorter and layover more pronounced for this cabe than for the

previous one. The centrally located pyramid In 6b shows a larger area of

layover. However each bin contains a maximum of three resolution cell

radar returns. The smaller area of layover in Figure 6, has bins with

up to five resolution cell returns summed. The more distinct outlines of

7 Martin, R. L, Martin's Thesis, "SLAR Simulation and Applications,''
University of Kansas, q976. (Thil documient• ddresses problems of
handling input and output data, tape compatibllitles of machines,
and system routines.)6

Komp, E. D., V. H. Kaupp, and J. C. Holtznman, ''CnnstrLuction of a Geometric
Data Base for Radar Image Simulation Studies," TR 319-2, Remote
Sensinq Laboratory. The University of Kansas, July, 1976.
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6b allow each object to be Identified In conjunction with Figures 3

and 4.

It can be seen that radar interpretation for- military personnel

could be facilitated by the use of shadow-layover maps similar to

those presented. The shadow map allows one to understand differences

in inmage formation between radar and conventional photographic processes.

The distinctions arise because the radar emits pulsed energy such that

the return energy can be plotted versus time, the lack of return power

causing shadow, and the propagation time determining the placement of

relative greytones due to return signals. However, in the case of optical

photographic imaging, the source of Illumination (the sun) emits energy

continuously, the reflected energy giving rise to a video signal which cannot

be charted versus time without considerable ambiguity as to the time ori-

gin of the transmitted signal, Thus the continuous superposition of

reflected energy masks shadow formation (in the sense of lack of return

signal) when the photographic imaging platform Is In the path between

the illuminator and the object to be sensed. The handicap Imposed by

familiarity solely with photographic images is difficult to overcome,

and this can only be accomplished through practice. Experience with

shadow and layover for various flight situations simulated with the aid

of an artificial data base could he extremely useful for overcoming

the urge to think in terms of photographic phenomena. The shadow map,

by the very fact that it contains a limited amount of quantified Infor-

mation about the processes occurring in radar terrain imaging, provides

the necessary elements for understanding shadow and layover. Despite

the fact that the geometrical data base is not representative of common

landscapes, the corresponding maps generated by simulation are valuable.

Simulated radar Images for a SLAR altitude of 4000 feet and a near

range depression angle of 40 degrees (far range ten degree depression angle)

were produced for a frequency/polarlzatlon study. The accentuation of sha-

dow and layover wae caused by the presence of objects on the data base

up to 2000 feet high and the extremely low flight altitude. The results

are shown in Figure 7 for six different frequency/polarization combinations.

Several Interesting radar effects can be spotted by an untrained eye: (I)
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near-range compression; (2) backscatter cateqory discrimination and vari-

ability; (3) same-cateqory blocks of the checkerboard changing greytone

across the map because of changes In sigma zero data with progressing

angle of incidence, theta; (4) selective b, ightening of objects with polari-

zation adjustment; (5) obviously, layover and shadow; and (6) loss of signal

due to local tilt of resolution cell on sides of cylinders,

It Is possible that a fine resolution radar (and correspondingly

finer data base resolution) would Indicate the presence of hard targets

on the geometrical data ba(e due to some or the corners and edqgs of the

shapes involved, although the categories strictly represent veoetation.

However, this would not be likely If the real SLAR produced 60 foot resolution

as simulated, for the random averaging processes across a resolution cell

would somewhat mask the effects of return power from the hard targets

(eg., top edges of cylinders and parallelepipeds). Treatment of this data

base (with computer generated resolution as fine as desired) as a composite

of distributed targets Is accurate as long as coarse (eg., 60 x 60 foot)

resolution Is employed In the simulated Imagery.

Assume that the flight mission of a real SLAR was to produce category

Information over flat terrain and that a low altitude constrained the near

and far range depression angles such that only the middle third of the

Images In Figure 7 were sensed. Such a mission would be fruitful IF the

particular radar system was operating at 8.6 GHz with HH polarizstlon.

With any other combination of frequency/polarlzatIon shown, the Information

gathered would not Justify the expense. Radar parameters have already

been studied in this manner for the Earth Resources Shuttle Imaging Radar
8to predetermine discrimination ability . Whether the Imaging system Is a

SAR or SLAR, waste and Inefficiency In related missions can be avoided by

forethought; a helpful aid would be the simulation of radar images from data

base with relief and category (hopefully, empirical backscatter) Information,

be Ita real site or the construct of a geographer's Imagination.

Rather than simulating flight at 4000 feet In the midst of terrain

varying In height from 0-2000 feet, an altitude of 40,000 feet might he

more reasonable for a SLAR. Experiments have been conducted with two

8 Bush, T. F., "Cropland Inventories Using a Satel Ite Altitude Imaging
Radar,' Ph.D. DIssertatIon, UniverslIt:y or Kansas, Spr I o , 17
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flight geometries as shown In Figure- 8. The extent of shadow and lay-

over will differ in the cases of 20 and 24 degree near range depression

angles. Figure 9 Illustrates that shadows will be longer in the 20"

example, and that data points layover greater distances toward the flight

track In the 24' depression angle case, especially in the near range (this

assumes grturid range presentation). However, more brightening will occur

In the layover areas of the 200 case due to the greater density of cells

entering bins on the near range side of tall objects.

The resulting simulated radar Images are shown In Figures 10 and

I1. Close examination of lengths of shadows and layover are aided by

employing the checkerboard as a distance marker. Allowing for the dis-

tortion in photographs of the IDECS * vlsual display, the shadows are

longer in Figure 10 and data points lay over greater distances toward the

flight track in Figure 11. Near range compression due to the slant range

,.resentation partially masks the difference In layover between the two

Images. Unfortunately,the scan lines in the IDECS display interfere with

the study of the two simulations, so they must be viewed at a distance.

However, differences can still be distinguished in the category discrim-

Ination ability, fading, object brightening, shadow and layover. The center
pyramid In the Figure 10 has many cells located In bins along a line

parallel to the flight track, whereas Figure 11 has a larger area of

brightening (lower Intensity) constituting a triangular section.

In conclusion, it has been shown that the SLAR simulations

correctly represent layover and shadow. The use of the artificial data

base makes possible the quantification of these radar phenomena for vali-

dation of the SLAR model. Empirical backscatter data at the frequencies

and polarizations of Figure 7 lends credence to the Idea that the SLAR

simulation Is very valuable for system optimization tests, especially

IDECS - Acronym for Image Discrimination, Enhancement, Combination and
Snampling, (an Ima-ge pr-cessing stationT, Remote SenTing Labora-
tory.
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In ýhe area of backscatter cateqory discrimination. It is not possible

t~o make statements about the overall adequacy of the closed system model

for It is not yet possible to objectively measure the quality of the simu-

lated images and their suitability for specific applications. Future

studies are beinq aimed toward the goal of defining Image quality fac-

tors for very specific applications, but until these factors can be

quantified, the value and quality of the simulation is left to the subjec-

tive opinion of engineers and radar Interpreters. It should be noted,

however, that simulations of real scenes produced at RSL have consistently

been mistaken for real imagery by staff radar Interpreters.
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5. Conclusions and Recommendations

The calculable response of an artificial data base has been used

to explore the accuracy of the SLAR simulation programs which embody

the theory briefly described In this document. The closed-system model

which has been developed to Imitate ground-radar interactions has been

shown to have considerable flexlblllty by the application of the results

presented. The simulated images shown herein Illustrate effects such

as (1) layover; (2) shadow; (3) frequency/polarizationi (4) near range

compression; and (5) category discrimination. The value of image

simulation for pre-evaluation of future radar systems has been stressed

because recent developments since the publishing of Reference [21 have

shown the utility of a geometrical data base (with empirical backscatter

characteristics and computer generated shapes) In conjunction with the

SLAR simulation orograms of the Remote Sensing Laboratory.

The lack of a large catalogue of empirical backscatter data (VV, VH,

HH, HV, circular direct and cross polarizations) and computer resources,

have hampered the simulation efforts to some degree. The apparent

advw.ntages of accurately predicting system performance prior to construc-

tion as well as use in guidance systems would seem to be incentive to

apply what has been learned about radar-ground Interactions through use

of this particular closed-system model.

The radar imane simulation methods developed will next be applied

to a real data hase (Pickwick, to-t ii le) to mvt'sure Its perForiance

and to validate the model by comparison of simulations with real Imagery

of the same site. Suhsequently, experiments will be performed at the

Lnglneering Topographic Laboratories to determine the suitability of

t', simulated Imagery for missile navigation systems In the develop-

mental stage.

2 loltzman, J.C., V.H. Kaupp, R.L. Martin, E.E, Komp, and V.S. Frost,
"Radar lImage Simulation Project: Development of a General Simula-
tion Hod .1 and an Interaction Simulation Model, and Sample Results,''
TR 234-13, Remote Sensing Laboratory, The University of Kansas,
February 1976. -29



TR 319-8

The SLAR simulation program is contained in this section. The

data which must be supplied to the program were previously listed in

Table 1. Due to interdependence of some of the Radar and Ground

matrix values, the following formulas are useful:

*Gr(9) - R(8) • -*2

*Grilo) -R(6) • -E-' R(9)

*Gr(il) - Gr(lO)/Gr(2) + .5 1 < Gr(ill) < 5
• Gr(12) - (5)/Gr(II)
• Gr(13) - R(7)/R(8)

• R(15) , R(16) . -1

The asterisked quantities are computed within the body of the program.

When changing R(6), for example, R(9) must be altered to compensate

such that Gr(lO) has the desired value.

Parameters For Figures 4-5 and 4-6 are given below for a more com-

plete description of the radar systems being simulaited by the SLAR pro-

grams.

Figure 4-5 Figure 4-b

Gr(l) 109,900 89,840 feet

Gr(2) 20 20 feet

Gr(3) 20 20 feet

Gr(5) 700 700 feet

Gr(6) 1000 1000 feet

Gr(OO) 80 80 feet

R(6) 2.38 x 104 2.00 x 1O"4 seconds

R(7) 3.93 x 10-5 3.77 x 10"5 seconds

R(8) 1.63 x 10-7 1.63 x 10'7 seconds

R(9) 6.80 x i0"4 8.10 x 10"4 radians

R(12) 40,000 40,000 feet
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C-105 GEOI% 14) uNEARNG

r(106 FArINIGST)ALTkALT+(GEO,'-( ?)+NPTýACiPTS!Z)**2)

l Inp ~ F 4RRM(;z F Ari ilGC FL S IZ *I CELO T
r I n GE.Of,( 15 ) FA RRNG
or 11 ___ C__

011 NCEL.A C- ( i RRNG 7F,-PJFARPN G)CE L SIZ+n.J9999
Oil GF ('I(l I ) 12,.C FLA C

r113 IF(NCELAC.GT.IACRSIZ) CALL ERRORMI

rm1T _TLL hNICTFT05OTFRMI LETE ELS IN THE ACROSS TRACK
P16 C

ff",C ALL F I N OC E L L
011 C 1-32__ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _



- 1 19 C WRITE OUT RESULTS SO FARfll?P C _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

0121 WRITE(OUTtO) GEOM
1? ___ RITF(OLITTA.P) GEOM

0123 C
r I ? , ... C, ,

0175 C
0126 C NOW THAT THE PRELIMI.NARIPS ARE DOVE,- DO THE WORK
0127 C
0 1?8 C
0129 C
01.C' C MAIN DO LOOP# ONCE FOR EACH SCAN LINE
0131 C
.0132 . 00 ?0 I x.= ,NCF.LAL.
0133 C
¢-l14• C

l11•5 C
n11 _6 g READ IN1 IAL, ONG COLUMNS......O).F PATA
0137 C
.. (IF . DO ýn I1=,IALONG

READ(INTAP) IX, I GARBr, (IDATPT( I ?J), #J a NPT SAC)
140 30, CO NTINU,.

C 141 C

f143 C
.. _1 -.4 _ NOW TAKE CARE OF -THE AVERAGING OF DATA PTS

r 145 C

vi147 C

14 9 C
r,150 76 IROW'l.
C !5 C
c.i5Z C _,NOW FM9 THESE C-OLCMNS, OF,,,,ATAPTS--AVERACE- FOR EACH CELL
0153 C THE COPRECT NUMBER.

C.155 DO 0 16=IpNCELAC
r 5 6 C
F157 C INITIALIZE THE OUTPUT WORD

r 5 8 C
0159 IOUTuO
ri 16r. c

0161 C IF NO DATA IN THIS F31N, WRITE lOUT ( lOUT * 0 )
cl 62 C_
r 163 IF(I:-IN(I6) .EQ. P) GO TO 75

('165 C SET POINTERS
_ l. 66 --IZ FRO,,_ _

016i7T HIFLAG=g
C I Al T g EEH I sl

r-169 T rE FLGuO
..... I 7 . .I H I GHu0
0171 1TEMP. I

11173 C AVERAGE THE CORRECT NUMBER OF ROWS

n175 Do on 17 1,I,IBIN(16)
n I-_?6 c
0177 C AVFRAGE THE CORRECr NUMUER OF COLUMNS

... ..1.. ... .



1-34----

8ir C

6 ~1 C UN P ACK T H 40H1?D

-- O181 FLO( 30,6,ICATTP(1TEM¶P))uFLO(31,L,.IbATPT (IIIROWfl
___1______ F L D(;P14o,1 o- PI gHT)=F 01', h

N8~6 C
n 1 87 C
"1lp C THIS CHANGES *yNE E~~IN ~ C

c 8 C I_ _ _ _ __T_1 0_NO F_ _ _ _ _ __CA Tal l ) ,

_______ gn~ ' IF(ICATTP(ITVMP).NE. 13 GOTO 94 _ _ __ _ _ _

r19 C_ _ _

19 1 C CfD HECFO HDAGTA O H OLTO EL

CV41 iIZGHSIHIG 4OIHGl

PLý1? C

h C?'3 C
C~rg 92 I- M._TF___

.P? ?l2Y.2ADD THEHHEIGHTS FOR TEAC CESLTIO CELL._____

r 2 3 C s

027 C

C 2 1 9 C IFN- HRF AR o wR c OR oONT uFTm, S ciA
IN A 2r.LU CO CEL--~ HT CEL AL TEST0'~ C ? NHANCE - -



n 2 4 )I F (T R FFL G .L T. GOTO .18

C- 2 41 C
'424 ICAITTP il In13
0243 1 C ATOC (1)OITEMP-1

___r244 IHIGH-(T.RF-EHI +R MS(1 S)H I F LA Q 11T R E F L
0 ? 45 GOTO Inn
('246 C
(1247 C SORT THE CATEGORIES IN THE RESOLUTION CELL

02?49 88 ICATTP(ITEfIP)aO
() ? -r' CALL SORT(NUMS)

'~ C NUMFI WAS THE NUM1GQ -OF CATEGORIES ENCOU4TERED 14 THIS CELL-

Li JF(NMn.E-. IL) GO9 T 0 1 00-
V5C

r 2 C IF THERE ARE-PgR.oE THANQjLA TE' -Yo, TI!Y-
r257 C M1UST BF PACKED INTO THE RESOLUTION MATRIX
Use5P C A L'qO. T HI S OON 1 Ug9Y A D 0 1N GJ.H SI LGN -jI T
P250 C (lONE) TO EACH OF THE MULTIPLE CATEGORIES

-l N ACDITION -T TH SjGlS*TE-
C261 C NUMBER OF OCCURENCES IS ALSO PACKCED,

6 C TWF NUr-tiFR QF~q _CLRCES JS KEPT--I-N AN AIRRAY
C?63 C CALLED ICATOC.

265 ~FLD(npl#,IOUT)u1

r267FLDC 18sl 7uIOUT)SIHIGH

r'269 FLD(6p6#I~'JT)uICATOC(1)
r2 71 WRITE(OU" AP) JOUT

r.? 71 C
02..7Z NOW FOP THE REST OF THE MULTIPLE CAýTE5QRIES
r'273 C

IF NUMB Fn. 2.1-69 TO0 99
c 2 75 C

*. r2..... DO0 e. L~?NM-1 -

('2I0 FLD(! 1#6#IOUT)mICATTP( 19)
~~F1 L 2 (i-L I0JTL-C A T -C-i1 9)______

('279 WRITE(OUTTAP) IOUT
R 5,j CONTINUO _____________________________

~21 C

('2 5 FL D( 6 ,6 oIOUT)NICATOC(NUMS)
r __ 2 ý GO__to_75_____

07-8? C
C2 9 iF 1(M) IOTaICATTP.(1)

U89 ~F L D( 18 ,1 2# 1OUJTuI H IGH

C291 FLD(6#6o lOUT). ICATOC~ ).

0293 C
--'?94 C WRITE THE riPSULTS TO TAP[
0295 C
"2,6 75 WR tECt FOTTAP).4fljT
r P 9 C

1-35-



-ý1 70 CONTINUE

031? C

f)3Y4 C _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

0'3r5 C NOW WRITE OUT A M1ESSAGE TO INDICATE THIS ROW IS DONE

0l318 73W WRTF(OUT*74) 11
('.fl9 74 FORI'AT(l SCAN'LINE '5, DONE.)

S3 11 C

C(31 3 2 c C ONT INUE
('3 14 C
031 5 C
0 ' 16 C__ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

S3 1 7 C

0319 C THE GEOMETRY MATRIX IS COMPLETE

r3p1 C

OM ENDFILE OUTTAP
03?4 REWIND OUTTAP
() 3 ?5 C

P 6STOP _______

r 3 28 EN D
039 SUBROUTRINEFNCL

r'31r0 C__ _ _ _ _ _ _ _ _ __ _ _ _ _ _ _ _ _

r.33T THIS ROTINE F INDS THE PROPER PLACE TO START S EI N
_______ C3 2 C WHAT T Hq RACAP SF.F HIS ISH WITH RESPECT TO THE GEOI1ETRY

F333 c OF THE SITUATION. IT ALSO FILLS IN TýE RANGE 3INSoi I.E.
fl334 C NUMBFR OF DATA POINTS PER CFLL,

r- 13 9 c

_______3__ ______COMMON /0/ lNoOUTTNTAP.,OUTTAP _____

0 3 39 C OMMOlN /PARAM1 / GEOM (15)
n34.1COVION__/W00K/ IftNl(U2_)

0341 com1moN /NA'iFSý/ -I ALONGNEARNG.pFARRNGCEL SIZPTSI Z#NCELACP-
0342 4 NPTSACo ICg~jjFý.EQjgTSQ
C03 43 C
0344 C DFFINC CONSTANTS _____________ _____

r0345 C
0346 tPTw0_ _ _ _ _ _ _ _ _ __ _ _ _ _ _ _ _ _ _

0348 C

0349 C F ILL IN IB31N W ITHT'-ICELIN" ZEROES
0350 C____-

t3sif--oio m~ I C -cE L I N
('352 Ia I N(Iu M _ _ _ _ _ _ _ _ _ _ _ __ _ _ _ _ _ _ _ _ _

r i s4 c

r356 C _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

*7!rTIP--aF CA-R N '3+ IC ELIk NCFELS-i T



0359. - SUM=DIST/PTSTZ

r ~i 6rc

0 3 62? C____

v 34! C NOW F ILL I N T HE R EST OF TH EI F

0364 C

0367 200 DO V10 I:I1CCLIN+1,NCELAC
p 368 XxX+CIFLSIZ
0369 DISTmSGRTCX**2 - ALTSQ)

C371 I SIVI=O I S T/PT S IZ
r 3 72 I IN C 1) 1ISUM-OL 0SLIM
03?! C

0375 IPTNIPT+lt3IN(t)

C37? C

0389 C

* 0581 C COME HERE WHEN YOU RUN OUT OF POINTS

r385 IF(I.GF.NCELAC) ADTO 600

03P 590 IsTIJL e___p__5?_fl_12_1_+_1_____C_._L__

0389 C
0390l C -NOW WRITE OUT ISIN TO LOOK AT IT

C (391 C

C03973 6n' FrlRtATC/,- Iý tI N C I*
r0j9 4 1 I&o,I ) r S I , / p1 nC II C1 X o 12),)/
0195 RETURN

r396 EC

09~ C N ~.L .LL0I.J.QT ý
r 399 C
n It 00 C H*15 RLI) I I NL~ E.i?IJj-LALUI- 1)' F N M Ii EJ____UP__To-_
M401 C SIXTY- THR EF) ANO RETURNS T HE to 'InF NS THAT

P 40! C AND THE NUiNiER OF I.IFFERENT NUM-1EPS PRESE NI(NUMB).

r~m C_ 1 L TW0--IINS Ml- N TJ Q !LLfLkBI
04('5 C 8Y LAOrLFD COMMlON.

040? C A ZERO(fl) IN IC;ATT-PtI) 14EANS FND OF DATA,, IT ALSO

01.OP - r SJ S TH AT AT LE & T-_ONE NlJU8ER -- IS IN THt AnRRAY-

0411 SL[JROUTINE SORT(NUMB)

043 C

0415 10 ICAT0C(I)=0
r 4 16 _ - ISATZ. ill. -a
01,17 NJMI]~1

*~~U W~ _ __p _ _ _



('470 IF(ICATTP(J) EFQ. n) RETURN
r 4?1 C

04 ~ ~ D P K aI--N1)NIF4
0423 IF(ICATTP(J) .NE. ICATTP(K)) 5O TO 20

'4PS .GO TO 30
r4P6 2 C CONTINUE________________ _______

C 4 ? 7C
r4 8NUMR2NUJN9 + __________________________

0429 I CATTP (NUtiM ) ulCATTPCJ)
r430 ICATOC(NUMLP)i1
C431 C
r'432 3c CONTINUE
('433 C
P414 RETURN'

r'416 E N __ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

P437 SUIROUTINE FRRORCI)
r'4 38 C

C431 IMPLICIT INTEGER (0)
('440 COMMON INAIF1~S IALONGoNEARNGPFARRNGCEL SI ZPTS IZINCELAC.I
0441 N~NPTSAC, ICE LINP ICSLOTPALTSQ
0'44? COMMON IPARAM1/ GEOMC15) _____________

ý T 4S'-COMMON /1O? IN,OdUTvINTAPpOUTTAP
r444 C__________ __

0445 WR~IMEOUT,1") ýIPGIO

0449 C
C450' RPTURN
0 4 51 C

__ __ __0452 FND__ _ _ _ _ _ _ _ _ _ _ _ _ _ _

r,4 53 S EXECUTF
r 4 54 S L I MI TS ?S I5,1K____
0455 S TAPE n9#A1DDpp('fl9ppAAA333

__ 04 6r 60._______

0461 2n.505
n462 m sn505_______________________

046 3000.

('468 n, _ __ _ _ _ __ _ _ _

1'469 M.

r475 % OPTION FORTRAN
r ,? OOTRAN ____ __________________

r'477 C SLAR SLOPE
r671-38 -



f'4A3 14PLICIT INTEGER (0)
COMM!, N 0LLt .- IN-at.QTL v.1 N T A P t.0 U TLLQILTU____A____________

C485 COMMON /PARANIl/ GEOM(15) - -UE(

___ itA VO /1 T C 2 p 3 2 0) - I H I 'i H ( 7 32 D ) o, A N G L E S 3
C487 CO0'WON 01AMES/ NCrLAC,,ALGSIZPTSIZCELSIZ,-NEARNGALTSQ,

C491DATA INpOUT ,INTAPoOUTTAPoOUTEm /5.,60,01 011,121
fl492 C _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

fl497 I OUTPUT IS FRCOM DEVICE dI5/
C4QP P NPUT JFI 15 DEVICE N'X.j.5/
r499 3 'OUTPUT FILF IS DEVICE NI#'15pto

9mý4 'TFNPORAR Y OUTPUT FILE ýQeR1DFV __
p5ni1 5 T' TEPORARY OUTPUT FILE NUMBER 2DEVICE CODE IS'o,15#1//)

~5 03 C
fl5r4 C

nsM C..L READ IN MATRIX PARA'i 3ERS
05"9 C

C5 1? C WRITi OUT THE MATRIX PARA'IETE RS TO THE 2UTPUT FILE

rsig C SE 'MTSCr LAN.O(LS CON$TN

0519LAT C~..2AJRICDNEAGEFR.AL.JLL..........



.• x¢ I'S CO r)T I NrUEr -- -r

('SAr (1._ _ _ _ _ _ _ __ _ _ _ _ _ _ _ _

(' 54,1 C
V'54? C UNPACK TIF F IRST LINE
(543 C
V544 CALL UNPAC. (1)
r 5 45 c
rV46 C SET FIPST COLUMN FOINTER
0 547 C
,5 48 NCOL II
r549 CC5' .(' .€ ____ _ __ _ __ _ __ __,,__

P551 C
rSs5 C
0553 C
('5 54 C NOW FOR EACH SCAN LINE OF RESOLUTION C:LLS,,
('555 C FIND THE LOCAL SLOPE AND THE RADAR ANGLE
rs56 C
C557 DO AV I?!.,NCELAL-1
('558 C -

"C559 C RATHER THAN PHYSICALLY SWITCHING THE T•O COLUMNS AROUND
n56r C F..ACH PASS THqJFORý_NA.C SCAN LI , -TH NA IN THE
r561 C FIRST COLUMN IS SWITCHED
r56? C
r564 IF(NCOL" ,EG. ') NCOL2.,

n5s6 C 95T ICURF TO THF CURRENT TFMPORARY FILE TO
r56? C AVOID 66/6ý COMPILER ERROR
r)568 C
"69 ICURF-OUTE'l(NCOL1)

n570 C
"th571 C UNFACK THE'W-'INF

557 CALL UNPACý?(NCOL2C16-0_E2-)
n1574 C
0 575 C FIND THE LOCAL CROSS TRACK SLOPF FOR EACH CELL OF THE COL.

S?6 C

'578 C -CA_1. I( C L

n579 C

r,5 81 C

-r, .5 NOW .. P ;A •H C LA F I ND TH F.._ ) rA L -ALO NG tR K Oc ------
r58 C AND THFN OUTPUT THIF DE- SIr-- 0 'AIAM ETE-RS.
n5 .4 C
p585 DO ( (1=3,NCFLAC
r5.F6 C
T 5R7 C STORE THE DO LOOP INDEX TO AVOID WARNINGS FROM THE COMPILER

r589 IrE.mp?---r, in c
0'~ C I F TH41 VALUE OF THE Ct LL .14 ZFROs, NO DAtA IS ASSUMED#
9ýZ•, C P •rn .L S SI N r T n F T H A T F -.F.. _ DI., A Z E .R . .

r'5 Q3 C IS W RIT t N ON TH E OIJT, UT FIL .'
r5q4 C

I FT~~T MiGM 37-7F0.111. ) GIT
r5967 C FP01 THIS CFLL FIND rHF LO*CAL ALON'-TRAC, SLOPE
-598 c, i-



(1599,CALL ANGLE? (NCOL1sNCOLF. I TEMPP)
6 ( F (A NGLF (~I ) *FQ,-I ¶,7 IGITo _ ________

C NOW !I!AT ALL THPFE ANGLrFS ARF ~ ___r~.Lf2 oiP
c~3C FIND) THE OUTPUT-ANGL`ES J.ý

r605 C CLL ANGOUT(NrOL1,ITEMP2)
('6f6 C____ ___

M0- C NOW WRI TE THE PACKED WODCNANý3TEETGR AND HEIGHT
WeTIN~. TN ATGR

('609 WRITE(OUTTAP) I&CAT(NCULI*13)
r) 610 C
('611 C I F THE C ELL WAS MULT I -CATE GORY ( A NJ GFTuiVF NJM'JER) GiT I'E

('6 13 C
(116 4 1F (-ICAT C NCOLlo 3 #1-q 10___J)___6___

0'615 C
('6 16 C T-Hr: -L A ST -W 0RD - 0F -T HE G IV EN C FL L WS
('617 C I F THIS WOR~D IS POSITIVE GO TO THE 11EXT STEP.
('6 18 C OTHERWI SF HADEALWRSDS SIGTILC
0'619 C
1)6 p 0 70 R5AD(ICURF) IWO~j____
('621 WRITF(O~JTTAP) IWORD

I- A WOR .LT U o) - G0 0~ -7 0 _______

r 6 23 C
r 6 p4 C 4PI T5 TO OUTPUT THF PARAETS4.1COMPiJTF(D FOPHIL.
r625 C I)THETA IS THE RADAR ANGLE

('6 ~~ ~~ .LTHE-TAL-I S ~Ln.C AL I NCJ~iCiL..

r 6 2 C )S IZ r IS THE RELATIVE SIZE OF THE CELL

r629 60 WRITE(OUTfAP) THETA*THETAL*SIZE

r 6 ý I I F (NHAFAL.F.Q. I? ) WRI TE (OUTo,999F8) I CAT(N COLI # M),THETA,
r637 THP AL I~. Z E -

0633 9998 F 0R',1A T ( 5X #0 12o, 3( 3 XpF 13,4)
4 ! 4 -C-- _ _ __ _ _

r 5,ý 5GO To 40

('63? C
r 67 A C IF THE GIVEN CELýL WA- ZERO,- WPITE OU'T. A IFR
n 6 19 C AND SKIP YHE !MULT tC AT FGORY .ý0RDS ASSOCIATED

0'641 C
P(64 2 5 W R irg J T TA P) I Z IRO -0________________

P'6 4 . IF 0HAFAL..E. I ?) WillTC (OUT#9998) I ZERO
'6 4 4 C _ _ __ _ _ __ _ -

0'645 IF(ICAT(NCOL1pI!).GE.O) (GOTO 43

r)64-6 C

('651 40 ctcIu

('453 c

r f r,5 c
('456 C- -H-ALF WAY -THRU.ýL..= -111 REUI
r)657 r0 Ir(NIIAFAL .NF. 17) GO TO AS

W R I t CjJ( n ~ LLjj 1)9 T 1 )

- . - .41



ýQ ~W RYflTF.(6iiTf M N4A FAL
r- 660 W TFR ITF( JT I rlC TH!Gg4(NCOL?,1~, I Ir I nsI NCELAC)
0661 W RIfT r (r)UTo I ') N14AFAL

re6? .4 wI Tr ( rUTo 1 C? (AN(GLES(l?,!112),! ¶r)m-I1,CELAC)

.6 6 5 WRITE(3UT,1(n.3 ) N HA FA L

(2667 WRITE(OUTplr3) NHAFAL
0669 1(21 FORMAT(V'I6) _________________

r2669 lr FORM.AT(?P)F6.?)
0'670 1(23 -FORMAT(/,(l DONE _WITH THAT PARAMETER OF COL MN 0-',I5,//),
[1671 C
02672 C SW!ITCH THE F IRST COLUMN INDIVCTOR FOR THE NEXT ScAN L INE
P 6 73 C
~6 7 85 -NCOrnNC L?

02676 C WRITE OUT A 'AFSSAGE TO INDICATE THI S SCANLINE D0ONE
r,6?7 WRITF.~)UT*Bf) 12
r67~8 86, FORMAT' .SCANL!NF ',5'IS DONE.')

C97;( Cz_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

p ~611 1 r o ND O ~UTTAP___________________

ED,619 C

?1691 CU S~gUTINE 07,PACKMFIFLE)

Cg~f~f~YiS ROUTINE ONE -7O'1TO

r2694 C PREPARED 8Y THE 5 Y-PGRq M
Ms6~ c MUJLTICATFGOREIS FORl ONE OF THE TWO

(26q6 c....&L±IJS RF.U1NG-_PRQCFSSFD ARE P-UT ON
F 6 ý C TFI-IPOPARY FILFS,

C698 C__ _ _ __ _ _ _ _ _ _ _ _ _ _ _ _ _

fl69C) C IFILE IS THE PRESENT FIRST COLtP¶N
(2~'r( C ALL OTHEFR DATA I S PASSED-THPU-COMMONSTAT- NT
r 7 n1 C

0 7CY VIR60trrrr4 UNAACP(IFILE$
07MAI C _____

~'T iKTTý IT INTEGER (0
('7m6 COA4MON /10/IN#OOUTIIrJT~fp LT A.P.! 2uT!%I ( 2

__________COmkON /NA'4ES/__NCE LAC
07'19 C
(27 10 C __ _ _ _ _ _

('711 -C RFW IND THE iliMPORTR-Y F ILE WHFrNE THE MULTI CATEGORI ES
n 7 1? C WILL RE PLACEDo
02713 C
C' 714 1 OI~nJ-TFE(IjLEfJ
11715 PEWIND !CURP

16fl C *

VT? C J N P ACK TH1EFq fI VE A4RPRA'Y
(27 18 C 1-42



0 -?I9 DO 10 I11r.,NCELAC C
r77. I c R F.AD 0 1 T HF N F XT W 0R D FR , T . P' U "f L
P?7 ? ..... I.F. I T.IS Z E O . K IP• T H J.N PA C KIN•
c7?3 C . ..
r)774 R F^ 0(INTAP) IWORD
0725 IF(IWORD .EQ, 0) GO TO 20

07?7 C STOR F THF i4ORD WITH THE CATEGORY AN) THE HfIGhrt IN
r 7 8 C THE CATe'rORY ARRRAY--NO PROCESSIýLG I Soo! _0,1 T1.s N
0729 C
f, P 7 I C.AT (I FIL.F- #,- I WORD .R..
0731 C
0 7 1 __,2 C_... .... __.._ ___ __..... .....
r7 33 C UNPACK THEý HEIGHT FROM THE NORMAL WORD

0735 FLD( 74,1 ý l 1 HIGH( I FIL EI 1 )) "FLD(I ,,, 1 WIORD)
7s 6 C -

r 737 C IF THE GIVEN WORD IS NEGATIVE, viULTICAIEG3OpIES
r 7 8 C AR INDICATeD--IN THIS CASE EAD. IN THFA CATEa..Y.-LQORDS
C739 C AND STORE THEM ON A TENIPORARY FILE, WHICH WAS SoECIFIED.
074._ C A POSIT. IV _W.W_5_ALT .L _AT!VEW _. r •L..i i.
r741 C THE LAST CATEGORY WORD FOR THIS CeLL,

0743 IF(IWORD *GE. o) GO 70 10
r7 4 4 g _______

("?45 40 READ(INTAP) IWORD,
r7?46 _,_ ,_. _ _ __ __...... .. ... ..
C.747 IF(IWORD2 ,LT, 0) GO tO 40

rGo TO 10 .. __________ _ _ _ _ ~ --

C749 C
__ I F THE CELl HAS NO A... .THE HE IGHT OF THLCELL TO I RO .
r751 C
. 752 • r .- IHI• L I L.FLL !"U - .)on
0?53 ICAT(IFILEPII)xO
n754 _C_________________ __

7?55 C

0 757 C

("759 C DONE WITH THE COLUMN0...•760 C ..
0•761 C

76P REWIND _ICJ.RF
0763 C

0765 c
0766 N - -ND

V767 C SU3ROUTINF ANnLEAC(IFILE)

P169 C
70 zz- C I os ktL5jp~

0771 C r fVAN POINT Aý'D THE POINT QELOW IT IN A
- .7? • C COLUMN IF THAT poirli-. , 4ERtO,, THE GLVEN..Q INT
n 7 13 C IS SET TO ZERO.0. 7 4 .____ _____...._

-774 C IFIL IS THE CODE FOR THE PRESEN1T FIRST COLUMN
f l 777 6 C ALL T . •.A.L2._ ,EL..HkU .LA.JBILU-C ±OLMAD& ..
r 7 777 C

I - 4 3



. .SU tOUT 1NGLE (IF ILE)
07,pr c

S . . .. h? 1 C

n7? 7 A IM P.L IC T T I N. T •,• R (0) ........... ..
c ý -- CO ' /',ON /- / IN 0uT,INtAPoUTTAPo0UTM(2)078 4 CO;M MON Ob V A/ T C AT C2 ,!2 rl),P H I ,'H Q PQ, ) o NGLES (.3 #3 2n)

C?5 COMMON /NAMES/ NCCLACsALGS1 Z,2TSIZC'LS IZNEAINGALTSO
7 86 C

C. 7A.7 C

n 78 C F IND THE F IRST NON-ZERO CELL
C789 C
•Igr I TFMP _m 1
flQ1 C
PT7QP 15 AN IF ?, v )= 1 l•

r,('93 IF(ICAT(IFILFITFMP) .NE. ') GO TO 25
C794 TEMPUITEMP + 1
C7Q5 1,F(ITEI4P .LT. NCFLAC-1) GOTO 15
n706 C
r1797 WRITE(OIJT,,6)
r 7 9 16 FORY. AT(/,' ANrLFAC FOUND A PO, OF ZEROES',P/)

ANGL FS ( -NCFLACE1),-1
r, e 1C A NGL E S o ,NC FLAC )u-'1C13.7

RETURN
rsnp C
rAM3 C NOW PROCFSS THE ARRAY
r P,.l 4 C
r.'- "--- 5 ... Do ! IlaT FI P+ l, NCELAC('•. C___________ __.7p n•-7' C IF l'E NEXT CELL HAS O HEIGHT(NO DATA)

rgr8 C SKIP FUJTHr.? PPICESýING OF THAT CELL
('F, ,n9 C
P~lo IF(ICAT(IFILF,II) *NF. 0) 1C TO ?n_" -rib I-I C -
("!P17 19 A IGLE S 1, 1)!:-1011.7 I_._ _

r8i3 GO TO 10
r 814 C

F81 Tý IF THe GIVEN POINT HAS DATA, CHECK THAT THE POINt- ELOW
r.MIE C HAS DATA, IF IT DOFS, FIND THE LOCAL ACROSS TRAC< SLOPE.

('SiP )r IF(ICAT(IFILr,II-I).9E0 ,) GOT.I 19
r 419 C

.. .__ , p H.. r L T Aa1_ 11G H_(•I•F I L . p I I H I GH I F LE, I L 11 - 1_)
A N ANGLES (,I )mHDELTA/C&ISIZ

r m' 4 ri CONTINUE
-r825 C

rC8?? RF.TURN
----..- 7, 8 c

rl 8 ;9 F N D

('870 C SUt3Rn'JT IN F. NGLFAL NCOL INCOL) L I I
('n.•I C

r8.k3 C THIq SU)'ItUTINE FINDS THE ALONG TRACK SLOP RETWE EN
p 8 A 4 C TWO ADJ ACFNT POINTt IN lROWS "NCOL1" AND "NlOl" _____

r ý A5 C IF F ITTIIFR OF THE TwO PCINTS Ut.!DEý CO'-JSIDFR ATION ,AVE
r.l' e C NO DATA, THFN THF ALONG TRACK SLIPF I SFT TO ZERO.

Ar IR C N r, )L IS THE PRFS. r)T FIRST COLU'0N- - 1-44



--- -----

A ý 9 C NCOL? IS T14E PRFSFNT SECOND C(ILJMN -" "
r .40 C. I. I [S THF PRESENT CILL QF COLU1N.OF [•TU _,•_R
0841 C ALL OTHER DATA IS PASSED THRU LABELED CO;W%49o0
r,4? C ._....-----..
..843 C
r844 C
("845 C
('846 SU3ROUTINE ANrLE?(NCOLloNCOL2,ti)
1847 C

0849 IMPLICIT "IATEGER (0)
COM•ON /1 0 /T I N .OUT. pI VTA.P ,OU)TA T ,OUP F-;eU )

0851 COM'MON /DATA/ I CAT(?,320 ),IHI3H ( .,32:.),4t4LG S(-3Z--20)
_ 2 COMMON tNA4ES/ NCFLACALG I ..
n8sl C

0855 C IF THERE IS NO DATA SKIP PROCESSING OF THIS CELL

0,85? F(ICAT(NCOL ,II ) .EQ. 0) GOT3 4)
rRA5 C
of59 C IF THE CELL TO THE RIGHT OF THE GIVEN CELL IS NOT 'ERO, PROCES'
"" K-0 ( THIS IS THE NOPvA_ OCCUR NCF
P~o C

S62IIFCAT(INCOL2,I1) .EQ. 0) GO TO 20
P363 C
rp6., C FIRST FIND THF RELATIVE IEIGHT 9ETWEEN THE CELLS
r8-65 C
O9l6, HDELTA2IHIGH(NCOL?,It) - I HIGH(NCOLIII)
0867 C

8 .6 8 C NOW FIND THE LOCAL ALONG-TRACK ANGLE
lIP69 r
r_70 I c Aqr•LES(,,11•? HDELTA/ALGSIZ

r371 RETURN

r 873 C IF THE CELL TO THE RIGHT OF THE GIVEN CELL 6AS ZERO, CHECK
_ lP 7 4 C CHOICE NUN19ER 2 IF IT IS ZERO 5 TO LAST A CHOIC-
C-975 C
0 876 ;p0 IF(tl .EQ..') GO TO 30____________
r877 IF(ICAT(NCOL?,11-1) .EQ. P) GO TO 30

8 . 5 HD LTA=IHIGH(,'¢OL2,I1-1) - IHjIGH(-,NCO .. ....)
r. 79 GO TO 10

r681 C CHCCK TO SEE IF THE THIRD AND LAST CHOICE IS ZERO

r 3 A3 c
S .. .. i, r I F(11.GE ,,C(LL GOTO o -)

(•,.5 JF(ICAT(NCOL2,I1+1) *EQ. 0) GO TO 40
_ .... A. __DLj.j T jA = IHIGH(N C•L PI1+1÷ ) - 1HIGH(NCOLI lI) .

niR7 GO TO 10

rpg C IF 114E LAST CHOICE WAS ZERO, WE CANNOT FIND THE DESIRED ANGLE

S9 91 C

C" •RETURN

!Pq5 C

(1097 C SUflPOUTINE AN(lLFf)UT(4NCfL1,#I CO.)n__ ._q •.U2 . f_ ___________ __________..____



-(o B c "HIS .•SU ROIJT r !N COMPUTES THF OUTPUT A'GLF S OF
C'9'11 C THr PROLRAM SLOPE. THE IN r'UT IS T HE THREE

C(Y9? C ANGLFS; T.HF RADA•R INCCIDFNCE Ar'GLE, THE .LOCAL
rý9 0 3 c SLOPE OF tHE GIVEN CeLL IN THL' CRO9S-TRA(K,
r9n4 C AND THý LOCAL SLOPE OF THE GIVEN CELL IN NIE
("905 C ALONG TRACK.
r906 C "
('917 C TIE OUTPUT I F 7HIS ROUTINE IS T-IF :UIVA'. EAT
-9mp C LOCAL AN.1__ KJLJSLNCI E W IT• ,.SPT TZ THE RADAR
c9nQ C AND THF R5L4TIVE SIZE .OF THE CELL. DU;. TO fILTING
(9l 9 C OF THE CFLL ,
0'911 C
r,912 C

- C ('91 C NCOLI IS THE i)RFSE?.JT FIRST CrLLP1N
r-9 14C T HE'TAL. I S T HE F T UqNF D L 0 AL AN_______________e_F'915 C T H! TA IS THE R P TURNF!) RAD . *flGL-

('916 C SIZF IS "HE RE7URNrD LOCAL. RFLATIVE SIZE
ro1? C ICOL IS TH CFLl. IN THE GIVEN (OLUMAN OF INTEREST
i 81, c ALL 'ý' HER NATA I-S PýSS ED ThP.I LARL5D COSMMON

cl 9 ? ISU3ROUTINP ANGO uT'TCY771 ,t0L)r;9?.3 C.
r 9 p2 c

r9?94 ImPLTC IT INTEGER (0)
0925 ~ ~~~~~~ 1 410/I.'D T A P -0U I TA PpOUT E N(2)

r_,__ 6 CO',__nNODA'A/ ICAT(2,'2.)?,IHl5H( ?,o2C )•.ANGLES(3,3?O)
•9 ?7 CX-1f-,•0NO' /NA MFSS NCELAC, ALGS IrTSIZ ,CELSIZ NEARNG ALTSQ,

r9? e 9 SIZE.*THFTA. THETALoALLTMSL .

r! 9 in 0 1 _______ _______

c'O. C

c.9!! C DEFINE ANGULAR FUNCTION

C'9.x5 ARCOS(M)"1.57?F - ATAN(X/SqRT(I.-X**2))
0936 C

r19!8 C
9'.939 IF(ICAT(NCOL1,ICOL) .EQ. 0) GO TO 10

..941 C GFT THE THREr GIVEN ANGLES IN A YORE WORKABLE FlRM
r942 C
r F, zI T ANTHE5ANGL E " I COL

,r-944 T ANC PS N "'L FS ( 2. ICOL )
'945 TA'NALG ,ANGLFS( 3, ICOL )

P946 C

('947 C FI Nh THE ARC TANGrNT FOR LATER PROCESSING
cu')p C
0949 9fHETAvATAN(TANTHF)
rA9C R 0AT A F N( AN.R ,__)
(951 ALONG9ATAN( TANALG)

. .... ; 2 C
n9 c CHECK TO SEE IF THE LOCAL ANGLES ARE ZERO I.E, NO SLOPE
r9s4 C

IF(AH•S(ACROS).LTSALL .AND. ADS(ALONG).LT.SMALL) GO TO I
rt'S6 C
.- k;? C FIND THE COSINE OF THE FQUIVALENT LOCAL ANn LE FOR THE CELL

r,---46



c 1;5 9T HFT AL T ANCRS &S IN(T HFT A) + C 0ST7CT -A))/
r q~r SIRT(l. + TANCRS**2 + TANALG**2)

I ' r96i1 c
r'967 C I F THE NU¶'AFP IS GREATER THAN 1 s3 SOM-EWIERE ALONG0
'V963 C THE LINE SOMETHING IS WRONG

r 964 C _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

r96 IF(AtBS(THFTAL) *GT* 1.0) GO TO 20
r966 C
V 967 C IF THERE WAS NO PROB~LEMS FIND T4E ARCCOSINE Of TH4E A,,4GLE
(06p C__ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

C969 THETAL*ARCOS(THETAL)
rq~n GO TO 17

0971 C
P972 C I F THE LO& - NI-S-REgER THE CEL I F LA T
0973 CS
n974 15 -THFTALuTHcTA
P9 75  C
rl976 C N OW F IN D THE EOVENT R ADA R CEFLL S IZ E
097? c
rP97P 17 H4EIGHTmIHIGHCNCOLI?. I CL _ __________

0979 ~ S I Z AL TM SL H HE iGHT) /
1 COS,(THý.TA) *COSCALONG) kSIN(THFETA-AjRS)J -

0992 SIZESIZE/1C.Tj%)S*3 w

r994 C THE NOPMAL PROCCSSIMW, OF THE CELL IS COM1PLETED
r9A5 C
rQ.S6 'C' RETURlN
r9A7 C
r9 RR C
P9.i9 C ERROR 'IESSAGES

r991 C IF THE VALUE OF THE COSINE, OF THE ANGLE WAS GREATER
f,9 C T HA N ONFE-E EPQ R E - S. _5g-W F TRE-ULLSL0CATIO

F93F AND SET AN ERROR FLAG THE4 STOP PRIC ESSING
r 904d C__ _ _ _ _ _ _ _ _ _ _ _

r 9 95 21' NCOL2xl
----------- _-__-IF_ P N C 1 Fa 0 1I) N C 0 *?v

C'Q97 C
____ ___ WRITE COjUTI.31) AN GL E (I I C 0L.LA.NG LE S ( 2,jS.W-LNj.ij.Ui-3LL -1 C

('~Q9 1 THETAL

IC~ to ALONG-'.,F?. 3.-/' THE VALUF OF THE LOCAL ANGLE I S',

100' 3 C{innf5 1 tHIGH(NC0L2#1COI..+l)oIH IG H CNC IL oI C L-
I n FnRMAT( I TF-H-gT QF TH-EL I',15p l---TiL.S1JCELS SU4,PROUNC~
irr17 1 I IT AR5--'D/Io DIRECTLY AB3OVE-1,I5,/p
I tins P 4 :3V)VF ý TIl TH E R ~HICT-.!. ji -

1r0M9 3 DIR~ECTLY TO THC RIGHT-1#15)
_iP ý_ (CL.0 1) GO TO SO

I fl 1 C

1017 6c FORMATC TO THE RIGHT & DOWN-' .15,/i

iP? C
FNO 1-4 _ _ __ _ __ _ __



1019 $ EXF.CUTE

L020 $ LIMITS ISISK
0'2 S F FILE 09,,A2RR

I p ? 2 F I LE .- IAIS Rt, rL
I0 ?3 $ FILE ¶I
10?4 s FILE l'?
1fl?5 i IF AIOPT.,ENDJOB
1026 $ OPTI ON FORTRAN
1027 $ FORTRAN
1O.8 C SLAR SHA ('W .i LAYOVER

1 AV C SLAR SHADOW MAINLINE
1031 C

105 39?lmLICIT__INT.GFR (0)
1 0r33 COMMON /10/ IN OUToIN.TAPOUTTAPpI T EMFLNC'ELAC,.

r1 14 MN/PA ¶1_25 -_____I____L)

I0.• MANI *CO'ON IOATA/ OVPLAYC?,!?,),IHIGHC(3.)) IBIN(.3?. ),
1036 I I C A.T (IP) ), ANGLE f 3,3 ?I ) o,RANGEU (32 0)
IC.07 DATA INOUT,,IJT.APOUTTAP,, TEMFL,,I!APITEM 1I,6,9,IO,11,.
ir' ._9 ... ..... ... . .. ... .._ _ __

14, c READ IN FILe LOCATION "- DEFAULT IS ONE
1041 C
1042 READ(U N,gIP .ND.3rl) OjI'rIL __ __ __.. .. ..
7043 1i PORMAT('I)
I1P44 C
1045 C NOW POSITIONJ THE TAPE ro rHE CORRECT FILE
I n 46 C

IM - IF(OUTFIL.LF.I) GOTO A50
_10•48 CALL POST(OUTTAPoO!JTFILo1IN)
7 TrA9 I F ( N. N F. 9' STOP 0
105I C
I Tr1c READ IN PARAMETERS AND ADJUST FOR THE SLOPE ROUTINE

1 153 to READ(tNNTAP) GEO'6...
1054 NHAF ALNGEOM(11)Ip
1("55 G F 1)C G. OM(11) .1
1In56 ,F. OY(1 P) G C 0 (1ti ) - 1

1(151 N C FL A C -,, ! 7(172
1(158 M . E LALE Oa G (F 1 )
1r'59 c
1t)60 C WRITE OUT THF PARA',ETERS
1 r 61 C
Ir62 WRcTF(OUT, 5) GV01,I

1 ,6 3 WRITF (0UTTAP) GFOM

nFORA 3T FF , 5) MNTCFI.

In,6 C SFT THE FLAGS R POINTFRS

1067 C
I n 68 C,F L S I Z aG O4 E (0A

1 ,70 I ZEROsO._

i71 C
1 M72 C,
1073 C
I0?, c NOW r)F TERtATNE THE RANGE SQUARED TO EACH C ELL.
1075 C
1I76 RANOFC F(i) .OM(1 4)+CELSIZ/?.O

In7' Do 16 T*P*NCELAC lir

.--- '• :• -" = -:,.::=.. . •' -. 'r'':-:-'---_' " " ' " ": "" '



!1r?9RAAGFFI))=RANG~CI -1) +CE LS IZ

1 r)8 !RCCT

108~3 RANGF(I)mRANGE(I)**2

10.85 C
1086 31 ALTSq9GEO0M(1O)
10 A 7 C
1ln38 DO ýR I.1,NCFLAC___________

1 p I9 11N(I~S';RT(RANGr(fl ALTSO)
11f9C RNGF C 1) =RANGE (1) /OO~Cf
1nl9 1 38. CONrINUE

p~9 3 c
-- ~1f94 -

I "9 5 C

1097 C
10 9~ 8~
1199 C

1101ý C

11fll C UNPACK~ ONF SCAN LUINE. PUTTING THE MULTICATEGORIES

51¶ C
CALL -- ,- C

1 I r. C P -

811 C O P I H -H D _. N A yf

1112 NOWRTFJ OUT THlE C4LLS IN THE PPOPF~R RER
1 113 C

1~ ~~~C 1 I7 D 5 TmNCELAC
1115 C
1116 C, NO DATA -L US
1 11 7 C

11- 1 ~ L(JLyCI j .- ) GO T0 2 _____

1 119 C
- C HFC'ý FOR SHADOW _ _ _ _ _ _ _ _ _ _ _ _

11 3 C
1 1 ;l4 _C 2LIa2AL D.-L.L.1 S PPC E M E LFOQ -PaED&.ES... NG ___

11?5 C SO SET THE THIRD UIr OF THE FIRST WORD

11??P ISA'VEaINOM

12fLL -i _L1LzjJULU N U I-) x
1 1 9

11~1Do 611 tlm1iOVRLAYC?,I?)

1 3 C F IND OUT WHICH CELL TO WORK ON

____,J Tl N_o L FL.O., 10 [LfiL LL A;4-LL
1K3 ___________ P I CA INUM)

[..I. LW 111 LT ( Q.-kl(lf LlliIWLV '.)



I1~ C
1114' C CHFCK( FOR LIULTICATE5,OPIES.,IF N0OJI THEN 50 TO THE NFXT CELL.
1141 IF(1CAT(INur*) .GF. 0) GO TO 60
1 142 C
1 143 C THIS CFLL CONTAINS MUTCTGRFS SO NEED TO SEARCH THlE
1 144 C TFNIP FILE FOR THE PROPER SET OF NUM3F.RSj_._________
1 145 C THE CELL A I LL OE IDENTIFIED BY THE INPUT CELL NUýBER,
1 146 C
1 147 65 1 FLAG10
11 48 70 V PE k(ITq"FL, END.C) I-WORD
1 149 1 F (IORD .NE . INUM~) G0 TO 70
I~I P 80 A( I TMF L ) I WORD
151 WRITECOUiTMP) I W R D
115 1F (I'0RD .LT. n ) r,0 TO 8fl

11 53 GO TO 60
11 54 90 C. FCI FLý ~G T. 1 ) STOP

IFLAGmI FLAG + 1
11 56 PEWINO ITF.MFL
1157 GO TO 70)
11 58 C__ _ _ _ _ _ __ _ _ _ _ _ _ _

11 59 C

16-FL7 ;7- A (UWIISAVE)u:ý
1164 GO TO ýO
116s C

16?7 C

1 169 1flr WRITE(O5UTTAP) IONE
117P 010 TO 50

117? r NO DATA ______________________ ______

1173 200 WRITE(OIJTTAP) IZERO
_______ ~~ 1174 c __ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

1 179 C DONE WIT14 ONE SCAN LINE
Si Rr c__ _ _ _ _ _ _ _ _

181 C

11 P4 WRITI-(1UT#45) I t-I GH C 15)15 m1 #N C EL AC) ___

-B WRITE(TOUoorS) I I N ( 15 ),5 x1N C E L AC)
-11A6 WRITE(OUTo46) ((OVRLAY(IA17,l),!6u1 4), I7sl-,N-ýLC

¶1187 WIRITE (OUT#47) C ICAT( I5)oI5a.- ,%CFLAC)
1 1 "A 45 FOR"AT(1X#2C'I6)

189 46 F0R M AT ( 7 5)
19 m 4 7 ORMATQ rl C1IXp0 1 2.))

1 191 C
1 192 C CHF CK FOR.MAPPING
1193 5p IF(IMAP .NF. 1) GO TO 40
S19 00Do51 lsa1,NCELAC
117 '5O R A ( o ) F , -1 V L Y 7, )1
1 196 51 CONTINUE __

1 0ý-7-WqITE(ITEM'-) (OVRLA-YU,?J) oJmloNCLAC)
11 148 C 1-5

...... W. ,



119' C

Ir) 40 C ONTI NUF
1201 C

1 V 2 C __,,
12r- 3 C
12n4 C DONE WITH THE MATRIX .......... ....
1205 C

1 29 7 C
I?)8 C IF A MAP WAS DESIRELO PRINT IT
12P09 IF(IMAP .NE. 1) GO TO 50 o0
1.210 CALL MAPPER (ITEMOUT.NCELACNCELAL)
1211 C

121! C
S1�.4� 5f�5rp N FiN2 r 'L t F _9_.T T A
1215 WRIiE(OUTTAF) OUTTAP

1217 REWIND OUTTAP
I ?18 S T IP

'9 C
P. , F.N

1221 C SUIROUTINE UNPACK3

12? 3 C THIS ROUTINIE LulNPACKS ONE COLIJ•M OF INFORMATION
I P 4 P R F P A R D PY FI' S A .TL O PEAP RO GR A M L
1? 25 C MULI'CATF10RI ES FOR THE .OLUMN-IF mRrSENT ARE
1??6 C PLACED ON A FILE.

1 r ALL DATA I S CAj. _L_ H U C0MIM. ON STATEMENTS
12?9 C

I1 SUiIROUTINE UNPAC3
- 22 C
1233 IMPLICIT INT rGER (0)

2 mm- AL't- LNUAEt-d~ GL~~iA _____

1235 COM,'MON /DATA/ OVRLAY(7,.2.t),IHIGH(3WO), IBIN( 320),
1 ¶1 1 CAT C(32ý) ,ANG01 ~)R A NGF 3 2fl
1237 C
____ N UMP T S=O 

_
1239 C
1 ?4r R 5 T FM FD _LL.l T EM LTLIH C 6T _.T..•-I E S
1241 C WILL 8, PLACED.

124i PrWIND OUTEM
1 144 C _ _ _ _ _ _ _

145 C UNPACK THE GIVEN ARRAY
1 ?46 C
1247 DO 10 I1=INCFLAC
I ;4~ C
1249 C READ IN TH. t•FYT WORD FROM THE INPUt FILE

II F I T I5L PR$LL~JL--- ~~~- -- FJ. PI T S R 5.V_j. THE UNPACKIN_

1251 C
S. . J______ __£iAt N T L_. LgOJ.. .... _______

1P2 53 TF(IWORD *EG. 0) G0 TO ?0
__ _ I ? ý4-, c-

1?S5 C STORE THF WORD WITH THE CATEGORY AND THE HEIGHT I1l
14 C21 AL TEH. AP A Y-N PIQý 00 N

?257 C
. . . .. . . .CA l OR .. 1-51



1 26 r C UNPACK THE HF IGHT FPOM THE NORMAL WORD
6 1 C

1242 ?5 FLD(24,12,IHIGH(Il)).FLD(1!12•,IWORD)
1Ž6!• C

1?.4 C IF THF CIVFN WOR5 IS NEGATIVF MULTICATFGORIFS
1?265 C ARE IN DCATED--IN THIS CASE. READ IN THE CATEGORY WORDS
1?66 C AND STORF THEM ON A TEMPORARY FILE WHIC4 WAS SPECIFIED.
1P67 C A POSITIVE WORD AFTER THE NEGATIVE tOORD INDICATES
1? •8 C THE LAST CATEGORY WORD FOR THIS CELL,
1269 C ALSO W4 ITE OUT A RECOGNITION WORD FOR EACH CELL SO THESE
1270 C NUMBERS CAN BE FOUND AGA IN.

1 271
_ _?7 35 IF(IWORD? .GT. ) GO TO ;7017-Wl•ITP.COUT64) I' I..

'! !?74, 40 READ( tNThP=) IWO R02
1 275' WRITF (OUJTEM) IWOWD

'1 .... 1 76 1 F(IWORD2 .LT, C?) GO TO 4(l

1277 C
1?78 C READ IN' THE ASSCOCIATED ANGLI. TERMS
1279 C
12 n 7P READ(INTAP) (ANGLF(I2. I)pI?wl, 3)
1 211 GO TO 10
_ 128? L
12,sI C IF THE CELL HAS NO DATA SET THE HEIGHT OF THE CELL TO ZERO
1 P 4 C

I . .I- II IGH (I mO . .
12R6 IC AT( I1) m0
1?A7 C

'•'f"- T C 0 N T I N U E
I ,pgn C.

I____1 C DONE WITH THE COLUMN1•0 93 C

1294 C0 S3ROTINE LAYOVR

1295 C1296 RETURN

1I9M C

12"9 C SU•.lRnUTI NE LAYOVR
1 no C

I.3nl C
I "?P C

1 3r3 C THIS SUB3ROUTINE COMPUTES TH8 SHADOW AND LAYOVE R OF ONE
.I 34 C SCAN L INE. IT DOES THIS RY COMIPUTING THqE RANGE TO EACI
Ivni9 C RESOLUTTION CELL AN;D PLACING THAT CELL I1 THE PRDPER RANGE
I .nA C 11IN. THE PROGRAM ALL04S UP TO SIX CELLS TO COI.N ID.E
13nT? C IN THE SA4E RANrE r.ItN, I'F MiORE THAN SIX TRY TO ENTER THE
I A08 C SAfAF PIN, AN FRROR WARNING IS PRINTED ON THE GIVEN OUTPUT
13-9 C DEVICE AND THE CELL IS DISCARDED.

1311 C SHADOW IS HAN0DLFD F3Y THE FORMING OF AN EQUATION OF THE FORiP
I_ A1 1? C Y !11 _+-A -....
1313 C THIS METHOD IS THE SAME ONE THAT HAS BEEN USED 8EFORE IN
1!14•I C PREVIOUS SI'AULATION W.ORK,

1315 C 
-.. --

16 C IN THEF LAYtOVFR COMPUTATION, SO4E ATTr'.PT IS MADE TO ACCOUNI
C FOR THr EFFFCTS OF CnMPRESSING A THREE DIMPSIONAL SURFACE

A131 C INTO A TWO DIMENSIONAL SURFACE WITH A P'ROJECTED 1 EIGHT,
1-52



' 319 C THIS IS DONE PY FIRST COMPUTING TH. RANGE TO A C

,, c THF PROPF1 1 IS l IL_. THET.R

--- -- C T( TIlE CFLL AGAIN ;JTT H[IS T I ''E USING THE HE[F I 3j -3 t

C P R KVIQ l CF L L A K'D -7H E D
"13.?3 C ALL THE I1NS BETWEEN THESE TWO NUMBERS ARE FILLED
I A74. C I N.
11?76 C

.. 13 ?7 C

1 178 SUJRROUTINLF LAYOVR
1129 IPPL IC IT INTEGER (0)

CMMN 0 1- 1
1 PAM C 0 ) N /P AR A / GEOM (1 )
I ,P ¢.3?ON /DATA/ OVPLAY(7f3?f,),,_HIGH(3ŽfV ),I.IN(•.3 1)

I ICAT(3)) ),ANGLE( ' #3?.),RANGE(3?0)

1335 C
I ! .6 C DFFINE._. C NSTANT S
13?7 C

I 3,8 A6LTSiGEOM"_M

1 3!9 NQAN16E aGEOl (I l)
1 34 ),,•,. , 19t9. 2 99 9 ......

1341 ORANGE"l
1 143 ? C _ _ _ _ _ _ _ _ _ _ _ _

134! C INITIALIZE THE ARRAY TO ALL SHADOW, IF NOTHING FALLS

1 3 6 4 C INTO A PA.RTICULA PPIN, -THEN A S4IDOW IS ASSUNIE-2,.
1345 C

1 347 0VRLAY(7, I12)0
1 --....J.L C ONTINUE N.UF
1.349 C

1351 C NOW COMPU'E THE LAYOVER AND SHADOW F04 EACi' CELL.

1 353 C
I -tq 4 C-_ _ _ _ __ _ _

1355 C
..... 135.6 .DO 1flfn I 'u1•,,,CE.LAC ..... ____,_,__

I~? C

1359 C CHFCK FOR NODATA

1361 IF(ICAT(IM).NF..O) GOTO 20

1313 C HANDLE NODATA CASE - ASSUME HEIGHT 0 0.

11'6'5" lF(CVRLAY(?,-I.),t"3,C) OVRLAY(7,,13 x-lm'
1 36L - AYaA49 Lhj

1 7 IF(IY.L•F..1) GOTO 40

1369 GiOTO I1nn

!371 C COME HFRE IF THERE IS DATA,
I I ?.2 c
1373 C

C ....•.D F DF, R PINE IF CELL IS IN SHADOW_,

1375 C
I.. 137t ?r 1yvl*IIlN(U1 ,"ALT ._
I-77 GOTO 803



.1 179 C COME HERE IF THFR E IS NUJ S14ADOW,

1 3M C R EC OMPJT E THE NEW SLOPP ! AND FIND W'HICH. IbIN T41S
1$ -AAZg F:L L 6-E.TSAI OVER INTO,
I 33 C
1 384 ?,s(F LOA T C 1; QIN 13
1385 PmSPRT( I-ýN( 13)**?+(ALT-IHIGH(13))**?)

I I R6 JRm(F-NRANGE)/ M +.
1 387 C

¶.18 C NOW FILL. IN THE, nINS FR,1M THE 12IN WHERf THE JR
1 3A9 C L AI D OVER INTO PACK TO THE II~IN DE FORE WHERE THE PREV IOUS CE'
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ABSTRACT

The Implementation of a digital closed system radar simulation

model develo-ed to simulate PPI (Plan Position Indicator) radar

Imagery is de -rlbed. Basically, the Point Scattering Method was

adapted to conform to the polar format needed to produce PPI images.

A theoretical development of the model and a complete description of

the computer software implementation are presented.
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1.0 INTRODUCTION

A general theoretical model for the simulation of radar Imagery

has been developed. Two separate applications of this model have been

implemented through computer software routines at the Remote Sensing

Laboratories (RSL). One application simulates the output of Plan Posi-

tion Indicator (PPI) radar systems and the other produces simulated Side-

Looking Airborne Radar (SLAR) Imagery.

This report describes the details of the computer Implementation for

simulation of PPI Imagery. Each of the three major phases in the simu-

lation sequence are presented separately. Section 3.1 presents the

motivation and technique for converting the rectangular Input data

matrix Into polar coordinates. Section 3.2 describes the calculation of

greytone for each resolution cell. The handling of geometry and propa-

gation phenomena such as shadowing and layover are also discussed.

Section 3.3 describes the conversion of the polar greytone matrix

into appropriate format for output display. Section 4 contains a

set of computer programs for Implementation of the PPI simulation model

and another set of programs demonstrating the application of the model

to a terminal guidance problem.

Before describing the computer software Implementation a

brief presentation of the theoretical model on which It Is based will

be given.
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2.0 RADAR SIMULATION THEORY

The theoretical model for the operation of real radar systems on

which this PPI implementatlon Is based, is a closed system model which

accounts for all those phenomena which affect the returned power in the

operation of a real radar.

For slmulatlon, purposes the five major factors that affect the final

output of a radar image are:

(1) Radar system parameters (frequency, polarlzation, bearmwidth,

resolution, etc.);

(2) Flight parameters (platform location, look direction, etc.);

(3) Local geometry of the ground spot illuminated;

(4) Dielectric properties of the ground scene;

(5) Conversion of returned power to an image medium.

These factors are treated by the radar simulation modelI. The

geometry and propagation phenomena are all properly handled. The dielec-

tric properties of the target spot are summarized through the coefficlent

of backscatter (o0), made available from a large data hank of empirical

values. The final Image medium Is photographic film io the value of

power calculated to exit the receiver for each ground spot Is converted

to an Image density, or greytone value, for final display.

A full development and justification of the model can be found in

an earlier report I, and therefore will not be reproduced at this point.

Instead, only a statement of the final equation less fading for the relative

greytone value for a point In the output image will be quoted here.

0 X2 2 4
[.. ... .. 2  1 0I ) (1)

R '2 al I IP18 OZ )~AA G 10 )) )~R 2  o1 0 ~ 1

Holtzman, J. C., V. H. Kaupp, R. L. Martin, E. E. Krnmp, and V. S. Frost,

"Radar Image Simulation Project: Development of a (General Simula-
tion Model and an Interactive Simulation Model, and Sample Re-
sults," TR 234-13, Remote Sensing Laboratory, The University of
Kansas, February, 1976.
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GR The instantaneous greytone to be calculated [or each
c 2  discrete point for scatterers belonging to backscatter

category 'c';

GR * The greytone value added to the value computed for each point
aI to calibrate the range of brightness In an Image according

to a known reference;

y " A property of the Image medium (in this case, film, I.e. imeq

medium transfer function);

P The transmitter output power of the radar to be simulated;

2

P T = The transmitter output power of the calibrator;

c I 2- The scattering coefficient per unit area for each ground

point; corresponding to the local angle of incidence et2;

a (G1) z The scattering coefficient per unit area for the reference

backscatter category; corresponding to the local angle of Incidence

'AA2 n Area of the ground spot resolution cell iI luminated oy

the radar to be Limulatedl

A- Area of the ground spot resolution cell Illuminated by the

cal ibrator;
G2 0 One-way gain of the antenna of the radar to be simulated (in

direction of AA2);

GI a One-way gain of the antenna of the calibrator (in direction

of AAI);

X2 . Wavelength of the electromagnetic energy transmitted by

the radar to be simulated,

X) - Wavelength of the electromagnetic energy transmitted by the

calibrator;

R2 - The distance from the antenna of the radar to be simulated to each

ground resolution cell;

R I wThe distance from the antenna of the calibration system to the

reference ground spot;

k2,k = Constants which depend upon the exposure time and on the

film processing and development;

M2,M I The receiver transfer functions of the radar to be simulated

and the calibrator , respectively.
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This equation provides the basic theoretical result on which the

computer Implementation of the PPI radar simulation, to be described

In the following sections Is based.
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3.0 PPI SIMULATION PROCESS

In very general terms the PPI simulaticn package accepts as input

a description of the target site and the system parameters of the radar

to be modeled and produces a matrix of greytone values representing a

radar Image for output. There are three major steps in this process.

First the Information about the ground scene is transformed Into a

digital polar ground truth data base to correctly account for the geometric

properties of the ground scene and radarsystem being modeled. Second,

Equation (1) is applied to each cell in the Internal polar ground truth

matrix to compute a greytone value for each pixel ( picture element)

the scene. Finally, this matrix of greytone values is transformed

from polar coordinates to a rectangular matrix of greytones and formatted

for an appropriate display device for observation of the final output

results. Each of these steps will be discussed separately In the follow-

ing sections.

3.1 Creation of Polar Data Base

The PPI radar Is a forward-scanning, Imaging device operating natur-

ally In polar coordinates. In typical operation the antenna rotates

to Image an area 45 * either side of the line of flight and from almost

directly under the radar platform (0* Incident angle) to near grazing

(>80° Incident angle). Becausc of these properties the size and orien-

tation of the resolution cells varies greatly over the area of Interest.

The orientation of the resolution cell Is critical for computing the

local slope and also areas of shadow In the output image. The size

of the resolution cell affects the amount of power returned from the

ground spot to the antenna because of the area encompassed and the

determination of the category types to be Included. A rectangular

matrix format is not well-suited to model these changes In the resolu-

tion cell. A polar coordinate system with its center at the radar plat-

form location provides a much closer model for the geometry of the

operation of a real PPI radar system, Therefore, the first step in the

PPI simulation process is to transform the original rectangular data

base into a resolution cell matrix In polar coordinates.
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This step in -he simulation process requires two types of input:

(1) A ground truth data base In rectangular matrix form;

(2) Speclfication of those radar parameters affecting the resolution

cell size.

3.1.1 Ground Truth Data Base

The two major factors at the ground spot which affect the amount

of the transmitted energy that Is re-radiated In the direction of the

antenna are local geometry and the dielectric propertil of the area.

Therefore, the points In the data base must provide this information

about the target scene. Each point In the data base represents a fixed

area of ground and provides a category assignment and an average eleva-

tion of that area. The elevation Information combined with the elevation

tion data of neighboringcells is sufficient to calculate the local geometry,

including local angle of incidence, local slopes, and area.

The area represented by each point In the original data base de-

fines an upper limit on the resolution of the radar system which can

be accurately simulated. The resolution cell size can be no smaller than

the area represented by the points In the Input data base. On the other

hand, any radar with poorer resolution can be simulated by appropriately

averaging data cells.

3.1.2 Radar Input Parameters

Those parameters which affect the size and position of the resolu-

tion cells for the radar being modeled must be specified at this step In

the simulation package. Other system parameters will not be specified

until a later point to enhance the flexibility of the total package.

First the radar platform posltion relative to the rectangular data

base must be described, through (x,y) coordinates relative to the lower

left corner of the data base. The elevation of the platform must also

be provided. Minimum and maximum Incident angle values are read In to

describe the area to be Imaged. The azimuth angular range Is as-umed

to be ±45* as In normal PPI operation although this can easily be

modified to any desired scan limits.

Also the pulse width (T) and beamwidth (0) of the radar to be

simulated must be provided to determine the resolution in both the range

and azimuth directions, respectively.
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3.1.3 Program Execution

The conversion from rectangular to polar coordinates is well-known

to be:

R * (x 2  + 2) 1/2

e " arctan (x/y)

The creation of the polar resolution cell matrix requires mapping a rec-

tangular matrix where each point represents an area Into another sym-

bolic matrix In polar coordinates. rhe mapping of areas is not simple

because a rectangular area frequently lies partially Inside two or more

polar cells. For this particular application, however, the points In the

original rectangular data base represent an area significantly smaller

than a resolution cell In the desired polar data base. Therefore, sev-

eral data points are combined to form a single resolution cell. With

this fact in mind, the following approximatlon was made. Only the center

point of each area in the original data base was mapped into polar

coordinates. Some portion of the area represented by a data cell may

be in another resolution cell but that overlap will be ignored since

the area of overlap will be something less than half its area (the mid-

point lies in another cell). Since several rectangular data points are

combined for each polar resolution cell, this area of overlap Is of

little consequence and can be Ignored.

The only other point to be resolved in this program was how to

combine the rectangular data points that formed a single polar resolution

cell, Each data point In the rectangular ground truth data matrix

contains an elevation and a category value, The elevation values or the

various rectangular points being combined Into a single polar point

were averaged. The category Information was a more difficult concep-

tual problem. A cell containing one point of Category h and one point of

Category 6 does not average to be Category 5. The categories represented

one of two sorts of targets: (1) distributed targets, or (2) hard

targets( cultural features). In general, distributed targets represent

large areas of homogeneous make-up and so there will be few cases of

mijltl-categoried cells except along field boundaries. Hard targets are
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usually isolated features such as roads and houses which are super-

imposed on a distributed target area. In this case multi-category cells

are frequent occurrences, Because of their make-up such cultural tar-

gets usually produce such high returns that the effect of the other con-

tributing category Is washed out, For these reasons a simple priority

scheme was devised for the categories In the target site. This priority

scheme Is presented in Table I. Whenever multiple categories appear In

a resolution cell only the category'wlth the higher priority is retained.

The output of this program then Is a matrix somewhat similar to the

original Input rectangular data base, but each point represents an area

on the grounc In polar coordinates which It describes with both a back-

scatter category and an elevation value. The matrix is In polar coordinates

so that a point is represented by a range (R) component and an azimuth

angle (e) value. As a consequence, each point does not represent a fixed

area on the ground, but an area the size of the resolution cell which

varies according\to its position In the matrix.

3.2 Greytone Ca~lulation

Equation 1 prjvides a means for calculating the relative greytone

of any resolution/cell or pixel, in an Image. This formula represents

calibration of t 6e average return power from a cell by the average

return power from a known, reference system. There Is no requirement

that the reference system be identical to tho radar system being modeled,

However, If we choose the reference system to be the same as the

modeled system the equation can be simplified considerably and thus,

enhance the execution of the computer program Implementation. If the

systems are assumed to be the same, the following equalities are valid:

PT PT

2 2X2 1•

K2 1 K I

M 2 M HI

G2(e) 1(
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Making use of these equalities allows u, to reduce Equation (1) to the

following:

250(0 )A MG 2 (O)R R
GR iG + LK Y O [ aC2 -L -- 2. (2)

2 1 a I P+"Io 1gl ((1)AAIG1 (e)R 2 J
The return power from a single scatterer has noise-like characteris-

tics. This noise In the return signal of a real imaging radar causes

fluctuations In the greytone levels of discrete points within a homo-

geneous region. Thle effect is called fading. Equation (2) provides

only a mean value for the category being Imaged. In order to intlude the

effects of fading in the model this noise-like characteristic which
2

follows a Rayleigh distribution must be Included. The change In grey-

tone due to fading can be represented by the following equation 3 :

GR = GR +G (3)
c2 RFAD

where

255 1yogIO(l + )!GRFAD x r 1°10 a

where RN Is a normally distributed random variable with mean 0 and standard

ueviatlon I and N Is the number of Independent samples. A full theoreti-

cal development of this formula has been previously reported 4 . The Infor-

mation Included in the data base and the equations above can be used

to calculate the greytone value for each resolution cell in the data base.

There are, however, numerous radar effects only Implicit In the greytone

equation which must be handled and implementation details to be solved

In the cumputer software. These problems and their solutions will be

described In the following sections.

4 Holtzman, J. C., V. H. Kaupp, R. L. Martin, E. E. Komp and V. S. Frost,
"Radar image Simulation Project: Development of a General Simulation

Model and an Interactive Simulation Model, and Sample Results,"
RSL Technical Report 234-13, February, 1976.
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3.2.1 Calculation of Resolution Cell Size

rhe size and shape of tihe re5olution cell varies gredtly over the

range of the data base. In addition, the area of each cell, represented

by AA ;n the greytone equation, varies with the local slopes of the

ground spot and must be calculated for each cell in the data base.

Creation of the polar resolution cell matrix accounted for the

changing shape of the resolution cell by collecting the appropriate

data points from the rectanqular Input matrix. This accounts for the

proper simulation of the widening of the resolution cell in the far range,

etc. Size of the resolution cell was only Implicit at this step,

however, and the effect of local slopes on the area was not treated. The

calculation of the AA term was reserved until the actual calculation of

graytone for each resolution cell since It was necessary to determine the

local clopes cf the ground and these local slope data were used else-

where.

The area, AA, of a resolution cell for a pulsed radar :an be modeled

by the following equation to account for slopes in the local terrain:

loSoC05 0c Aj. 'rs T no-1- 0; 7jc"

where. w - Size of resolution cell in the aimuth directiun;

X - Size of resolution cell In the range direction;

h' - Height difference between the cell and the radar;

w Antenna beam width;

6 - Radar Incidence angle;

T' - Signal pulse width;

-A = Angle of local slope of resolution cell in the range direc-

tion;

-c 0 Angle of local slope of resolution cell In the azimuth direc-

tion.

The local slopes in the ranige and azimuth directions were easily obtain-

able from the elevation Information In adjacent resolution cells (in the

appropriate direction) within the polar data base.

SLOPE ELEV ()
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where: AELEV Change in elevation between two adjacent resolution

cells;

DIST u Ground distance represented by the width of a resolu-

tion cell at that point.

The angle of the slope was obtained by calling a system provided

ARCTANGENT routine.

3.2.2 Calculatlonof Local Angle of Incidence

The local angle of Incidence, OV, Is another parameter In the grey-

tone equation that depends on the slope of the local terrain. Therefore,

this value must also be calculated Independently foi each resolution cell

In the data base. The local Incident angle Is defined to be the angle

between the lccal normal vector at the ground spot and the vector from the

radar platform to the groundspot.

The Information about local slopes In the azimuth and range direc-

tions used for calculation of the area term as described Is the pre-

vious section, is also utilized to determine the local angle of Incidence.

These two slope vectors lie In the local plane, so when the cross-

product Is computed one produces an equation for the local normal ves-

tor. The dot product of this vector and the vector from the platform

to the ground spot Is formed to yield the cosine of the angle between them.

This angle Is the local incident angle which one wished to compute.

A more formal mathematical derivation of this formula Is presented here

now. Refer to Figure 1 for a pictorial view of the various vectors.

3.2.3 Shadow

Particularly In target areas with high local relief, radar shadow

is a very significant effect in the output image of Imaging radar systems.

The radar receiver will not receive any return power from an area in the

target scene If a straight line from the radar platform to the ground

spot (the radar transmitted energy) Intersects some other portion of the

terrain. Because no energy from the transmitter reaches this area there

is no energy to be re-radiated. See Figure 2 which causes a dark area

on the Image signifying a gap In the return signal. The length and

shape of the shadow depends or, the position of the transmitter relative

to the object casting the shadow.
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Figure 1. Tilting of a Resolution Cell

Oz Cos" (P. Nxyz) (dot product) (6)

where: 0 - Local angle of Incidence of the resolution cell;

P - Vector pointing from center of the resolution cell to the

antenna boresight (see Equation (7);
NA

xyz - Local normal vector to the resolution call (see Equation (8).

The pointing vector Is:
S- -(sinocosy) x - (sinOsin7)y + (cosO) Z (7)

where: 0 - Angle from z-local vertical of antenna boresight;

y - Rotational scan angle from In-track axis (y * 90* for all SLAR

simulations);

x,y,z - Unit pointing vectors in the xy, end z directions, respectively.

The unit ve'-tur normal to thi resolution cell Is:N 0. S -I- S

N x- ., IT x CT (cross product) (8)xyZ I N÷ I Is X S.
xyz IT ICT

where: SIT N x + (tana)z - Slope In the In-track direction;

a - Angle of the slope In the In-track plane;

StUT - y + (tan3)z - Slope in the across-track direction;

S- Angle of the slope In the ac-ross-track plane.
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The effects of shadow art not directly accounted for In the grey-

tone equation, and so must be modeled by other constructs in the soft-

ware Implementation. As described above a resolution cell will produce

a return value in the output image only if it lies in direct line of

sight from the radar platform. A simple test for this condition Is pro-

vided in the software simulation package. An equation is developed for

the line through the radar platform and the last non-shadowed resolution

cell (in the range direction) in a coordinate system set at sea level,

directly beneath the radar platform. The elevation information of the

resolution cells from the ground truth dita matrix corresponds to this

coordinate system. The elevation of the next resolution cell Is compared

to the value of the ''non-shadow" line at that point. If the elevation Is

greater than the y-value of the "non-shadow" line (see Figure 2)

then the cell is in direct line of sight and a greytone is calcualted

for the cell. Also tSe equation for the "non-shadow" line is updated

to pass through this new cell. On the other hand, if the elevation of the

resolution cell is less than the "non-shadow" line no return need be

calculated for this cell because it lies in the "shadow" of a previous

cell. See Figure 2 for a clarification of these conditions.

Accounting for radar shadow was another comt)elling reason to con-

vert to a polar coordinate system for the resolution cell matrix In the

PPI simulation implementation. The previous discussion on computation

of shadowed areas Implicitl], assumed that the resolution cells were

arranged in an order so that all cells imaged by a single transmitted

pulse could be consecutively accessed. The algorithm depends on the

elevations of the cells prior to the cells being tested which may block

Illumination of the present cell. For side-looking radar (SLAR) in

which the Antenna is fixed perpendicular to the flight path of the air-

craft, a rectangular data base format is appropriate4 since a column

of cells In tCe data base correspond to the path of a trensmitted pulse.

PPI radar, however, Is a forward-looking device and the antenna rotates

as the aircraft proceeds to scan an area ahead of the flight track

Martin, R. L, J. L. Abbott, M. McNeil, V. H. Kaupp, and J. r. Holz.man,
"Digital Model for Radar Image Simulation and Results," TR 319-8,
Remote Sensing Laboratory, The University or 0sansas, August, 1976.
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(normally a 90' sector). The pulse path no longer corresponds to a single

column In a rectangular system. If one converts to a polar coordinate

system, the beam path then corresponds to a fixed angle (e) value while

the radius (R) value takes on all possible values In Its domain. In

the polar data base the cells are stored in a matrix of (R, 6) values,

so one dimension represents a constant angle 8 value and the other

dimension represents a fixed radius (R) value. So the polar resolution

cell matrix is ideal for the shadow algorithm to work in the PPI radar

simulation model.

3.2.4 Layover

Layover Is another' radar phenomenon not explicitly accounted for

in the greytone equation. Very briefly, the position of the return

from a particular ground spot in the output image depends upon the range

distance to the ground spot rather than the effective ground distance

from beneath the radar platform. As a consequence, the top of a tall,

vertical object will appear closer to the radar position than the base

of the object In the output Image because the slant range distance of the

top of the object Is less than the slant range distance tu Its base.

The technique to model this effect Is suggested by the description

of layover. After calculating the level of return at the antenna for a

resolution cell, its position In the output matrix was determined by

calculating the slant range distance to the cell, taking into account

the local elevation of the cell. Depending upon relative elevations and

the angles of Incidence, the returns from several points in the ground

swath may occur at the same time; thus laying-over Into an earlier slot.

It was important to calculate the right quantity at this point and re-

serve the conversion to greytone values until all the returns of a single

scan line had been placed in the appropriate output cells. In case

returns from two (or mnore) resolution cells mapped into a single output

cell the effect at the antenna In a real system would be to add them.

After layover has been accounted for, the combined return values are

converted to greytone values. The simulation Implementation models this

aspect of the real radar operation.
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For the purpose of simulating P0I imagery it is important that the

output matrix be in polar coordinates as well as the resolution cell

matrix. This allows those cells corresponding to a single pulse path

to be accessed as a group,

3.2.5 Backscatter Data

This simulation Implementation uses empirical backscatter data ( 0°)

to account for the effects of differing microwave reflectivities for the

various target categories In the scene. For a given frequency and po-

larization, the oa value depends on the category and local angle of

incidence. For each category of oa data, a third-order polynomial
equation as a function of Incident angle is fit to empirical values of

o at specific angles. Each time the computer program requires a a*
value to calculate the return from a ground spot, the program computes
the value of this polynomial for the particular conditions In existence

thereby providing a continuous estimate of the a* value.

If the frequency and/or polarization of the transmitter of the radar

to be simulated are changed, all that Is required for the simulation pro-

gram to properly account for this change is to change this set of
Input data.

3.2.6 Summary of Greytone Calculation

The software program to Implement the simulation model brings all

of the algorithms ana calculations discussed above together to produce
the image output. It requires a data base of resolution cells In polar

coordinates, specification of all the radar parameters, and a* data for

the categories Included Irn the data base, The output is a matrix of
greytone values still in polar coordinates representing the simulated

radar Image. Another program accepts this matrix as Input and converts

it to a rectangular format for display.

3.3. Formation of Output Image

The greytone matrix which formed the output of the previous step

remains in polar coordinates. A single line of that matrix contains
image density values corresponding to the returned power aloatg a fixed

azimuth angle sweep. In the normal operation of a real PPI Imaging

system the returned powers would bedisplayed by Intensity modulating the
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beam of a cathode ray tube (CRT). The output device available for this

simulation program, however, is a raster scanning device and so the

image must be modified somewhat for the display device.

The polar matrix of greytone values is converted to a rectangular

array of values which can be displayed on the raster scanning facilities

of IDECS . The problem at this stage is to convert points representing

areas In a polar coordinate system to points in a rectangular array

without Introducing geometric distortion. The reverse of this problem

has already been encountered earlier when it was necessary to convert

the rectangular ground truth data base into a polar matrix of resolution

cells. In order to assure an accurate mapping and return all of the

Information In the polar matrix to a rectangular matrix, the resolution

of the rectangular output matrix must be fine relative to the resolution

of the polar matrix. With this criterion satisfied, the mapping In-o

rectangular coordinates can be accomplished by repeating the algorithm

of step one, which Is to map the center point of each polar cell into tho

appropriate rectangular cell. The crucial difference between this

step and the earlier one Is that, at this point, Information is being

extracted from a large polar cell to provide the greytone value for a

number of smaller rectangular cells while In the creation of the resolu-

tion cell matrix the Information is passed from the smaller rectangular

cell to the larger polar cell. However, in both cases the principle

of the mapping algorithm Is the same: Locate the relatively small

rectangular area within the area of the relatively large polar cell

area. In the earlier case the mapping was a function since there is

exactly one value for the distinction of each rectanr i. cell. The

mapping in the present case (from polar cells to rectangular cells) does

not have this useful functional property: each polar call maps to sev-

eral smaller rectangular cells. The calculations required for this mapping

are much more complex and have been avoided. The results produced by

the mapping just described verify that it does maintain excellent geome-

tric fidelity.

IDECS (image Discrimination, Enhancement, Combination, and Sampling)
Is an analog Image processing device which Is electrically Inter-
Faced with a digital computer (PI)P-15) and Is located at the Remote
Sensing Laboratory.
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4.0 SOFTWARE IMPLEMENTATION OF PPI SIMULATION MODEL

The software package to produce PPI radar simulations has been

divided Into two separate units. The first unit converts the rectangular

input data base Into a polar resolution cell matrix. The second unit

produces a simulated radar Image using the polar data base as input.

This division within the package allows the user considerably more flexi-

bility. Numerous changes can be made In the greytone calculation so that

the effect on the output image can be analyzed without re-creating the

polar data base for each run. This allows for considerable savings of

computer resources because in the total simulation process the major

expense is Incurred when the polar data base is constructed.

The program SLICE creates the polar data base. For input it re-

ouires the rectangular data base and system radar parameters. Inter-

nally the program is divided Into two separate activities wh;ch communi-

cate via temporary file space, This step requires extensive computation

and a large amount of memory space. Because of its expense the computation

was separated from the memory requirements as much as possible, thus

minimizing the (time-system resources) product.

The second program unit, labelled VERIF, accepts the polar

resolution matrix for Input, Implements the actual simulation algorithms

and converts the output to a suitable format for display. This unit

actually combines two of the major steps described in the report: (I)

Greytone calculation, and (2) conversion to output format. These steps

were combined for user convenience. In almost all cases when the user

produced a simulation he wanted the output converted to a suitable visual

output form and seldom more than one output format was required. Com-

bining the two steps reduced the user work Involved in producing the out-

put. The two steps are physically Independent activities within the

program VEkIF which communicate via an intermediate tape. If the user

has special purposes In mind the two activities can easily be separated.
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4.1 Application of PPI S1mulatlon.Implement ation to Terminal Guidance

The following sequence of programs represents the modification of the

general PPI simulation programs to apply of the specific problem of ter-

minal guidance.

Because oF the Increased size of the data base and sone special

calculations the program units were further subdivided to enhance error

recovery if an error occurred during the sequence.

Programs STEP) and STEPIA perform the actions required to convert the

data base to polar coordinates, For this application the radar platform

was assumed to be directly over the center of the data base and a full 36U'

scan was simulated rather than only a forward-looking sector.

POLSIM calculated only the return power from each resolution cell

rather than immediately converting this value to a greytone. This

Intermediate step was required because several resolution cells were

averaged to simulate the return from each area.

ECRIT Is the final program unit which converts the image output

into a format suitable for Input Into DICOMED to produce a high resolu-

tion Image output.
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7, ACTIVITY # m "01, , REPORT CODE = 00, RECORD COUNT a 000311"

0001 C SLICE
0002 C
C003 C THIS PROGRAM PRODUCES A POLAR DATA BASE FOR PPI SIMULATIONS
C004 C FROM A RECTANGULAR DATA BASE.
0005 C THE INPUT IS A RELATIVELY SMALL RAECTANGULAR DATA BASE SO THE
C006 C PPI SIMULATION WILL NOT BE A FULL 90 DEGREE SECTOR NOR WILL IT
COO C EXTEND TO ZERO DEGREE INCIDENCE.
CO08 C THE PURPOSE HERE IS VALIDATION BY COMPARISON TO SLAR S IM.ULATIO.NS. .....
C009 C OF THE SAME AREA,
C010 C TO BE USED AS DATA BASE FOR THE SIMULATION PROGRAM
C011 C THE RESULTS FORMED FROM THESE DATA BASES WILL BE
C012 C USED ESPECIALY FOR THE FINAL REPORT 319-27 (6/77)
0013 C
C014 C
Col 5 IMPL IC IT INTEGER (A-Y)
0016 REAL ARCOSFLOATPATANSQRT,
0017 D !ME NS ION PRIOR(29,29) , REC ORD (450) TABL E (1O000 OT( 3P250)
COl DATA NFILEFLIP /4,1/
0019 DATA HALFoSTRT/OI/
C020 DATA CNTNUMB/IoO/
0021 DATA OCTBOCT2/01000000000,0100/
C022 C
0023 C
C024 C THIS PROGRAM COMPUTES THE POLAR RESOLUTION CEL,.. THAT EA.CH
CO5 C POINT IN THE RECTANGULAR INPUT DATA BASE FALLS INTO.
0026 C THIS IS COMPUTATIONALLY EXPENSIVE SO THIS INFORMAT.jQN....
C027 C IS WRITTEN SERIALLY TO A TEMP FILE (INSTEAD OF INTO A LARGE
0028 C POLAR MATRIX RESIDING IN MEMORY),
0029 C A SUBSEQUENT PROGRAM TAKES THIS INFO FROM THE TEMP
0030 C FILE AND CONSTRUCTS THE ACTUAL POLAR MATRIX,. SINCE THE .. .......
C031 C COMPUTATION HAS ALREADY BEEN DONE THE LARGE MATRIX RESIDES
C032 C IN MEMORY FOR MUCH LESS TIME AND SO THE TOTAL JOB
C033 C COST IS LESS IN THIS 2 STEP PROCESS.
0034 C
C035 C
C036 DO 95 Il,29
C037 READ (05#5) (PRIOR(I#J) J al#29)
C038 PRINT So (PRIOR(I oJ).1Je,29)
0039 95 CONTINUE
0040 5 FORMAT(2114)
C041 C
C042 C ADJY m DISTANCE (IN FEET) FROM PLATFORM POSITION. TO.8EGjNNINq..
C043 C OF DATA BASE (DISTANCE TO NEAR RANGE)
C044 C CELSIZ a SIZE (IN FEET) REPRESENTED BY DATA PQ.NTS .- .i. MED $,p j ...
0045 C NUMPT a NUMBER OF DATA POINTS PER RECORD ON INPUT TAPE
0046 C NUMREC a NUMBER OF RECORDS ON INPUT..TAPE
C047 C EACH RECORD GOES FROM SOUTH TO NORTH. R•CORDS ON TAPE IN
C048 C A WEST TO EAST ORDER
C049 C WIDTH v FIXED SIZE FOR RANGE RESOLUTION
C050 C ZBMWD a SOAMWIDTH (IN RADIANS) .-. . ... ...

0051 C
C052 C
0053 C
C •54 C
005G READ(05,10) ADJYCELSIZNUMPTNUMNEC*WIDTHo
C056 A ALT eZ BMWD, ZPUL S
C05? 10 FORMAT(618eE12,4)
0058 C
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C059 1RITE(6,121 )ADJY, CELSIZNUMPTNUMRECWIDTHMALTZ•BMWDZPULSNFILE
C060 121 FORMAT(' PARAMETERS PASSED TO SIMULATION TAPE'u/,
0061 & ADJYCELSIZNUMPTNUMREC,W|DTN,ALTZBMWDZPUL"S -a
C062 & /*61 ,2E12.4,/°'READ FROM FILE NUMBER 'pI4 . ON TAPE'.//)
C063 C
C064 C
C065 C CALL POST TO POSITION TAPE TO PROPER DATA BASE ON INPUT TA"E
"0066 C
0067 IF(NFILE .NE. 1)CALL POST(OI,0,NFILEu1,ERROR).
C068 IF(ERROR ,NE. O)WRITE(6p55)ERROR
0069 55 FOfRMAT( ERROR IN POST ROUTINE# FIRST HALF OF PROGRAM')
C070 C
CO7I C
C072 ALT2 0 ALT*ALT
C073 C
C074 C
C075 C NUMR - MAXIMUM NUMBER OF CELLS IN RANGE DIRECTION IN

C076 C RESOLUTION CELL MATRIX BEING CONSTRUCTED
C077 C
0078 ZXMID a NUMREC/2 + 5
C079 ADJR a ADJY/CELSIZ
0060 ZMAXR a (NUMPT + ADJR)**2 + ZXMID**.2
C081 ZNUMR a SQRT(ZMAXR) - ADJR
C082 ZCW u FLOAT(CELSIZ /FLOAT(WIDTH)
C083 NUMR a ZNUMR*ZCW + 2.
C(J•4 C
Cogs ZCTAU - 983.57*ZpULS/2.
0086 ZHAFANG * ATAN(ZXMID/ADJR)
Cog? HAFANG • ZHAFANGIZRMWD + 1.
C088 NUMANG H HAFANG * 2
C009 c
C090 C
c091 C TABLE a TABLE LOOK UP FOR ANGLE
0092 C USE 1000 TIMES COSINE OF ANGLE AS INDEX
C093 C RESULT IS PROPER AN(G.IE BIN FUR THE POINT
CU94 C
C095 DO 100 I11,1000
C096 100 TABLE(l)mARCOS(FLOAT(I)/100O.)/2MWD + I.
0097 C
C09F. C WRITE PARAMETERS TO TAPE FOR DATA TO NEXT STEP ..

C099 C
c100 WRITE(03) NUMRNUMANGWIDTH#ALTPZCTAU
cIn1mI C
0 10 2

C104 C

C1os Do 200 I"I.NUMREC
CIC6 READ(01,ENDw800) LINE*CRECORD(.M)MI1,NUMPT). ..
Ciln7 c
c108 C ALGORITHM TO PRODUCE 300 DEGREE DATA BAS..
C109 c USING 116 DEGREE BASES AS INPUT
C110 C
C,1 1 I.F(FLIP *NE. I)GOTO 202
c112 c
C113 C
c11 4 DO 2C2 IIuI,(NUMPT+I)/2
C115 Ty a RECORD(I1)
C116 RECORD(II) a RECORD(NUMPT+2-II)
c117 RrORD(NUl0PT+2-II) m TT
0118 .202 CONTINUE
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0119 C
0 120l C
C121 ZX 1-ZXMID
C 12 2 IF(OTF .EQ. 0 .AND, ZX .GT* 0) GOTO 600
0123 105 ZX ABS(ZX)
0124 ZX2 *ZX**2
0125 C
0126 DO 180 J 22,NUMPT
C127 ZY a J+ADJR
c 12 8 ZY2 z zYA*2
0129 C
0130 ZR a SQRT(.X-2+1Y2)
0131 ZNORMuZR-ADJR
0132 R a ZNORM*Z'CW + 1.
0133 COSANG a ZY/ZP ' 1000.
0134 C
C135 IF(COSANG .LT. 0) WRITE(6*69) COSANGZIPJ*R
0136 UUf(CSANG, *oT. 1000) WRI TE,(669).., COSANGPIPJ~eR .....
C137 69 FORMATM' **ERROR - COS > 1'v518/)
C 13 8 IF(COS.ANG .GT, 10 .AND. COSANG .LT. 990) GOTO ?.
C139 ANGE A RCOS(ZY/ZR)/ZBt4WD + 1
c 14 0 GOTO 118
C 14 1 C
C014 2 C ANG -APPROPRIATE ANGLE BIN FOR THE CURRENT POINT.
C014 3 C
C 14 4 11? ANG a TABLECCOSANG)
014 5 C
0146 C
0147 118 CONTINUE
0148 C
C014 9 1 ?(1 1NDE X * .
C 150 IF (OLR ,*NE . R .OR . OLOANG qNE. ANG), GO TO 1 50O
C151 CNT a CNT + 1
c 15 2 CATwFLD(3Oo6*RECORD(INDEX) ) +1
0153 1 F(C AT ~GT, 29 .OR, TCAT .GT, 29) WRITE(6o,542) IvJoCAT*TC AT
0l154. 542 F ORMAT lo IJ CAT*TC AT ',p416)
CiS 1!5F(TCAT .EQ. 0) TCAT * I
C015 6 T CAT a PR IOR (TCATPCAT)
0157 TELV m TELV + RECCRD CINDEX)/OCT2
C 15 8 C
0159 GOTO 180
C160 C
0161 C
C162 150 TELV m TELV/CNT * OCT2 + TCAT
0163 NUMBmNU'4D+1
C016 4 OT(1,#NUM8)s('DP
ClAS OT(2',NUMB)EOLDANG
0 16 6 CT(3#NUMB)mTELV
0167 oLDR 2 R
0168 OLDANG w ANG
C169 IF(NUMB ,LT. 250) GOTO 157
0170 WRITE(0.,) NUM'~oT
r 1 1 NUMBUo
Ili 2 157 SIP¶ SUm41
C1,13 T!L-V *RECORD(J )/OCT2
Cl 74 TCAT F LD(30,p6pRECORD(J)) +1
C 175 1IF(T [A T .GT, 29 ) TCAT al
0176 TOTC N1 TOTCNT + CNT
Cl 77 CNT aI
C1 ?8 C .. .... . .



C179 180 CONTINUE
C180 200 CONTINUE
0181 G610 9000--- -.

018? C ....
0 18 3 C
C1 84 C ERROR MESSAGES
0185 C
C 18 6 800 WRITE(6#801) I
C018 7 Bbl FORMAT(// UNE*XPECTED E ND OfF PILE AT-ki~ibRD"',I6)
C1 88 GO' 0,TO 9 -00
0189 C
0190 C
0191 600 OTF a 1
c 192 WRITE(03 NUMB*OT ... . . . .

0193 WRITE(03) -IPOTa
C 19 4 NUMB 8 0
0195 GOTO 105
01 96 900 WRI TE (03) N.UM~oQT ...... .

0197 WRIT6(6#901) SUMPTOTCNT
0198 9c01 F0MTl~'**OE*'I RECORDS WRITTEN'#
0199 & iCxi o8I PO61NT S' POROC*ESSEi D')
0200 C
C201 WRkI TE(6 o I' UM RIfNU MAN G
0202 911 FORMAT(' NUMR AND NUMANG 4'#218) * . . .

0203 STOdP
0204 END ____

0205 s EXECUTE____
C206 $ LIMI TS 10#l4K.,f oK.........
0207 S TAPE 0h,,,60808ppSL4-02
0208 s F F.I L E 01*BUFSIZ/50O
0209 S FILE 03,X3SS,50L
C210 S OPTION FORTRAN ____

021 1 $ TA...............- .

0 212 S L IM ITS *28K
021 3 C . . . ...- '. ._ _ _

C214 C THIS IS THE FOLLOW UP ROUTINE TO SLICE, __

C21 5 C IT UOSES THE DATA" S'UPPLIEiD'*Y SLICE-*TO PRO~DU-CE A DATAMATRIX
0216 C IN..P.OLAR. COO.RDINATESq..*. ... . . - .

c 217 C
0218 C SLICE AND PIE WERE DEVELOPED ESPECIALLYFqR. qApROq4N0.
C219 C VE R IF ICATION IMAGES' FiOR F INAL REPORT' 319'-'27 (6/??)
0220 C TH IS PR04P AM TAKE.S THE DA.TA ON .. EMFI.g LR9QdjkL.PYL_
C221 C 'SL I CE_' TO PRODUCE TH*E ACULPOLARDAT BASE.

C222 C

0224 IM PL IC IT- I.NT EGER (A-Y) .

C225 DIMENSION A(170u125),PRI OR(29o29)*DAT(3,25O)
0226 D I ME NS 'I.'ON .(SS~ ),,
0227 DATA NFILE/0'/
0228 DATA OC T2#SHk,! Top CT./O..~ppk&tlP.D Q
0229 c
0210 OITF a 0
0231 C
0232 W R IT E (6*595) N.FILE ....-

0233 595 FORMAT( OUTPUT WRITTEN TO FILE NUMBER1*13)
0234 C
C235 C
C236 C POS IT ION. TAPE, TO WRT1. T9O PRO!?,R f.L......
023? C
C238 I F.(NFI LE .aNE . 1).CALL PO-------- NM.A



C239 IF(FRROR .NE. 0)WRITEC6,r54)ERROR
C240 54 FORMAT(' TROUBLE IN POST ftOUTINEP PIE SECTION')
C 41 C
0242 REWIND(03)
0243 READ (03) NUMRoNUMANGWIDTH,,ALTPZCTAU
C244 WRIT E( 02) NUMRPNUMANLPWI DTHoALTZCTALJ
C245 HAFANG a NUMANG/2
C246 C
0247 DO 110 1-11#29
0248 READ(05#321) (PF`IOR(IpJ)pJ&21,29)
U249 110 PRINT 321o (PRIQR(I#J)#JwlP29)
C250 321 FORMAT(2114)
0251 C
0252 C
C253 5 REACo03#ENDmS0O) NUMB#DAT
0254 IP(NUMB .LT, 0). GOTO 500
C255 C
C256 DO 2C0 IL#1NUM8
0257 R a DAT( I I )
0258 ANG a DAT(2fl)
C259 IF(OTF .EQ, 0) ANG a IABS(ANG-HAFANG)+1
U260 C A Tl dFLD (30P6PDAT(3#I) )
0261 ELVI *DAT(3*1)/OCT2
C262 A ( RoANG) a E LV 1* C TR + ACR PANG)
0263 WORDSANG/6 + 1
0264 BIT m MOD(ANG*6)*6
r.265 TAG 8 FLDC(IT#6*CI(RPWORD))
C266 IF(TAG .EQ. 0) TAG I
0267 IF(PRIOR(TAGPCATI) *EQ, CAMi FLD(BITP6#C1(RpWORD))rnCATl
C268 200 CONTINUE
0269 GOTO 5
C 2 70 C
C271 C
0272 C
0273 C
C274 500 CONTINUE
0275 DO 400 Iu1,NAFANG
C027 6 WORD&1/6 4 1
C2?7T SIT a MOD(I,-6)*6
C278 C
02 79 DO 3C0 Ju1#NUMR
C280 MULT a FLD(0*6#A(JPI))
C281 IF(MULT *EQ, 0) GOTO 250
0282 ELVI a FLD(21P15PA(J#I))/MULT.
C283 GOTO 251
0284 250 E L V I a
0285 ELV290
0286 C
0287 ? 51 ACJPfl'ELVI * OCTZ + FLDCBIT#6#C1(J,WOftO*)')
0288 300 CONTINUE
0?89 WRITF.(02) (A(KoI)#Ku1,NUMR)
0290 WRITE(06#23) (A(KPI)#Kal .NUMR*2)
C291 23 FORMAT(l X,00001)
0292 D0 410 KmlPKUMR
C293 410 ACK,91)0O
0294 21 FORMAT (1 ?0 X#06.)
0295 400 CONTINUE
0296 C
C29? C
0298 DO 220 Lal#NUMR-
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029Q DO 220 L2=1#20
C300 22?n C1 (L -L ?2)C
r. n I OTF "1 1 OTF
0302 IF(OTF L.T. 2) GOTO 5
C303 ENDFILE(02)
0304 W RI TE ( 0 2A
0305 STOP
0306 END
0307 S EXEFCUT E
C308 $ L IMI TS 05#36K*,*SK
0309 s F iLE o 3 ti3D*
C31 0 $ T 'APE 02s, X2D.o,,6.1 83,.PDI C.01 3,O.UT
C31 1 $ ENDj 08
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T285?, ACTIVITY N 01, # REPORT CODE 2 0O0, RECORD COUNT 0004I0

Ofcl c VERIF
C002 C
0003 C PROGRAM ACCEPTS DATA MATRIX IN POLAR COORDINATES"S"ROM .......
C004 C FILECODE 01 (CREATED RY STEPI) AND PRODUCES A
COOS C SIMULATION. THIS IS THE VERSION USED TO PRODUCE RESULTS
C006 C OF PPI VALIDATION. (6 SQUARE IMAGES FOR FINAL REPORT -

COO C 319-27 DATED 6/77).
C008 C
0009 C
0010 IMPLICIT INTEGER (A-Y)
CO11 REAL RMS
Col2 REAL ALCGIO#FLOAToS I No CO S, ARCO S
C013 COMMON ZTAF3(10O0)#ZCF(29,4),ZSC2 ,L .EN (735)
C014 COMMON /10/ BASE (275o3), CAT(2?5,3),NUMR #NUMANGoD ISEED
C015 COMMON /OT/ GT(275),ZGT(2?5,3),ZOT(27S)eZSTRT(275,2)
C016 C
0017 DATA NFILE/5/
0018 DATA L1,,L2L3/l#3/
C019 DATA OCT2/0100/
C020 DATA ADJRoZLICE/55519o. 16/
0021 DATA GSCALEGTREF/256,140/
C022 C
C023 ISEED a 1234567893
C024 C
0025 C CALL TO POST TO POSITION INPUT TAPE TO PROPER DATA BASE
C026 C
C027 IF(NFILE .NE. I)CALL POST(Ol,0,NFILE,1,ERROR)
C028 IF(ERROR .NE. O)WRITE(6,1234)ERROR
0029 1234 FORMAT(' TROUBLE WITH PuST ON INPUT TAPE')
0030 C
0031 C

C032 READ(01) NUMRPNUMANGoWIDTHALToZCTAU
C033 10 FORMAT(418)
0(34 C
0035 DO 100 I11,29
(C036 100 READ (05,15) (ZCF(eI J),J l,4)-
00 37 15 FORMAT(4E14.?)
C038 C
0039 READ(05,2) ZS
C040 2 FORMAT(1O(F6.2))
C041 C
C042 C
C043 C WRITE OUT PARAMETERS
0044 C
C045 WRI tE(06. 16) (ZCF(IJ),Js1,4)
0046 16 FORMAT(0 Z C FY'#,/#4El4.,? .

004? WRITE(06,1?)ZS
C048 17 FORMAT( PARAMETERS ZS ',/,1(PF6.,4).
0049 C LENGTH OF RESOLUTION CELL IN AZIMUTH INCREASES WITH RANGE
CU50 C THE ARRAY - LEN - CONTAINS THE RESOLTION CELL .. L .TH.-
C051 C (TIMES 2) AT EACH RANGE BIN, USED TO CALCULATE LOCAL
0052 C ACROSS TRACK SLOPE
C053 C
C054 R a ADJR -WIDTH/2
CoSs DO 105 I=INUMR
C056 R 9 R + WIDTH
0057 105 LEN(I)" ZLICE *R/FLOAT(NUMANG) * 1
00! 8 C
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005b9 C WI D2 = 2 T IMES W'IDT14 OF RESOLUTION CELL IN TRACK*- DIRECTION-----
C060 C __(A CONSTANT VALUE FOR THIS SIMULATION)_____
0061 C . -

C062 -W.ID.2 WI1DTH. W WIDOTH
C063 C
0064 C TRANSFER PARAMETERS TO TAPE FOR OUTPUT ROUTINE
C065 C -

0066 WRITF(02) NUMRrNUMANG#WIDTH
0067 W0-1T6( 6'070Y) NUMRUMO0"WANGW;ýi 6T
0068 707 FORMAT( NUMRNUMAN.G,WIDTHn',I8
00690 C
0070 C
0071 DO 1 i 10 11, 1600......-. .

0072 110 ZTA8CIl)u ARCOS(F'..OAT(I)/1000*)
C073 C
0074 CALL NE.T (2fIEV)
C075 IF(EV .GT 6 0)C OT'6 800 -. ..-.....-.

C076 DO 120 Iw1,NUMR.....~..

0078 120 CAT(I,1)0CATU,#2) ___

0080 DO 300 ANG a lpNUMANG

C082 DO 2C5 Iu1,NUMR ___

C083 OS(,3aAEIL).~
0084 20.5 CAT ( IpL3 )XC.AT"(I*,L2+) _+__

C086 C
C087 210 CALL NEXT(L301EV)..............-...--.-
0088 _IFCIEV t~qT, 0). GOTO 800..........
0089 40 'FORMAT (1Xo,3C14)'
0090 211.CONTINUE............-
0091 C
0092 ZM m..F-LOAT (BASE.( I LZ )-AL T.)/ LOA TAAIDJ .4
0093 C
C094 00 270 ROWu1,NUMR
0095 ROW1 a R'06 I
0096 IF(ROW1.LE: 0) Row1 I

0097 ROW? ROW +1
C098 IF(RCW2 .GT, NUMR) ROW2 aNUMR_

cc)99 C
0100 1 F(CAT(ROPWeLP) E.Q. 0P GC-TO P.27.-

0102 254 ZDELT w FLOAT (BASE( R0WPL2):53ASE (ROWl *L2 ))IFLOAT(WIDTH)
Ci 03* if . * IFBSE()OIL ' ',EQE 0 0)T ZDE-LT a 0 .
01 04 LV a ABS(BASE(ROW*L3)-BASE(ROWoLlfl_____
01 05 z Ny p i* SR t fZY*Z + L-E-N( R-O W")t* 2
0106 . ZRHO m ZY/FILOAT(_LkN(Rjy~).j. ___

C107 ZCOSRHO - i'LOAT(LEN(ROW))/ZHYP

6010 NALTi a -A-LT-f BS(O,

Cl 11 Z GDIS * 'ROW*'WY~TH +*ADj'R
0l11? Yr a ?M*ZGDIS 3, AI.T
0113 IF( Y .GT, BASE(ROW*L2)) GOTO 270.
C0114.......... FLOAT( + ASEtR0W~rL :.ALYTiL-iW.l_...- ____

01 15 ZSR a SQRT( TGDISa'2 + NALT**2)
01 16 Z 5 1N TI a ZG 0.IS/ ZS R
01 17 ZCOSTI4 a FLOAT(NALT)/ZiR-
01 18 C - -- _ _ _ _ _ _ _ _



jLQ 1 9 750 CONT INUE
C 1 20 IF (ZCF(CAT(ROW, L 2o 1) .LT .1CC GOT 0 2 5 1._
c I ?1 iOT (ROW) -10.
0122 GOTO 270
C1 23 251 C ALL R TP WR( ZRPHOp ZCO0SRPH0,-Z DE L TNA L T CA T ROW'*LZ-);ZCfeoS*f)
01 24 1 ,ZS I N T Hs,ZP 'WRA) .-
C 12 5 ZOT(ROW)m ZOT(ROW)+ZPWA
01 26 270 ..CONT 1N.UE
01 27 C
01l25 D0 4.10 JxlNUMR
0129 IFCZOT(J) .LT, .00001) GOTO 409
C 130 ZFADE a 1. + RMSCISEED)/3.
C 131 IFiZ4FDE .LT. 1OE-5) ZAE*10E-5
0132 FA.DE, GSCALE/2 .* AL(ý10,(~ZFADE)-
0133 GT(J) *GSCALEI2 * ALOGIO(ZOT(J)) 4 FADE + GTREF
C 134 1IF ( ,(J ) .GT, (GSCALE-1)ý GT(J)uC(GSCALE-1)
0135 IF(GY(J) .LT. 0) GT(J)uo
01 36 G070 410
C1 37 409 GI(J )20
C1 38 410 CONTINUE
01 39 WRITE(02) (GT(J).,Ju1,NUMR)
Cl140 WRITE(6*13) (GT(J '#26pJm1,NUMR#2)
C141 13 FORMAT(1X#12111)
0142 C
0143 T a Li
0144 OL
C145 L22L3
Cl146 L 3 aT
0147 C
01 48 00 290 KXIPNUMR
C149 ZGT(KPL3)zO
01 50 790 ZOT (K) sO
C151 300 CONTINUE
0 15 2 STOP
0153 800 WRITE(6j,801) ANG
0 15 4 801 FORMAT(' RAN OUT OF DATA AT RECORD ,15)
C1 55 S TO0P
C0156 EN D
0 15?7 SUBROUTIANE NEXT (LINEol1EV)
0158 IMPIL.IC IT INTEGER (A-Y)
L159 REAL RMS
0160 COMMON /10/ BASE (275p3) * CAT (275#3) #NUMR #NU-MANq_,fISEA.D
C161 DATA OCT2/O100/
C016 2 C
C163 READ(01,#END9900) (BASE(IoLINE)#I1I#NUMR)
01 64 C
0 16 5 Do 100 Im1,NUMR
01 66 CAT(I..LINE) a FLD(30p6#BASE(I#.LINE)),-.
0167 BASE (I#LINE)x8ASE(IpLINE )/0CT2
C16ý C MODIFICATION FOR TREE CATAGORY (CAT 14)
0 16 9 C ELEVATION IS AODIFIE'D TO R E FLE CT 'A D"DI TI1ONAL "HEIGH OFRE'ES
C017 0 C
01 71 IF(CAT(IPLINE) *NF, 14) GOTO 100
C017 2 BASE (I #L 1NE )uBAS E(I #LI NE ) +0 t + ,
0173 100 CONTINUE
C0174 RETURN
C175 900 IEV a 1
0176 RETURN
0177 END
cii'8 SUBROUTINE NTPWR(RHODCO.S-RHOEL.T,,NALTpICATLfCQ.ITiNJ.1tgH?-P.W '.) _.
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0180 COMMON TA8LF(10OO)pCH(29,p4)pS(21 ____

0182 ITRACE a1 I
c 18 C
018.4 D.A.TA BASEALTPS1GREF/25500, s-1,21..
0185 IF ICAT .EQ. 0) '*C AT 'a' 1
0186 IF(I CAT ~GT. 1I GOTO0 50 5

0188 R FTU.RN, ....
C18 9 C
C1 90 ýC CALCU-LAT.E L.OC.AL ANGL.E 0F pN C. IDE.N.CE..
0191 C
019? 505 AC0OS a.9COTH.+_ + N~jIt 1 HSIT(4 +ET~2RO*{.
C1934 TiF(ACO 6" 40T.6 0.) GO0TO0 8 00
0194 NLOC 9 CS109
0195 ACO C -- T A SL ( N LOC*5 7.29
0196 C
019? FN'LO0 L T a 6' .O'. NLC .GT 95) A L 0C.. uA-RC0S( ACOS)*5.29-5-
01 98 C____
01 99 C CA LCULAT'E+ SI GMA -ZfW- F+R dGI VEN 'CATAGORY( TT THE ýLOC AL ANGLE
C200 C OF INC!.DENC-E 'U.ST-CA-LC'ULATED .... . .

C201 C
C202 SIGO aALOC*,(ALUC*(ALOC*CFI.CAT#1) + Cr(ICAT#,2)) + CF(ICAT,-3))
0203 ~ +C(CT4

C204 c ____

C206 ,C

C20 'C THO-ELT-w' SINS OF AN.LE THETA-DELT .

C208 C W HI CH.I.1S N EEDpE D F 0R T H.E PO0W ER FO0R MYULA
W29 'C

C210 IF(DELT .LT. .05) GOTO 210 ___

021 2 GOTO 211 .. .. , .. ,.

c2 13 210 'TH6ELT a SiNTH
C21 4 211 IF_(THOELT * .T, .001) G OTO 810......
021 5 C
C21 6 C
0217 ALTa iBASEAT/NL
C0218 C
0219 C POWER EQUATION
0220 C
C221 P WR 0 (10#* SIGO)*SINTH*S INTH*(ALT**3)/(2*COSTH*COSRHO*THDELT)
0222 .,GQ..L 900 _ .. . . . . . . . . . . _ _ _ _

0223 C
CM2 800 IF(ITRACE .GT, 3) WRITE(6#801) COSTH*DELrDACOS

C226 801 FORMAT (f DEOTA Is > THETA ,~04

0228 G OT 0 9.00 -- _____

C229 810 IM(TRACE .GT. 3) WRITE(6,v8l1) SINTHpCOSTHoELTvRHOsTHDELT
C230 811 F MAT 0 kjT A T * A5F
0231 PWR a 10.
0232 900 -AE T URAN .. .

C233 ENW6
0234 $ EXECUTE.... .

C-235 $ L IMITS 65 s .,
0236 S T.AP E 01+,XlDDP6i10-8.3,poDICO1 ."... . .

0237 $ T APE 02#X20D PP60724 opAB FALl ,0OUT
C238 S O PT ION FO0RT RA.N



0239 s FORTRAN
C240 $ L IMITS 2.8 K
d 24 1 C
0242 C PROGRAM TO TRANSLATE BACK FROM POLAR COORDINA T ES TO0
C243 L RECTANGULAR TO DISPLAY IM7AGE. (THIS Is SPECIAL
CR44 C VERSION FOR THE PPI VERIFICA~TION IMAGES OF6/7,-
0245 'fMPLIC IT INTEGER CA-Y)
C246 REAL FLOAT,-ARCOS
0247 _DIMENSION BUF(E500) PTABL.E(000O)
C248 DATA i.SI ZE,#ZBMW.P/60.,U.9631E-3./
C249 DATA ADJRPRES/55519#156/-
0250 C
C 2s51 C
0252 C RED0i)MAOSAXNWIT
0253 ED0#5 AD*MXN#IT
C254 is YORMAT .4 16)
C 2 55 C
0256 DO0 100 I1 1ol000
C25 7 100 1A E()2 ARC'S( FLOAT'(I)/1000. )/iZiB-pD -,..

0258 C
C259 C

020 C
C261 HFRES a RES/2
0262 IF(2*HFRFS .LT. RES) HFRES *HFRES +1
0 2 63 C
0264 555 C ONTIN U.E..
C265 C
C266 Z Y aADJR + ZSIZE*(RES+,5).
0267 DO 600 IalpRES
0268 z~ -a - zsx ze
0269 z Y2 8 ZY zy
C 2 70 C
C271 200 DO 575 JuIRES/2 -.-.

0272 N~ X J*ZSIZE -ZSIZE/2 ,- ...

0273 Z X2 *NX * NX
r P7 4 ZRDIS a SGRY(ZX24ZY2)
C275 R a (ZRDIS-ADJR)/WID7A
C276 IF( R, GT, MAXDIS) GOTO 580 -

0277 COSANG a ZY/ZRDI1S * 1)000'.
C 2 78 ANG a TABLE (COSANG)
02?9 IF(CCSANG .LT, 6 .OR. COSANG .GT. 994)
0280 & ANq 2 ARCOS(ZY-/ZRDIS)/ZG8MWD.
C281 IF(ANG #EQ. 0) ANG I
C282 C
C293 C
0284 1IF(R *EQ, OLOR AND., ANG ..EQ* OLDANýG) ..GOTO0-57.5'....
C285 CNT a CNT-01
C286 lF(CNT *GT. 1)+ GOTO 385
C287 OLC)R x ft
0288 OLDANG m ANG
0289 585 IF(CNT sGT, 600) GOTO 800
C290 F LD (Co,10 v U F(C NT ) a'J '-1
C2!91 FLDC10o1flvBUF(CNT) )OLDR
C292 F0.( 20*1.0o-BUF (CNT)uOL DANG-
0293 OLDR a Rt
0294 OLDANG a ANG
0295 575 CONTINUE
0296 580 CNI v CNT + I
C297 FLD(0,10oUF(CNT) )mJ-1
0298 .FLA.(10PI0,BUF (CNT) ) OLD.R . . . ..-..-
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C299 FLD(20PlOBUF(CNT))2OLDANG
C300 OLDR = R
L301 OLDANG = ANG
C302 WRITE(03) CNT
"0303 W'IT'E(03) (BUF("i9),19',CN) ..................1
C304 TOT a TOT * CNT
"C305 MOST ' mAX(MOST,CNT)
0306 CNT a 0
0307 600 CONTINUE ..........

0308 GOTO 950
C309 800 W"I'kTE(6,8O') I
C310 805 FORMAT(. BUFFER OVERFLOW AT LINE•.5.)
0311 C
C312 C
C313 . 950 WRITE(6951) T-T 6S"T
C314 951 FORMAT(' WE ARE DONE '.218) ....

C315 
STOP

C316 END
C317 $ EXECUTE
C318 S LIMITS 1C,11K.,P2K
0319 154, 2ý 26.,o,
C320 S F ILE 03,X3SD .50L
C321 $ OP'T I N FORTRAN
C322 $ FORTRAN
C323 $ LI-MiTS ,28K
C324 C

C C326 I MPL ICIT INTEGER (A-Y)
C327 DIMENSION BASE-(1t56,6),BUF6(600)-,RECORD(156)
p328 .. DI MENSION IN(3_ 00)............... ... . ... .. .
0329 DATA RES/156/
C330 H.F.RE S_ ,R-ES./21- .
0331 C

0332 REWIND(01)

C334 C

c335 s-R-AD"(0 I) NU M-RNU-M A-N G,, P W1 . .D..T

0338 C

0339 DO 110 I-1,NUMANG
C340 -READ (01) (IN(J),PJl, NUMR) ............

0341 ANG - I
0342 WORD . (ANG-1)/4 + I . .... ..... ..
0343 BIT * MOD((ANG"I),4)*8
C,.€ 3 4.4 C
C345 00 1C5 J1 1NUMR

0346 105 FLD(BIT 8pBASE(JWORD))m IN(J) ...........
0347 110 CONTINUE
C348 C
0349 s Do 5o0 l ,RES................. ........... ...
C350 N.. M E 1
0351 READ(03) CNT
U352 I.f.(CNT . Q.., .0)..•OT.Q ? . ... ...

0353 OTF a 1
*0354 READ (03) CNT

0355 7 R-EAD 6 3')'( Bu6F (*I-9), p 9 a I uC NT)
0356 IF(CNT EGo, 1) GOTO 400 ..
0357 STRT a 1
C358 END " FLD(010?B.UF(1))
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C359 R z FLO(10,10,BUF(1)
C360 A NG * FL D (20s,10,,13U F(1)

C036 1 C
0362 C
0363 120 TN HAFANG-ANG + 1
0364 WORD 2 (TH-1)/4 *+ I

C365 BIT uMOD((TH-l)r4)*8

C366 LE -FT a FLD(BIT#8oBASE(R.#WORD))
0367 TH * HAFANG + ANG

0368 WORD a(TH-1)/4 + I.................... . ..

0369 BIT *M0D((TH-l)o4)*8

0370 RGT *FLD(8IT*8#,BASE(R-#.0WR.D))........
0371 C
0372 121 IF(NUM, .EQ. 1) RECORD( H FRES)o GT,..

03 .73 Do 200 JuSTRTPEND
0374 JlsHFRES+J . . . . . . . -

0375 j2 m HFRES-J
0376 RECORD '(J 1)ORGT ... . . . .

C377 200 IIECORD(J2)wLEFT
C378 C
C379 NUM a NUM+1
0380 IF(NUM .GT. CNT) GOTO 400 -

0391 STRT 2 ENO+l

C382 END a FLD(0p10oBUFCNUM))
0383 R a FLD(l0,1l0,pBUF(NUm))
0384 ANG 0 FLD(2C,10,BUF(NUlM)) .......................
0385 GOTO 120
0386 400 CONTINUE
0387 C
C388 C ****** THIS SECTION WRITES TO4..JEiC...,
0389 C
0390 C .. ~
C391 c
0392 C
0393 WIE0)RCR(9,~lRS
0394 W R IT E(6, 23) ( RECOR D(19) 2 6o I.9al R.ESo 2 ). -

0395 23 FORMAT(IX,12011)
0396 C
0397 450 DO 490 Ma1,RES
0398 490 RECORD(M)EO
0399 500 CONTINUE
0400 WRITE(6*501)
0401 501 FORMAT~i/i THAT IS ALL FOLKS')

0402 GOTO 900
0403 900 STOP
C404 END
0405 S EXECUTE
0406 S L IMIT7S l0o20K#.iZK
0407 S TAPE dl *Xl 0!lp60724*o AB FALI
0408 S TAPE? 1 02o*.., X1D ..670#

0409 $ FILE 03#X30D#50L
0410 $ ENDJOS
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"T2863, ACTIVITY # 2 01, o REPORT CODE = 0'0, RECORD COUJNT -- 000264

0001 C STEP1
C002 C
C003 C THIS PROGRAM ACCEPTS DAT-A -POINTS (R0ECTANGU-L'AR' i'ORMAT) FOR INPUT
C004 C AND CREATES THE RESOLUTION CELL SIZE MATRIX IN POLAR COORDINAT.
COO5 C TO BE USED AS DATA BASE FOR THE SIMULATION PROGRAM
0006 C
0007 C
0008 IMPLICIT INTEGER (A-Y)
0009 REAL ARCOSFLOAT
0010 DIMENSION PR. OR2,0 l21 ).RECORD, (3 9,)TABL E.IOO0),0T( 4250 )
0011 DATA HALF,STRTiO,1/
0012 DAIA CNTNUMB/1.O/....................
0013 DATA OCT8,,0CT2/010000000000,O0h0/
0014 DO 95 1al,21
Co15 95 READ(O5S5) (PRIOR(IJ),Ja1#21, )
C0 16 5 FO R.M.. T T( .3.) ..
0017 C
0018 C MIDX a DJSTANCE (FE.ET) FROM LEFT EDGE OF DATA BASE TO TARGET CE
0019 C MIDY m DISTANCE (FEET) FROM BOTTOM EDGE OF DATA BASE TO TARGET
0020 C RADIUS a RADIUS (IN FEET) OF SIMULATION DESIREP(_ .. MIN(MIDXMID
0021 C CELSIZ a SIZE (IN FEET) REPRESENTED BY DATA POINTS - ASSUMED SQ
0022 C NUMPT a NUMBER OF DATA POINTS PER RECORD. ON JNPUT TAPE
0023 C NUMREC - NUMBER OF RECORDS ON INPUT TAPE
0024 C EACH RECORD GOES FROM SOUTH TO NORTH,. RECORDS ON TAPE IN
C025 C A WEST TO EAST O'RDER
C026 C WIDTH m FIXED SIZE FOR RANNGE RESOLUTION..............
0027 C ZBMWD m EEAMWIDTH (IN RADIANS)
C028 C
C029 C
0030 C INPUT PARAMEIERS USED FOR PICKWI3CK (9/14/76)
0031 C 31690 31690 26400 - 20 3169 31'9 200 - 017 5

0032 C
0033 C **********MOD I FI CAT ION******'*****(10/ 14/76)
C034 C
0035 C ONE HAS THE OPTION TO MAKE RAN'GE RESOL U6TION FI'X5ED ....
C036 C LET. WIDTH, ..Dk.SIRED .R.ES9ýL.QTION.-
0037 C OR TO HAVE RANGE RESOLUTION VARY WITH RANGE
C038 C LET WIDTH = 0 AND INPUT VA.L.U.9 Fr.R P.J .W.|0_T.A.
0039 C (FACTOR OF E-06 ASSUMED -- SO INPUT PARAMETER WILL LIKELY
0040 C BE BETWEEN ,,1 AND 2,)... ................. ... ..

n041 C
0042 C INPUT PARAMETERS FOR PIK.W.IC.K ...(.1 .14 .
C043 C 31690 31690 26400 20 3169 3169 0 4000 .0175 .25
0044 C
00 45 C
0046 READ (05,10) MIDXMIDY..RA.DIU.S.,CEL.SIZNUMPTNU MR__j5-I.* lD.THt
0047 & ALTPZUMWDPZPULS
C048 10 FORMAT(8I6#2F8.5)
(049 C
0050 C QUARTER a FLAG TO DO ONLY ON.E 9.V.ADR.ANI".Q ..
0051 C <"C DO FULL 360
0052 C
0053 READ(05#15) QUARTER
C054 15 FORMAT(12)
C055 C
0056 ALT2 • ALT*ALT
C057 c
0058 C..... ..
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CO9 C NUMR - MAXIMUM nUMBER OF CELLS IN RANGE DIRECTION IN
C060 C RESOLUTION CELL MATRIX BEING CONSTRUCTED
C061 C
C06? IF(MIDX .GT. PADIUS .AND. MIDY .GT. RADIUS) GOTO 80

0063 WRITE(6#62) RADIUS#MIDX*MlDY
0064 62 FORMAT(' WARNING - DATA BASE TOO SMALL_FOR DESIRED
C065 & SCENF, LARGEST CIRCLE POSSIBLE WILL BE SIMULATED,/
0066 & * INPUT PARAMETERS WERE RADIUSMIDX#MIDYu.*318)
0067 C
CU68 IF(MIDX .LT, RADIUS) RADIUS * MIDX
C069 IF(MIDY *LT. RADIUS) RADIUS a MIDY
COO C
0071 80 IF(WIDTH *EQ. 0) (OTO 85.......................
C072 NUMR = RADIUS/WIDTH
007,3 ZCW a FLOAT(CELSIZ) /FLOAT(WIDTH)
C074 GOTO 86
C075 85 ZCTAU , 983.57*ZPULS/2.
C076 MXSR • SQRT(RADIUr.S**2 4, ALT,**.2).........................
CO? NUMR u FLOAg(MXSR - ALT)/ZCTAU
0078 C
0079 C NUMANG - NUMBER OF ANGLE BINS TO BE CREATED IN RESOLUTION

C080 C CELL MATRIX
0081 C
0082 86 N90 1.57/ZBMWD + I ..
C083 N180 • N902 + 1
0084 NUMANG z N90*4
0085 IF(NUMANG .,1. 720) GOTO 815
C086 C
C087 C X AND Y COORDINATES OF CENTER OF DATA"BASE
0088 C
0089 CENTRX a MIDX/CELSIZ
0090 CENTRY a MIDY/CELSIZ
0091 C
C092 C RAD - NUMBER OF DATA CELLS FROM CENTER TO F.D.GE OF

0093 C SIMULATION AREA
0094 C
0095 RAD • RADIUS/CELSIZ
0096 WRITE(6,73) NUMRNUMAG.!,.sCE.NTRX,.CE.NT.RY.,RAD
C097 73 FORMAT(W/' INITIAL PARAMETERS ,5181/)

0098 IF(RAD ,GT* CENTRX ,OR, RAD 1GT. CE.T.R.) . 00T,. 81.Q
0099 C
0100 C TABLE • TABLE LOOK UP FOR ANGLE..
C101 C USE 1000 TIMES COSINE OF ANGLE AS INDEX
C102 C RESULT IS PROPER ANG..E..B..N F OR ..-H .,J. . . .
C103 C
C104 DO 100 m1,410100 .0.. ....

C105 100 TABLE(I)UARCOS(FLOATtI)/1000.)/ZBMWD + 1
C106 C
C107 C WRITE PARAMETERS TO TAPE FOR DATA TO NEXT STEP
ClO1 C
C 10 9 WRITE(02) NUMR,NUMANG,R A IUSoW I D T H; N90ALToI""CT AU -.

r11o C
0111 C
6112 C BEGIN - FIRST ILINE OF DATA PASE TO 0E0Ut.p.N T HIS
C113 C SIVULATION
0114 C IN CASE ONE WISHES TO SIMULATE .NLY - A-t_.qftM .NY,...F....E ..
C115 C ENTIRE DATA BASE SOME LINES OF THE DATA BASE WILL BE
0116 C UNUSED. THIS LOOP POSITIONS THE USER AT THE FIRST LINE
0117 C OF THE INPUT WHICH IS TO BE USFD
0118 C
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C119 BEGIN aCENTRX - RAO
0120 -IF(BEGIN .EQ. 0) G -OTO 115

Cl1?2 1 10 R EA D (01)
0123 115 9E61N a BEGIN~l
0124 4RITE(6*67) BEG1N
01 25 6? FOýM-AT('"F1 zEIN u,15/1i)-.--.
0126 C -

0127 C
C1 28 C
b012 9 DbO 200 Iw6EGINNUMREC
01 30 C
0131 C k A D I't NEiW L IN E O F- IN"0UiT _

c 13 3 REA--dCO1'EN'D*00j)6'(ýe*-(ý,ý-#io,ý'

0134 C
0135 C NX - DISTANCE ( IN NUM'ER' OF-CELLS) i`N-X DI'RECTINfROM~ý--
Cl136 C T HE C.ENTER TO TlH.E CUN+RNT UE.F~~
01 37 c
C138 NX *I-CENTRX
01 39 fi(NýX' '.EQ. 0) NXU 1........... . . .- ,,.

Cl 40 IF (N X .GE., 0) HALF a 1
0 141 0F6NA .6E. 0 SAND. OTF .EQ, 0) ..GO ITO 600
C142 105 IF(QUARTER .GT, 0 .ANDL.NX .GE. 0.) G+O7T1 .50 0
01l4 3 I7F(~x IdT. CEN'TRX) dOTO 500
0144 NX2 9 NX * NX ... ,-

C 14 5 Z X ' ASS (NX
01 46 C
01 47 C
01 48 C P LA f.E g ACH PCOINT OF JHg CURRENT INP.UT ON INE TOI-LH..
C0149 C APPROPRIATE CELL OF THE RESOLUTI)ON CELL MAT RIX BEING

.0150 C CREATED
C 151 C EACH PASýS THROUGH' TH'IS' LOOP PROCESSIS 'TWO POI"NTS "b"F74
0152 C L IN F -- THE ONE J CELLS ABOVE THE CENTER LINE.
01 53 C A ND THýE ONE J CELLS BELOW THE CENTER 'LINE
0154 C
01 55 DO 18 0 J J a #R A D+ I
C0156 J 1J-1

01~7 IF( UARTER .GT. 0 SAND. J .6T7.IABS(NX) GOTO 200
0 15 8 NYZ 2 J* J
01 59 ZR aSQRT(NA2 +NY2)
S16 0 C

C016 1 C R -DISTANCE (IN NUMEUER OF CELLS) FROM CENTER POINT TO
0162 C THE CURRENT POINT
0163 C
C 164 F.(W IDTH, .EQ, 0 ) GOT0 1.13,
01 65 R a iR'*ZiCW ' 1.
C 16 6 GOTO '3 '13
0 16 7 113 SR a SORT(ALT2 + (ZR*CELSIZ)**2) -AL'T

.0168 I1F.( S.R _L T . 0) GO0TO0 18 0 . ... .C 16 9 R ' SR /Z C IAu 4- -1 .
0 17 0 313 IF R 6%T NUMR) GOTO 200
01711 COSANG a ZX/ZR 1000.
01 7? r
0173 IF(COSANG .LT, 0) WRITE(6#69) COSANGp,IuNXPJPR
C0174 1IF(CCSANG G71. 1000) WAI TE(C6 #6 9) C.0 ANG #I fAX. J oR-
CI?5 69 FORMAT(// **ERROR - COS > 1,1/
01 76 IF(C 'CSANG .GT. 10 ,AND. COSANG .LT, 990) G 1T1.7i
01?? ANGm ARCOS(ZX/ZR)/ZBMWD + 1
01 78 GOT 670118
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C 179 C
CI S) C ANG - APPROPRIATE ANGLE BIN FOR THE CURRENT POINT
0181 C

C1 2 117 ANG = TAB3LE(COSANG)
0183 C

0184 C HALFzI IMPLIES RIGHT HALF OF THE .SCENE -. IS BE"IN G PRO.CES.SED
0185 C SO THE VAR IABLE ANG IS MODIFIED APPROPRIATELY
C186 C
0187 118 CONTINUE
0188 C
0189 120 INDEX a CENTRY + J
0190 IF(OLDR *NE. R .OR. OLDANG .NE. ANG) GOTO 150
0191 CNT - CNT + I
C192 CATE FLD( 306*RECORD (INDEX) ) +1
C193 TCAT - PRIOR(TCATCAY)
0194 TELV 2 TELV + RECORDINDEX)/OCT2
0195 C
0196 INDEX = CENTRY - J
0197 C AT T FLD (30, 6, RE CoRD. ,INDE X) )+
C198 4CAT m PRIOR(BCAT#CAT)
0199 B E.V = RELV + RECORD(INDEX) IOCT2
C200 GOTO 180
C201 C
C202 C
C203 150 TELV a TELV/CNT * OCT2 + TCAT
C2{04 BELV a BELV/CNT * OCT2 + BCAT
0205 NUMBnNUMB+!
0206 OT(1 ,rUMB)SOLDR
0207 OT(2,NUMB)20LDANG
0208 OT(3,NUMB)zTELV
C?0•9 0T(4#NUMB)&EELV
0210 OLDR 0 R
C211 OLDANG - ANr,
0212 IF(NUMB .LT. 250) GOTO 157
0213 WRITE(02) NUMBOT
021 4 NUMBzO
0215 157 SUM * SUMN I
0216 TELV 2 RECORD(CENTRY +J)/OCT2
021? BELV a RECORD(CENTRY -J)IOCT2
C218 TCAT 2 FLD(30p6,RECORD(CENTRY+J)) 4 I
0219 BCAT a FLD(3016#RECORD(CENTRY-J)) + 1
0220 TOTCNT z TOTCNT + CNT
0221 CNT a I
0222 C
0223 180 CONTINUE
0224 200 CONTINUE
C225 GOTO 900
02?6 C
C227 C
0228 C ERROR MESSAGES
0229 C
C230 800 WRITE(6,801) I
0231 801 FORMAT(I/' UNEXPECTED END OF FILE AT RECORD '#16)
0232 GO10 900
0233 810 WRITE(6,811) RADIUS#MIDXPMIDY
0234 811 FORMAT(//,' ***ERROR RAPIU$ EXCF.U DS OAT.,A.., 9..
0235 1 SIZE - RAD I,,ICJS X '#,I8*, YN1#I8)
0236 GOTO 900
0237 815 WRITE(6,516) NUMRRADIUSPWIDTH
C238 816 FORMAT(//i ' ***ERROR - SIZE EXCEEDS DIMENSQ•QION ,OF ARRAY
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0239 1 A'VX -- 1 6 0 RANGE CELLS--=,15.'RADIUSm'*198,' W10f",78)
0240 G-010 9.00 ..-1.
d 24 1*E
0242 C WR ITE OUT DATA HASE M~ATRIX FOR
C243 C JERIFICATION
0244 C

-d-ý 4s 600 0.T F -W 1
0246 WRITE(02) NUMBPOT
C 2 47 '6NDf'LE(O b2)
024118 NUMB a0
0249 GOTO 105
C025 0 500 CONT-INU E
0251 900 WRITE(02) NUM8#OT
0252 W.R1.T.E( 6.-901 ) SUMoT.OTCN.T -

0253 901 FORMAT(1OX#'***DONE***',I8#l RECORDS WRITTEN'*
0ý54 & 1-CXo,I8' POjRTJ P,,RO.CESSED') ....
0255 STOP
0256 DoQ .. ... . -.. .. .,.......

0251 S EXECUTE
0258 S MSG2 2PMOUNT 61O62##SORTX? AS _CONT REEL__FOR 61061 - -

0259 $ L IM I TS 40#20Ko,.5K
C260 S T.AP E 01,p#61O61##SORTX1
C261 S FFILE O1#BUFSIZI3175
0262 S -T A P E 02#4 .f6lO84#,.DICO14oOUT .. . . .

0263 S FFrLE O2 8U FS if? 4 006
C264 $ E NDJ OB
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1`1 ýl C P AR T0 1O DA f AA H AS h C RAT ION
c 10 4 c

C006 DIMENSION A(265,'dl),PRIOR (2lo~l),DAT(4,*250)

C008 DATA OC T2,SHIFTCTR/0100,O100U00,O1 C000000000/

0010 OTF a0

0012 READ(01 ) NUM~%NUMAN~ioNAD IUSWIDTHN90,-ALTPZCTAU

0014 C

0016 110 READ(05#321) (PRIOR(IJ),Jml1,21)

0018 aC

C020 5 READ(C1#-END~t500) NUMU.PUAT

0022 DO 200 I121#NUMH

0024 ANG a I)AT(2oI)

0026 .LV1mDAr(3oI )/OCT?

0025 ELV2*DAT(4.oI)/OCT2

00 10 WORDZANG/6 + 1
1501 3 oto rF IJMN60#6. Wei

0032 TAG a rLD(8IT*6oC1(iWORW))

0 03 4 1 F (P RI ;R(T A CiCAT I *E. CA Ti1 F LD (B IT # oC 1 R P IR D C A I

0036 IF(TAU EQ 0) TAG 1

OU36 d CONTINUE

0040 C

r004 2 5 R E A D (n1 oEND-a500) NUfiLdDAT

nl044 Do 292 I1 = NUMdj

00 4 ANG =DAT(2#1)

00O4 ELV22tbAT(3,1)/UCT2

0050 ELV1=0AT(4&1 )/OCT2
-01 1,- 1- -AMi- j*p)~tV'*RT*" +EL V?-+ TTR-0 'Al fr. ---

0052 WOI4=ANG/o + 1
_qT" _ -91T IBrr 7M*D ( A-RGo 6 ) 45........-6--.-

0054 TAG z FLD( dIT*6 Cl(RrWORD))
10 u --.-.-5-- 3_________________--0 " r r-I -

(1056 IF(PkI0RCTAGoCAT1) .EW. CATI) FLD(t31T#6#Cl(RoW0RD))=CAT1
ls7TAG a-rLD iIT#6,tr?C~iWflRD ) Y

05 i IF(TAG .Fj. (J) tAG I



,Vý59 l(Pk~lUN(ALoCAT?) *LU. CATZ) FL(jT--?fp0D)CT

L 06 U 2,,) 0N I I NlU!
0061 G 0rTofr6. --- .

006~2 C
C063 C
01)84 530 CONTINUE

00~66 In N90' + 1 - I I

C068 LjIT a _________

0070 CO 301) J1 ,NUMR

0072 1 F(MijLT EFQ. 0) (GOT( 250)

C074 ILV2 = FLD,.21,#15*A(Jpl))/MULT
0075 -Gl T-. -7
0076 250 ELVlt-0

fl073 C

COO0 ACJfI)aELVl OCT2 + FLOCIITo6pCl(JpWURD))

0082 ýnITE(02) QT
U01 3' I F( I I ,4~ ) WI T C 6'o 21 1) tliCU, ?iuM 0Nmk 3)

(j 08 4 1 r U RM AT (17 ?( 1 X p 06)
*tir t~* -1471 -CC1-c"IIIT a e........-__

r 'Ki 6 C

0(F 91 -1 F(l .LT. 4) WRITE(6o21) CA(JSo iNUdW~
() 0 cl u 410 j-- otiumH

C (,o2 '2 0 CONTINUE
0114 5 c

C09 4 1,U 2iL L al NUMR

oq96 I1 (L ~L 2 )=0

--- rf!17?(fF * ~ .k 1. .? !M

01191CALL FCLnSE(P1)

011 U, 4 t I I M ITS 1), 7~ S

UJC6~ F IL L O?PIUPSL 2/1600
nt(17? I IAPE' !11 PXIDD,, 61 (18%, DIC014

ýlI 1 $ 1APE fl?oX2DDpo62ClI2*PAAA444#OU~T
-tI r9VV- I$ -1N- O ITT--.......
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ABSTRACT

The rationale for developing interactive feature extraction tech-

niques Is presented, These techniques will have a great impact on three

major problem areas, data base construction, hybrid simulation, and the

updating of the simulated products, encountered in the simulation process.

The concept of Interactive feature extraction is also presented. The

es3ential ingredient of this interactive concep.t Is the optimization of

man-machline communications, I.e., the operational system would be designed

so that an Image Interpreter, a non-computer expert, would use the com-

puter as another interpretation tool, and thus become as familiar with

it as he is with the stereoscope and proportional dividers.
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1.0 BACKGROUND

The demand for a cost effective radar image simulation has been

steadily increasing over the past several years. The Impetus for

developing such a capability lies in the exorbitant costs involved in

building and operatIng modern Imaging radars arid In the growing interest

in using simulated radar imnages as reference scenes in remotely piloted

vehicles (RPV's). The simulation of Imaging radar systems involves

transforming the known geometric and microwave scattering character-

istics of the target scene Into the desired final product, The terres-

trial envelope can generally be divided Into two basic classes of micro-

wave scattering categories, cultural and distributed, each class of

targets presenting particular simulation problems. Thus, a different

model has been developed to efficiently process each class of scatterers.

The closed systenm approach, i.e., the target scene, radar transceiver

and Image medium are treated as a single closed system, was used to

develop the point scattering model for distributed targets and the

area spatial filtering model for cultural targets 2. The resulting simula-

tion techniques cari be combined to forma hybrid simulation which Is capable

of efficiently simulating all types of target scenes.

A radar Image simulation requires as input data the geometric chara-

cteristics, planimetric (category), and elevation data of the target

scene, in addition to the microwave scattering properties for each

category. This Information Is called the data base and its construction
represents the single most expensive component of the simulation process.

The data bases for the point scattering method are typically constructed

from aerial photography, topographic maps, and other available information

concerning the target scene 4. The microwave scattering properties for the

Holtzman, J. C., V. H. Kaupp, R. L. Martin, E. E. Komp, and V. S. Frost,

"Radar Image Simulation Project: Development of a General Simulation
Model and an Interactive Simulation Model, and Sample Results," TR 234-13,
Remote Sensing Laboratory, The Univerlsty of Kansas, February, 1976.

2 Frost, V. S., J. L. Abbott, V. H. Kaupp, and J. C. Holtzman, "A Mathematical

Model for a Terrain-Imaging Radar and Its Potential Application to
Radar Image Simulation," TR 319-6, Remote Sensing Laboratory, The Univer-
sity of Kansas, November, 1976.

3 Frost, V. S., J. L. Abbott, V. H. Kaupp, and J. C. Holtzman, "Hybrid
Approach to Radar Image Simulation," TR 319-13, Remote Sensing Lab-
oratory, The University of Kansas, March, 1977.

Davison, E., V. H. Kaupp, and J. C. Holtzman, "Baseline of Planimetric
Data Base Construction: Pickwick Site," TR 319-2, Remote Sensing Lab-
oratory, The University of Kansas, July, 1976.



categories contained in the target scene are derived from either empirical

or theoretical studies. A data base for one particular site, the Pick-

wick Darn area, has been constructed by a photointerpreter using manual

feature extraction techniques. Even though a relatively small area (28

square miles) was considered, the data base still contained over 1.8

million points. The many problems encountered and the effort Involved

in constructing this single data base are reported In (5). This experience

has taught us that manned feature extraction techniques for date base

construction are not cost-effective. The effort and time Involved In

transforming the raw data, the aerial photographs, maps, etc., into a

suitable radar simulation data base proved to be excessive. To

illustrate this, the process will be briefly restated; the process started

with preliminary data sources being gathered for analysis - maps, aerial

photography, radar imagery, etc. Then all the relevant Information would

be transferred from the primary sources to an Intermediate map, using

only manual feature extraction techniques to extract the useful Information.

Next the map would be digitized, again using only manual digitizing

techniques. Finally, the digitized output would undergo a series of

manipulations In several computer programs which would finally create the

required data base. This process commonly oxceeded one man month of

effort and even more waiting and delay time. Thus, It can be easily

seen that if a large number of simulations for a wide variety of sites

were needed on short notice, the construction of the simulation data bases

presentlh would prove prohibitive to the simulation process, Then to

enable these kinds of operations to become feasible a new approach Is

needed for data base construction.

For many Important simulation applications, especially for RPV's,

the simulated products need to be updated according to seasonal and meteo-

rological variations, and other natural and man-made occurrences. These

factors will cause the radar return from the terrain to change appre-

ciably and therefore must be Included If the simulationl sto be success-

ful as a reference scene In guiding RPV's. Obviously It is not practical

to totally regenerate the data base each time the conditions of the target

scene change, therefore, some efficient technique needs to be developed

to enable the simulation products to be updated rapidly as conditions of

the target scene vary.

Komp, E., M. McNeil, V. H. Kaupp, and J. C. Holtzman, "Medium Resolution

Digital Ground Truth Data Base," TR 319-5, Remote Sensing Labora-
tory, The University of Kansas, August, 1977.
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If a wide variety of target scenes are to be simulated the hybrid

technique is seen as the most effective route3. But recall to produce

a hybrid simulation the Image products of two different simulation tech-

niques (the point scattering and area spatial filtering) need to be

combined. This combination Is a nontrivial task because it requires

congruencing the image products from topographic maps and aerial photo-

graphy, in addition to the removal of unwanted noise6 . The difficulties

associated with producing hybrid simulations will require the develop-

ment of new processes.

Thus, there are three basic areas of radar Image simulation in

which there exist significant problems: (1) The creation of a hybrid

radar Image simulation; (2) The updating of the simulation products

factoring In seasonal and meteorological changes; (3) The cost-effective

construction of radar image simulation data bases. In each of these

problem areas either totally manual or totally automated techniques

can be employed as a solution. But as in the case with data base

construction, manual methods are not cost-effective because of the lag

time, extensive effort and the numerous errors Involved. It has also been

found that the state of the art In totally automated (computer) methods currently

prohibits their feasibility even though they will play an ever Increasing

role as the technology advances 7 , The computer is a very useful tool

for rapid manipulation and storage of vast amounts of data but its de-

cision-making capabilities are very limited, I.e., the computer Is not

able to guide itself through the entire process of feature extraction.

On the other hand, a human being Is very well suited to make the necessary

decisions while being very inefficient In dealing with large quantities

of data. Therefore, the optimum solution in all three problem areas would

be to combine the strengths of both the human and computer In an auto-

mated interactive feature extractior system.

3 Frost, V. S., J. L. Abbott, V. H. Kaupp, and J. C. Holtzman, "Hybrid
Approach to Radar Image Simulation," TR 319-13, Remote Sensing Lab-
oratory, The University of Kansas, March, 1977.

6 Frost, V. S., J. L. Abbott, V. H. Kaupp, and J. C. Holtzman, "An Alter-

native Approach for the Simulation of Cultural Targets In the Pickwick
Area," TR 319-12, Remote Sensing Laboratory, The University of Kansas,
March, 1977.

7
Janza, Frank J." Remote Sensing Manuai,. (Editor - Reeves), Chapter 12,

Page 79, The American Society of Photogrammetry, 1975.
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2.0 THE INTERACTIVE FEATURE EXTRACTION CAPABILITIES

An automated Interactive feature extraction system would use the

computer for data manipulation, storage, pre-processing, image enhance-

ment, Image display,,arld otherwise aid or provide a tool for the inter-

prater as he performs his function. Viewed another way, the humao is

utilized to make decisions and guide the computer in a real time Inter-

action. This Interaction can be accomplished by providing the Inter-

preter/operator with a few basic tools with which to communicate his

decisions to the computer; a custom keyboard for the most common commands

(e.g., display an image, store an Image, image transforms) and a Joy-

stick for direct *.pecIfication of Image coordinates are probably the

minimum to be provided. In effect, the computer would be performing

several very important functions to assist the operator in achieving

the desired goal whether that goal Is data base construction, update or

hybrid simulation. The computer's first function would be to pre-pro-

cess the raw data (aerial photographs, maps, etc.), that is, trans-

form the input information into a Form suitable for digital and Inter-

preter analysis. Pre-processlng could consist of simply performing an

analog to digital conversion and ei~splaying the result of complex

operations designed to separate the Input image into its homogeneous

regions. Second, the Interpreter designAted operations would be per-

formed and the results stored in a format to allow for easy access.

For example, suppose a gradient operation was valuable to Identify

boundaries In aerial photography; the Interpreter would select tVis

operation either through a simple command or a standard keyboard or

pressing a simple switch on the custom keyboard, the gradleint uperation

would then be applied and the results stored possibly In an inage stack

similar to that found In pocket calculators. The final task for the

computer would be the bookkeeping,. i.e., keeping track of all images

created, processed, or altered with a complete record of the past opera-

tioris performed on that image or file.

The routine library and accounting functions required by the inter-

preter could be handled by a computer. All of tho standard report forms

for interpretation could be accessed on a CRT terminal where the operator
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would select the required form and begin answering questions. When

finished, he would indicate it on the keyboard and the report would be

printed. In an operational setup the report might be printed in a

different location via a data link.

Image accounting functions would be handled In much the same fashion.

With a light pen, joystick, or framer, etc., the coordinates on an Image

would be identified with respect to longitude and latitude or In terms of

key features such as mountain peaks, river forks, bridges or cross

roads. The machine would then file the coordinates, or statute miles

from the key features, of any Item tagged with a light pen or cursor.

Several purposes are served by this scheme: feature extraction

for report purposes Is simplified; and, since all the key elements in

an Image can be quickly fixed, an entire base map can be rapidly estab-

lished. A coded legend of mapping terms would permit the operator to

not only trace out the outlino features, but also distinguish between

roads, trails, streams, etc.

Huge files of base data of geographic areas actually can be structured

to occupy a relatively small amount of memory. A six bit word can

specify any of 64 categories and the high spatial correlation of the data

In most maps makes them very conducive to compression techniques for

economical storage, Higher levels of Information could be contained In

a cross referenced file scheme where specific Information would be

accessed several ways. The accumulated statistics about a city, for

example, could be retrieved by giving the city name, Its geographic

coordinates, or the Intersection of two highways. Large cities would
have multiple levels of Information available while smaller areas might

contain all the facts in one table. Emphasis could be placed on the speed

of operation and minimizing the effort so as to not distract the Inter-

preter from his primary task. When multiple levels or classes of Infor-

mation are available, the analyst could be presented a list of categories

and select with a light pen those he wishes to see.

The data files would be open ended so the analyst can update their

contents to account for seasonal and meteorological variations. In

addition, other physical changes In the target scene due to man-made
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occurences (e.q.,buildinq of small dams, movement of Ijrqe encampments

of troops, or movemnint of muni t ionns) could he factored into updated

simulations easily through the use of this structure. The Interpreter

would also be able to develop his own private "scratch pad" associated

with a specific target area. This digital notebook would contain his

thoughts and observations which might be used to refresh his me'nory

as to specific items to be examined later.

Written aids which help guide an Interpreter through specific Iden-

tification and extraction tasks are called interpretation keys and the

entire subject can be handily managed by a computer. The mosc time

efficient method of Implementing interpretation keys, especially dicho-

tomous keys, Is w&th a computer. It Is envisioned that a key word

Index would access the right key and an interactive mode with the computer
would speed the Interpreter through it. A fil. key is a private collec-

tion of representative imagery gathered by the interpreter to aid in

Identifying specific items. A typical example Is a collection of

photographs of different forest types. File keys tend to be personal and

It Is envisioned that the Interpreter would have his own magnetic tapes

or disks for such information. Since this information might be In the

form of digitized high resolution photography, a large file might dictati

a mechanical handling schemrý for accessing and projecting actual photo-

graphs. General purpose image Index keys which would be employed hy

many users warrant the cost of memory overhead to store them. A disk

pack or drum memory could be devoted to an image index. This interactive

approach Is very different from others because ;t would be designed to be

operated'by a radar Image interpreter, who i; not necessarily a computer

programmer.

An Interactive system as describeo above would have a significant

Impact on the construction of data bases for radar image simulation.

Many of the time consuming, routine, manual feature extraction tasks

could be automated such that the Interaction between the man and com-

puter would result In the optimum cotst-effectlve piuducL. For example,

there are several computer routines available which Identify homogeneous
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regions within a scene!These programs are more or less effective depend-

inq on the scene. The interpreter would thus be saved from outlining

the homogeneous regions of interest though he would still be required

to categorize each of the identified regions because the computer still

lacks the capability. He would also be required to add any regions not

detected by the computer routines. A further savings is realized in

that the result of this interactive processing Is directly a digital

terrain map which Is also the desired final product of the manual
5techniques . These kinds of interactive techniques could also be

applied to the construction of the elevation data base.

Another important area In which Interactive techniques could pro-

vide an appropriate solution Is the updating of the simulation products

to reflect environmental changes, e.g., both seasonal and meteorological

variations over the scenes of Interest. An updated version of an Image

gImulation can be produced interactively without a second simulation of

the entire area. This can be done by allowing the Interpreter to select

and communicate to the computer the regions In the target scene that

are to be changed through the use of a joystick for example. A prelimin-

ary attempt at such a system is reported In Reference [I]. The map of

homogeneous areas would be used in updating the simulAtion by the re-

catorization of the regions affected by the environmental changes. Only

these specific areas would go through another simulation process. Thus

a significant savings can be realized by not having to (1) totally re-

generate the data base, nor to (2) resimulate the entire area. This

application for an interactive system Is essential to the success of an

RPV because the microwave reflectivity may be radically affected by

certain environmental factors, and thus, these effects must be Incor-

porated Into the reference scenes.

An interactive approach will also prove to b6 a valuable part of

a hybrid simulation package. The advantages o1 the hybrid simulation

Holtzman, J. C., V. H. Kaupp, R. L. Martin, E. E. Komp, and V. S. Frost,
"Radar Image Simulation Project: Development of a General Simula-
tion Model and an Interactive Simulation Model, and Sample Results,"
TR 234-13, Remote Sensing Laboratory, The University of Kansas,
February, 1976.

5
Kump, E., M. McNeil, V. H. Kaupp, and J. C. Holtzman, 'Medium Resolution

Digital Ground Truth Data Base," TR 319-5, Remote Sensing Laboratory,
The University of Kansas, August, 1977.
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are (1) the capabillty of handling all typos of targets; (2) reducing the

cost of data base construction; and (3) greatly increasing the flexibi-

lity of the simulation, The interactive route would provide a solution

to several of the problems which will be ,.reated by congruencing the

products of two different sImulation methods, this operation would be

greatly simplified by the man-machine communication which Is the essen-

tial Ingredient in an Interactive concept. Another problem which will

be faced is the removal of unwanted 'noise' from the Intermediate pro-

ducts. The noise could consist of both redundant and unwanted infor-

mation, In addition to other types of noise Introduced In the simulation

and display process, The decisions Involved In this activity, especially

the removal of the unwanted information, will have to be made by the

Interpreter, while the results of the decision will necessitate the

manipulation of large quantities of data. This must be handled by the

computer. The Interactive concept will provide an eloquent solution.
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3.0 THE INTERACTIVE CONCEPT

The interactive concept cent'rs around the optimizationof man-

machine communication. That is the Interpreter using his many years of

experience would guide the computer processing of the raw data and

Intermediate results to produc3 the desired product. However, most inter-

preters do not speak the particular jargon or have the necessary exper-

tise to perform easily In the computer domain. Therefore It is essen-

tial that the interactive concept be Implemented In a way that would

enable a typical Image Interpreter to function comfortably without exten-

sive retraining, thus, maximizing the systenr performance. Both the

hardware and software of an operational system must be designed with this

goal In mind. This naturally leads us to a special purpose station as

the one described by Currier 8,

The major obstacle which must be overcome before this concept can

be transformed Into a reality is the apportioning between the man and

machine the desired tasks. This Is further complicated by the fact that

digital technology is steadily Improving, reducing to practice operations

and functions which arm not presently feasible. This realization will

be factored into the design by forcing Its structure to be very flexible.

The optimum distribution of tasks between man and computer Is not known.

But, It Is known that the Interpreter operates efficiently on a macro-

level, I.e., Identifying macro-phenomena within the context of the re-

quired operations like classifying terrain types, and thus he would

be required to make the higher level decisions. On the other hand, the

computer operates very efficiently on a micro-level, e.g., calculating

Image statistics and Image manipulations, and would be called upon to

perform those tasks, Each of these observations are Important concen-

trations in specifying the final form of an Interactive system.

Currier, P. L., "Mithra Specifications: A Unified Apprnach to Image

Processing Hardware," University of Kansas, 0. E. Thesis, 1976.
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4.0 CONCLUSIONS

The i nte rac I ve ccncepI i , vi ý,vjed as t I im , n t promi s i nq qenera I

solution to the problornis associated with radar Imrige simulation. This

approach would be Invaluable in reducing the cost of data ;)ase construc-

tion which is presently exorbitant when manual techniques are used. The

Interactive concept would provide an appropriate Mechanism for updating

the radar image simulation data bases to account for environmental

changes. Also the Interactive concept would assist In the production of

hybrid radar Image simulations.

The Interactive concept puts the interpreter at the center of the

decision making processes, using his many years of experience. While

the computer would provide the Interpreter with the necessary informa-

tion, along with storage and manipulation of the results. The computer

would provide the background information through preprocessing the

raw data; this preprocessing would transform the raw data Into a form

which Is suitable for analysis. Also the computer would be the book-

keeper for the Interpreter, storing Interim results, interpretation keys,

etc. Further the machine would act on the decisions of the interpreter

by performing the desired processing and displaying and storing the

results In a convenient format. All of these operations would be accomplished

within the framework of a Interpreter-oriented processing station.

There are several problems which need to be answered before the

Interactive concept can become a rep.lity, Among these, the most Im-

portant theoretical question Is Lhe determination of the optimum rela-

tionship between man and machine. There are many engineering problems

involved, such as the choice of the computer hardware, whether analog or

optical processing would be as cost-effective in performing some of the

desired functions. There Is necessary the design of a software structure

which would be strongly Interpreter oriented. There are many image

processing software packages available, but few, if any, exhibit the

necessary characteristics. Thus, there are many problems to be soived

before the Interactive concept is to be Implemented. But these diffi-

culties do not outweigh the many advantages which would be realized

K-12



by an interactive approach. The approach would optimize the available

capabilities, expertise, and resources, yielding a cost-effective solution

to many or the problems encountered in radar image simulation.
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ABSTRACT

A study of automated techniques for use in an interactive feature

extraction system has been initiated. The purpose of this study

was to survey the present automated techniques for feature extraction

and assess their value as possible Inclusions into the interactive

feature extraction system. Particular attention was paid to techni-

ques that lend themselves to Interactive capability and the extrac-

tion of features in an Image or aid In the interpretation of images.

Several techniques are anticipated to prove especially useful in the

actual extraction of features automatically. The most favorable at

present seem to be tha clustering algorithms and edge-flndIng routines.
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1.0 INTRODUCTION

Feature extraction and Image analysis covers a broad spectrum of

applications, but in general the problem Is one of simplification. The

general problem In image analysis Is to transform an image, represented

by tens of thousands of bits at least, to a simplified version of the Image,

represented by only tens or hundreds of bits, Thus, the techniques

which are of interest are those that simplify the image by suppressing

irrelevant detail, Integrating portions of an image Into meaningful

entities, describing regions and features, and in general reducing the

complexity of the data. A definition by Patrick1 Is: "Feature extrac-

tion is the reduction of a set of measurements containing a relatively

large amount of data but a smaller amount of useful information to a set

containing a relatively small amount of data (features).' Clearly, the

problem to be faced Is data simpllfication in an Image.

What is an Image? An Image Is a set of data that represents a

picture. Images are normally perceived visually. But how do we select a

representation of an Image or a picture so that it is suitable to the

computer, which is where we want to automate the feature extraction pro-

cess? Almost always this Is done by visualizing the physical picture as

occupying a plane defined by orthogonal x and y components. Then a

picture function2 f(x,y) is defined as proportional to the light inten-

sity on the picture at a point (x,y). This intensity is alsu called

the brightness or grey level. Thus a picture can be represented by a

real-valued continuous function of two variables In the x-y plane. In

order to fit this representation to the computer, the picture function

must be discretely sampled, or quantized. This is usually accomplished

by partitioning the x-y picture plane into a quadruled grid and sampling

PaLrick, Edward A., Fundamentals of Pattern Recognition, Prentice-Hall,
Inc., Englewood Cliffs, N, J., 1972.

2 Duda, Richard 0. and Peter E, Hart, Pattern Classification and Scene

Analysi, John Wiley and Sons, Inc., New York, 1973.
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the picture function at each intersected point, although sometimes a

hexagonal grid Is used because of the property that any two cells sharing

a common vertex also share a common side, a property useful In bome pic-

ture processing operations which does not hold In a quaduled grid. Also,

since the computer can only record a finite number of variations in

grey level, the range of picture Intensities must also be quantized to

reduce the infinite spectrum of black and white to a finite partition

representing the grey level from dark (minimum) to light (maximum). In

answer to the question of what Is an Image, It Is a picture which Is

represented In the computer by a matrix whose entries represent the grey

level of the picture at the specified coordinates. Now we are Interested

In automated techniques that operate on Images that will be useful In

either automatically extracting features or aiding an Image Interpreter

in the extraction of features.
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2.0 TEMPLATE MATCHING

Before a feature or object can be extracted, ft must first be

detected. The classical pattern recognition technique used to detect

the presence of a previously specified object of a known shape Is called

template matching. Given a priori knowledge of the shape and size of a

particular object to be detected, a template is chosen and matched against

the picture for every possible position and orientation of the object.

If a perfect match occurs, then the object (or one occurrence of the ob-

ject) has been found. However, in practice It Is hardly ever the case

that a perfect match will occur, so what is used Is a relative measure of

how well the object being tested matches the template. If that measure

Is high enough the object is tagged as being a possible match. Several

mathematically rigorous measures have been defined for this use, and are

described below:

f(xy) is the grey level of the picture at point (x,y)

t(xy) is the grey level of the template at point (x,y)

T is the set of all points (xy) which lie within the template

max lf(xy) - t(X.y)J (I)
x,y In T

f f(x,y)- t(x,y) (2)
T T

E -(t ) t(xy))2 1/2 (3)

{E I-f(xy) , t(Xy) 1T T (4)

The first three measures of goodness of template matching are all matrices

based on the Lnorm, LI norm, and standard Euclidean distance respectively.
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The last measure is basically a normalized cross-correlation measure,

which corrects for some of the deficiencies the first three matrices

have. Notice that a high measure of correlation between a template and

an object has a value of zero, while larger values are progressively

lower, except for the last measure.

Trying to match the template to every possible size and position of

an object can be very computationally costly. What is sometimes done In

order to reduce this cost is to break a template Into several local tem-

plates, and then try and match them to portions of the object. One

particular application that might prove useful In feature extraction

system Is a simple straight line template, or edge detector which will be

discussed later. Some of the latest developments In the field of template

matching are In the use of non-final, or variable templates. These

techniques take Into account the fact that objects are not always perfect,

but are sometimes distorted and many times contain noise and other non-

essential data. It is Important to notice that template matching schemes

use on!y local information, and In general are very restricted and data-

dependent.
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3.0 EDGE DETECTION

Given that the process of Image analysis and feature extraction Is one

of simplification, a commonly used method to simplify an image Is to re-

duce It to a set of objects, or features. As we have seen, there are

techniques (i.e., template matching) for detecting a priori known ob-

jects. In the case where the objects in the Image are not regular or do

not lend themselves readily to template matching, this reduction of an

image to Its constituent features can be facilitated by converting the

Image to an outline drawing. Hopefully, this conversion will not result

in the loss of any Information, since many objects can be well specified

by their outlines (or borders or edges). Under the assumption that the

detection of edges of objects Is a valid method for the extraction of

features (which Is an accepted assumption backed by experience), then

automated edge-detection techniques will be an Important class of schemes

to analyze,

An outline drawing is produced by emphasizing regions of sharp

light-dark transitions, and de-emphasizing regions of homogeneous Inten-

sity. In other words, it Is the result of enhancing the edges or borders

of objects. One way to detect edges It to use an edge-detecting template,

as described earlier. However, edges exist in many variations, so a single

template might not find all edges. One also wants to find edges In all

dlructions. Therefore any edge-detection scheme should be isotropic, or

direction independent. In a template matching scheme, this is accomplished

by shifting the template to all possible angles and directions,

The most common technique for edge detecting is the taking of a deriva-

tive or gradient over the entire picture. On a continuous two-valued

function f(x,y) the gradient Vf(xy) is a vector valued function where:

magnitude - [(af/ax) 2 + (Wf/ay) 2 ]/2

and

direction - tan- [(;f/ay)/(Wfiax)]

Another Isotropic function used is the Laplacian:

L(f)- 92 f/x 2 + a2 f/63y2
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A third example of historical and practical interest which operates on

discrete functions, such as an image, and approximates the gradient, is

the Roberts cross operator, R(x,y), where l~vf(x,y)l :: R(x,y) and

R(x,y) - ff(x,y) - f(x+i,y+l)]2 + [f(x,y+I)-f(x+l,y) 2 I'/2

For computational purposes, the Roberts cross operator is often simplified

to

R'(x,y) -* f(x,y)- f(x+l,y+l)J + lf(x,y+l)- f(x+l,y)I

We can see that R' i(x,y) takes a gradient bV subtracting diagonal elements as

Indicated In Figure 1. Thus It will find differences (edges) In both the

x and y direction. High values of R'(x,y) indicate a marked difference

In grey levels around the point (x,y) indicating an edge. If the resulting

gradient function is viewed as an Image, It will highlight the edges and

downplay the homogeneous regions. A common practice is to threshold or

re-scale the gradient image for easier Interpretation. The process of taking

the gradient of an image is also known as edge enhancement, sharpening, and

spatial differentiation.

(X,Y+I) . (X+I,Y+i)

(X Y) • (X+1,Y)

Figure 1.
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One problem with usinq a qradiert is that it is seositive to noise

in an image. In almost any real-world image, theie is going to be noise.

Besides noise,nmany times irrelevant data needs to be Ignored. The gradient

will then register the noise as an edge. In order to solve this problem,

various methods have evolved for getting rid of noise. These techniques

are known as smoothing or averaging techniques. One method of getting around

the problem of noise and irrelevant data Is to use weighted averaging

windows around a point (x,y) to compute the gradient. A particular ePxample

from [2] Is:

s - [S 2 + S y21/2 or s' - IsI + s I

where

Sx = [(x+l,y-1) + 2(x+l,y) + (x+l,y+l)] - [(x-l,y'l)+2(x-l,y)+(x-l,y+l)]

and

Sy - [(x-1,y+1)+2(xy+])+(x+1,y+l)i - [(x-l,y-l)+2•x,y-l)+(x+l,y-1)l

Desides being useful in the r~omputation of the gradient, It Is clear that

smoothing and averaging operations would have great utility elsewhere with

regards to cleaning up noise and getting rid of or toning down caoricious

data. A regularized image (also ailled a smoothed Image) Is given bV, the

following moving or running average function acting on the image:

S= ' Zy) =

W~xy frx y
W (X.0, F U

where w Is a winduw on the Image centered at (x,y) and A is the areA of that

window.

2 Duda, Richard 0. and Peter E. Hart, Pattern Classlfication and Scone

iajjsis., John Wiley and Sons, Inc., New York, 197T.
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4.o CLUSTERING AND REGION FINDING

We have seen one class of feature extraction techniques that attempt to

detect features by enhancing or extracting edges. In those methods, areas

on the imaqe where there were large transitions in grey scale were extracted.

Now let us examine another class of feature extraction techniques that are

complementary In n sense to the edge-detection techniques. These are the

clustering or region analysis techniques. They attempt to simplify an

Image by segmenting It into disjoint homogeneous regions. So actually

these routines are also detecting edges Implicitly by failing to recognize

them as homogeneous regions, and 1ikewise the edge-detectlon routines are

Implicitly defining clusters of homogeneous regions as the area within the

edqes.

Clustering Is usually performed by combining two types of algorithms-

thresholding and connectedness. Regions are defined by having similar

grey scale values and being connected. The problem of how to define connected-

ness depends on whether you choose 4- or 8- connectedness. In 4- connectedness

a cell Is conn-cted to another cell If and only If they share a common

side. Thus, every call is connected Immediately to four other cells. In

8- connectedness, a cell Is connected to another If and:only if they share

a common vertex. Thus, all diagonal cells are also Immediately connected

to a cell In addition to the four adjacent cells, giving any cell eight

neighbors. A connected region Is usually defined as all cells which are

connected to each other in some fashion. Connectedness Is where a hexa-

gonal grid has advantages over a quadruled grid. A homogeneous region Is

the largest connected region such that all cells In the regions possess an

intensity within some given range. This range is defined by a threshold

or some quantization scheme. A pure thresholding algorithm to create a

binary Image Is:

B(x,y) - I If f(x,y) :0,

I0 otherwise
where a Is some pre-determined threshold value.
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A semi-thresholdInq algorithm useflil for deleting information below

a given threshold a is

T(x,y) a Sf(x,y) if f(x,y) _ n,

0 otherwise

An example of a type of thresholding scheme used to quantize an

Image is

Q(xy) ! (ql If f(x,y) < Q,

q2 If .I e f(x,y) < Q2
qn If Qn-I < f(x,y) -Qn

where Q' . . , I is a set of strictly monotonic Increasing grey scale

keys and q,, . . " qn Is a set of new values.

One Interesting result from using thresholding Is that although It

finds regions of homogeneous content, ;f a narrow band of values is chosen,

thresholdIng can also produce edges. Orce an Image is thresholded ur quantized,

regloris can be grown by judicious comhineLlunE of closely related th-.sholded

levels. This ;nethod Is called region growing, and looks particularly

adaptable to an Interactive environment.
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5.0 TRACKING AND CONTOUR FOLLOWING

A major problem with both edge detection and region finding techniques

is their inflexibility. in particular, edge detection techniques are

stopped by gaps In lines. Region finding routines fail to handle small

chunks of noise and irrelevant data. These shortcomings can be helped

somewhat by pre-processing the image to smooth out unwanted data. A

common method used to facilitate edge detection In Images where gradients

won't work well or where there are gaps in lines Is called tracking or con-

tour followi rg. In this method a routine tracks or follows an edge. Gaps

can be handled using such a scheme, but the problem of deciding what Is an

edge and what Isn't still exists, as the reed for backtracking occurs.

Further pre-processing such as thresholdingorquantizing the Image can

help In this circumstance. The contour following routine Is mentioned here

because it is anticipated that this type of routine might be very naturally

Implemented In such an interactive environment of the proposed interactive

feature extraction 3ystem. Such a routine could run In real-time with

the operator providing supervisory control.
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6.0 REPRESENTATION OF THE EXTRACTED FEATUPES

Once an image Is simplifed to a set of extracted features, it is most

natural to represent this new extracted Image as an overlay to the original

image. Since the object of extracting the teatures was to simplify the

image, we should now look for a way to describe this simplified data. The

most common method used tc represent an extracted Image Is to describe

the borders or edges of the objects in the Image. There are many ways to

implement this representation, some of which dre run length coding, chain

coding, and compressed matrix f m. These methods are straight foward

and are amply described in the 1'terature.

Another method used to describe an extracted object is by specifying

its skeleton, which is defined as follows; At each point P Ill the object

S, there Is a largest square 0• centered at p suchthat Is completely

contained in S. If Q is contained in some other I' then can be dis

carded. Clearly, S is the union of all such squares. Thus large objects

can be specified by the union of a few squares. The skeleton turns out to

be a very economical way to store extracted objects. See (31, pP. 163-

I14 for further details and examples.

Another method for describing extracted objects from an image Is by

constructing relational descriptions of the objects. Thus, we describe an

object by describing it. Some examples of descriptions we might use are

(I) Geometrical representations of the object - loca..on, shape, size,

etc.

(2) Properties or the object - color, texture, etc.

(3) Relations among the objects - size, geometricel relations, etc.

From these descriptions, a labeled directed graph can be constructed which

holds the descriptions and represents the interrelations among different

objects In the Image.

Rosenfbld, A. and J. S. Weszka, "Picture Recognition,' In Fu, K.S.
(Editor), Digital Pattern Recognition, Springer-Verlag, New York,
1976.

4 L-13



7.0 CONCLUSIONS AND RECOMMENDATIONS

Several general classes of automated techniques are available for use

in the interactive feature extraction system. Template matching is a

relatively specialized method. Edge detection by means of edgce template

has some promise. Specialized application of feature extractlun involving

fixed shapas might make good use of template matching. For example, it

could be used successfully to find aircraft parked At an airfield, and even

differentiating between typos of aircraft. The possibility of using Inter-

active techniques to assist In general template matching is a very good

prospect. Here, for example, an operator could specify the general loca-

tion and orientation of an object, and the template matching routine could

pinpoint the exact location.

The two general classes of edge detection techniques and clustering

or region firding techniques would provide the operator with excellent

preliminary extracted and enhanced featurus, and he could then expand

upon those Initial guidelines. In particular rombining both methods to

delineate both edges and homogeneous regions would provide an excellent

basis for further image analysis and feature extraction. A gredtent or

pseudo-gradient routine lIke the simplified Roberts cross-operator Is very

effective In finding edges. Smoothing rnutines help find borders by smooth-

ing out irrelevant data. In addition, smoothing and averaging routines

cen prove very useful In "clearing" noise from images. Clustering, or

region finding routines complement edge-detection routines by finding

homogeneous regions between the edges. In addition to its role within

clustering, thresholding also looks like a very nice routine to implement

and use in an interactive environment.

Tracking and contour following routines also look favorable with

r3spect to interactive use. In particular, they might be used as a tool

to oxpedite the hand-digitization and line-following chores the operator

would normally perform. So Instead of the operator having to position the

cursor to a line and then manually follow the line, a routine could automa-

ticolly follow a line once the Initial starting point has been defined.

The operator could interactively direct the line following routines' pro-

gress and specify decisions at Intersecting lines and dead end lines.
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Besides the techniques listed here, several other techniques exist

for enhancing an Image for the purpose of Providing additional analysis

clues. These routines do not actually perform feature extraction, but

rather fedture enhancement. Techniques in this area would provide addi-

tional information to tthe Image interpreter and include tbking the Fourier

transform of an image, convoluting an Image, filtering an image, linearly

combining multiple images, coordinate transforms, and other transformational

processes. In addition to these transformational routinbs, there are

severa; statistical routines that could provide useful additional information

to the Image interpreter, such as a histogram plotter, averaglng routines,

quJantization contours, and other statistical operations.

A combination of all of the automatic routines mentioned here, ond

others as they become available, will provide a very solid foundation on

which to build a feature extraction system. They will aid the user

through their interaction, and the Image Interpreter's interaction will

open many new doors for semi-automated feature extraction techniques In

return,

L-15



APPENDIX M

INTERACTIVE FEATURE EXTRACTION SYSTEM FRAMEWORK

The following technical report (TR 319-25)
prepared by the Center for Research, Inc.,
University of Kansas, is Included In this
volume to provide details in support of the
technical discussions of Volume 1.



A THE UNIVERSITY OF KANSAS CENTER, FOR RESEARCH, INC.

2291 Iruni' tW1 Dr,',, Culmi, We't
Lawrence, Komrwi% 66045

Telephone: 913-8644832

INTERACTIVE FEATURE EXTRACTION SYSTEM FRAMEWORK

Remote Sensing Laboratory

RSL Technical Report 319-25

M. McNeil

V. H. Kaupp

J. C. Holtzman

March, 1977

Supported by:

U. S. Army Engineer Topographic Laboratories

Fort Belvoir, Virginia 22060

CONTRACT DAAG 53-76-C-0154

. - - .. . -- RE.- . .MOTE S .. LAB



ABSTRACT

The production of digital ground truth data bases for radar image

simulation is a complicated and costly venture, both in terms of time and

expense. Part of the costliness is due to: (1) the methods by which

features are extracted from source data, such as aerial photography; and

(2) the digitization of feature boundaries. Alternate techniques are

being sought to Interactively extract features from source Imagery while

generating or updating the ground truth data base. A specially tailored

Interactive feature extraction system is proposed, The input to the sys-

tem will be the maps and photographs the image Interpreter would normally

start with in the process of creating a ground truth data base for radar

image -l.nulatlon, but the computer will take this intelligence data as

it Is, digitize It, and allow the user to interactively make a data

base without having to go through many Intermediate steps. Various

apsects of the proposed system are discussed, and a general high-level

design is set forth.
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1.0 MOTIVATION

In the past, it has been a slow, time-consuming job to identify arid

extract features from Imagery. This imagery may be of several types - maps,

photographs, pictures, radar and IR imagery - and may be presented in

several formats, film (negative and positives), prints, analog or digital.

The usual procedure used to accomplish the task of feature extraction Is to

take a skilled htiman operator (either a map specialist, radar interpreter,

or photo Interpreter), present him with the imagery, and then, using his

knowledge and experience, have him manually extract the Information

needed. With the advent of the modern digital rompiter, it has been attempted

to transfer this burdensome duty to the machine. To date, much time, effort

and money has gone into the problem of automating feature extraction and

pattern recognition, but so far the complexity of the problem has stymied

attempts at completely automating the process.

A particular example of the feature extraction problem occurs in the

construction of digital data bases. These data bases are usually maps of

some sort with various features outlined that are in a digital matrix

format. The most common format is to store data values in a two-dimensional

matrix, where the row and column of the data entry In the matrix corresponds

to the relative position of that entry on the ground. There are several

ways to store this data, but the most common is a fully expanded format.

They contain such information as ground elevation, planimetric detail, or

both. They are used in a variety of ways, including geologic, agilcultural,

and military applications. In the past, it has been costly In terms of

tine, effort, manpower, and money to create such a digital data base. The

common method currently used to make such a data base consists of several

phases. First, various inFormation sources are gathered, such as maps,

high-resolution aerial photography, microwave and IR Imagery, optical stereo

pairs, and ground data, such as type and extent of vegetation, urbanization,

agriculture, etc., geological composition, weather and Irrigation

water table level, climate, and time of year. From all these diverse

That is, a one-to-one ratio between the gathered data and matrix loca-
tions to store data, as opposed to a situation In which the data have
been compressed In a retrievable manner.
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information sources, two maps are constructed - an elevation map and a

planimetry map. The elevation map contains the elevation of the ground,

usually represented by equal-interval elevation contour lines. The plani-

metry map contains information about the various categories of microwave

backscatter return, usually represented by outlined areas of homogeneous

scatterer category. Then, each map Is digitized, i.e., trans-

formed from a physical piece of paper into a set of pairs of geometrical

coordinates and attributes. These digitized points are normally stored on

an intermediate storage medium, such as magnetic or paper tape. Ideally, this

digitization process would map every point under consideration Into d geometrical

coordinate and attribute pair. Thus, the digitized map would be the final

digital data base desired. However, practical limitations many tlOes pre-

clude this best-of-all-worlds situation. Therefore, what I& usually done in

the real world is to define bn the maps regions of homogeneous content

(lines of constant e!evatlon, agricultural fields, etc.). Then only the

boundaries of these regions are digitized. This cuts the sheer size of the

data that must be handled by a factor of 50 or 100 for a moderately complex

map. This data Is then Input to a series of computer programs which re-

construct the boundaries and "fill in" the regions described by these

boundaries. When this process Is done, the desired digital database Is

ready.

As mentioned above, this Is a complicated and costly method of digital

data base constructIon. Therefore, the problem Is to facilitate this process

by either finding a new method to create such data bases, or making the old

process more efficient, or a combination.
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2.0 GENERAL REQUIREMENTS

Even though the computer cannot solve the feature extraction problem

by itself, it can be used as a device to assist the human operator and

thus facilitate the feature extraction process. To achieve the optimum

balance between hunian and computer efficiency, the computer should per-

form those acts which It can perform better or faster than the human, and

similarly for the human operator. The computer Is admittedly much faster

than a human, and also has larger short-term and long-term memory capaci-

ties. The computer can thus perform many simple and repetitive manipula-

tive chores better then a human. However, the computer lacks "Intelli-

gence." In Lhe Field of feature extraction, the computer cannot make

judgment decisions and extract features nearly as well as a human.

Clearly, what Is desired is a computer system, or integrated set of

programs, that takes care of the bookkeeping and other "non-intelligent"

Jobs Invnlved In feature extraction while allowing the human operator to

make the decisions and guide the system Intelligently. Such a system

should be totally user-oriented in order to provide an atmosphere where

the operator can concentrate on feature extraction rather than peripheral

activities. Also, It must be Interactive since the feature extraction pro-

cess is a continuous one of defining and refining features.

It should be noted here that although this feature extraction system

Is Intended to be useful in the general feature extraction field, Its

initial use will be oriented toward the extractiori of planimetric and

elevation information for the purpose of data bas'! construction. Thus,

the system will be designed and built with this purpose In mind. However,

this limitation should not affect the system's usefulness In other areas

of reature extraction because the process of extracting elevation contours

or defining homogeneous regions on a map is basically the same as the pro-

cess used In other areas of feature extraction, such as finding certain

geometric shapes In a scene or finding cars in a parking lot. With this

In mind, the feature extraction system will be a fully general system.
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3.0 INPUT

The basic Input to the system will be an image In digital format.

If the actual Input Is not originally In this form, there should be some

means of getting it Into an acceptable for.,i, such as a graphic digitizer.

This image will probably almost always be represented as the two-dimen-

sional matrix stored as digital grey-levels, probably between 32 and Z56

levels (from 5 bits to 8 bits). Three-dimensional and higher-dimensional

images can be easily stored within this two-dimensional framework.

These two-dimensional coordinates will probably represent ground distance

In some X and Y directions, where X and Y will normally be orthogonal,

although this can be changed. However, for the sake of display purposes,

the two-dimensional matrix will represent an orthogonal grid 5ystem with

equally scaled coordinates. Thus, polar coordinates and other non-

orthogonal systems will probably have to be converted into an orthogonal

system In order to be stored as an Image file and looked at on a monitor

without distortion. This restriction on the form of Input files is based

on standard CRT capabilities. If there Is a graphic display unit

available with non-orthogonal rasters, this restriction may he waived.

The types of input anticipated to be encountered are

(I) Maps

(2) Photographs

(3) Radar Images

(4) Radar Simulations

(•) Prepared data bases

(a) Elevation

(h) Planimetry

(6) Other

In addition to Image Input, another type of input to thu system will

be operator commands which will be entered Interactively from a keyboard.

The li•st of legal commands will form the command language, The command

langu3ge should be easy to use, understand, and remember; It should

also be terse enough so that It doesn't hamper the operator, but flexi-

ble enough to handle all of the operations the operator might wish to use.

The command longuago will be on a bi-level qchenie; that is, there
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will hopefully he a short and long form of discourse with the system.

The long form should be fully explanatory and easy enough for a novice

to usewhile the short form should be as economical as possible to expe-

dite the experien(ed user's Interaction. Also the command "user", and

for that matter, the whole system, will be designed In a modular fashion,

so that changes and additions will be easy and straightforward to Imple-

ment. This design aspect Is particularly Important since It is antici-

pated that many people will write and add modules to the basic system

later. Special care will also be taken In the system design to try to

make all modules as Independent as possible. This will allow for a sub-

set of the system to be irplementable to perform specialiped activities

without dragginq the whole system along. It also allows additional modules

to bo added easily.
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4.0 OUTPUT

The output or final product of the system will be a matrix of values.

This matrix could represent some sort of data base, I.e., planimetry,

elevation, land use, geologic reserve locations, etc. It could also

represent a map of an area, showing backscatter categories or other classi-

fications, it could also represent a radar image or an enhanced photo--

graph. These are all Images of some sort. Notice that the output can

also be used now as input. The output can be used in one of two ways:

(1) In a digital format, as date to another program, or (2) in a pictorial

format, either on a CRT, TV monitor, plotter, or printer, The final form

of the output is dependent upon Its further uses.
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5.0 PHYSICAL REQUIREMENTS

The system as actually implementea will depend heavily on the hard-

ware available. However, the high-level desTqn of the system Is Indepen-

dent of hardware with a few exceptions. The first Is that the system, of

course, needs a computer of some sort with reasonable memory, adequate

off-line storage, and sufficient computing power. Another ;'equirement

Is that there must be some sort of display device. Associated with this

display device must be a data channel for transferring images to and from

the computer in reasonable time, and also m means whereby the operator

may acces6 the display and convey information from it to the computer.

These requirements can be met by a minicomputer with disk storage and a

display CRT with either a cursor, framer, or light pen. Althuugh this

hardware may be considered standa'd, it is by no means the only configura-

tion that is acceptable.
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6.0 SUBSYSTEM

The system can be designed either as a complete operating system

or as a subsystem operating under some higher-level operating system.

If it were designed as an Integral operating system, It would have the

assets of efficiency and speed. With %pecially designed supervisory

and support routines, the system could operate faster and with fewer

Interruptions than possible with a general purpose operating system.

Also, 1/0 functions, In particular Image transfers, could be made to

operate faster and also speed up Interactions with the operator. If

the system were designed as a subsystem, It would have to rely on

existing supervisory and support routines. However, experience has

shown that most operating systems provide adequate supervisory and

support routines, so that even though a specialized system could operate

faster, the effort required to design, code, and test a complete operat-

Ing 3ystem far exceeds the advantages derived from It. (Bijt note that

In some special circumstances, this rule might not hold - i.e., If 1/0

was really too slow to handle Image transfers, etc.). Another advantage

of a subsystem Is its portability. If the system has to be moved to

another hardware configuration, It would be much easier to redesign the

feature extraction system Interface with the operating system then to

have to redesign the entire system to fit new hardware. Also, operat-

Ing a subsystem mode would possibly allow other users to work in other

subsystems in a time-sharing environment. In conclusion, It has been

decided that even though a specialized operating system geared to feature

extraction problems will be more efficient and faster, the extra effort

needed to create the supervisory and support routines Is unwarranted.

Therefore, the feature extraction system will be kept as simple as possi-

ble and designed as a subsystem to operate under an existing operating

system.

M-lO



7.0 SYSTEM BREAKDOWN

The feature extraction (sub-) system will consist of a, operating

system interface, a file system, a command interpreter, and various

function routines. The operating system Interface Is not really ar,

individual module, but rather exists throughout the entire system as the

means by which the system communicates with th- operating system. The

file system will handle image files. It will be simple, since, as Indi-

cated in INPUT, files will probably be restricted to matrices of data

values. Within the file system will exist the interface to create, des-

troy, modify, and transfer files to and from storage (disk or tape),

memory, and the display device(s).

Th* command interpreter is the execut!ve of the system. It will

bo the program that accepts as input commands from the uperator, parses

them, and then invokes the proper rout it- to perform the actions indi-

cated. This inttrpreter forms the interactive link between the operator

and the computer. The comrdand language, an Intrinsic part of the command

Interpreter, has been previously discu•ssed. Particular care will be

taken in the command Interpreter design to ensure that changes arid

additions tu the command language can be easily incorporated into the

command interp:eter. Special documentat,.tn on how to modify parts of the

system will be Included in the final documentation,

These first three system parts form the skeletal framework of tka

system. The tinal system part Is the package of various function rou-

tines. These programs will form tho bulk of the system. They will be

the last to be coded, and additional routines will probably be added as the

system grows and no.re or different functions are needed In the system.

Below Is a list of possible functions grouped Into categories which seem

desirable to include inthe system. This list is not necessarily complete,

but represen's a first-order view of function3l capabilities desired.

A. Feature Extraction

1. follow lines

2. conncrct points

3. 'lustering rutlnes (find homogeneous regions)
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4. gradient routines (find br)undaries)

5. delineate featcres/designate regionR/deflne boundaries

6, modify features (add, delete, fa'e, brighten, enhance)

7. zoom cipabhiiIty

B. Whole Image Processing

1. transfers

2. scale changes - expana/contract

3. sub-imaging

4. translation - rot~tion/flip/in,,ert

5. polarto-rictangular an,, c,-ict vter14a

6. transforms- Laplace, FFT Convolution
7. gradients
8. clustering

9. bias, scale, n.,gjte

10. sharpen, blur, average

11. threshold, binary itrsqe

12. statistical routines, tistogranm, averaging

C. Multi-Image Processing

1. add/subtract/multiply/dlivide

"combine, merge

3. superimpose

4. multiple-band

5. split screen, flicker, fade in - fade out

D. Analog Processing

I. Integration

2. transo'arms

3. linear combinations

E. Special Purpose Routines

1. eva!uation functions

2. radar simulations

3. blo-medical applications

4. three-dimensional processing

F. Interface to Adapt Existing Routines and Files
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8.0 CONCLUSIONS

It Is felt that an interactive computer system would best meet the

needs of the problem of fEature extraction from imagery. A basic systerm

design has been made and TrIitial attempts at Implementation are underway.

Other uses for the system have not been explicitly explored, but many

other applications could benefit from such a system,
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ABSTRACT

This report examines some of the problems and difficulties encountered

im Image handling and processing. A major area of emphasis is image

storage, examining physical storage requirements, I/0 (input/output)

transfer time, data compactness, reconstructive processing, sequential and

random file structures, and compatability of file structures. Transfer

and display uf Images is examined and transfer time Is shown to be crucial

to the success of any image handling system. Management of images is

examined briefly, as Is general manipulation of Images, both external and

Internal.
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1.0 INTRODUCTION

In working with Images, certain probleriis invariably arise with respect

to the handling and processing of data. " report examines some of the

pioblems and proc.nts some possible solutions to these problems. Through-

out this reporz, the following definition of image will be used:

An tmage is a structured file of data values which is normally

displayed pictorially.

This c' ;ept of an Image is analogous to that of a picture (map, photo-

graph, scene) that Is stored digltally In a computer. So an image Is really

a large data structure. In working with Images, special actions need to

be taken in order to buc;;bsrully handle them. These special needs create

special problems that need to be taken care of before anyone can work with

Images.
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2.0 IMAGE STORAGE

2.1 sical Storage, I/0 Transfer Time

Perhaps the most significant problem area concerns Image storage,

retrieval, and formatting. Nontrivial images Invariably contain excessively

large amounts of data, due to the very nature of them, The problem of how

to score this vast quantity of data touches quite a few areas of interest.

Of major interest Is the problem of how to physically store the informa-

tion. Normally, one would want to store the Information in as small a

space as possible, since storage space is usually limited. For long term

storage, the standprd physical devices used are disk and magnetic tape.

Occasionally, circumstances dictate hard copy storage, which means punch

cards or paper tape. Since It Is easier to store small amounts of data on

these physical storage media, rather than large amounts of data, It mckes

sensw to try and store data as compactly as pcssible. Besides the physical

storage space aspect, consideration must also be given to Input and output

(I/0) transfer time Involved in accessing the data once It Is stored. As

a general rule of thumb, access time (i/O transfer time) Is directly pro-

portlonal to the amount of data beino accessed. Thus. a laroe file will

take longer to access than a small file, all other factors being the same.

2.2 Reconstructive Processing

However, If an Image, or any file, is stored in its most compact

form, then even though It will use the minimum physical storage space and

be transferable from storage to memory in the minimum time, It will have

the serious drawback that the data will not be inimediately ready to use,

since It Is in a compacted form. Therefore, there must be some processing

to reconstruct the original data values from its compacted form. Later,

this same processing must be reversed to compact the data in memory to

prepare It for storage. Thus, there is a tradeoff between minimizing

storage and mlnimizing reconstructive processing.

2.3 Tradeoff Between Compactness and Reconstruction
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2.3.1 No Compaction

At one end of the spectrum of tradeoff is simply doing no compaction

.... ,on the data at all and storing it Just like it appears in memory. Thus.

. the7Pe.-•ould be no need to compact the data going from memory to storage or

to reconstrudt'..4.t as it comes into memory from storage. However, this would

be the most space-co*M.I ng storage mothod, as there is no compaction at

all. The tradeoff is obv!our sed toward minimizing reconstructive

processing. This storage scheme wou good to use In the situation where

reconstructive processing would be burdensom would be the case In a

"very slow or heavily used CPU or where storage was n problem (as

would be the case if there was a lot of extra storage space wtth..ast I/0

transfer rates). An example of such a storage scheme is the method by

which the current Pickwick Dam site data base Is stored. This data base

is a matrix of data values with 3169 rows of data, each row in turn con-

taining 3169 data Items. It is stnred on magnetic tape (one main reel and

one overflow reel) In sequential physical block mode, each pý.ysical block

containing one complete row of data. This is approximately 3000 feet of

magnetic tape. The data Is not compacted at all. Each data item has 16

bits of significant Information. Since the word size Is 36 bits on the Honey-

well 66/60, this mebns that fully 50%, or 1500 feet of tape, is not utilized

at all. One reason why this method was chosen was that i/0 transfer rates

on the Honeywell 66/60 are fast, and performing reconstructive processing

on such a large amount of data would use a lot of CPU time. Another reason

was that it is the easiest and most straightforward, Thus, the user of

the data base never has to worry about whether his data Is in the right

format or not.

2.3.2 Extreme Cumpaction

At the other end of the spectrum of tradeuff Is performing as much

compaction as possible on the data. Thus, storage is hold to a minimum,

but there is a need tc perform quite a bit of reconstructive processing. In

performing the compaction, the reduction process can get quite complicated

as new, complex date structures arc evolved to store data In a more compact

format. Reconstoctive processing can become extremely complicated,

but storage savings are usually on the order of several hundred, depending

of course on how Intricate the original image Is and the exact compaction

algorithm chusen. This storage scheme would be good to use In the situation
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where storage space was at a premium (as would be the case with only limited

disk space or very slow i/O transfer rate) or where reconstructive process-

ing was not a problem (as would be the case with a very fast or lightly

loaded processor).

An example of a highly compacted data storatge technique Is a data

cumpression method used In handling elevation data. The technique used

to compact the data is to only record those elevation values that have a

certain characteristic. This characteristic Is commonly set to be any

elevation value which is a multiple of twenty feet. Thus, the data may be

stored wither as a collapsed matrix or as strings of 20-foot contour lines.

This data compression technique Is highly effective In compacting the data,

bur reconstructive processing can be 3 problem. One- and two-dimensional

Interpolation routines can reconstruct the date, but It takes a long time.

Also, another Important aspect of this or any other data compression

technique Is the validity of the reconstructed data. Sometimes, not all

of the data can be restored to Its original appearance. Thus, sonic data

Is lost. If this process is used over and over again, It might result in

a further degraded Image every time the data Is accessed, Thus, Irtegrity

of the data compaction scheme Is an important aspect.

Some other extreme compaction schemes involve modeling the data
mathematically. An example might be to combine the above mentioned scheme

of picking the 20-foot contour levols. and then further compacting that

data by modeling each contour line as a mathematical function like an"nthlI

degree polynomial. In this way, the data could be compacted further. But

again, this method suffers from the validity problem In that mathematical
models can usually only approximate the data. Therefore, every time thc

data Is reconstructed, it becomes progressively more distorted. Notice

that this form of compaction actually changes the data Itself besides

just the metnod In which it Is stored.

2.3.3 Optlirnum Balance

Between these two extremes lies a complete spectrum of data storage

schemes that attempt to optimize storage and processing for any particular

situation, Most of these methods choose some data compaction scheme that

falls short of extreme compaction. In fact, some of the first-order date

N-6



compaction algorithmsw qerierate .toraqe Lavinq., on the order of five or ten

times the initial size while ,n• ý"-ing only a very modest processing

overhead,

Any one of the middle 'v-the-road schemes would be good to use in a

normal situation where there needs to be some balance between data storage

and reconstructive processing. A particular example that Is quite commonly

used is packing. In a packing scheme, several data Items which are smaller

than the computer word size are packed into a single word. For example,

If the data items contain only 12 bits of information ard each computer

word has 36 bits, then three data items can be packed easily into one

computer word. Notice that packing does not change the data itself, but

only stores it more compactly. This scheme Is successful because a computer

word Is usually thp sm,,llest piece of Information that can be accessed

and stored and also because bit shifting manipulatilon is fast.

Sometimes, packing on word boundaries doesn't work, For Instance, If

the data item are 10 bits long and the word size on the machine is 36 bits,

then only 3.6 data Items can fit Into one word. I In this case, one can

either pack only three data Items into one wordi leaving six bits of every

word unused, or one can choose to pack across word boundaries, ie., fit

threa data Items and the first sly bits of the/fourth data item into one

word and put the last four bits of the fourth/data Item Into the beginning

of the next word. Tiols latter scheme uses al) of the available storage

space, but reconstruction is much more diffi•ult, as reconstructing data

items spread across word boundaries Is tricky/ to do. However, one might

be forced to resort to crossing word boundaries If the data Items are

longer IhAn the word size.

It has been assumed that all data items ire of the same size, which

will be the normal case. However, sometimes variable data tizes must be

accommodated. in this case, one alternative IL to force all the data Items

to be the same size by filling in with zeroes. Another alternative is to

place markers at the end uf every data Item. This scheme will work

satisfactorily If a suitable marker can be found which does not conflict

with any of the data Items. Data storaye Is muri wiiore compilt;ated ror

variable-sized date Items. Sinco almost all data base applications will

deal with uriifcrm da.a, it will be assumed that this Is the case.
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Two other examples of data compaction and storage will be mentioned.

The first called run leogth codIng, Is a gc,•d scheme to use whenever the

data Is constant over areas of the image. In this method, which is similar

to thn elevation storage technique discussed earlier, basically the outlines

of features within the Image are stored. Within a row of data, the first

entry is recorded along with the number of times it occurs consecutively.

Then, when the data changes to a new value, this new value Is recorded

along with the number of times it occurs consecutively, and so on until

the end of the line. In this way, the boundaries of regions of constant

data are recorded, or outlined. This scheme Is well-sulted to storing a

category data base, or any other Image where only the outlines need to

be remembered. In this way, the exact same Image can be reconstructed

by a simple fill-in process. This fact distinguishes It from the elevation

contours method discussed earlier, which only approximates the Image.

The second example Is a similar scheme but better suited towards

handling Images like the elevation contours where the data Is not constant,

but changing by small Increments. In this method, a base value for a row

(or columo) of data Is given, usually the first value encountered or the

average value, From then on, offsets from the base value are used to

describe the data. This process can either be static or performed as a

running or relative offset. The following example Illustrates both methods:

STATIC OFFSET

DATA INITIAL VALUE AUG. VALUE RUNNING OFFSET

71 716 71 716 71 719 - 3 71 716

71 718 + 2 - 1 + 2

71 721 +5 + 2 + 3

71 727 +11 + 8 + 6

71 730 +14 +11 + 3

71 730 +14 +11 + A

71 725 + 9 + 6 - 5

71 717 + 1 - 2 - 8

71 710 - 6 - 9 - 7

71 703 -..-13 -16 - 7
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Using either of these methods, the number of data entries is not reduced,

but rather simplified. In the above example, for instance, each initial

data entry needs at least 17 bits to acc.,rately represent it in a computer.

The static offset method needs 17 bits for the Initial value, but only

5 bits for each entry thereafter. The running offset again needs 17 bits

for the initial value, but then only four bits thereafter. Each method

has its own particular advantages. Notice that although the number of

entries has not been reduced, the data has been changed so that It requires

much smaller storage space. This srheme would be a good one to use on

elevation data, which exhibits the kind of data which works best In such

a scheme.

2.4 Sequential and Rarndonm File Structures

In addition to these different methods of storing images (large

data files), there are several techniques for physically storing the data

on the peripheral devices. On such devices as magnetic tapes, cassettes,

paper tape, and cards, data must be stored sequentially.

When data Is stored sequentially, In order to access data which Is not

currently being looked at, the file must be rewound and searched through

until the desired record is found. However, data can be arranged into

blocks of data In such a way as to maximize the use of the device. Then,

nsteaid of looking word by word for a record one can go to that block, but

still startirng from the current location or the beninning of the file. Within

physical blocks, data may additionally be arranged Into logical records

to further facilitate ace ess.

Sequential files are fine for data that will be used sequentially,

I.e., In order. However, if data Is to be used at random from within a

file, then a random file structure would be desirable. In a random file,

any record can be acc.e:sed in approximately the same time as any other

record. This Is usually accomplished by having an address vector with the

physical disk address of each record. Thus, there Is an overhead In storage

space and to some extent speed. To determine if a random file structure

is better than a sequential file structure, this overhead must be weighed

against the utility of fast random access to data. If the image file Is to
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be accessed only to transfer it as. an entire image, then a sequential file

would be best. If, however, the capability of randomly selecting data from

the Image file Is wanted, such as would be the case with in memory editing

functions, then a random file structure would ue best, as direct access

would negate the need for constantly rewinding and searching sequentially.

2.5 Compatibility

Another major consideration In determining image file structure and

storage Is compatibility. It would be desirable to store an Image in a

fornat where It would be easily compatible with other Images and flies.

This factor would be Important if images were to be used off site, since

the Image must be In such a format that the new site could read It and use

It. There are often severe hardware, software, and interface compatibility

proble.ms within even the same site. Different programs must be able to

arcess different files successfully, since often Image analysis Involves

working with multiple Images. This consideration in file design suggests

the standardization of Image storage techniques. But this must be

weighted against some of the other factors already mentioned, as different

circumstances and %ituations dictate different storage techniques.

l~l
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3.0 TRANSFER AND DISPLAY

3.1 Display Devices

Another significant problem area concerns the transfer and display of

images. As noted before, images are data files that are normally viewed

as pic~tures. Obviously, there must be some Medium on which to display

and view the Images. There are many such display devices, including:

1. Graphic terminals and CRT's

2. Television moniturs

3. Oscilloscopes
4. Plotters

5. rlli,1

Many of these devides are set up to receive data in a very particular for-

mat. For example, television monitors normally re-.!re block sequential

trarnfers. Such restrictions will definitely affL.: .he technique used

to store the data, as data should be stored in such a way as to require

the minimum conversion. Also, many times the I/0 data channels are of a

particular form. Thus, if there Is a 16 bit data ous and 12 bit data Items
provisions riust be made to account for the discrepancy. In some instances,

thit. is taken care of by tho display interface. In others, special pre-

processing must b• applied to Images before they can be transferred and

displayed. Each dlfferent hardware device will affect a system differently,

unless a uniform Interface can be designed for all devices.

3.2 Transfer Time

The biggest problem Involved with the transfering of Images i.,j time.

The normal path that data has to follow in order tc get from storage to a

display device Is to first travel from the storage device to memory.

While the data is In memory, It is optionally processed to reconstruct

the image as if it was stored In a compacted form. Then the data is further

processed co put It into the correct format to be passed to the display

device. The data is finally put on the data channel and sent to the display
devfce, where it is finally viewed. This path is quite long and complex,
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and remnembering the huge amount of data present In an image that must be

transferred, it is not surprising that images transfers take a long time to

complete. This time factor causes much delay and degrades the whole

system since the user is waiting for his image ti be transferred and can't

do anything else until it is completed. Meanwhile, valuable resources

are beob used, and If the system is a single-user system, then the entire

system , !og-jammed until the transfer Is done. Thus, transfer time can

heavily Influence the effectiveness and usefulness of an image handling

system, and so care should be taken In the early design to try to minimize

ýransfer time.

N-12



4.0 IMAGE MANAGEMENT

4.1 Image Control Blocks

Management of images Is another major area of concern. There must be

some way of maintaining control over images. The manner in which this prob-

lem Is commonly solved Is to create special areas where control information

is kept. These areas are called Image Control Blocks (ICB). These ICB's

should contain all the control information about a particular image that

will be needed anywhere by the system. This Information Is then used by

the system, and can be changed by the user only in special cIrcumsta(C%.

ICB's normally Include the following Information:

1. File name

2. File format (how It- Is stored)

3, File location (where it is stored)

4. Size of physical records

5. Size of logical records

6. Random/sequential

7, Size of data item

8. Size of Image

9. Number and size of sublmages

10. Open/closed (accessible)

11!. Other

4.2 Image Descriptor Records

Besides control information, many times there is other descriptive

information associated with an Image. This information is not used by the

syIstem to manage the image, but rather it is used to present descriptive

information about the Image to the user. This type of information is

contained In areas called Image Descriptor Records (IDR). The IDR's are

in tuirn controlled by the ICB. IDR's normally contain such information as:

1. File name

2. Data created

3. User name

4, Last date changed
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5. Last data accessed

6. Changes to original image

7. Where did original image come from

8. What information does this image contain

9. Other
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5,0 MANIPULATION OF IMAGES

5.1 Whole Image Manipulation

The last major area of interest concerning Images is the manipulation

of images. In working with images, the occasion quite often arises that

some changes need to be made in the image. These changes can be made In

several ways. One class of modification schemes acts on entire images.

Functions In this class Include thresholding, coordinate transformation,

scaling, bias, expansion, contraction, subimaging, functional transforma-

tions, etc. A subclass of modificatiorn schemes Includes multiple Image

functions, such as appending, merging, arithmetic combinations, etc.

Since all these functions operate on the entire Image, they usually take

a long time because of the amount of data involved. Such functions are

usually well-specified and parameterized for the user's convenience. A

major problem with these functions Is that It takes a long time to verify

the ;-esults. Besides taking a long time to run the functions initially,

then the results have to be transferred in order to evaluate them. For

instance, if a thrasholded image is required, the resultant thresholded

image usually requires verification that the level of quantlzation was

correct. These functions act as a guide for the user, usually performing

feature enhancement functions over the entire image. For further infor-

miation on these functions, see [I].

5.2 Image Editing and Modification

Another class of modification schemes act on individual features

within an image. 1hese schemes differ from whole Image processing in that

only selected sub-portions of an image are affectud, rather than the entire

image. This class is further divided into two sub-classes. One sub-class,

called image editing, just manipulates de•a within an image by processing

the data in memory without ever transferring it to a display device.

Examples of This type of processing include string manipulatlons, Insert-

Ing and deleting lines, changing and replacing data items, etc. The other

sub-class, called Image modification Involves manipulation of the data in

memory while the image Is being viewed on a display device. The difference

between Image editing and imaqe modification is that In Image modification,

N-15



clues are taker. from examination of the scene presented by the image on the

display device. Examples of Image modification techniques Include variousI
interactive feature extraction techniques, as disqussed elsewhere

McNeil, M., J. L. Abbott, V. S. Frost, V. H. Kaupp, and J. C. Holtzman,
"Automated Techniques in Feature Extraction," TR 319-24, Remote Sens-
ing Laboratory, The University of Kansas, June, 1977.
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6.0 CONCLUSIONS AND RECOMMENDATIONS

Many of the problems associated with Im3ge handling and processing

have been discussed, with possible solutions proposed. It is evident that

the specific choice of a solution to a problem is dependent upon several

factors, including the hardware and software available, the type of prob-

lem and the type and usage of the image involved. Because Images contain

large amounts of data, a primary problem is how to store and access the

data quickly and efficiently. The tradeoff between compactness of data

storage and reconstructive processing has been explored to some lengths,

with the conclusion that the specific form of storage be determined by

considering hardware storage and processing capabilities, I/0 transfer

rate, file structure, compatibility, and the type of data nad Its Intended

use. In addition, specific algorithms have been discussed and their

usefulness with respect to certain types of data explored. Display device

capability and transfer times to and from memory have been shown to be a

very influencing factor In system utllity and ultimate usefulness. Manage-

ment of images will probably be handled in the standard way with an Image

Control Block and Image Descriptor Records. Manipulation of images was

briefly discussed, Identifying several areas of manipulation to be used in

an image handling and processing system.
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