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N ABSTRACT

The technical details of all aspects of the radar Image simulation
are reported. In particular, the activities associated with the Point
Scattering Method are discussed. They include: (1) construction of a
ground truth data base, i.e., the terrain model which incorporates ele-
vation and dielectric behavior; (2) digitlzation of the terrain informa-
tlon to build a digital matrix; (3) formation of a backscatter data
catalogue; (b4) radar device modeling; and (5) problems and solutlons
inherent in image handling and analysis.
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PREFACE

This document was prepared by the Kansas Simulation Group, Remote

Sensing Lahoratory (RSL), The University of Kansas, Lawrence, Kansas, to

report the results of a Radar Simulation Study performed under Contract
DAAGS3-76=-C~0154, dated 15 May 1976, witk the Engineer Topographic Labor-
atory (ETL), Fort Belvolr, Virginia. This Radar Simulation Study was
performed to validate the point scattering radar image simulation method

which had hren developed previously, to investigate terraln feature

extraction techniques for constructing category data bases for radar Image

simulation, and to use the point sczattering radar image timulation method

to generate radar reference scenes for terminal guldance applications. '

The work and services to be provided under this contract were organized

Into two separate tasks. A summarization of these tasks, collecting and

grouping activities according to thelr relationships to these tasks, wou'd

be:

Task 1 - Simulation Systems Approach

The polint scattering radar Image simulat n model will
be used to generate simulations of a test slte centered
around the Plckwick Landing Dam located In Tennesses.
The purpose of these simulations will be to validate the
simulation technique which has been developed. The sub-
tasks to be performed under this task are:

(1) Perform a study to vallidate the point scatter=
ing radar lmage simulation model for Side=-Looking
Alrborne Radar (SLAR) appllcatlons by making SLAR
simulations of the Plckwick test site, The data
base of Plckwick for the simulation (Subtask (3))
ls to be made only from maps and optlcal Im&gery.
After the SLAR simulation Is complate, it will be
compared to original furnished radar imagery and
differences will be analyzed.
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(2) Perform a study to validate the point scattering
radar image simulation model for Plan-Position Indicator
(PP1) radar applications by making PPl simulations of
the Pickwick test site. The data base to use s the

one constructed in Subtask (3), below, The PPl simu-
lation model will be developed using a polar coordinate
scan so that PPl radar simulations can be wade in the
correct geometry. After the PPl simulation Is complete,
It will be compared to the SLAR simulations produced in
(1), above and differences will be analyzed. This ap-
proach Is being used because real PPI‘Imagery of the
Piekwick site is not available.

(3) Construct data bases of the Plckwick Landing Dam
test site. The appropriate pianimetric terrain features
will be extracted from optlical photography and maps.
Investigations will be conducted to develop automated
terrafn feature extraction techniques, The man hours
for this feature extraction procass wi!l be recorded
comparing human photo Interpretation methods with Inter-
active automated methods for the same area. Usling
digital elevation data and the planimetry extracted

from photos only, a digltal data base will be produced.

Task 2 - Advanced Simulation Methods

The point scattering radar image simulation model will be
applied to generate reference scenes of a test slite centered
around the Plckwlck Landing Dam located in Tennessee for
tasting by the Correlatron for terminal guldance appllications.
The purpose of these reference scenes wl)) be to evaluate

the simulation technique for reference scene generation and
to measure quantitatively the simulation results. The sub-
tasks to be performed under thls task are:

iy




(1) Produce PPl radar reference scenes appropriate
for the terminal guidance. The final product will
be digital tapes of the reference scene simulations.

(3) Construct data base of the Pickwick Landing Dam
test site. The appropriate planimetrlc terrain fea-
tures will be extracted from optical photography and
maps. The man hours for this feature extraction pro- -
cess will Bé'reéord;d; comparing photo Interpretation
methods with Interactive automated methods for the
same area. Using digital elevation data and the plan=-
Imetry extracted from photos only, a digital date
base wlll be produced, Repeat the process using
existing radar Imagery, maps, and dlgital elevation
tapes.

Obviously, the work and services to be performed under thls con-
tract were very extensive, spanning many disclplines, and drawing upon
the knowledge and experlence of geographers, electrical engineers, botanl!sts,
and computer sclentists, To report these dlverse actlvlths in a coher-=
ent feshlon s difficult., The format of this documert has bean designed
to simplify, as much as possible, reporting this work: - '

The document is divided Into two volumes to reduce the bulk that
must be handled at any ocne time, Volume | reports the work and results
with technical detalls deferred to the appendlices. Volume !! |s a col=
lection of appendices containing the Individual technical detalls of the
work ‘reported In the flrst volume. In addition to reducing the bulk
which must be handled, dividing the document Into two volumes adds
flex!bllity; It s easler to turn to the apprenrlate appendix In Volume

I'} for techrical datalls while keeping the work and results .deseription
open for refarence In.Volune |,




The organization of Volume | is structured around the basic work

being reported. As can be seen in the summary of the work and services
specified under this contract, there are listed two tasks and five sub-
tasks, Upon Inspection, It can be seen that the five subtasks are really
_only four different activities: (1) SLAR Valldation; (2) PPl Validation;
(3) Reference Scene Generation; (4) Data Base Construction/Feature Ex-
traction Techniques, Volume | Is orgahizad according to these major actiy=
fties. The format of Volume | and the relationships of each section to
the approprriate subtask of the work and services is as follows:

Document Statement of Work
Section Description of Work and Results Task - Subtask

1 Introduction and summary of results Al

2 SLAR Validation 1 1

3 PPI Validation 1 2

4 Terminal Guidance Applications 2 1

5 Data Base Constructlon/Feature ] 3

Extraction Technlques (2 2/
Volume Il has a simple organlzational plan. It ls an alphabetical

Itsting of the appendices required to support the work and results report-
ed In Volume |, These appendices represent the technlical information

nacessary to support the discussions of work and results in Volume |,
There are fourteen appendlces provided 'n Volume Il as follows:

Technical :
Appendix Report No. Title Date
A TR 319-1 'Construction of a Geometric Data Base July, 1976
for Radar Image Slmulatlon Studies'
8 TR 319-2 '""Baselline of Planimetric Data Base July, 1976
Construction: Pickwlick Sfte"
c TR 319-3 "Digltal Elevation Data Basg Construction: July, 1976
Plckwick Slte! . , S5
D TR 319=4  "'Digltization of Plckwick Site Dita Base' February, 1977
TR 319-21 ‘'increased Resolution of Planimetric Data March, 1977
Baset Plckwick Slite"
F TR 3195 '"Medium Resolutlon Digltal Ground Truth August, 1977
Data Base'

vi
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319-7

319-9

319-8
319-19
319-15

319-24
319-25

319-26

""Backscatter Data for the Digital Radar
{mage Stmulation of the Pickwick, Ala~-
bama Site"

"Medium Resolution Radar Image Simulation
of Deciduous Forests: A Study of Candi-
date Techniques"

""Digital Model for Radar Image Simula-
tion and Results"

"plgital PPI Modél for Radar Image Simu-
latfon and Results'

"Investigation of an Interactlive Approach
for Radar Image Simulation"

February, 19;

August, 1877

August, 1976
Auaust, |977

March, 1877

"Automated Techniques in Feature Extraction' June, 1977

"Interactive Feature Extractlon System
Framework'!

""Image Handling and Processing'

vii

June, 1977

June, 1977




PURPOSE

The purpose of this document is to report the results of a Radar
Simulation Study conducted by the RSL (Remote Sensing Laboratory, Unliversity

-, of Kansas) under contract with ETL (Engineer Topographic Laboratories,

United States Army, Fort Belvoir, Virginia). The Radar Simulatlon Study

_ 'Vwés;gerforhed to test the Point Scattering Radar Image Simulation Model
;- developed and reported In previous work' *2, " The Polnt Scattering Mode!

was applied to three specific problems In this study, and the technical
detalls of the wourk performed ara reported In this document, The three
specific appllbatlons tested In this study are: (1) SLAR (Slde-Lecoking
Airborne Radar) Model Vaildation; (2) PPI (Plan-Position Indicator) Radar
Mode!l Valldatlon; (3) Terminal Guldance Applications, In addition to the
Implementation and testing of these three applicatlons of the simulation
model, much affort was expended in peripheral activitles required to sup-
port the main efforts. Principal of these was data base construction
with emphasis on feature extractlon methods and techniques. As these
activities are of critical importance to successful [mplementation of
radar simulation models and to successful utilization of these models,
the purpnse of thls document Is extended to supply detalled information
about these support actlivitles, also.

‘Holtzman, J. €., V. H., Kaupp, R, L. Martin, E. E. Komp, and V. S. Frost,
‘"Radar Imnge Simulation Project: Development of a Genaral Simulation
Mode! and Interactive Simulation Model, and Sample Results,: TR 234-13,
Ramote Sensing Laboratory, The Universlity of Kansas, February, 1976,

Woltzman, J. C., V. H. Kaupp, and J. L. Abbott, "Radar Image Simulation
Project,: TR 23415, Remote Sensing Laboratory, The Unlversity of
Kansas, Septenber, 1976,
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SCOPE

The scope of the work performed in thi§ Radar Simulation Study was
Timited to testing the Po!nt Scattering Radar Imaye Simulation Model
against one specific area. The three applications (SLAR, PPI, and Terminal
Guidance) of the simulation mode! were each tested against this one area.
The area selected for this test of the simulation model was the topographic
reglon in the states of Tennescee, Alabama, and Mississippi, centered on
the northwest corner of the powerhouse at the Pickwick Landing Dam, Tennessee.
The SLAR and PPl validation work was limited to forming a sequence of radar
image simulations from two different look directions of selected subregions
of the Pickwick test site and comparing these simulated radar images to real
images ( of the same regions ) having the same look directions. The terminal
guidance work was limited to producing reference scenes of the Pickwick
site from one altitude for running on the Correlatron. The data base con-
struction/feature extraction work was limited to preparation of two data
bases of the Pickwick ~1tc: (1) Data base for SLAR and PF! validation work,
(2) data base for Termina)l Guidance work.
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ABSTRACT

A computer program to produce a digital ground truth data base of a
controlled scene of geometric sollds has been developed for radar Image
simulation studles. The data bases which can be made by this program
have well-deflnad geometric properties and have well-~defined boundarles
separating different microwsve raflectivity categories, Since the geo-
metric properties of the features In a scene are of paramsunt importance
to radar, a test data basa with known goometry [s cruclal in radar image
simulation work. Also important to radar Image simulation work is the
capability to easily change the refieéilvity'categories of the various
reglons contalned in s scene. Al)l of these features are avallable in
the data bases which can be produced by this program. These data bases
are ldeally sulted, therefcre, to radar Image simulation studies; they
provide ‘a known Input to the simulation program and produce & calculable
response.




INTRODUCTION

A software package to produce a digital ground truth data base of
a controlled scene of qeometric shapes and solids has been developed for
radar image simulation studies. The data base produced by this computer
program provides to the simulation program a known input with well-
defined Interactions &nd relationships between the various features
contained In the scene. Uncertainties in the geometric and dielectric
properties of the features Inherent In a radar scene and, thus, In digltal
data bases of real terrain, are removed. The data bases which can be
developed from this program are, therefore, ldeally sulted to provide a
known callbrated input to radar Image simulation studies; they have a
calculable response, and, hence, can be thought of &8s a standard scene
or as a ''test' scene,

In a broad sense, there are two classes of radar Image simulations
that can be produced: The first |s the class of simulations where the
simulated radar Imagery |s thea goal, and the second Is the class where
the imagery is not the goal, The simulations of the first class are pro-
duced, typleally, to reproduce falthfully the radar imagery character=
Istics of & partlicular scene based on the real properties of that scene,

‘For this class of sipulatlons It Is necessary to generate the appropriate
ground truth data base for each scene. "The applications of the simulated
Imagery produced in the second class are Independent of the scere Itself,
Some examples of simulation where the radar image Is not the goal are
found In troublashooting software, In sensitivity studles, In parameier
optimization studles, etc. A standard callbrated data base with known
Input characteristics would be ideal for this class of simulation.
Typically, however, an existing data base produced for some other appli-
cation is used. This approach has the problem that It Is difficult (If
not Impossible) to determline the origin of the results produced In the
simulation (e.g. anomalies might be caused elthar by the data base or the
study). In fact, experlence has shown that using existing data bases to
troubleshoot new software, to determine thresholds of sensitivity for
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varicus simulation parameters, to evaluate discrimination capabilities,

or for other similar studies is inefficient, can mask results, and can

lead to Incorrect Interpretations of results. A controlled data base of
known geometry, dlelectric categorlies and features, and having a calculable
response Is required for studies of this kind.

Among the most difficult aspects of the radar 'mage simulation pro-
biem Is bullding the digital data bases containing the geometry of the
ground features and the microwave reflectlivity properties of the ground
scene, Some of the more common sources of data used to build these data
bases are high resolution aerial photography, maps, and other radar
imagery at, perhaps, a different wavelength and polarization, Ié ls necess~
ary to extract the deslred information and convert these raw data Into a
sultable digital data base (ground truth data base) for input into a
digital computer, Typlcally, a scene will require a large number of points
In the ground truth data base, For example, if the radar system being
modeled |s capable of resolving features (objects) which are separated by
100 feet or more, @ 10 mile by 10 mile scene would contaln at least
279,000 Independent elements., (50 foot resolutlon would require more than
amillion elemants,) Production of simulated Images of scenes of a
reasonable slze can requlre the development of a very large ground truth
data base,

! Several geometric data bases have. been produced by the program des-
cribed here, A specific example is shown In Flgures 1, 2, and 3. Flgure
1 shows a perspective 1lne drawing of this data base. This flgure I}lus=
trates the relative orlentation of the varlious geometrlic shapes Included.
Figure 2 Is a plan view of the same data buse showlng the relative helghts
and positions of the various solids., Flgure 3 Is also a plan view of thls
data base, but this flgure fllustrates the microwave reflectivity category
asslgnments made for thls one data base. Thls data base has been used to
troubleshoot the Image simulation software and to ver!fy that layover,
shadow, range compression, local angle of Incldence, and fading were all
properly simulated. It has also been used to demonstrate visually the
effects of changing carrier freguency and polarization for a well-defined
scene. It ls expected that this data base wil) be Invaluable In future
studles,
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METHODOLOGY

The software design for the conmstruction of the various geometric
sollds was made as simple as possible. The varlous geometric solids which
can be selected for Incluslon in a data base to be constructed by this pro-
gram are available as subroutines. The objects available as subroutines
and the options for user specification are listed in Table I, This pro-

\
|
|
gram creates a data base as a grid matrix of a speciflad slze. (Present
operation creates 1000 x 1000.) Cell size |s user-specified, but must be
square,

Within thls grid matrix, 3-dimensional representations of regular
surfaces are constructed by user specifications (detalls of available
structures to follow). In additlon, a spec!fle microwave reflectivity
category may be assigned to each object. The elavation and category
assignment (1.e. reflectivity category) for each cell Is packed Into one
word; the rightmost six bits are reserved for category number (giving
possible range of values 0 =+ 63), and the remaining upper blits are reserved
for the elevatlon. Those cells where no object Is defined are Implicitly
defined with @ elevation and # category.

This computer program will produce data bases as large (or as small)
as Is desired, To prevent problems caused by computer core )imltatlions,
the data base Is constructed In horlzontal strips, In the flrst pass, A
all the columns of the first N rows of the grtd metrix are constructed 1 |
and stored on an external device; pass 2 produces the next N rows{ pass
3 the next N rows, etc., untll the matrix |s complete. N !s chosen by
the user so that (N ROWS * M COLUMNS) Is a "reasonable' amount of core
requirements. For the speclific data base hereln described (Flgures 1, 2,

and 3), a 1000 x 1000 metrix was produced In 20 passar, Each pass pro=-
duced & sectlon of 50 rows x 1000 points which required a single block

oFf 50K words of core (compared to 1000K which would be required If the
en:lre matrix were constructed in one pass), The multiple pass concept
does not sacriflce execution speed since only one object can be constructed
at a time. And since the output !s performed on entlre |ines, the data
base Is built as a single unit, eliminating the complexities of mosalcking
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Pyramid

Hemisphere

Tower
Cylindar

Patch

Checkerboard

Note:

TABLE )
Geometric Solids

Optlons

User suppllies start row and start column, length and width
of base, the angle of rotation in degrees, and a microwave
reflectivity category number assignment.

User specifies start row and start ¢olumn, length of wedge,
max Imum helght of the wedge, slope of the front face, width
of the flat top, slope of the back face, angle of rotatlion,
and a microwave reflectivity category number assignment.

Produces a pyramid of arbitrary helght with & square base.
User specifies start row and column, length of base, angle
of rotation, and microwava reflectivity category numbsr.
(S1ope of the sides Is Implicitly determined by the helght
and length of the sl!de.)

User specifies row and column of center, radius, and micro=
weve reflectlivity category number,

Produces a cy)inder standing on end., User speclifles start

row and column of center, radlius, length, and mlicrowave -

reflactivity category number.

Produces half of & cyllinder lylng on lts slde., User spaci-
fles start row and column of center 1ine, radlus, length,
and microwave reflectivicy category number,

Assigns to a glven number of matrix cells the desired
microwave reflectlivity category number with no elevation.

Assigns to a series of matrix cells each of the diffaerent
microwave reflectivity categories consecutively with ne
alevation,

Patch and checkerboard are avallable to compare changes In the return

strength of the various categories at different Incident angles. Patch
may provide a reference greytohe next to an object to analyze the effect
of changing the local incident angle.
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sub=-images together. The one sacrifice that is made, however, is that

the objects produced must lle completely within a single strip; an object
cannot be constructed that begins someplace within one horizontal strip '
and overlaps to some point within annther strip. Aside from thls mfnor
limitation, the computer program I!s general In design,

FLOW CHART

The computer program (geometrl; data base construction) has been
deslgned to be as versatile as possible, The size of the data base and
the size, locatlon, orientation, and shape of the various geometric sollids
ara easlly controlled. Fligure 4 presents the baslic operations, In flow
chai t form, of this computer program, Dlgltal data bases of geometric
sollids are constructed according to the user's design and specification.
Also shown ts a 1isting of the elght geometric slapes available as sub-
routinen In this program. A covy of the program Is Included In thils
work.,

To use thls program, It Is necessary flrst to design the desired
data base. The size, location, orlentation, and shape of each
geometric shape must be speciflad, The computer program will
prod@ce a digital data base materix donstrucﬁed of iooo‘e\éments by 56
rows at a time for as many repetitions as are desired. (A matrix of

- 1000 x 1000 data values would requlire 20 rapetitions.) If It |s desired

to monscruct & data base of a different size, the dimension statements
must be changed from the values specifled (specifled In the program 1isted
in Appendix [) to the desired values, The only real constralnts on data
base slze are Impoged by the core size of the computer used to construct
the data base, After the data base slze has been defined and the dimen-
slon statements of the program have been specifled correctly, the data
base can be constructed, Referance to the flow chart shuwn In Figure 4
wiil make clearer the following discusslon, For each geometric shape to
be Included In each horlzontal strip, two data cards are requlred to be
Input to the program. The flrst card is a number between @ and 9 that
speclfles the surface to be constructed, and the second card specifier
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File

A

Output
Matrix In
Line

Format

1

Read Input
| Variables for
Object to be
Created .

NO_| Message Bad

Call Subroutine

Output Erro

| Reset-Matrix
Elements Specified by -
to ¢ Variable ""Choose"
A
Geometric Solid | Variable Choose | Software Name
Patch 1. Patch
Cube 2. Cube
Wedge 3 Wedge
Pyramid 4, Pyramid
Hemisphere 5, Hmisp
Cylinder 6, Cyl
Tower 1. Tower
Checkerboard 8. Chkrbd

Figure 4, Geomutric Data Base Flow Chart
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the required construction data. (These requirements are listed
both In Table 1 and in the various subroutine listings). Two cards

are requlired for the program for each shape desired In a strip, A
data card of @ signifies that no more geometrlic solids are desired for a

given strip and that construction is to begin for the next strip. In this
way, the data base is constructed strip by strip unt!l the data base Is
completed.

The data bases which can be constructed from this prugram are not
Iikely to be encountered In actual radar use. But they can be very use-
ful for testing radar simulation programs and problems since all aspects~-
hetght, local slope, category asslignment=-are preclisely known. Further-
more, any or all of these parameters can be changed by the user in a very
control led manner to study the relative effects and importance of each,
as well as to evaluate the simulation techniques. These changes can be
accompl Ished elther by constructing a new data base for each arrangement
or by Incorporating thls program In the simulation model to produce the
desired effect, One can also study the Importance of the slze of the
data base cells by changing the approprlate parameter during the pro-
duction of a data base. There are many more potential uses for a data
base 1lke thls, and to Increase the value of this program by making the
output more generally appiicable, facllitlaes to rotate the data base to
run radar simulations with different flight paths have been included.




TR 319-1

Listing of Computer Program to Construct
Geometric Data Bases

PRNGRAM TITLE: FAKE

AUTHOR: E. Komp
IMPLEMENTED ON: Honeywell 635
PURPOSE:

Creates a grid matrix of elevation, gesometry, and
reflectivity for Input to a radar Image simulation
program.
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FAKE

THIS PRUGRAM CREATES AN ARTIFICIAL DATA BASE CONSISTING
CF REGULAR 3-DIMENSIONAL GEOMETRICAL SHAPES AS SPECIFIED
€Y THE USER '

THE DATA BASE IS CONSTRUCTED IN RECTANGULAR FORMAT,

EACH CELL REPRESENTS A FIXED SQUARE AREA, THE LENGTH OF
THE SIDE OF EACH CELL IS DETERMINED BY THE VARIABLE ==
CELSIZ

EACH CELL IS CHARACTERIZ2ED BY AN ELEVATION AND A CATEGORY
THIS INFORMATICON IS PACKED INTO ONE WORD,.

THE LOW ORDER & HITS ARE RESERVED FOR THE CATEGORY.

THE HIGH ORDER BITS FOR THE ELEVATION

TO USE TH1S PROGRAM THE USER SPECIFIES THE OBJECTS DESIRED
ALONG WITH THE NECESSARY DESCRIPTIVE PARAMETERS AND THE
COORULINATES OF THE LCWER LEFT CORNER FOR PLACEMENT IN THE
TATA BASE ( OR THE CENTER FOR CYLINORICAL AND SPHERICAL
0BJECTS) PLUS THE DESIRED CATEGORY

ALL UNSPECIFIED CELLS HAVE IMPLICIT ELEVATION AND CATEGORY O

TC MINIMIZE CORE REQUIREMENTS THE DATA EASE !S CONSTRUCTED
IN STRIPS S0 CELLS WIDE (THIS NUMBER MAY BE VARIED BY
ALTERING THE DIMENSION STMT), THE FIRSY FIFTY ROWS ARE
CONSTRUCTED AND PUT ON TAPE WHEN COMPLETE, THEN THE NEXT
FIFTY ROWS ARE CONSTRUCTED AND PUT ON TAPE, AND SO ON

THE USER SPECIFIES THE COMPLETION OF A STRIP ON INPUT

BY INPUTTING Q FOR CHOOSE

THEREFORFE AN ARBITRARY NUMBER OF ROWS MAY BE

CONSTRUCTED, THE NUMBER OF COLUMNS IS LIMITED 8Y THE
DIMENSIOC.!S OF fHE ARRAY MATRIX C(IN THIS CASE 100M)

CJECYS MAY NOT CROSS OVER THE BOUNDARIES OF STRIPS
EACH OBJECT SPECIFIED MUST FIT COMPLETELY INSIDE THE
STRIF

IMPLICIT INTEGER (A-W)

THE FOLLCWING VARIABLES ARE REQUIRED AY MOST OR ALL OF
THE SUBRCUTINES AND SO ARE PLACED TN BLANK COMMON AND SO
bC NCT HAVE TO BE PASSED AS FORMAL PARANETERS

BUF = SMALL 170 BUFFER FOR DEBUG WR!TE STMT IN VARIOUS
SUBROUTINES

MATRIX « THAY PORTION OF THE DATA BASE BEING CONSTRUCTED
THAT 1S PHYSICALLY IN CORE

CELSI2 - SIZ2E UF EACH CELL IN DATA RASE (IN FEET)

STROW,STCOL = STARTING ROW AND CCLUMN OF THE SURFACE TO BRE
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CONSTRUCTED (FOR RECTANGULAR CHJFCTS THIS 1S LOWER LFFT
CORNER, FOR CYLINDRICAL CRBJECTS THE CENTFR)
WoONOTE#*e STRCW MUST BE GIVEN MCDULC 50 (SINCE ONLY A
5C ROW STRIP OF THE ENYIRE CATA BASE IS IN CORE
AT ANY ONE TIME)

CAT « CATEGORY ASSIGNMENT FOR THE SURFACE

ANG = ANGLE OF ROTATION (APPLICABLE ONLY TO RECTANGULAR SHAPFS)
THE OBJECT WILL DE ROTATED CLUNTFER~-CLOCKWISFE ABOUT 1ITS
LOWER LEFT CORNER THE SPECIFIED NUMBER NF DEGREES

COMMON BUF(20), MATRIXCI100045C)sCELSIZoSTCOLISTROWSCATHANG
DIMENSION LINECSOO)

CELSI2 =20
HALFCEL = CELS1Z/2

00 620 1%1,70
0o 62 J=1,500

620 FATRIXCJP1)210

CONSTRUCTION OF EACH SHAPE REGUIRES TWQO DATA CARDS
FIRST CARD IS A NUMBER BETWEEN O AND 9 (12 FORMAT)
THAT SPECIFIES THE SURFACE TO BE CONSTRUCTED

C - BEGIN NEW STRIP OF DATA BASE

= FATCH

CUBE

WEDGE

PRYAMID

HEMISPHERE

CYLINDER

TOWER

~N Ot D —

8 8 = CHECKERBOARD

-

SECOND CARD NECESSARY DESCRIPTIVE PARAVETERS FOR THAT
OBJECT == SEE SPECIFIC ROUTINE FOR DETAILS

PRANCTEw s STROW AND STCOL ARE 1C BE SPECIFIES IN TERMS
CF MATRIX CELLS (ROW.COL) = ROW MODULO 50 =
FCR EASY PLACENENY OF OBJECTS RELATIVE TO ONEF ANOTHER
ALL OTHER PARAMETERS (LENGTH,WIDTH, REIGKT) ARE TO
BE GIVEN IN FEET SO THE USER CAN EASILY DESCRIBE THE
PHYSICAL SI2E DESIRED

READ(ND5.05,ENDSSCO) CHOOSE
FORMAT(I2)

IF(CHOQSE .EQ., C) GO TO SCO :
60 TO0 (10,20,30,4005N560,70,8C)s CHENSF
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C
¢

IO NN 2V N aNaNasRaRallaNaNel

O OO OO0

81

-
e

BAD IN
MR
¢ f0

1§

PUT OQUTPUT ERROR MESSAGE AND READ NFXT CAPD

ITEC6,810) CHOOSE

RVATC /e wnnWARNINGw R, 15,
PECIFY NEW OBJECT. IT HAS BEEN IGNORED'//)

IMPROPER VALUE TO

SKIP CARD WITH PARAMETERS FOR BAD OBJECT

RE
€o

ADCCS,054,END®9CO) CHOOSE
TC 1

PATCH

PATCH = SQUARE AREA CF DATA BASE ASSIGNED SPECIFIED CATEGORY

S12E =

FO

NO ELEVATION 1S ASSIGNED

DESIRED LENGTK OF SIDE FOR THE SQUARE ARFA

RMATCI10IS)

CALL PATCH(SIZE)

co
g

NTINUE
T0 1

CUBE

READCOS#11) STROWSSTCOL#SIZESCAT

CUBE = RECTANGULAR SHAPE OF ARATRAY CONSTANT ELEVATION

LEN = LENGTH IN X DIRECTION (ACROSS)

WIC = WIDTH IN Y DIRECTION (VERTICAL)
HGY = HEIGHT CONSTANT ELEVATION TO BE ASSIGNED EACH CELL

20 READCOSA1%) STROW,STCOLAANGILENsWIDSHGTSCAT

CA
(o
Go

LL CUBECLENSWIDoHGT)
NTINUE
T0 1

WEDGE

WEDGE = OBJECT WITH SLOPING FRONT FACE, A FLAT TOP
OF CONSTANT ELEVATION AND ARBITRARY WIDTH ANO A SLOPING BACK

LEN =
SLOPE
HGT =
TP -
BSLOPE

FACE

LENGTH OF WEBGE IN X DIRECTION (ACROSS)

= SLOPE OF FRONT FACE
MAXIMUM ELFVATION OF WEDGE
WIDYH OF FLAT TYOP

- SLOPE OF BACK FACE

P sy e A = s n e Sk s a 10 e s e &

A-16




3C READC(OS5+11) STROW,STCOLAANGSLENSSLCPEAHGTATOP,BSLOPE, CAT
CALL WEDGE(LEN,SLOPE,HGT»TOP,BSLOPE)

CONTINUE
GO T0 1
c
C PYRANMID
C
 PRYAMID - REGULAR FOUR SIDED PYRAMID
¢
C LEN = SIZE OF BASE OF PYRAMID (WILL HAVE SQUARE BASE)
C HGT = MHEIGHT OF PYRANID
e
C ' ' A
40 READCOS5+11) STROWSSTCOLAANGILENIHGTHCAT
CALL PRYAMID (LEN,HGT)
CONTINUE
G0 701
9 :
¢ HEMISPHERE
C
C HEMISPHERE = HEMISPHERE WITH CENTER AT (STROW»STCOL)
¢
€ RAD - RADIUS
C
c
5¢C READ(OS,11)STROW,STLOLARADSCAT
CALL HEMISF(RAD)
CONTINUE
o 101
¢
¢ CYLINDER
¢
€ CYLINDER = CYLINDER LYING ON ITS SIDE
¢ :
C RAD « RADIUS OF CYLINDER
€ LEN = LENGTH OF CYLINDER (IN X DIRECTION)
C
¢
6C READCOS»11) STROWSSTCOLARADFLENSCAT
CALL CYLCRADSLEN)
CONTINUE
G0 70 1
¢
€ TOWER
C
C TOWER = CYLINDER STANDING ON END
¢
{ RAD ~ RADIUS OF CYLINDER
C HET « HEIGHT OF CYLINDER
¢ .
¢
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70 READ(O5+11) STRCOW»STCOLARADIHGTS,CAT
CALL TOWER(RADSHGT)
CONTVINUE
6o 101

CHECKERBCARD
CHECKERBOARD = ROW AND COLUMN OF PATCHES REPRESENTING THE

VARJOUS CATEGUR'ES (FOR COMPARISON OF RELATIVE
GREYTONES FOR THE CATEGORIES)

2N XaBalaNaBalal el

80 READ(OS#11) STROW,STCOL
CALL CHKRBD
CONTINUE
€o T0 1

QUTPUT COMPLETED SYIIP OF DATA BASE TO TAPE
IN BINARY UNFORMATTED FORM

[a X aNaleNal

5GC 00 6C0 1w1,50
- WRITECD1) (MATRIXCJaI)pum1,1CCMN
6CC CONTINUE

RESET ALL MATRIX CELLS TO O BEFORE REGINNING NEXT
STRIP OF DATA EASE :

[aXalaNal

00 610 [=1,50
00 610 Je1,1000

610 FATRIX(Jel) = O

. 60 TO 1

9CC STOP
END

¢ SUBROUTINE PATCH(SIZE)
SUBROUTINE PATCH(SIZ2E)

IMPLICIT INTEGER (A-W)
COMNMON BUF(20)» ARRAY(S500,70)0CELSIZ2oSTCOLASTRAWSCAT,ANG

SI2E DIMENSION CONVERTED TO NUMBER OF MATRIX CELLS

OO

SIZE = SIZE/CELSIZ

DO 100 Il®1,81ZE
1 = 119

PO 100 JJmwis812E
J wjJ=1

A<18

e e g T
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s N al

2 X el al

(2 X a¥aXx]

¢

(2 X2 aXakaNasNaNa RNl

60
$0

1C

10

65

ERes BC = BIGGEST ROW AND COLUMN INCLUDED
THESE PARAMETERS REQUIRED FCR THE SURROUTINE FILLIN

IF(COL LT LC) LC = COL
IF¢COL .GT, BC) BC = (COL
IF(ROW +LTs LRY LR = ROW
[F{ROW .GT,., BR) BR = ROW

DEBUG WRITE STATEMENT

Go TO0 90

laj+e

BUF(L)=s COL

BUF(I+1)= ROW

IFCl JLTe 15) GO TO 90

WRITE(S6,60) (BUF(M), Mr1,16)
FORMAT(8(5X,215))

IE LR

FLDC18,12+ARRAYCCOLAROW)) ® FLD(R4,12,HGT)

PROPER ELEVAYICN AND CATEGORY IS ASSIGNED TO EACH OF THESE
CCLLS

¢ FLDC(3Cr6,ARRAY(COLAROW)) = FLD(3Ns6,CAT)
WRITE(HL,40) C(BUF(M),Mm1,16)
DO 10 I=1,14
BUF(1)=0
CATEG = (AT

SINCE RCTATION WAS ODONE ON DISCRETE POINTS IT IS POSSIBLE
THAT THERE ARE SOME HOLES (CELLS INTO WHICH NO POTATED
POINT WAS PLACED) IN THIS ORJECT

SUBKOUTINE FILLIN CHECKS ORJECTS FOR SUCH 'HOLES!
AND fILLS THEM IN WITH THE APPROPRIATE ELEVATION AND
CATEGORY

CALL FILLINCLC/BC/LRIBR,)CATEG)

CONTINUE

RETURN

END _

SUBROUTINE WEDGECLEN,SLOPESHGT,TOP,BSLOPE)
SUBRCUTINE WEDGE(LEN,SLOPE,HGT,TOP,ESLOPE)

IMPLICIT INTEGER (A=W)
COMMON BUFC(20)¢ ARRAYISONS7D)wCELSIZASTCOLASTROWSCATPANG
DATA LCsBCOLR,BR/SCO,0,50000/

WRITECG,65) STYCCL,STROW
FORMAY(/o3CXs " WEDGE' »SX02164/1)




¢
C

¢
¢

APPRCPRIATE CELLS ARE ASSIGNED THE DESIGNATED CATEGORY

100 ARRAY(STCOL+I,STROW*J) = (AT

RETURN

END '

SUBROUTINE CUBECLENsWID,HGT)
SUBRCUTINE CUBECLEN,WID,HGT)

IMPLICIT INTEGER (h=W)
COMMON BUF(20Ys ARRAY(SOC,70)+CELSIZ2,STCOL,STROWSCAT,ANG
DATA LC»,BCsLR#BR/SOD,0,500,0/

la=t
MALFCEL = CELSIZ/2
ANGLE OF ROTATION OF BASE OF CURE

IANG = FLOAT(ANG)/S7.295
SINE OF ANGLE CF ROTATION
ISIN = SINCZANG)
COSINE OF ANGLE OF ROTATION
1¢0S = COSCZANG) ‘

THESE DC LOOPS CALCULATE THE CELLS THAT WOULD RE INCLUDED

IN THE CUBE IF THERE WERE NO ROTATION

IF THE OBJECT 1S TO BE ROTATED (ANG s/ C)

A ROTATION OF AXCS IS EFFECTED BY THE TRANSFORMATION
XNEW ® X & COSCANG) = Y % SINCANG) ‘ . ;
YNEW ® X « SINCANG) ¢ Y #» COSCANG) '

THEN THE CELLS REPRESENTED BY XNEW AND YNEW ARE ASSIGNED
THE APPROPRIATE VALUES

NOTE IF ANG w C NO CHANGE 18 MADE

THIS SAME TECHNIQUE 1S USED FOR RCTATION OF ALL OBJECTS

L 100 1Y = HALFCELAWIDSCELSTIZ

Yy = 1Y

YSIN ® 2SIN & Y

YCOS & 2C0S « ¥

00 1C0 IXx = HALFCELJLENSCELSIZ
X = 1X

toL = 2C0S » X = YSIN

ROW ® ZSIN « X ¢ Y(OS
COL & COL/CELSIZ + STCOL
ROW = ROW/CELSIZ + STROW

LRs LC = LEAST ROW AND LEAST COLUMK INCLUDBED IN THIS OBJECTY

A=20




FT =-2

HALFCEL = CELS!7/2
C
C ANGLE OF ROTATION = SEE CURE FOR DETAILS OF ROTATION
¢

IANG = FLOATC(ANG)/57.295

2SIN = SINCZANG)

2005 = (05 (2ANG)
¢

ZITOP = FLOAT(SLOPE) /57,295
o

C TANGENT OF SOP FOR FRON FACE OF WEDGE
2TAN = SIN(Z2TOP)/COS(Z2ZTOP)
CNT =C o

¢ ; .
C ELEVATION INITIALIZED TO Z2ERQ '
ELEV =0

C WwiODTK OF TOP IN NUMBER OF CFELLS
TOF & TOP/CELSIZ
INCR =0
1y = HALFCEL=-CELSI?
10C ELEV = ELEV+INCR
IFCELEY <LT.0) GC TO 200
1y = 1vy+ CELSIZ
Y = v
YSIN = (SIN » ¥
YCOS = 208 » ¥

C
O 110 1% sHALFCELALENSCELST2
X » IX
COL = 2CO0S « X = YSIN
ROW = Z5IN » X + Y(COS
COL = COL/CELSIZ ¢ STCOL
ROW = ROW/CELSIZ ¢+ STROW
o
¢ PARAMETERS FOR FILLIN AS DRSCRIBED }N CURE
c "y ¢ ’
IFCCOL 4LT. LCY LC = COL
IF(COL JG1, BRCY BC = COL
IFCROW JLT. LR) LR = ROW
J1F(ROW 6T, BR) BR ® ROW
GO TO0 90
FT apT+3
¢
¢ DERUG PRINT STATEMFNT
¢
BUF(PT)sCOL
BUF(PT+1)u-ROW ’

FUF(PT+2)BELEV
TF(PT LT, 13) GO TO 90
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[aNasNasXal

s NaNeNaNel

[a X o]

(2N o]

c
c
¢
¢
¢
¢

WRITEC6,60) CBUF (M), M21,15)
&0 FORMATIS(SX,215,2%015))
FT 22
9C  FLDC(1B,12,ARRAY(COL,ROW)) = FLD(R4,12,ELEV)
FLOC30,60ARRAYCCOL,ROW)) = FLDCS0.EsCAT)
110  CONTINUE

CHECK FOR REACHING TCP OF WEDGE
IF C(ELEV .GE, HGT) GO TO 150

HAVE NOT REACHED TOP SO INCREMENT ELEVATION FOR NEXT ROW
PROCEED YO NEXT ROW

INCR & 2TAN » FLCAT(CELSI2)
GO TO 100

150 (CNT = CNT #1
HAS FLAT TOP OF WEDGE BEEN COMPLETED?

IFCCNT (6T, TOP) GO TO 160
NOs SG NO CHANGE IN ELEVATION FOR NFXT ROW

INCR =0
60 10 100

16C IF(BSLOPE «GEL9C) 6O 7O 2CQ
23 » FLOAT(BSLOPE)/S57,295

BEGIN DESCENDING ALONG BACK FACE OF WEDGE
MODIFY SLOPE FACTOR

NOTE IT IS NEGATIVE S0 THAT ELEVATION WILL OEF
DECREMENTED

ZTAN & =SINCZX)/€0S(23)
INCR = ZTAN » CELSI2
0 10 10C

2CC CONTINUE

2CC WRITEC(S,60) (BUF(M),Mm1,15)
00 11 I=1,15

1" BUF(1)=0
CATEG = (AT
CALL FILLIN (LCoBCaLRIBRSCATER)
CONTINUE
RETURN
END
SUBROUTINE PRYAMID(LENSHGT)
SUBROUTINE PRYAMIDCLENSHGT)

IMPLICIT INTEGER {A«W)
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COMMON BUF (20)4s ARRAY(S00,70)#CELSTZ,8TLOL,STROWSCAT#ANG
CATA LCsBCWLR,BRZISCCL0.5C0,0/

«

ANGLE OF ROTATION IF ANY (SEE CUBE FOR DETALLS)
IANG 2 FLOATC(ANG)/S57.295
ISIN = SIN(ZANG)
2¢0S8 = COS(2ANG) {

HALFCEL = CELSIZ/2

2N aNal

HALF THE LENGTH OF THE FINISHED PRYAMID ? '

HFLEN ® LEN/2 + HALFCEL

[a XN o]

TANGENT OF SLOP OF PRYAMID FACE 1 ‘

ITAN ® FLOAT(HGT)/FLOAT(HFLEN)

DO LCOP FOR ROWS OF PRYAMID

BECAUSE OF SYMFMETRY FOR EACH POINT RELCW THE CENTERLINF

THERE IS A CORRESSPONDING POINT EGUAL DISTANCE AROVE IT i :
Y = 15 Y VALLE FOR LCWER CELL

Ye = CORRESSPONDING CELL ABOVE

OO MNCTO0OD

CO 100 l1YmHALFCEL HFLENSCELST2
Y = Y
YSIN = 28 vy

L 4
Y = LEN = 1Y
Y2SIN = 2SIN » Y2
Y2C0s = 2¢CS » Y

¥ VALUE PROUM LEFT TO RIGHT

[z X1 2l

bu 150 IX 8 HALFCELSLEN,CELSLZ
X e IX

(oL
ROW
(oL
ROW

208 # X = YSIN

ZSIN # X + YCOS

COL/CELSTZ +STCOL :
ROW/CELS12 + STROW

COL2 ® 2€C08 » X « Y2§1IN
ROWE = 281N * X + Y2€0%
CoL2 = COL2/CELSIZ +8TCOL .
ROWe®™ ROW2/CELSIZ ¢ STROW i

PARAMETERS FOR FILLIN

€y €

IFCCOL oLT.LEY LCxCOL
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2 X2 NaXe) [a N alal

[a N aNaNal

laBaNel «

(s N alWal

IFCCCL2 JLT. LEC)Y LC=COL?
IF(COL 6T, BC) RBRC = (0L
IF(COL? LGT, BCY BC = COLP
IF(ROWZ ~wLTs LRY LR = ROW?
IF(ROW LGT, BR) BR = ROW
IF(ROW2 .GT, BR) BR =ROW?

[F X < Y THEN ELEVATION AT THAT CELL = XDISeSLOPE OF FACE
(REPRESENTS LEFT FACE OF PYRAMID)

ELEV » 2TAN » X

IF (1Y +GE. IX) GO TO 70

IF X3Y AND Y< LENGTH=XDIS THEN ELEVATICN = YDIS#S|LNPE
(FRONT FACE)

ELEV & 2TAN » Y
TFCLY oGEs C(LEN+CELSIZ=IX)) ELFV ® 2TAN®(LENCELSIZ2~IX)

ASSIGN THE TWO SYMMETRICAL POINTS THR APPROPRIATE
ELEVATION AS JLSY CALCULATED

70 FLOC18,12,ARRAYCCOLAROWII®  FLN(R24,12,ELEV)

FLDC18+ 17+ ARRAY(LOL2,ROWE)) = FLN(244124ELEV)
FLOCI0,6,ARRAY(COLJROW)) = FLDCICS4,CAT)
FLO(30,6+,ARRAY(COLZuROW2)) ® FLD(3CobpCAT)

1sC CONTINUE
100 CONTINUE

CATEG = (AT

CALL FILLINCLCSBCsLR#BRSCATEG)
CONTINUE

RETURN

END

SUBROUTINE HEMISP(RAD)
SUBRQUTINE HEMISP(RAD)

INPLICIT INTEGER CAwW)
COMMON RUF(20)s ARRAY(S00s70)sCELSIZASTCOLASTROWACAT,ANG
HALFCEL = CELSIZ2/2
PRAD = RAD
RADIUS IN NUMBER OF NMATRIX CELLS

NCELL = FLOAT(PRAD)/FLOAT(CELSIZ) ¢.5
IRADZS RADw#?

CENTER POINY
ARRAY(STCOL,STROW) = RAD

UTILIIE SYMMETRY OF HEMISPHERE
CACCULATE THE ELEVATION FOR EACH CELL IN ONE QUADRANT




C AND THE SAME VALUE CAN BE ASSIGNED TO THE CORRES=-
SPONDING CELLS IN THE QOTHER THREE QUADRANTS

(]

8O 100 I ®1, (NCELL+1)

ROW = ([=1) » CELSIZ

ZR2 & ROWw#2

NCOL = SQRTCZRAD2~2R?) /FLOAT(CELSIZ) +1,

00 100 CL=1,NCOL
CoL=CL=1 _
THYP2u (COLCELSIZ)»n2 + 2R2

-y

CALCLLATE ELEVATION AT CELL USING RIGHT TRIANGLFS

«>

ELEV mSQRT(ZRAD2 = ZHYPZ)

ALGORITHM TO PLACE VALUE IN CORRESSPONDING CELLS
0Ff ALL FOUR QUADRANTS

ey O Y

§ = =1

7C Sém =1

71 C = S*#C0L 4 STCOL
i om §2%(f=1) + STROW
FLOC1E412,ARRAY(CHR)) = FLDC24Wp12,ELEV)
FLO(C30s62ARRAY(CWHR)) = FLD(3IDWsE,CAT)
IF (S JEQ, 1) GO TO 8N
S =
GO0 10 71

BC IF¢S2 «EQs S) GO TO 100
1T & §2
§¢ » §
S =T
GO 10 71

10C CONTINUVE
RETURN
END
C SUBROUTINE CYLC(RADSLEN)

SUBROUTINE CYL(RADLLEN)
IMPLICIT INTEGER (A=W)
COMMON BUF(20)s ARRAY(S500,7D)sCELST2oSTCOLASTROWACAT »ANG

HALFCEL ® CELSIZ2/2
JRADZE RAD#a?

ACOL = LEN/CELSIZ
NRGCW = RAD/CELSIZ

) i

BO 100 [1ja1y CNROWS1)
1s 11-1

KOW ® 1#CELSIZ
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ELEV = SART(ZRADZ=-ROWws?)
DO 100 4 =1.,NCOL
JJ o= d=1

¢

C PLACE APPROPRIATE FLEVATION IN CELLS EQUINDISTANT ABOVE

C AND BELOW THE CENTERLINE

9
FLOC18s12,ARRAY(STCOLAJJ,STROWHII) = FLD(P4p12,ELEV)
FLDC1B,12,ARRAY(STCOL*JJLSTROW=TI)) 3 FLD(24412,ELEV)
FLDC30s» HsARRAY (STCOL*JUJASTROW=1)) = FLD(3N,6,CAT)
FLDC3C, 6,ARRAY(STCOL+JJ»STROWH1)) = FLD(IN,6,CAT)

1CC CONTINUE
RETURN
END
¢ SUBROUTINE TOWERCRADAELEV)
SUBROUTINE TOWERCRAD,ELEV)
IMPLICIT INTEGER (A=W)
COMMON BUF(20)s ARRAY(SDN,70)sCELSIZsSTCOLSSTROWSCAT,ANG

THE SAME ALGCRITHM AS USED FOR HEMISPHERF EXCEPT ¥
THAT THE ELEVAYION NEED NOT RE CALCULATED = IT IS !
CONSTANT VALUE

[aNaNaNaNael

RALFCEL = CELSIZ/Z

NCELL ® FLCAT (RAD)/FLOAT(CELSI2) +.5
ZRADZ® RADww?

ARRAY(STCOL,STROW) = ELEV

0O 100 I =1, (NCELL+Y)

ROW ® (]I=1) » CELSIZ

ZR2 = ROUWww2

ANCOL = SQRT(ZRADZ-2R2) /FLOAT(CELSIZ)+1,

be 100 CL=1,NCOL
coL = CL-1

§ a2 «%
séz «1
C = SwCOL + STCOL
R = §2«({]=1) + STROW
FLOC18+12,ARRAY(CHRY) = FLD(24212,ELEV)
FLDCI0L,64ARRAYC(CHR)) & FLD(3D,E0CAT)
IfF (S LEQ. 1) GO TO B0
§ =1
GO 10 71
8C 1F(S2 JEQ, §) GC 70 100
T = §2 !
5¢ = §
S = 1

~ ~1
-
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co 10 71
1CC CONYINUE
REFURN
END
C SUBROUTINE CHKRAD
SUBRQUTINE CHKRBD
IMPLICITY INTEGER (A=W)
' COMMON BUF(20) s ARRAY(S00,70),CELSI2,STCOLSSTROW
£0 1CC 1=1,20,4
CATEG = 1/441
e0 100 Jy=1,4
PO 100 K=3144
FOW 3J + STROW
COL s J+K+STCOL
ROWZ = J+K4STROW
COLZ = J+STCOL

ARRAY(COL,ROW)BCATEG
10C ARRAY(CCL2,ROW2)=CATEG
RETURN
END
C SUBRCUTINE FILLINC(LC,BC,LRABR,CATEG)
SURRCUTINE FILLINCLC,BCALR,BR,CATEG)
d
C THIS SUBROUTINE CHECKS ROTATED SURFACES FOR 'HOLES
C AKD FILLS THEM IN WITH APPRUPRIATE ELEVATION AND
€ CATECORY IF IT FINDS ANY
C
IMPLICIT INTEGER(CA=W)
COMMON BUF(20),ARRAY(S0N0,7()
CATA HUN/0100/
¢
C
¢
¢ BEGIK AT LEAST ROW AND COLUMN AND PRODCEED TO BIGGEST
C ROW AND COLUMN TO CHECK FOR HOLES
¢
¢
b0 1C0 I=LR,BR
b0 1CC J = LC.BC
C
C IF THE CELL IS NONZERO IT HAS BEEN ASSIGNFD A VALUE
L AND IS5 CK. FPRCCEED
C
If (ARRAYC(J+1,1) (NE. 0) 60 TO 100
€
C THIS CELL IS 2ERO, IF BCIH OF ITS NFIGHRORS (TO LEFT AND
C RICGHT) ARE NON ZERC, THEN WE HAVE FOUND A HOLE
C CYHERWISE THIS CELL IS NOT PARY OF THE ORJEC(TY
¢ AND CAN BE IGNORED
¢
TFCARRAY (J,l) Cd.C JOR, ARRAY(J+2,1) LEN, D) GO Yo 100
€
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€ FILL IN HOLE WITH AVERAGC OF ITS TwO NEIGKBORS
C

ARRAY(Jd+141) = (C(ARRAY(J, 1)+ ARRAY(J42,1))/HUN & HUN /2) <4CATVG
10C CONTINUE

RETURN

END
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: ABSTRACT

A ground truth data base was required to be made of a test site
centered around the Pickwick Landing Dam in Tennessee for radar Image
simulation and terminal guidance studies. This report presents the first
step In making such a data base. The product reported here is a hand-
drawn feature map containing the boundaries separating regions which are
homogeneous to a radar (homogeneous at radar wavelengths). This feature
map contalning the radar planimetry was constructed by a ~hoto~inter-
preter using standard feature extraction techniques. Standard 7 1/2!
guadrangle USGS maps and high-resolution photographs were used as the
input intelligence source for construction of the feature map. To support
the tarminal guldance studies, the spatial resolution of the features
bullt into the map was approximately 100 feet, That is, the smallest
reglon which can be categorized as distinct from Its surroundings Is
approximately 100 feet square.

Subsequent steps in making this ground truth data base requilred
this feature map to be d'gitized and formed Into a digltal matrlx‘. and
this digltal matrix of radar planimetry to be merged with a digital
matrix of elevation dataz.

In addition to serving Its primary purpose of constructing a ground
truth data base of the Plckwick site for radar image simulation, the
construction time and quality of thls feature map will be used as a
baselline study against which candidate automated/interactive feature
extraction techniques will be tested and evaluated, For this purpose,
the actual feature extraction time required to produce this map ‘as 28
hours.

' McNetl, M., V. M, Kaupp, and J. C. Holtzman, '"Digltization of Pickwlck

Site Data Base,” 1R 319-4, Remote Sensing Laboratory, The University
of Kansas, February, 1977,

2 Komp, E., M. McNeil, V. H. Kaupp, and J. C. Holtzman, 'Medlum Resolution
Digital Ground Truth Date Base: Pickwick Site,'' TR 319-5, Remote
Sensing Laboratory, The University of Kansas, August, 1977.
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INTRODUCT ION

A ground truth data base for both terminal guldance and validation
tasks, encompassing approximately 144 square miles, has been prepared
for a test site centered around the Pickwick Landing Dam area located
In the states of Tennessee, Mississippl, and Alabama. This data base
was developed by a photo interpreter working from optical photographs
and maps using manual feature extraction technigues, The basic philosophy
motivating the development of this data base of the Pickwick site was to
use only manual feature extraction techniques. Manual feature extraction
techniques were used because the use of these techniques by photographic
Interpreters |s common wherever Images are analyzed., They allow complete
control over the level of detall and complexity desired for any given
data base. This planimetric data base will be used both as a reference
baseline for future studies of automated feature extraction techniques
and as the Input ground truth data base for radar Image simulation and
terminal guidance studies. Since this data base was to become a base-
line of known accuracy and complexity, standard interpratation techniques
were used. The accuracy of thls data base, the time required to construct
it, and the cost of the construction were, therefore, known and these
parameters could be compared to data bases of this seme slte bullt using
automated feature extraction techniques.

To accomplish the objectives motivating the development of this
data base (comparison baseline for automatic feature extraction techni-
gues ond ground truth data base for radar Image simulation and terminal
guldance studies), the planimetry Information which was extracted from
a varlety of Inputr data sources and transferred by hand to the feature
map has been digitized and placed on magnetic tape. Computer software
were developed to convert these digital boundarles Into a symbollc image
In the form of a three~-dimenstional array of terraln categorlesl. This

)

MeNell, M., V. H. Kaupp, and J. C. Holtzman, ''Digitization of Plckwick
Slte Data Base,' TR 319-4, Remote Sensing Leboratory, The Unlversity
of Kansas, February, 1977,
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digital matrix (the symbolic image) was then merqged with a digital matrix
ot elevation data of the same nite. This final operation produced the
ground truth data base of the Pickwlick slte% a new four-Aimenslional array
containing both the terrain tvres and elevation data which are stored on
magnetic tape. It is this Tinal product which is the desired ground
truth data base of the Pickwick site as well as the baseline ground truth
data base agalnst which to test and evaluate candidate automated fea-
ture extraction tech- ‘ques., Only the manual feature extraction of
terrain types is reported in this report, For additional Information
concerning other a.pects of the deveIOphent of this data base, raferances
should be made to the other llstgd appendices. '

SITE DESCRIPTION

The Plckwick Dam test site Is located In the Tennessee River Valley
near the Jjunction of the states of Tannessee, Alabama, and Mlssissippl.
The area consists of open rolling hills as well as a portion of the
Tennessae River floodplaln. The boundary of the test site was defined
as a six-mlile radlus extending from the northwest cormer of the power=
house at Plckwick Dam. The clrcle described by the sweep of thls radius
Is contalned withlin a square, the edges of which measura twelve mliles on
a side, The geographic area contalined within this square comprises tha
bl square mites of terraln examined to construct the data base.

PLANIMETRY CATEGORIES

The Plckwlek Dam test site presented a major problem In catugory
selection sinca the ground truth avallable on the slte was limited or

nonex!stent, The relatively short time frame within which the data base

Komp, E., M. McNell, V. H. Kaupp, and J. C. Holtzman, 'Medium Resolut!on
Digital Ground Truth Data Base: Pickwick Site,' TR 319~5, Remote
Sunsing Laboratory, The Unlversity of Kansas, August, 1977,
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was to be constructed prevented ficeld checks, and no information was
readlly available concerning crop types or distribution of native plant
communitles. Consequently, categories for the assignment of hackscatter
values were constructed at relatively gross levels of classification.

The most readily discernible distinction of the terrain In the test
slte Is batween arcas which were covered with water and areas which were
not. In a dlichotomous manner, of those areas which were not water<
covered, some were forested and some were not. Those areas covered by
the Oak-Hickory=Pine forest, typlcal of the reglon, ccmprised one cate-
gory, In a simllar manner, those areas which were not forested were
broken up, examined and ldentified to be agriculturai land ar non-
agricultural land, This latter group !s categorized as conslisting of
areas of open grassland., Areas belonglng to thls category were pri-
marily parks, pastures and similar expanses which were neitner covered
by trees nor under cultlvation (as discernible from photography). Some
areas were not conduclve to identificatlon by strictly dichotomous means,
For Instance, there were areas of marshland that were wooded and which
had to be dealt with separastely from forested areas. As each category
was established, It was given a three-diglit Identlfication number (to
facilitate data handiing)., These category number ass!gnments are 1lsted
in Table I,

INPUT DATA SOQURCES

A) Fhotographic Products

At the beginning of the analysls, 96 frames of high-alt!tude
(30,000 feet) aircraft photography were recelved from the Enginearing
Topographic Laboratories {(ETL). This imagery was supplled In the form of
biack and white positive prints et a scale of 1:100,000, Upon checking,
it was noted that signlficant scale varlation occurred In the Imagery,
both within given prints and between adjacent fllght lines, |t was con=
cluded that this deviation was due to some combinatlion of the hilly topo-
graphy, Instability In or turbulence effecting the remote sensing platform
ltself, and possible slight varlatlon In alt!tude between fllight 1ines.
The overall resolution In this Imagery was rated as good but with tonal
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TABLE 1

Pickwick Test Site Planimetry Categorles
Valldation and Terminal Guldance Tasks

Category l|dentification

Number Cateqgory Description

100 Group Targets - Roads

10 Heavy duty improved roads (none prasent)
120 Medium duty Improved roads

130 Light duty Improved roads

140 Unimproved roads

200 Group targets - Rallroads

230 Fish Pond Dlkes

240 Water Plant Plumblng

300 Group Targets ~ Water Bodles

310 Small Impoundments

320 Small streams and rivers

350 Large streams and rlvers

360 Large Impoundments (Pickwick Lake)

400 Group targets - Marshes (see subgroup)
450 Wooded Marshes

500 Group Targets - Forested areas

600 Group Targets ~ Agricultural Land

700 Group Targets - Grass-covered areas (parks, etc.)
800 Plckwlck Dam

810 Blockhouse

820 plliway

900 Small bulldings

910 Large buildings

Note: The planimetry categorles listed in this table represent the
level of detall present In this data base, Flner detall will
be added to this data base when it Is desired to model a radar
system with hlgher resolution and discrimination capabiiltles.
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contrast rated as only fair. Because of the uncontrolled scale of these
prints, they were deemed inappropriate for use as the major source of
the geometry of the varlous features In the data base, They were used
to construct an uncontrolled mosalc which has repeatedly been used for
feature discrimination and identification, and for reference and cross-
checks.,

A check for additional imagery was made with the United States
Geologfcal Survey's (USGS) data bank at the EROS Data Center in Sloux
Falls, South Dakota. Although several NASA U-2 flights have been made In
the region af interest, they had passed well to one side of the test
site and were of no value to this effort. A great deal of USGS mapplng
photography was avallable, but this would have required the acqulisition
of photo index sheets with selections being made and then ordered. The re-
sulting turn-around time was unacceptable conslidering the time available
to make this data base, and it was deemed more practical to avold such
delays and work with the photographs and maps at hand.,

B) Radar Products

No radar Imagery of the test site was avallable at the time of data
base construction. It was felt that the presence of such imagery might
contribute to prejudiclal Judgments in the construction of this data
base, Radar Imagery of the data base area was purchased from Goodyear
Aerospace Corporation and arrived after tne planimetry data extraction
was compieted,

€) Maps

Six topographlic maps at 1:24,000 scale were obtained from the
ISGS with sections of the test site falling into each of the six.
Flgure | {llustrates the position, center, and boundaries of the Plckwick
test site relative to the six maps., The ldentification numbers of the
maps used to construct thls data base ara Included In this figure. Be-
cause the data base was to be converted to diglital format, it was thought
pruferable that the planimetry be extracted at a ralatively large scale.
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C O papelies dat

Digital elevation data tapes provided by ETL for this site were made from
the USGS topographic maps at a scale of 1:25,000. These facts, toge-
ther with the uncontrolled scale on the aerial photagraphy,. contributed
to the decision to use the USGS maps as the primary planimetric source
thereby matching the location and geometry of category features In both
the elevation and planimetry data.

The center polnt for the test area was pinpointed and the distance
was measured for the six-mile working radius of this data base. Appro- : i
priate boundarlies were than drawn on the topographic sheets with ‘
measurenents being made to check for correct geometry. The individual 1 1
sheats were not physically mosalcked, as the resulting large sheet would
have proven quite unwleldy. Instead, a grid corresponding to the ¢ol- . !
lective boundaries on the Individual sheets was constructed on a large

sheat of tracing paper. The delineated areas on each of the six sheets _
was then matched to this grid.

FEATURE EXTRACTION

A) Methodology

in keeping with the philosophy of developing this data base by
manual Feature extraction techniques, the data base was prepared by a
photo Interpreter (P!) who used only conventional photographlic Interpre~
totion techniques., The Pl used only hand drafting tools to transfar the
planimetric information from the Input data sources to a plece of drafting
paper that was temperature and humidlty stabilized. The scale of the
final product was equal to the scale of the USGS topographlc maps
that were used as Input data sources (1:24,000; see Flgure | for map
Identificatlon numbers). The USGS topographic maps were used as the
prime data source for the locatlionand geometry of gross featuras
and frequent crosschecks were made with a mosaic of the site previously
made from aerla! photographs (scale was 1:100,000).

The Pl used hlerarchical feature extraction techniques to develop
this data base. The planimetry boundaries present on tha topographlic
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maps were regarded as the major authority for gross features, with cross=
checks made to the mosalc, in extracting the cartographic Information and
transferring it to the data base. The first class of features the P
transferred was the road network of the test site. The locatlionof roads
as thay appeared on the tcpographlc maps was regarded as the riost rellable
authority glven the scale problems In the aerial photography. No major
discrepancies were found either In the location of roads or in the
number of roads l!dentlfled when the uncontrolled mosaic of aerial photo-
graphs was compared to the topographlic maps. The road network obtained
from the maps was, therefore, used as the control reference for the
placement of all other targets in the data base. Not al) classes of
roads were transferred by the Pl to the data base. For Instance, In
some cases, foot trails were deleted due to the nature of the vegeta-
tlon canopyv present in the area.

Following the drafting of the road network, the posltions of bodies
of water and the sole rallroad present In the slte were transferred to
the data base. The boundarfes of the varlous bodles of water were trans-
ferred diiectly from the topographlc maps. The actual boundaries at any
point In time of lakes, ponds. and rlvers are very much determined by the
season and the precipltation and use history., |t was declded that the
water boundaries would be taken from the maps (instead of from the mosalc
ol aerial photographs) to more closely match the elevation data taken from
those same maps. All of the bodles of water were transferred as they ap-
peared on the maps, with the exception of some small ponds which were de-
leted due to the nature of the vegetation canopy present in the area. The
placement of the rallroad in the data base presented no problem, as It was
not close enough to the regular road network to have been moved In accor-
dance wlth standard cartographlc practices. (Where two or more roads or
rallroads lle in Juxtaposition, standard cartographic practice Is to place
them no closer than some minimum distance which is set by the map scale.)

Boundaries between forested and non-forested areas were the next fea-
tures to be transferred to the data base. Although these boundaries are
clearly marked on topographic maps, they tend to be tno generallzed. For
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thié reason, the mosaic of aerial phatographs was regarded as the major
authorlty for forest/non-forest boundaries, and the topographical maps
were consulted as a crosscheck. All forested areas were combined Into
a single data base category. Minor featurss, such as hedge rows and
small groves of trees, were not Included in the data base being con-
structed, (Fine detal) can be added later as desired.)

Discrimination between all other areas (such as agricultural land,
qrassy areas, marshes, etc,) was made both according to commonly used
Interpretation !dentlfieés (i.e., texture, tone, pattern, relatlionshlp
to other objects) as well as the interpreter's knowledge and experlence.
This level of detall of features in the terrestrial envelope Is typlcally
not present on topographic maps, Therefore, the mosalc of aerial photo-
graphs was essentlally the sole source avallable of information concerning
boundaries and terralin types in these areas.

Last, the cultural (hard) targets were transferred to the data base.
The transfer of these targets was done strictly on a "house-by~house'
basis, These bulldings were located according to the aerial photographic
mosalc and were hand drafted in the data base with consideratlion gliven to
the radar reflectivity potential of each, Only the location of each
building was transferred to the data base, not the geometry., No major
towns or cltles exlst In the tesy slite. The greatest density of cultural
targets consisted of small Industrial areas and hamlets.

It should be pointed out that throughout the construction of this
data base, only hand drafting tools were used. As the desire for detall
(complexity and accuracy) of such construction increases so, of necess-
ity, does the suphistication, accuracy and cost of the equipment and
techniques increase. To minimize tho unnecessary expend!ture of re-
sources (unnecessary with respect to the potential uses of this data

base) the exsct geometry of each bullding was not transferred.
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B) Problems

The planimetric data base was constructed on a cheet of diafting
paper that was nearly three feet square (nine square feet). It was
found that the initial tracing medium, a one hundred parcent rag paper,
was swelling and contracting in the temperature and humidity conditions
prevalent in the bullding.

C) Solutlons

A sheet of stabilized trocing material with a three mi) acetatc
base was obtalned to eliminate the problem of distorticn caused by
swelling »d contracting of the drafting paper. The constructinn of
the data ie was started over using this stabllized matertal,

BASELINE CONSTRUCTION

This planimetric data base will be used as a baseline for future
studies of automated feature extractlion techniques. The bases for
comparison will be the accuracy ~lth which the cartogranhi¢ Information
{s preserved by the varlous candldate autcmaied feature extraction me thods
and the savings each candldate method represents in cost and in manhours of
data base censtruction time., To facllitate these projected evaluations,
the manhours expended in the construction of this data base are reported
in Teble 2. By reference to this :able, It can be seen readily that
actual planimetric data base construction time, the time required after
initial site familiarization and preparation, was 28 hours. This 13 the
baseline time to be used when cowparing the automated feature extraction
techniqunrs to manual tocchniques.
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TABLE 2

Planimetric Data Base Construction Time
for the Pickwick Site

- Manhours Description of Effort

30 $tie 1;Ve§£lgat!on (Preliminary work; mosaic prepa-aticn)
| Ré;earth of Avallable'pata Products

b Preparatinn of Site Data Sources

18 Feature Extraction Time

10 Lyout Time (Irdtial)

6 LayoutATlme (5table Base Materials)

1 Checkling
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APPENDIX C

DIGITAL ELEVATION DATA BASE CONSTRUCTION:
PICKWICK SITE

The following technical report (TR 3192-3)
preparad by the Center for Research, Inc.,
University of Kansas, Is Included In thls
volume to present additional detalls of the
task of datu base construction and to support
the dlscussions of Volume 1.
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ABSTRACT

A digital elevation data base of a test site centered around Pickwick
Dam was developed from six magnetic tapes, each containing the digital
elevation data from one of the six standard United States Geologlical Sur-
vey 7-1/2 minute quadrangle maps of the site. The Initial effort of
digitizing the elevation data was done by the Defense Mapping Agency (DMA) .
DMA diglitized 20 foot contours and used an interpolation computer pro-
gram to calculate an elevation value for every 6.25 m increment in
both directions. Approximate accuracy of the resultant digltal eleva-
tion matrix was estimated to be |0 feet. The six maps were digitized
independently of each other and, therefore, were not produced to form
one coheslve, two-dimensional data base.

The elevation data from these six tapes have been structured Into
one very large two-dimensional orthogonal grid matrix. This matrix was
merged with the digital planinetry data of the same slte'. The result
Is a data base for radar Image simulation and terminal guldance studles.

IKomp, E., M. McNell, V. H. Kaupp, and ). C. Holtzman, '"Med!um Resolu-
tion Digltal Ground Truth Data Base,'" TR 319-5, Ramocte Sensing
Laboratory, The University of Kansas, August, 1977.
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INTRODUCT I ON

A ground truth data base for radar Image simulation and terminal
guldance studies was constructed for the geographic area encompassing
approximately 144 square miles (36 square miles for the terminal gui-
dance study) of a test site centered around the Plckwick Landing Dam in
the states of Tennessee, Alabama, and Mississippl, Thls appendix pre-
sents the work performed to develop a digital elevation matrix which
accurately models the vellef present In the topography of the site,

This digital elevation matrix was developed from six digital,
computer-compatible, magnetic tapes. Each of ‘he tapes contalned the
elevation data from one of the standard 7 1/2' quadrangle USGS (United
States Geological Survey) maps of the site. Flgure ) lllustrates the
positlon,-center, and boundaries of the Pickwick test site relative to
the six maps. The ldentlification numbers of the maps used to construct
this data base are included in this flgure.

The six digital elevation data tapes were provided to us by ETL
(Engineering Topographic Laboratories). The Defense Mapplng Agency
(DMA) produced the digital elevation data stored on these tapes. DMA
digitized 20 foot elevation contours for each of the USGS maps and ran
an Interpolation computer program on these digitized contours to produce
a digital elevation matrix for each map, The interpolation program
calculated an elavation value for each 6.25 m Increment in elther dlrec-
tion with an estimated accuracy of approximately ten feet.

These digital elevaction tapes could not be used for our Intended
application as recelved. The six tapes were not produced ta form one
cohesive, two-dimensional array of elevation data for the Plckwick site.
Instead, the maps were apparently digitized Individually, This meant
that |t was necessary to merge Into one orthogonal grid matrix the ele-
vation data from different magnetic tapes each having data stored In a

matrix with a coordinate system skewed slightly from all others. Con-
structing this large orthogonal grid matrix of elevation data required
a significant amount of data manlpulation by both man and machine.
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Upon completion of this task, the digital elevation data were merged]
with the dlgital planimetry data produced In a separate effort2 for the
same site. The resulting data matrix was the deslred ground truth data
base of the Pickwick site for radar Image simulation and terminal gul-
dance studles,

SITE DESCRIPTION

The Plckwick Dam test slte |s located in the Tennessee Rlver Valley
near the Junction of the states of Tennessee, Alabama, and Mississippl.
The area conslsts of open rolling hills as well as a portion of the Ten-
nessee River floodplaln. The boundary of the test site was defined as o
twelve mile square centered on tha northwest corner of the powerhouse at
Pickwick Dam, The geographic area contalned within thls square comprises
the 144 square miles of this data base.

INPUT DATA SUURCE

The Tnitia) effort of digltizing the elevation data was done by the
Defense Mapping Agency (DMA)., DMA produced one magnetic tape of digltal
elevation data for each standard USGS (Unlited States Geological Survey)
7-1/2 minute quadrangle map {Flgure 1). These digital elevation data
were stored on tape In a two~dimenslona! array, not as elavation contours,
The two-dimensional array represented an orthogonal grid of elevation data
at a sneclfled metrlc interval. Tha orthogonal grid was oriented according

' Komp, E., M. MeNell, V. H. Kaupp, and J. C. Holtzman, "Medium Resolu-

tion Digital Ground Truth Data Base," TR 319=-5, Remote Sensing Lab-
aratory, The Unlverslty of Kensaw, August, 1977,

McNell, M., V. H, Kaupp, and J. C. Holtzman, "Digitization of Plckwick
Site Data Base," TR 3194, Remote Sensing Laboratory, The University
of Kansas, February, 1977.

2

C-5



The specl~=
Thus, an

to the UTM (Unlversal Transverse Mercator) coordinate system.
fied metric Interval was 6.25 meters In the area of interest.
elevation data value existed In the digital two-dimensional array stored
on magnetic tape for each 6.25 meter Increment in elther the UTM Easting

or Northing direction, The elevation data were Interpolated values cal-

culates between actual elevation contour 1ines from these maps by some
computer Interpalation routine.

The coordinate aystem into which thes= slevation data were placed
(V1nes of constant UTM value) was skewed with respect to the coordinate
system of the maps: the map coordinate system was defined by )ines of
constant latlitude and longltude which, In a small enough reglon, Torm an

orthogonal grid. The orientation of the maps in tne UTM coordinate system

Is shown In Flgure 2.
.E’A Standard USGS
,_..._...___________7/ 7% Minute Quadrangle
Map of Plckwick Site
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Figure 2, Orlentatlon of USGS Map in UTM at Plckwlek
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The view shown in Figure 2 Is exaggerated for clarity, but It i1lus-
trates the orientation of the map in the UTM coordlinate system., The
ralative orientation of these coordinate systems was found according to
the instructions which accompanied the digital tapes. The four corner
points of each map were found to the nearest meter. From these four
points, an origin (0,0 point) was found by taking the smallest Easting and
Northing value,

The slx tapes of elevation data, as we recelved them, were not pro-
duced to form one coheslve, two-dimensfonal array for the Plckwlck area
test site, Instead, the six maps were diyitized and placed on tape,
each appareritly independent of the others, with one exception: the corner
points of the six maps have the same value for shared corners. The ele-
vation data appeared on tape as an array running in & South to North

string with strings sweeping West to East. The situation Is depicted In
Figure 3.

oy String No. 1
£ /23
3 [
213 : Elevation Data Base
I 1 " for Plckwick Site
K 5‘
i ‘l H
THEH
THE
A HHEE
A HEWE
5\3 5‘5 Elevation Data
GOl e eI Sy Values
o [} L] ¢ "
g oiat:
1
—T L[] ' ' ’
"'{ - 6,25 meters Easting

Figure 3. Elevation Data Orlentation.




Another way tn interpret this Is to say that scan lines run from
South to North (each scan line represents a constant Easting value) and
scan lines are ordered from West to East. Since the six maps were appar-
ently digitized independeantly of each other, the scan lines of one map do
not coincide with the scan llnes of Its nelghbors. The scan lines for
each map are established at 6,25 meter Intervals from the origin of that
map. Even though the shared corners of the varlous maps have exactly the
same UTM values, the scan lines of the various maps will coincide only if
the corners (or origins) are located by Integer multiples of 6.25 meters
in the Easting directlion; this Is the exception rather than the rule, The
problem Is lllustrated in Figure 4,

Only the scan lines of Maps | and 2 coincide exactly. (See Figure )
for relative orlentation and ident!flcation of the six maps.) Map 3 Is
offset 2,75 meters to the left of Map |, and Map § Is offset 2,75 meters
to the left of Map 3, making It 5.5 meters nffset to the left of Map 1.
Map 4 Is offset 1.0 meters to the left of Map 2, and Map 6 !s offset 2.0
meters to the left of Map 4, making It 3.0 meters offset to the left of
Map 2. This Is the situation graphlcally shown In Figure 4. It was also
determined chat Map 3 Is offset 1,75 meters left of Map 4 and that M:zp 5
Is offsat 2.5 meters left of Map 6,

In addition to the problem of scan 'ines not coincliding at the
boundaries of the six maps, East=West 1ines (which would be drawn through
the centers of the elevation array voalues across scan lines) do not coin-
cide. The problem Is illustrated In Figure 5. Map | is offset 1.5 meters
lower than Map 2. Map 3 Is offset 0.5 meter Jower than Map !, and Map §
s 0.5 meter higher than Map 3, making Map 5 coinclide with Mep 1. Map &
is 0.5 meter higher Lhan Map 2; Map 6 is 0.5 meter lowar than Map 4, making
Map 6 coincide with Map 2. It was also determined that Mep 3 Is 2.5 meters
lower than Map 4, and Map 5 1s 1.5 meters lower than Map 6.
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ELEVATION DATA MERGE

The elevation data contained on the six tapes were produced by DMA
by Interpolating between constant elevation contour lires from the maps.
The data on these tapes are no better than the interpolation technique
used and the accuracy of the contour lines on the original maps. Since
this is the case, we decided agalnst remaking the six tapes to cause co-
incidence of the scan lines; a second interpolation would be necessary to
shift the data. It was felt that the elevation error Introduced by rounding
off the metric Interval betwesn maps to force colincldence of the scan 1lnes
was less than tfie error Introduced by Interpolation (especlally a second
interpolatlon).f‘ThIs declision is subjectively Justifled by appeal to the
terrain of the test site. It Is basically rolllng hills and water
(floodpl§1n) where the elevation doesn't change much In a 6.25 meter in-
crement in any direction, Therefore, we shifted the scan lines slightly
from tape to tape to force colncldence when we made the single two-dimen-
slonal elevation array.

Flgure 6 1llustrates the geometry of the resultant merged data base
of elevation data. Thls flgure also lists relevant information concerning
how the merged data base was constructed, Reference to Flgure 6 may add
clarity to the following discussion, Only those data which fell within
@ 12 mile square were merged to form the final elevation data base.

Data were registersd for a 12 mile square Instead of a six mlle square
required for the term!nal quidance work to suppurt other radar simulatlon
studies. The Easting limits of thls 12 mile square were found to be 376000
and 395800, and the Northing limits were 33871500 and 3891300, These limits
produced an area of 19,800 square meters which, when trarslated to a 6.25
meter yrid, produced 3189 scan lines by 3169 data puint girld. From the
corner polnts of Maps 1, 3, and 5, It was calculated that the wasternmost
scan line (the scan line labelled 376000) would con3lst of the merge of
blocks 270, 239, and 209 from those maps, respectively. Since the flrst
several hundred scan lines of Maps 1, 3, and 5 were not included In the
merged data base, the problem of partial) scan )ines was not encountered
until the Junctions between Maps 1 and 2, 3 and b4, and 5 and 6. It was
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found that instead of a onc-point overlap {which is what was specified to
occur) at these iunctions, there was a gap of either O, 1, or 2 data points,
This problem was solved by straightline interpolation between bounding
points. For the cases where the specified one-point overlap occurred (at
any burder) the two elevations were averaged, and that value was used;

there were differences in elevation due to the different historical data
apparently used in the interpolation routine--the historical data should

be a function of the map.

The final elevation data base produced consists of 3169 physical
records, wlth each record containing 3169 elevation values. Th!s repre-
sents an elevation data base In excess of 10 million data points. These
data are spread across three 7-Track, 800 BP) magnetic tapes in a com-

pressed format.

VERIFICATION

As the merge of the six tapes was produced, a check was made to
detect bad elevation values. Each new elevatlon value was decoded and
compared both tc upper and lower limits (800 and 300 feet, respectively,
for this site) and to the previous elevation value (100 feet or less change
from the previous elevation was allowed). Errors in the data were detected.
The most serious error was found on the tape representing Map 3; the entire
river and various bodles of water were mlssing., On the other maps, the
bodles of water were apparently forced in at appropriate values, but on
Tape 3, the interpolation routine was functlioning. This problem was
corrected after this elevation data matrix was merded with the dligital plani-
metry data matrtx'. Less serious problems showed up in the data. Among thesca
were the absence of elevation data for the Pickwlck Dam, other hard (cul-

during construction of che final, complete data base.

‘Komp, E., M, McNelt, V. H., Kaupp, and J. C. Holtzman, "Mediun Resolutlion
Digita! Ground Truth Data Rase,'' TR 319-5, Remote Sensing Laboratory,

tural targets), and numerous ponds., These problems wlil be addressed
‘ The University of Kansas, August, 1977.
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TIME AND RESOURCES USED

Approximately 5 manweeks and many dollars of_computer time were
required to get the data into a usable, herged format. Many reasons
exist to account for thls large ut11ization of resources. Some records
were unreadable. Octal dumps of those records were produced; the octal
data were examined by hand: correct values were determined; and the cor-
rect data were inserted by hand, Because of the very large amount of
data involved, smal) problems zreated expensive reruns and extensive
delays. A significant amount of ¢ime resources were utilized in gaining
understanding of the problem and experience in handling very large data
bases.

CONCLUS | ONS

Radars do not tynically image terraln according to USGS standard
7-1/2' quadrangle maps, and our radar simulation computer programs mode!
the operation of radars. Since this Is the case, when preparing diglital
data for radar image simulation It is advisable to choose a data struc-
ture compatible with the simulation operatinn. Doing this will minimize
subsequent effort necessary to correct these problems,

Construction of this elevation data matrix clearly Indlcates that
the optimum structure as well as the content of data bates for radar
image simulation need to be determined. The larger the deta base, the

more Important It is to optimize the structure and content to minimize
the development cost and time.
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APPENDIX D

DIGITIZATION OF PICKWICK SITE DATA BASE . !

The followlng technical report (TR 319-4) {
prepared by the Center for Research, Inc., \
University of Kansas, is Included In this
volume to provide additional detalls for |
appropriate discussions in Volume |,
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ABSTRACT

A data base was constructed of a test site centered on the Pickwick
Landing Dam for radar simulation and terminal guidance studies. This
report presents a portion of the work involved in making this data base.
Specifically, the work reported here is the digitization of the radar
planimetry map]. The map was dliglitized manually using a large-table
digitizer which was electrically interfaced to a minicomputer. The
total time reqyuired to digitize this data base was 23 hours.,

Upon completlion of thls digitization task, the digital radar plani-
metry data were ordered Iinto a symbollic Image data matrix which was then
merged vith the digital elevation data2 of the same site, The resultant
diglital matrlx3 ls the desired Plckwick test site radar Image simulation
data base.

' Davision, E., V. H. Kaupp, and J. C. Holtzman, ''‘Baseline of Planimetric
Data Base Constructlion: Pickwick Site," TR 319-2, Remote Sensing
Laboratory, The Unlversity of Kansas, July, 1976

MeNeil, M., V. H. Kaupp, and J. C. Holtzman, ''Digital E£levation Data
Base Construction: Plckwick Site,'" TR 319-3, Remote Sensing Labora-
tory, The Universit, of Kansas, July, 1976,

2

3 Komp, E., M. McNell, V. H. Kaupp and J. C. Holtzman, '"Medium Resclution

Diaital Ground Truth Data Base: Plickwick Site,"TR 319-5, Remote
Sensing Laboratory, The University of Kansas, Auqust, 1957.
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INTRODUCT |ON

A ground truth data base encompassing approximately 144 square miles
has been prepared for a test site centered around the Pickwick Dam area
located in Tennessee. This data base was developed by a photo Interpreter
working from optical photographs and maps using manua) feature extraction
techniques . The data base produced was In the form of a map of the
geometric and dielectric properties of the terrain, water, and objects
which are physically located within this 144 square mile area. This
map was digitized and converted into a two-dimensional array of microwave
backscatter category information. The diglitization process was performed
on a large-table digltizer,

The basic philosophy motivating the development of this data base of the
Pickwick site was to use only manual feature extraction techniques. This
planimetric data base will be used both as a reference basellne for future
studles of automated feature extrantion techniques and as the Input
ground truth data base for radar image simulation and terminal guldance
studles. Manual feature extractlion technlques were used because the use of
these technlques by photographic Interpreters is common wherever Images
are analyzed, They allow complete control over the lavel of detall and
complexity desired for any given data base. Since this data base was to
become a baseline of known accuracy and complexity, standard Interpretation
techniques were used. The accuracy of this data base, the time required to
construct ft, and the cost of the construction were, therefore, known
and these parameters could be compared to data bases of this same site
bullt using automated feature extraction techniques.

To accomplish the objectlves matlvating the development of thls data
base (comparlson baseline for automatic feature extraction techniques and
ground truth data hase for radar Image simulation studies), the planimetry
Information which was extracted from a variety of Input data sources and
transferred by hand to the data base has been digitized and placed on

!

Davison, E., V. H. Kaupp, and J, L. Holtzman, ''Baseline of Planimetric
Data Base Constructlion: Plckwlck Site," TR 319-2, Remote Sensing
Laboratory, The Universlty of Kansas, July, 1976,




magnetic tape. Specifically, the various boundarics drawn by hand on the
data base were digitized. Computer software was developed to convert
these digital boundaries into a symbolic image in the form of a two-
dimensional array of terrain categories. This digital matrix (the sym-
bollc image) was then merged with a digital matrix of elevation data2 of
the same site. This merging operation produced the ground truth data
basc of the Pickwick site; a new two-dimensional array which contains
both the terrain types and elevation data which are stored on magnetic
tape3. It is this final product which will become the baseline ground
truth data base against which to test and evaluate candidate automated
feature extraction techniques and the input to radar image simulation
studies. Only the digitization of the planimetry data is reported here.
For additional information concerning aspects of the development of
this. data base, reference>should be made to the other listed technical

reports.
SITE DESCRIPTION

The Pickwick Dam test site is located in the Tennessee River Valley

L]

near the junction of the states of Tennessee, Alabama, and Mississippi.
The area consists of open rolling hills as well as a portion of the Tenn-
essee River floodplain. The boundary of the test site was defined by a
12-mile square centered on the northwest corner of the powerhouse at
Pickwick Dam. The geographic area coptained within this square comprises

the 144 square miles of terrain examined to construct the data base.

PLANIMETRY VALIDATION

Before the actual digitization was performed, it was necessary to

make sure that the planimetrymap]was valid. [t was derived from portions

2 McNeil, M., V. H. Kaupp, and J. C. Holtzman, '"Digital Elevation Data
Base Construction: Pickwick Site,'" TR 319-3, Remote Sensing Labora-
tory, the University of Kansas, July, 1976.

3 Komp, E., M. McNeil, V. H. Kaupp and J. C. Holtzman, '"Medium Resolution
Digital Ground Truth Data Base; Pickwick Site,'' TR 3]9“5a Remote
Sensing Laboratory, The University of Kansas, August, 1977.

Davison, E., V. H. Kaupp, and J. C. Holtzman, '"Baseline of Planimetric
Data Base Construction: Pickwick Site,' TR 319-2, Remote Sensing
Labnratory, The University of Kansas, July, 1976,
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of six different USGS (United States Geographic Survey) topographic

maps plus other, supporting data. The map as drawn was approximately

31 inches square. There were many possible sources for error in the map.
The dominating error source is believed to be misorientation and mis-
location caused by the necessity to physically mosaic together the six
different maps. OFf lesser importance, but worthy of note, are such

error sources as human factors and manual transference of data from
source to planimetry map. Errors in judgment, minute shaking and stips of
the hand, non-uniform pencil size, strain, scalinag of data from source to
data base, and, etc., are some examples of the kinds of errors which pro-
bably exist in the data base.

Evaluation of the planimetric data base showed that the errors which
might be present were probably statistically independent; they didn't all
add in phase. The map was judged to be of good quality. Good is defined
here to mean that the map was acceptable for its ordinary purpose; it
was to become the input data source for a terminal guidance reference
scene formation program which was set up to model a reasonably coarse
radar. The most sigrificant problems discovered in the data base were
that maps 3 and 4 as well as 5 and 6 were not fit together to the same
tolerance as the others; in the digital equivalent of the planimetry map
these errors were as lérge as 11 scan lines. Figure 1 illustrates this
problem. In addition, there was a noticeable distortion within map 4 amount-
ing to three or four scan lines which was not a continuous distortion, but
was very discrete. |t seems reasonable to speculate that map 4 was .
moved a little with respect to the other maps during the tracing process.
In the future, it would be advisable to develop a control grid (instead
of just working outlines) for the planimetry map. If this is put down first
before anything is traced, it would assist the interpreter in keeping all

the various pieces properly oriented.

DIGITIZATION OF PLANIMETRY

The technique selected to convert the planimetry map into a digital
format was manual digitization of the boundaries which separate the various
categories on the map. This manual digitization was performed on a large

digitizing table which was electrically connected to a NOVA/minicomputer
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(pata General Corp.). The accuracy of this tahle was specified to be
3/1,000. inch. The system consists of the table, a hand-held cursor, the
NOVA minicomputer, and a 9-track magnetic tape recording unit.

The digitlzing system works in the following way. A two-dimensionsl
representation of the candidate map to be digitized is placed on the
table. An orthogonal coordinate system Is defined by the operator using
the hand-held cursor to locate any two points on each axis of thls co-
ordinate system. Although the coordinate system must be orthogonal and
two-dimensional, conslderable latitude Is given to the operator when
defining the orientation of the axes on the table. In addition, o
the scale of each axis may be different, After the coordinate system
I; spacifled, the operator uses the crosshalrs on the cursor to ’
find any spot or follow any boundary {(contout) on theAmap. The digitlz-

Ing system has capabilicies to record data In elther a 'point'' ar a "line'
mode. In the 'polint" mode (or, discrete mode) one point Is recorded

every time a button on the cursor is pushed, The date recorded are the

x-y coordinates of each point relative to the specified coordinate

system, plus a third, or 2z, value. This z value is entered from a
teletypewriter by the operator. Each polnt Is assigned a triple of

values (x,y,2) and these data are then stored on 9-track magnetic tape;

one tripte of values per physical recdrd. Each physlical record corres-

ponds to a loglcal card image (80 characters) In which the three values are
recorded In a real format (FORTRAN 3F7.1). In "llne' (or contlnuous) mode, the

digitizer samples ''continuously' from when a start button Is pushed untll

o stop button Is pushed. Of course, 'continuously' doas not mean truly
continuous sampling. Actuailly, there [s a timing wrdchanism and a
parameter to control how many sarples per second are to be taken, Thus,
the digltizer will ""follow" the cursor and record polnts so many times per
sccond, In addition to this timing element, there Is also an additional

3
Davison, E., V. H. Kaupp, and J. C. Moltzman, "Basellne of Planimetric
Data Rase Constructlon: Plckwick Site," TR 319-2, Remote Sensing
Laboratory, The Unlversity of Kansas, July. 1976,




distance check (which defines the minimum distance that the cursor must
move from the l'ast recorded point before it will record another point).
Thus, with the timing parameter set high enough and the distarce parameter
set low enough, this mode simulates a continuous sampling mode.

Thls system, then, was used to transform the planimetric d?awlng
(map) Into a digital file. This digital flle is not an end pr&&uct.
Rather, 1t Is an intermediate step. Thls file conslists of boundarfies
stored as one-dimensional arrays of triple values. The x and y values
represent the positlion of each data point in the coordinate system which
was previously established. The third value (2) can be anything which
Is a function of the two other dimensions; in this case, the z value

spec/fled the radar backscatter category. The backscatter category along

a boundary signiiles the outermost reqlon of one scattering type and the
start of a new category. When the category matrix Is fi)led in, a boundary
Is used to flag the presence of a distinct scattering target.

Standard 7 1/2' quadrangle USGS maps are drawn in a modified poly=
confic map prolection, The backscatter categyory date were drawn from
USGS maps. The elevation data2 which were to be merged3 with this bark-
scatter category map of Pleckwick were produced In the Unlversal Transverse
Mercator (UTM) mapping projec.lon according to’ the standard practices
of the agency (Defense Mappling Agency) which produced the digital eleva-
tion data. This difference In mapping projections between the planimetry
and elevation data nacess!tated the conversion of one coordinate system
to the other, Since the planimetry data were not yet digitized, it was
advantageous to select the cuordinates for the diglitizing system to he the
UTM system. This ls not a simple, stralght-forward conversion, there-
fore, saveral necessary assumptions were made. )t was assumed that over
Hgmall'' areas the UTM coordinate system is orthogonal, Second, over

“small'' areas there was negligible distortion caused by digitizing a

2 bavison, E., V. H. Kaupp, oend J, C. Holtzman, 'Baseline ol Piunimetric

Data Base Construction: Pickwick Site,'" TR 319-2, Romote Sensing
Laboratory, The Unlvers!ty of ransas, July, 1976,

3 Komp, E., V. H. Kaupp, and J. C. Holtzman, 'Construction of a Geometric
Data Base for Radar Image Simulaticon Studies,'' TR 319-1, Remote
Sensing Laboratory, The University of Kansas, July, 1976.




modified polyconic ina UTM system, '"Small' |s here defined to be at
least the slze of our data base (12 miles square). The alternative to
maklng these assumptions was to digitize the category map as a modified
polyconic and then use the digital computer to transform one coordinate
system Into the other, Figire 2 compares the boundaries of the Jata base
In the two-coordinate systems. Appeal to this fligure will subjectively
Justify these assumptions., |t can be sec¢n that the coordlinate systems

are very close to being orthogonal (as measured by the ratios of the east
to west and north to south sides of the data base). For the small correc-
tions of thls alternative considering the max!mum Inherent resolution of the
data sources which comprise the final result, It was expedient to make the
simplifying assumptions.

Minimizing the distortions Involved in these assumptions was accompll!shed
by setting the axes to colncide with the center of the map rather than the
lower left corner, where it would have been placed normally to coincide
with the elevation data map. Thus, there should be no distartion at the
center of the map (data base), but Increasing dlstortlon toward the edges.
Operationally, the 1,000 metar UTM tick marks present In the USGS maps
were used to defline the coordinate system,

Though the axes were set-up to cross In the middle, It was not necess-
arily the case that the point where the axes crossed (the orligin) must
be assigned coordinates (0.0, 0.0). It would be extremely useful to assign
the initial parameters of the diglitizling system so that the (x,y) coordinates
as read from the digitizing teble were exactly the correct UTH (x,y)
coordinates, thus eliminating a coordinate transtormation in a future
stap, This was In fact accomplished by assigning the origin (i.e.,
crossing of the x and y axes) to be (1600,1520) rather than (0,0). This
maneuver in effect moved the origin down and to the left af where (0,0)
should be, but sti!l minimlizes distortion. Scale In buth the x and v
directlions were then set by appropriate calculations.

One last artiflice was used In assligning the paremeters for the

digitizing system, As was noted brfore, the cooruinates wers registered

as real numbets. In the data base, coordinates must be Integers {l.e.,
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subscripts in a two-dimensional matrix). Thus, there was required a
real-to-integer conversion somewhere with numbers preferably rounded off.
It is an easy process to use the computer to convert from real to integer,
but it requires a little more effort to round off numbers. Since the
digitizer must output real numbers regardle-s, we decided to have the
computer do the real-to-integer conversion, but have the diqgitizer do the
rounding. Since rounding can be accomplished by adding 0.5 and then
truncating, and also since the computer would already be truncating in per-
forming the real-to-integer conversion, all that was needed was to add

0.5 to both the x and y coordinates. The easiest way to accomplish this
was to again shift the axes by setting the "origin' to (1600.5, 1520.5).
So, the x and y coordinates reglstered by Lhe digitizing system only needed
to be truncated to integers and they were the actual‘matrlx of coordinates
needed,

After the digitlzing system was set up, the accuracy of the location
of the coordinate system was verified., The technique used was to extend
lines of constant UTM coordinates across the map in both directions, as
defined by the UTM tick marks on the USGS maps. Then the digitizer was
used to determine the coordinates of various points. Since one could
independently calculate what these coordinates should be, results could be
compared to verify that the system was properly calibrated.

It was decided that the best way to digitize would be to completely
digitize closed boundaries and only digitizz each line once. This approach
worked fine for what were called "'istand' boundaries, i.e., regions completely

surrounded by the same cateqory.

-\




However, when regions shared a common border it was impossible to
diqitize the lines both as closed boundaries and also digitize each line
only orice, This vccurred when two regions share a common border, and also

all aroun< the edges of the map.

To solve this problem, it was decided to digitize this problem case as
three line segments with two common end points, or ''triple points,"
rather than digitize the common line twice. This would havse resulted
in extra digitization and the possibility of more errors in duplicating
the line.

After this decision was made, [t was necessary to decide what to use
for a "2" value. Three digit categories had been previously assligned to
all regions on the mep ! (000 for the border of the map). 1f there were
only ""island'' type regions, the category inside the island could be easily
asuigned. But because of the problem case, the choice was made to assigh
to each line the concatenation of category values for the categories on
either side of the line. Since cach of the three-digit category numbers
ended in zero it was decided to treat them as two-digit numbers to save
space {i.e,, 500 »50, 350 +35, etc.). Therefore, the concatenation yiclds
a four-diqit number for a 2Z-value for any line (i.e., 3050, 5060, 7010)
and a six=diyit number for a Z-value for all triple points, since each
triple point is associated with three line segments,

In performing the digitization, It was realized that the output

digitized data would have to be processed further. With this in mind,

I Davison, E., V. H. Kaupp, and J. C. Holtzman, "Baseline of Planimetric
Data Base Construction: Pickwick Site,'TR 319-2, Remote Sensing
Laboratory, The Unlversity of Kansas, July, 1976.
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every effort was made in the digitizing system to insure that it would not
be necessary to perform an extra processing step later. This was the
rationale behind carefully setting up the axes and assigning the origin to
(1600.5, 1520.5). One more feature of the NOVA CECASCII digitizing system
was used to advantage. The houndaries being digitized were those surround-
ing regions to be filled in later. It is required that the boundaries be
connected, {.e., not have gaps or holes in them. Formally, this is
represented by

) Vi+1|2 <2

2
b xp = x5y,

and

Besldes mot having gaps In boundaries, it was desirable to eliminate
duplicate points. This result can partially be accomplished by setting
the digit!zing system to '‘continuous' line mode with the distance check set
to one scan line. This {supposedly) guarantees ''connectlon'' with a
minimum of duplicate points,

The actual digitizing of the map took place in two distinct phases.
It was decided that the information present on the planimetry map could
be partitioned into two classes; reqular category data and hard target
(cultural) dava. These hard targets consisted of all roads, railroads,
houses, and the dam, biockhouse, and locks. It was decided prior to
digitizing the map that it would be best to process the category data
first and create a data base without hard targets, and then go back later
and superimpose the hard targets on this data base. With this strategy in
mind, it was decided to digitize the map twice, the first time to extract
only categories and the second time to get the hard targets.

However, even though the digitizing was split up, it still required
several sessions just to digitize the cateqortes. it finally took over
14 hours of on-line digitization in more than three sesslions to completely

digitize the category data. At the end of every session, the operator




(of the digilizing system) was required to physically remove the map f rom
the table and remount the map at the beqinning of the next session. This
could have been a source of critical cerror, however careful precautions
taken in remounting the map and reassigning the axes kept any error to
0.2-0.3 scan lines averaqe in all directions (see Table 1). When compared
against the width of ane pencil line (~0,5=2.0 scan lines wlde), this error

is neqgligible.

TABLE |

Four Corner Foints of Map on Sean Line (x,y) Coordinates

Taken at Two Different Dlgitizing Sessions

Coordinates '

West Side of Map ' Easl Side of Map !
!l" L X y : X y
'Session | 48,0 . 3159.6 % 3184,5 [ 3704, 1
iSession 2 | 47.5 ! 3159.8 3144.6 | 3104, | 0g
| | o+
| Error (-0.5)] (+0.2) (+0. 1) (+0.0) T
|
'Se-sion | 10.5 66. 4 3107.2 14,1
| Session 2 10.3 66.7 3106.5 | 14,2 n &
l aa
}Error (-0.2) (+0.3) (-0.7)] (+0.1) o
| l

When the digitizationaf the cateqory data was conpleted, the Information
was contained on six tapes.

The last of the cateqories to be digitized were the hard targets. The
diqitization method was altered slightly to accommodate these data. The
dam, blockhouse and large industrial bullding appear in the same form as
cateqory data, i.e. closed boundarices. Thercetore, they were handled the
sane way as the category data. However, road«s and rallroads appear on the
map only as lines. Therefare, that is exactly how they were digitized,

The various house sizes presented a problem. Theie were malnly small
houses, but therc were also a few larger bulldings. Since 20 foot square

resolution paints, were employed, it was decided to digitize all houses

b-14




as single points except in the case of very large buildings which were
represented as line segments. This approach was taken with the idea that
houscs could "grow' or expand in the data processing step. The sanme
reasoning also applied to the decision to make roads and rai'roads only
one scan line wide. It required four hours in one session to digitize
all the hard targets and the data was stored on one tape. The 2z value

specifying the radar backscatter category was constant for all hard targets

because all were treated as Isotropic scatterers with a® set to +20 dB,

PROBLEMS

To clarify any doubts as to cateogry identification or other ques-
tions pertaining to the construction of the data base, the assistance of
the interpreter involved in its construction was made available to the
digitizer operator. As the digitlzing progressed, various questions
arose as to resolution requirements and differentiation of quite similar
targets which thls close interactionproveduseful in eliminating.

The averall accuracy of the NOVA system Is approximately three one-
thousandths of one Inch. This is obviously much greater accuracy than can
he duplicated by a human interpreter using hand-drafting technliques.
Problems arose due to the fact that In a system with more than 100 scan
lines per inch, an exceptionally wide pencil linc might cover several scan
lines. This did not however, produce any major effect as the operator was
able to treat such things as a single scan line width at the direction of
the Interpreter,

0f qgreater consequence was a problem involving perception on the part
of the digitizer operator. In many cases |ines derived directly from a
boundary on a topographic map (such as forest/non-forest boundaries)
became confusing to the operator even thoughone would have had little
trauble following such lines on the map itself and In fact often did so
in the course of normal duties, it is apparent that some perceptual
differences appear when information is converted from a very familiar
Format (colored topographic sheets) to one which 1s less familiar (black
and white line drawings). Thls should be considered as an influencing

factor whenever methods such as these are Inplemented,
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Tu resolve the above problem, the operator requested that the
planimetry be color-chded by cateoqry. The task was accomplished in
approximately eight hours of working tlme. Subsequently, the operator
experienced considerably fewer problems in compteting the digitizing

effort,

VALUE OF THE FINISHED PRODUCT

‘ The utillty of a data base produced by the methods described above
| must be judged according to the time required as well as the accuracy
with which information is praeserved. The time required to digitize the

‘ data base is as follows:

Definition of Coordinate System 1 hour
Grid Layout (UTM) 2 hours
Diglitization Time
Distrilbuted Targets 14 hours
Cultura. Targets 4 hours
Evaluation _2 hours
Total 23 bours

This total reflects the extra time spenl due to the problems mentioned
earlier as well as the actual time on the final version. [ such problems
were eliminated, the total time could be reduced hy a factor of approxi-
mately elfght hours for a site of equal area and complication,

The accuracy of such a data base is subject to the limitations placed
upon It by the uee aof topoqgraphic maps as the hase for planimetry,comblned
with the presence or tack of detalled qround truth lor the area. When
these limitations are considered 1t iy apparent that this is a practical,
T time consuming, method of data base construction. Provided that
reasonable care 5 taken o dralting, human crror factors can be held to a
mintmum.  This is borne out by the fact that spot checks on the digital
plotter revealed errors on the order of no more than ten scan lines in the

geonietry of the data base yrid, This amounts to an error factor of one in
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three hundred. As quality of imagery,ground tyut! and towiliarity with
the subject matter on the part of all persons involved improve, the accuracy
of the data base content can be improved correspgondingly. Concurrently
any step in the set of procedures which can be further automated,while

maintaining accuracy,would be a worthwhile effort.
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ABSTRACT

A planimetric data base of a test site centered around Plickwick
Dam was constructed by a photointerpreter working from panchromatic
photography and maps, using manual feature extraction techniques. This
data base was constructed at a level of detall appropriate for its use
as a baselline study for the evaluation of automated feature extractlion
techniques, and for the simulation of coarse resolution radar systems,
To facilitate the simulation of finer resolution radar imagery, thls base-
line effott was improved by the addition of finer detail in land-use
classification. The categories which were delineated consisted of targets
wlith similar microwave backscatter response. The actual feature
extraction time required In the original effort was 28 hours, with an
equivalent perlod beling devoted to the inclusion of the additional
detall,




1.0 [NTRODUCTION

A ground truth data base encompassing approximately 144 square miles
was prepared earlier in this study, for a test site centered around the
Pickwick Dam area, located in Tennessee! 72,3,4, This dacta base was developed
by a photointerpreter working from panchromatic photography and topo-
graphic maps of the site, using manual feature extraction techniques -
This planimetric datu base was subsequently dlgitized with the result-
ing digital matrix being merged with a matrix of elevatlog data of the
site. The end product?contalnlng both category and elevation data, has
been used to produce a digital radar simulation. This data base has pro-
vided the baseline against which automated feature extraction techniques
have been and are being tested, as well as providing input for other
radar Image simulation studles.

The ground truth data base as originally constructed contalined

23 categorles pertaining to the planimetry of the site. These cate-
gories (Table 1) were selected according to the relatively gross level |
of discrimination capabilities of the system to be simulated (>100 feet). The 1
purpose of this study is to further define and delineate these categories. |
This allows the simulation of a system exhibiting greater resolving

capabilities (~60 feet). The major change In the original planimetry cate-

gories Is the subdivision of the category ldent!fled as agricultural land (Table

1), In additlon, numerous changes were made in the detall with which
individual areas were dellneated. In some cases a given area was
expanded, reduced or eliminated. Other minor features (e.g., Individual

Komp, E., M. McNeil, V. H. Kaupp, and J. C. Holtzman, "Medium Resolution
Digital Ground Truth Data Base)' TR 319-5, Remote Sensing Laboratory,
The University of Kansas, August, 1977

2 Davison, E., V. H. Kaupp, and J. C. Holtzman, ''Base'ine of Planimetric
Data Base Construction: Pickwlck Site," TR 319-2, Remote Sensing
Laboratory, The University of Kansas, July, 1976.

3 MeNeit, M., V. Il. Kaupp, and J. C. Holtzman, '""Digital Elevation Data
Base Construction: Plckwick Site,'" TR 319-3, Remote Sensing

Laboratory, The University of Kansas, July, 1976.

h McNell, M., V. H. Kaupp, and J. C. Holtzman, Digitization of Pick-

wick Site Data Base,' TR 319-4, Remote Sensing Labnratory, The
University of Xansas, February, 1977.
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treelines) were included where they had been iqnared nreviously,  The
resulting planimetry matrix was digitally superimposed upon the origina!l
matrix. This combined matyix was merged with the elevation tape to
produce a revised data base having a spatial category resolution of

approximately 60 feet.




- BT -

TABLE 1

Pickwick Test Site Planimetry Categorles2

Category ldentification

Nuinber Category Description

100 Group Targets - Roads

110 Heavy duty improved roads {nhone present)
120 Medium duty Improved roads

130 Light duty improved roads

140 Unimproved roads

200 Group targets - Railroads

230 Fish Pond Dikes

240 Water Plant Plumbing

300 Group Targets - Water Bodies

310 Small Impoundments

320 Small streams and rivers

350 Large streams and rivers

360 Large Impourdments (Pickwick Lake)

Loo Group targets = Marshes (see subgroup)
450 Wooded Marshes

500 Group Targets - Forested areas

600 Group Targets - Agricultural land

700 Group Targets - Grass-covered areas (parks, etc,)
800 Pickwick Dam

810 Blockhcuse

820 Spillway

900 Small buildings

910 Large buildingy

Note: The planimetry categories listed in this table represent the
level of detail (>100 feet for radar backscatter categories)

present in this data base.

2 Davison, E., V. H. Kaupp, and J., C. Holtzman, ''‘Basellne of Planimetric
Data Base Construction: Pickwick Site,'' TR 319-2, Remote Sensing
Ltaboratory, The Unlversity of Kansas, July, 1976,




2.0 SITE DESCRIPTION

The Fickwick Dam test site is located in the Tennessee River
Valley near the junction of the states of Tennessee, Alabama, and Missi-
ssippi. The area consists of a portion of the Tennessee River flood~
plain surrounded by open rolling hills. The boundary of the test
site was defined as a twelve mile syuare centered on the northwest cor-
ner of the powerhouse at Pickwick Dam. The geographic area contained
within this square comprises the 144 square miles of terrain examined
to construct the data base.

Physliographically, the Flckwink site belongs to the Interior Low

Plateau province. Within the site are smaller units belonging to the
Highland Rim, the Tennessee Valley (including terraces of Recent age)

and the slope of west Tennessee. Slopes in the area are diverse,

varying from level to quite steep. Individual slopes are as !little as

0 - 3percent In the floodplain and as severr~ as 25 - 45 per cent In upland
sites east of the lake. Soll characteristics 1ikewise vary, from poorly
drained siity clay loams to excesslvely drained gravelly sandy loams.

Precipltation In the Pickwlick area averages 54.5 Inches annually,
This Is generally well distributed throughout the year, but with a slight
late winter to early spring maximum, the peak month being March. Tem-
perature trends show an average annual temperature of 61.6° F. The
highest recorded monthly average is 80.4° F in July, with a record low
average of 42.4° F in January. Indlvidual extreme temperatures during
the recording period {69 years) were 112° F and ~12° F respectively.
During the perlod, an average of 105 days per vear received .0l Inches
or more of precipitation. The temperature fell below freezing an
average of 75 days per year,

Activities In the Pickwick area include farming, lumbering, and
papcr process!'ng, and some !ight commercial flshing. Transportation is
well devzloped In the area with hard surface and gravel county, state and
federal roads as well as water-borne traffic on the Tennessee River,
River traffic Is relatively heavy with more than 11,000 units passing
through the locks at Plckwick annually. The arca is crossed hy one
railroad spur which serves the papermill located near the town of

Counce,
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2.1 Planinmetry Categories

The planimetric data base as originally constructed included a
limlted number of categories for several reasons. The principle reason
is that .ye data base was constructed to serve as the ground model for
simulation of a relatively coarse radar. Also the photointerpreter
Involved in the study was not familiar with the region, particularly
Its agriculture. Avallable ground truth Information was, at the time,
limited or nonexistent, Visits to the site with a detalled ground
survey were not within the scope of the study. The result was a
generalized range of categories (Table 1) as derived from topographic
maps and supplementary small scale aerial photography.

The data hase presented here represents the original planimetry with
modifications and additions based upon more detallad examination and addl-
tional information. Categories for the assignment of backscatter values, which
were originally constructed at relatively gross levels of classiflcatlon
were further defined. The most significant change was the subdivision
of the category designated as undifferentiated agriculture. Speclfically,
the former category number (600) was redefined to discriminate areas of
fallow or recently cultlvated ground, and areas planted to soybeans, corn,
mllo, wheat or orchards (Table 2). In addltion, the category used to
delimit areas of grass, pastures, and similar ground cover was modifled
ta Include a local golf course. This was done to allow for the -relative
snmoothness of the reqularly maintained yrass covered surface In such an
area. Other modlfications consisted of the assignment of Identification
numbers to structures associated with recreatfonal facilitlies in the

area.,

2,2 Input Data Sources

Information was gathered from several sources to establish the
characterlistics of the ground scene by way of elevation and backscatter
response., The data base, an enormous matrix of data points, was constructed

with the ald of aerlal photoqraphy, topographic maps, soil and crop surveys.
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Aivcrafl imaqgery was acquired frow Mark Hurd Aerial surveys by
the Engineering Topographic Laboratories (ETL) and used by the photo-
interpreter in the construction of the original data base. This was
also used as Input in the new data base. The Imagery was supplied at a
scale of 1:100,000 In a black and white contact print format. In addi-
tion, a set of negative transparencies of the same flight have been
used to make enlargements of portions of some frames. The addltional
detail provided was useful In compiling information for the data base.

No radar Imagery was used in the construction of the data base. This
is an important aspect of the philosophy of simulating radar imagery,
because part of the value of the simulation study at RSL is that [t does
not presuppose the existence of radar imagery. The six topographic maps
used in the construction of the origlinal data base were also used in
the revised version. These remain in the sole map Inputs.

In an effort to obtain additional information about the test site,
especlfally its aarieculture, several county extension agents and Soil
Conservation Service (SCS) officers were contacted. The SCS supplied
soll surveys four the counties In and near the test site, These surveys
provided information pertaining to drainage attributes of the solls In
the area and nther qeographical Information. The County Extenslion Service
offlces In Hardin County, Tennessee and Tishimingo County, Mississippi
were contacted by letter and by telephone concerning the general crop
types in the arca, Some informatlon was also obtalned reqarding proportions

and distribution when actua! radar imagery was qenerated for the site,

2.3 Feature Extraction Techniques

As In the case of the original data base, only manual feature extrac-
tion techniques were employed In the creation of the planimetry map.
The tracing medium was of an acetate base type. The scale of the plani-
metry map, was equal to that of the original data hase and the six topo-
graphic maps uscd as input (1:24,000).

As stated, the primary objective In raising the level of detail in
the planimetry map was to subdivide the general vegetation category. The
assignment of backscatter categorlies was made difflcult by several fac-

tors. No ground truth was taken when an actual radar missfon was {lown
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(April, 1976). This eliminated the possibility of acquiring real time
data pertalning to crop types on a field-by-field basls. The high-altl-
tude pho:agraphy used in the site analysis had been flown the previous
October (October, 1975). Thus, a gap of nearly six months existed
between the two flights., The photointerpreter was forced to deal not
only with the identity of a crop for given flelds, but the effects of
seasonal change and such events as crop rotation. ldentlfication of
crops from panchromatic photography alone is extremely difficult at the
time of year the imagery was flown. 1t was not possible to assign real-
time ident!flcation to the crops in reference to the flight of the radar
system. Nor was It possitle to provide absolute ldentification for the
fields at the time of the photographic mission.

Because of the inabllity to assign categories strictly on the basis
of Interpretation criteria, Information was sought from the County Extension
Services. Several read!ly I[dentiflable areas In the Plckwlck site were
selected and thelr boundaries and locations noted. The extension agents
were then contacted and thls Information was glven to them. Based on their
knowledge of thelr home counties and, in one case a fleld check by one
of the agents, the flelds were Identified. The resulting maps were
returned to the Remote Sensing Laboratory and were analyzed by the photo-
Interpreter In an attempt to ascertaln crop dlistribution. Using the
identity of the fields examined by the extension agents and the greytones
associated with then, the Interprater constructed a qualitative key for
the grouping of other fields in the test site. Such a method is subject
to several sources of error, Crops at emergence or during harvest
periods may have similar greytones. Differences In greytone may be a
function of soll mnisture or morphology and are not always rellable
indicators of crop types.

The result of the effort descrihed above 15 a system of field bound-
arlfes wlth asslgned crop types. Due to the noted problem of temporal
factors including crop rotation, the resulting patterns may not corres-
pond exactly to those found at another glven point In time. Instead,
they represent a modeled distribution of crops as they are usually grown

In the test site, within the actual boundarles of flelds.
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In addition to the subdivision of agricultural areas, new categor-
les were created for such cultural features as boat docks, boat houses
and other faclllities in recreation areas., Identification parameters
In the photography used In the study did not permit absolute identifica-
tion of material types and other attributes of these facillties, It
was noted that in one area, the falrways of a golf course were quite
vislble. The boundaries of these fairways were transferred to the plani-
metry map so that backscatter values could be assigned and their smooth,
grassy surface simulated.

The transfer of additlonal information to the data base was accompllished
by means of an overlay. The planimetry map used In the preparation of
the coarse resolution data hase was secured to a drafting table with a
second acetate sheet placed over it. The boundaries of theoriginal planimetry
map were then traced onto the second sheet. Ma]or physical fmatures
were retalned for reference, including river boundaries, To Introduce
control for allignment purposes, the reglstration marks for the UTM grid
were transferred to the overlay. In several successive sessions, the
other planimetry details (agricultural boundarles, deletions or changes
In cells, etc.) were transferred, The resulting map was digltized
with the data and coordinate system belng stored on magnetic tape. This
tape has been merged wlith one containing the data from the original
dita base. A comparative check of boundaries on the planimetry map and
the overlay revealed an error of .6 scan lines at the corners of the
matrix. The physical dimensions of the map and overlay measured
approximately 36 Inches on a slide, representing approximately 3,000
scan lines,

E-10
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3.0 CONCLUSION

The planimetric data base which has been constructed Is suitable

for the simulation of a radar system with moderate resolving capabi!li-

ties (>60 feet). |Its construction illustrates that it ls possible to re-

present the major terraln features of the test site as they appear, with
relatively 1ittle direct 'nput and without fleld survey. Although problems
were encountered In the constructian of such things as the aaricultural cate=-
gories, It Is anticipated that Increasing the level of ground truth

would increase overall data base accuracy accordingly. Accuracy in
actual position and boundary location has been maintained in spite of
the lack of more sophicticated cartographlic techniques. This had posed
a potential problem since the construction of the data base lnvolved

the matchiny of several topogqraphic maps, published at dilfferent times.
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APPENDIX F

MEDIUM RESOLUTION DIGITAL GROUND TRUTH
DATA BASE: PICKWICK SITE

The following technical report (TR 319-5)
prepared by the Center for Research, Inc.,
University of Kansas, 1s Included In this
append!x to provide the technical detalls
concerning construction of the data base
for the Pickwick Landinyg bam site.
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ABSTRACT

A digital ground truth data base for radar image simulation studlies
was constructed of the topographic area in the states of Tennessee,
Alabama, and Mississippi, surrounding the Pickwick Landing Dam., The
aread comprising the data base consisted of & square |2 miles on a side
and was centered on the northwest corner of the power house building
at the dam. The completed data base conslsts of a digital matrix re-
presenting symbollcally the radar backscatter propertles of the var!ous
different radar echo categories in the target area together with the
appropriate elevation values of the terrain at each point. The matrix
conslsts of more than ten million entrlies. Each entry contains the
radar category und elevation of a point on the yround. Folnts on the
ground, entrles in the matrix, are separated by 6,25 m In both dlrections
In a rectangular, orthogonal grid coordinate system. The radar back-
scatter category data have a spatlal resolution >100 feaet, and the elevation
data have an accuracy on the order of 10 feet In the final data base
matrix. The backscatter category data ware produced] and dlgltlzed2 in
pravious work. The work reported here converted these raw data Into a
final, complete digital matrix. The elevation data were pre-processed
In earller wnrkz. The category data matrix was comblined with the eleva-
tton data matrix to produce a final, complete ground truth digital
data hase of the Pickwick Land!ing Dam Site.

! Davison, E., V. H, Kaupp, and J. C. Holtzman, ''Baselline of Planimetric
Data Basc Construction: Pickwick Site," TR 319-2, Remote Semsing
Laboratory, The University of Kansas, July, 1976,

2 McNell, M., V. H. Kaupp, and J. C. Holtzman, "Digitlization of Pickwick
S5Ilte Data Base,'" TR 319-4, Remote Sensing Laboratory, The Unliverslty
of Kansas, Fobruary, 1977,

3 MeNell, M., V. H. Kaupp, and J. C. Holtzman, "Digltal Elevation Data

Base Construction: Plckwick Site," TR 319-3, Remote Sensling
Laboratory, The Unlversitv of Kansas, July, 1976,
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INTRODUCTION

The Polnt Scattering Model, a radar Image simulation mode), has been
Implemented on & high-speed digital computer, One principle input re-
qulrement of this model is a ground truth data base of the target site
for which a radar Image Is to be simulated. The ground truth data base
is a symbolic representation of the planimetric features and topogra-
phy of the terrain In the target site. As the model has been ' wplemented
on the dlgital computer, so must the ground truth data base be In a
digital format, The ground truth data base is, then, a digital matrlix
containing position information, radar backscatter category, and eleva-
tion for every point on the ground.

This report presents the work and sequence of events to construct
a digita) ground truth date base for the topographic region in a 12
mile square (144 square mlles) centered on the Plckwlck Landing Dam ares
located In the states of Tennessee, Alabama, and Mississippi. The radar
category planimetry data for this site had been extracted and reported
previously . The houndarles defining homogeneous radar backscatter
terrain features had been dlgitized and reportedz. The digitlzation of
these boundaries was performed using a manually operated large-table
diyitizer and resulted In several computer-compatible magnetic tapes of
digltal boundary data. These data were not the final digltal ground
truth input data requlred by the simulation software. In fact, these
boundary data needed a lot of correction and the data were extenslvely
manipulated 'n the process of forming the raqulred digital matrix. Thils
work 1s reporied here.

In additich to radar category planimetry data, elevation data are
also required to be Included In the ground truth data matrix, Elevation
data had been acquired previously and had been manipulated Into the

destred Tormat. This work with the elevatlon data has also been reported

' Davison, E, C., V. H, Kaupp, and J. C. Holtzman, '"Basellne of Plani-
metric Data Base Constructlon: Plckwick Site," TR 319-2, Remote
Sensiny Laborabory, The Unlversity of Kansas, July, 1976,

2 McNeil, M., V. H. Kaupp, and J. C. Holtzman, " Digltization of Plck-
wick Slte Data Base,'" TR 319-4, Remote Sensing Laboratory, The
Unlversity of Kansas, February, 1977.
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;)ruvinuuly%. 1t remains in the wark reported here ta combine the digital
matrix of 1adar coteqory daota with the digital natrix ol clevation

data. Merge of these two matrices results in the final ground truth data
matrlx (data base) of the Pickwick Dam slte.

The final Pickwick data base contains an entry in the matrix for
each polnt on the ground at 6.25 m intervals., This means that the radar
backscatter category and elevatlon of the terrain Is speciflied every
6.25 m In both the range and azimuth directions. Thls resulted In the
ground truth data matrix containing 3169 elements In each dlrection for
a total number of entrles In excass of ten million,

The final resolution of the Plickwlck data base was constructed to
be approximately 100 feet !n both range and azimuth for radar category
datu, and approximately 10 feet In both range and azimuth for elevatlon
data. This means that, even though there is an entry In the data matrix
for every 6.25 m (20,5 feet) Interval on the ground, the spatial resolu~
tion of the category data is estimated to be greater than 100 feet.

Also, the accuracy of the elevation data |s estimated to be half the
contour Interval (20 feet) over which the data were Interpolated.

DATA PROCESSING PHILOSOPHY

Due to the extreme slze of the ground truth data matrix (more than
ten miltlon polunts), it was Inpossihle to place thls matrix Into computer
core menmory at once. Even If 100 k of core memory were avallable. one
hundred subimages would have been required, This approach was relected
as belng both tine-consuming and expensive for forming the ground truth
digital matrix from the Input digital boundary tapesz.

Therefore, another approach to the problem was developed. All of the

useful Information on the map was now contalned In the digltlzed boundary

-—

3 McNel |, M., V. H. Kaupp, and J. C. Holtzman, "Digltal Clevatlion Data

Base Constructlon: Plckwick Site," TR 319-3, Remote Sensing Lab-
oratory, The Unlversity of Kansauw, July, 1976,

2 McNell, H., V. H. Kaupp, and J. C. Holtzman, "Digltization of Pick-
wick Site Data Base,'" TR 319-4, Remote Sensing Laboratory, The
University of Kansas, February, 1977




lines., One could reconstruct any verlical line on the map (range direc-
tion, or lines of constant x) If he knew the y-value of each boundary
line crossing it and the corresponding category of both sides of the
boundary (see Flgurc 1). The general concept of this approach was to
sort the inpul data points according to their x-coordinates (azimuth
direction) and from there reconstruct each vertical tine (range dlrection,
or y-coordinates) Independently. (This assumed that the lines would be
continuous In the x direction.)

Before the boundaries of the radar category planimetry map
wera digitized, a general approach for the software package was
outlined so that the boundarles could be digitized in the appro-
priate format. Each line on the map represented a division between two
categories. One possiblilty was to digltize each line twice (once
for each category). This could result In the lines crossing one ano-
ther and, or gaps existing between the two llnes. |t was declded to
digltize each llne once and assign to it both categories. Notice, then,
that the boundary for a homogeneous area may have more than one value
depending on the surrounding categorles (Flgure 2).

In addlition, some boundaries also represented discrete targets,
such as roads. Furthermore, these discrete targets might be as small
as one resolution cell wide or they might be larger, It was declded
to handle all dlscrete targets In a separate dliglitlzling pass and super=-
Impose them on the cateqgory matrix after the homogeneous areas had
heen completed. This way saeparate software could be developed to handle
the speclal problems of dlscrete targets. The superposition solution
seemed valid because discrete targets should take precedence over local
ground=-cover In the data hase. Where discrete targets also represented
boundarius between natural calegory changes, they were digltized as
natural boundarles on the category map.

In general, the heqinning and ending points of digltized Vine seg-
ments werce of cruclal Importance. |f a boundary represented a complately
enclused area, the ending point should equal the starting polnt. This
would be nearly Impossible for the digitizer to accomplish, so these
polnts were unlquely marked and It was left to the computer software to

connect them properly. Other points were ''vertex points'' where threc
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Y-Value

F-1  Cateqory Map With Vertical Scan Line
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X =60

The category information for the line representing X = 60 can be
represented with the following dato:

1) the Y-value where a boundary crosses the vertical line

2) the category at that point.

Category from Y-value to Y-value
60 0 18
50 19 31
60 32 40
10 4] 50
60 51 77
30 78 82
60 83 100
50 101 132
60 133 140

Figure 1,
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F-2 Example of Multiple Categories Enclosing A
Homogeneous Region

The closed curve enclosing the area designated by
category 50 must be digitized as four separate line
segments to reflect the changes in the surrounding
categoriocs:

from

A

B
C
D

.N.Eéfég oy

to

B 50-40

C 20-20

D 50-30

A 50-20
Figure 2.



cateqories met, This single point was part of two or more separate lines.
It was important that these points coincide for all lines Without over-
lapping. This was also left to the computer software. The digitizer
simply labelled these as special reference points (Figure 3).

For the success of this approach for creating the digital matrix
In which we sort the boundary data according to their x-values and then
build the matrix across their y-values, it was essentia)l that the digitized
paints form continuous boundaries (see Figure 4). Although the digitizing
mechanism was operated in the continuous mode and sampled points 100
times per SeCondz, analysls of the boundary data stored on tape showed
many discontinuities, To rectify this error, the computer software
routine "FIX'" was developed tu process the raw data, |t compared adjacent
points on each boundary !ine and if the absolute value of the difference
In the x-values or the y-values wasgreater than one, a software routine,
""CONNECT', was called. This routine returned the coordinates of those
Intervening points interpolated to make the border continuous. These
paints were subsequently added to the raw data points. The first im-
plementation of this solution falled to maintaln the sequential order of
the data points and we were forced to rerun this sagment with some !
alterations so that the data were recorded In a sequential manner as 5
required for later programs. l

Another aspect of acquiring continuous boundaries was the problem
of Joining beginning and ending points of closed boundaries and causing
common bourdaries to meet each other properly. Fach vertex point (where
two or more boundaries met) was labeled as such by the diqitizer with a
unique reference number. If the starting or ending point of a line wag
one of these vertex points, the digitizer labeled it by a special reference :
number. The program FIX maintained a table of these points and then
called CONNECT to cunnect the first and last polints actuaily digitized !
on a line. Reference numbers of zero were used to signify that the

following boundary formed a closed barder (1.e., the first point equals

? McNeil, M., V. H. Kaupp, and J. C. Holtzman, "Digitization of Plck-

wick Site Data Base,'” TR 319-4, Remote Sensing Laboratory, The
University of Kansas, February, 1977.
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Point A must be part of 3 separate line segments:
1) AB Category 20 50
2) AC Category 20 60
3) AD Category 60 50
Figure 3.
Example of '"Vertex'' Polint
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%

X =30

If there was a gap In boundary AB (as shown at X = 30)

the category would be incorrectly specified as 50 for all
Y-values because no category change was indicated in that
vertical line.

Figure 4,

Continuous Boundary Lines
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the last point). In this case the first point was saved and, before
leaving that boundary, CONNECT was called to connect thls last point to
the first point. To avoid problems caused by overlapping ends at the
heglnning and ending of a closed boundary, the digltizer stopped digitiz-
ing the boundary shortly before returning to the starting polint and,
thus, allowed the -oftware to fill in the intervening gap.

This completes a brief description of the operating procedures,
provided to the digltizer, that were designed to produce an output
product compatible with the software used iu convert these digital
boundaries Into a matrix of digital ground truth values.

DIGITAL DATA MATRIX CONSTRUCTION

| f the Input data were perfectly accurate, the software routlnes
used to convert the digital boundaries into a digital matrix would be
very simple, But conslidering the number of points collected and the
detall of the map, a certaln percentage of human errors had to be ex-
pected, Therefore, the software processing the raw data was designed
to detact errors. Since the program had no information on the actual
scene content, It could only check for Inconsistencies In the data. These
error detection checks included the following: (l) excessive number of
points required to connect adjacenl points on the input data; (2) x
or y values or category out of range; {3) no common category when a
line met a vertex point: and (4) refercnce polnt number qreater than
max!imum value. In addition a complete summary of boundary lines was
produced for comparison to the map. Thesc diagnostics uncovered num-
erous errors. A number of times the reference point for the beginning
or ending of a [ine was mistyped. Thls caused the program to connect
two unrelated points on the map and left the proner border discont!nuous,
For closed bounlaries, the diqitizer forgot to use the reference
number for the first point and the program interpreted the First data
point as the ieference polnt. None of thesc errors could be corrected
automatically., The anly salutlon was to resort to the original map
and deduce the proper data from surrounding points, These data, then,
had to be inserted in a rather ad hoc manner so that the remaining

data would be properly interpreted by the program,
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Once the digitized boundaries of the radar category planimetry map
were transformed into an acceptable format, they were input into a
program called "FIX." The input data consists of the x-y position and
category of each point on each continuous boundary In sequential order
with separators between different boundaries. The purposes of FIX were
to reformat, check and correct, |f needed, the data. Among Its functlions
were:

(1) Check (x,y) coordinates of all points (i.e,, 0< x < 3169 and
0<y< 3169):

(2) Truncate (x,y) coordinates from real format to integer format;

(3) Find and eliminate duplicate polnts;

(4) Keep track of starting and ending points of lines (put triple
points into special array);

(5) Connect points;
(a) Connect starting and ending points of closed boundaries;
(b) Connect line segments to approprlate triple points;

(6) Output on paper Information about each 1lne and a lot of other
"housekeeping' Information;

(7) Split output onto three tapes acuording to x value

Tape Number x Value
1 0 -~ 1055
{
2 ' 1056 - 2111
3 2112 - 3169

This Is te keep the number of points per tape down to amanageahle
levely
(8) Check and correct for tangent points. This Implies that the

direction of each line be known at all times.

FIX required 17 versions before it finally ran without error.
Several of these versions were required to alter the tangent check and
correct subroutine.  However, many of the problems arose from faulty
Input data. Most errors were mlnor, but they caused errors in FIX and
required that a new version be written with speclal checks. Al<o, the
errors were found one &t a time, not all at once. Some of the problems

incurred were:
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{1) Faulty,multiple,and missing separators hetween different
boundaries:

(2) Incorrect labeling of categories (bad value);

(3) Incorrect labelling of starting and ending nodes of 1ine segments;

(4) Incorrect labeling of seven triple points;

(5) One line segment completely missing.

An additional complication came up unexpectedly. The ''continuous'
line mode of the digitlizer should not have allowed any disconnected
ltnes. However, this was not the case, The ''CONNECT' subroutine was
called In excess of 26,500 times to repair discontinuities that should
not have ex!sted., There are two explarations for thls behavior. Flirst,
If the digitizer operator moved the cursor toc fast around a line It Is
possible that small gaps might occur. But this cannot explain all the
gaps. After much search, It was finally discovered that the timing
mechanism which controls the sampling time had an unexpected faillure
mode, After '"long'' perfods of time (%~30 seconds), the timer lost syn-
chronization resulting In (evidently) longer gaps between samples,

This explanation agrees with our observations about the data. Many of the
larger gaps occurred toward the end of long boundaries. This unfartunate
cireumstance didn't affect the data base very much because the connect
subroutine effectively cumpleted the lines., However, much computer and
programming time went Into identifying and fixing this problem.

FIX and the ad hoc manual work were very lmportant parts of thls
overall effort to create a digital matrix from digltal boundaries. A

large amount of data were corrected by FIX., The final statlstics aro:

1. Number of points input to FIX 90,000

2 Number of llnes and |lne segments Input to FIX 714
3. Number of triple points Input to FIX 299

L, Number of polnts output by Fix 185,711

Number on tape | (left) 90,262

Number on tape 2 (center) 62,663

Number orn tape 3 (right) 32,786
. Number of duplicate points discovered by FIX 9,730
Number of calls to "CONNECT' by FIX 26,519
Number of points added by CONNECT “95,000

Computer core memory requlrements 111K
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There are several points to note in these statistics. Flrst, the
number of final poalnts was doubled by adding connecting points., Second,
each call to (ONNECT averaged inserting four polnts. Third, approximately
one-tanth of all Inpput points were duplicates. Last, the distribu-
tion of points Is heavily weighted towards the leftmost third of the
map, and llghtly weighted toward the rightmost third which is evidenced
by the number of points stored on each tape., This observation Is
corroborated by an examination of the map, which reveals much complexity
in the west (left side of the map) and more simpliclty of boundaries
toward the east (right side of the map).

Once the program FIX ran without error messages, one still could
not be certain that the data were error free. Plot routines were written
and run to produce a vlsual output of Lhe processed (fixed) data polnts.
These plots were compared to the original radar category planimetty
map and found to be in good agreement within the limits of resolution
provided by the plotter., At this point we were confident of the accuracy
of our date and moved on to the next step of the process.

Horfzontal Tangent Polnts

Horlzontal tangent polhts were anothar potential problem that was
recognized and corrected at this point in the work, A horlzontal tangent
ls a polnt of a boundary line such that there Is no point of that same
boundary above or below It (Figure 5). A vertlical line {(llne of constant
x, range directlon) drawn throuyb that polnt would intersect tho enclosed
area at only a single point, Thls would cause problems because the final
software routine, "FILL", would be anticipating the top of the border |t
had just encountered to be somewhere above In that line, but would never
find it. Because the data were sequential, tangent points could be
rather easlly recognized, A point is a tangent If its x-value Is greater
than (or less than) the x-value of both the point preceding it and the one
followlng it.

To eliminate tangents, a software routine, ''TANCON,'" altered by one
the x=value of each tangent found so that it would belong to the

previous polnt. This Insured that there would be at least two polnts from
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Horlzantal tangent at X = & (the vertical line at X =6
Intersects the area of category 50 at only one point).

By standard techniques the category assignments for the
line X =4 would be

Category from Y to Y
60 0 4
50 5 8

when the category should be 60 from Y = 0 to 8,

Figure §,
Horlzontal Tangent Polats
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a boundary in a glven vertical line (Figure 6). Altering the x-value in
this way was Justified since the point was a boundary point and the cate~
gory for that cel! was Indeterminant. It belonged toone of the two
categories associated with it, but one could not determine which one.
Further tests revealed that this method of detection and solutlon
was nhot exhaustive. Tangents could still remain for a number of reatons,
There was the possibillity of a '"double tangent" if the boundary moved
left and right for two or more celis with the same y-value (Figure 7).
The first order solutiononly moved the tangent back ore cell but still
left a problem. Occasionally, a tangent could be created by FIX when
it closed a boundary which cduld go undetected because we dld not have
left and right information on leaving the starting point and returning
to that polint as the ending point.

Data Verlflcation

‘ Before proceeding any further, a test for accuracy of the data was
needed., At this point, the test served two purposes, Flirst, we needed
a vlsual verificatlion of the accuracy of the dlgitization work done. We
spacifically needed to check for three posslible errors:

(1) Did the diglitizer follow all borders with sufficient accuracy
to provide the required accuracy and detall needed for the
dato base?

(2) Mere any boundaries, or portions thereof, Inadvertently omitted?

{3) Had any superfluous points been Included In the Input data?

Second, & test was needed for tha performance of the software
which had processed the raw data.

(1) Had the beglinning and ending of buundaries heeh correctly
sensed and connected?

(2) Had the CONNECT routine jolned discontinuous polnts without
adding unwanted polnts to the data str.am?

(3) Had the mod!flcation of percelved errors In the raw data

caused other errars of thelr own?
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A visual output of the entire data stream at this point seemed to
be the only viahle test avallable. Software routines were written to
plot the stored boundary map at twice the original scale. We compared this
plot to the original map and veriflied the accuracy of the data.

First Data Orderling

After verification of the accuracy of the data, the next processing
step taken was sortlng the data by thelr x-values. Each set of points
with the same x-values represented one vertical line of the data base
and constituted one range scan of the radar over the target site. From
this Information that line could be reconstructed to Its full slze of
3169 points.

At this polint there were approximatly 180,000 data points that needed
to be sorted Into one of 3169 bins (one for each vertical 1lne).

Because of the large core requirements, thls was a difficull suiling
operation. The flrst step taken to make the data easler to handle was
dividing the data Into six segments and storing each on a different
magnetic tape. In this way only about 30,000 points were handled at a
time.

tf each vertical Iine had the same number of polnts, we could make
an array of the proper size for each x-bin and, thus, could casily do the job,.
But the points were not evenly distributed. One lline contalned as few as
ten points and another had well over a hundred points., Thls presented
the problem of memory management. |f we used arrays of flxed slze so
that no bln overflowed, memory requlrements would have buen excesslve.
Therefore a version of heap storage memory management was Implemented
In the Fortran program. Fach x=bin was glven a fixed size array and,

In additlon, a reservolr of overflow arrays was allocated. When an

x=bln was Fllled the next avallablc overflow array was attachad (via
polnters) Lo that x-bIn for the remainder of the polnts In that llne.

[n a further effort to reduse the volume of data to be handled, the
y-value and the two categorlies assocliated with each point were packed
Into a single word. Also the x-value was dropped since that Information

was now lmplicit in which x~bln each data polnt was storedz.

2 McNeil, M., V. H. Kaupp, and J. C. Holtzman, "Diqitization of Plickwlck
Site Data Base,'' TR 319-4, Renmote Sensing Laboratory, The Unlversity
of Kansas, February, 1977,
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There was, however, a problem to he salved mre severe than one of
slze. Not all points In a given x=bin should he retained. |f a portion
of a boundary forms a vertical line seqment by running stralght up a
vertical line {x-bln), we should only keep the bottom and top point of
that segment. Intuitively, all that should be kept is the bottom and
top point where the given line crosses an arca. IF all the points
ware kept, the "FILL" routine, which later expands these data Into a
complete matrix, would alternate categorles all along this }ine because
the way the FILL routine was designed would cause ft to change categories
everytime It encountered another point. |t Interprets each polnt as
meaning the beglnning of a new field.

Anather problem occurred when a single boundary crossed a glven
vertical lline several times., A)l these Intermediate changes as well as
the top and bottom points must be recorded and accounted for, See
Figure & for an Illustration of these dlfflicultles.

A close observation of these problems reveals that 1t was not
necessary to keep both the top and bottom polnts of a vertical boundary
segment, In the case |llustrated In Flqure 9, we should not even keep the
top polnt of the vertical boundary. |f the routine has already changed to the
category of the interlor at the lower point as shown In the tigure, then
the top point of the vertical line segment does not represent a change
in category.

Because of the serial nature of the data, It was pousihle to make
rules guiding dectsions oﬁ which bolnts to keep and whiech to throw away
In vertical lines. These rules were as follows:

(1) If the x-value of the current polnt differs from the polnt
preceding lt, then keep the current polnt. (First polnt of all ver-
tical lines Is saved. This Is nccessary to maintaln continulty in
the <=direction.

(2) If the x-value of the previous polnt and that of the following
point are the same as the x-value of the current point, then throw
away the current polnt. (Thls point Is pért ot the interlor of

a vertlcal line segment and therefore 1s not needed.)

{3) If the x-value of the currant point equals that of the previous
point but differs from the next point, then this point Is the end

palnt of a vertical line segment. This polnt may or may not be
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F-8 Multiple Crosaings of a Vertical Scanline
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Example of a single boundary recrossing o vertical
line (X = 7) several times,

Figure 8,
9 |
8 60 x--x-*--x--x-n% 1
7 XXl 500 |X |
6 X XXX |60
5 X 50 NIEdIN
4 X Deleted because they

1 "

3 [ represent multiple adjacent
9 \ H(__x_:x_r:x_‘ points In a vertical line
, L _

123456728910111213

Look at boundary changes In this vertical line, X = 8. If all end points
(Y = 2, 6, B) are saved, the following error will be created by the fill

routine:
Category from Y toY
60 0 2
50 3 6
(60 7 8) ERROR
(50 9 9
Figure 9.

Vertical Boundary
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kept; nmore information is needed to make a decision. | the direc-
tion of the boundary before the vertical line segment was from jeft

to right and, on leaving the vertical line the boundary continues

in the same direction, then do not keep this point. [If the direction
of movement is reversed on leaving the line segment, then keep this

point. See Figure 10 for u plctorial representation of this rule.

Pre-processing according to these empirical rules elimlnated the
great majority of potential problems. Unfortunately, these rules did
not cover all possible cases. Beginning and ending points of houndaries
proved to be especlially difficult to resolve. When approaching the end
of a boundary there was no directional Information avallable to use for
rule 3, above. This problem was critical slnce a mistake on any one
point In a line of constant x {x-bin) would cause the routine "FILL"
to produce an error In that line., For closed boundaries this problem
was overcome by retaining the first direction of movement from the
beginning point. |f a boundary was not closed, then the ending paint vas
a speclal vertex point and the solutlion for these polnts was provided at
a later stage In the processing.

At this polnt the data have been sorted by their x-values and only
the slgnificant polnts of the ariginal data stream have been retalned,
Signiflcant polnts are those marking a valld change In the cateqorlies
along a vertical line (x-bin). Continulty has been maintalned In the x-
direction althaugh thera are often discontinuities in the y-direction
{(such as areas where tlicre had been vertical line seaments). Also, the
data points are no longer serial, they have been sorted according to

thelr x~values.

Final Sorl
The next step was to order each group of the polints having the same

x-values (all those points belonging to one range scan line of the data

base) according to their y-values. A modified bubble-sort was luplemented

to sort each x-bin of data by y-values, from smallest to largest,
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Special care had to he taken at this time to eliminate any duplicate
points because their presence would cause the fallowing "FILL" routine
to create errors. |f two points occupied the same cell but had differ-
ent categories (!ikely in areas near vertex points where three cate-
gories met) a choice had to be made of which categories to keep. |f one
polnt was actuallv a vertex point (had three categories assoclated with
it) it was kept and the other point eliminated since the vertex point
contains more information, |f bothpoints were normal points with differ-
ent categories there was no longer sufficlent information to make o
correct decision. This conditlion actually represents an error in digi-
tizing because It means that two boundary lines have crossed each other.
This happened occaslionally near vertex points where two lines had to come
together and meet at a single point. In these cases the first point
obtained by the sort routine was arbitrarily saved.

All vertex points had been saved because of the special Information
they contalned. Since they were exceptions to the general rules for
keeping or throwing away data points, It was possible Lo have an extra
point saved near these vertex polnts. Only after running the routine
"FILL" a number of times was this error located., There was no infor-
mation In the data stream to identify this problem. In a’rathey utili-
tarian move we decided to eliminate any point adjacent to a vertex point
in @ given vertical line. Review of the data showed this decision
solved many more problems that it created and so was usea. The only
nccasion when this move might rause aon error was where a vertex point was
at a tangent point, which, because of the digitizing technique utilized,

was very unlikely,

Matrix Fill

The steps described thus far have been largely data compressicn
techniques utilized to remove redundance and to place the remaining data
into the proper format, However, the ultimate goal was data reconstruc-

tion. The purpuse of this work was to procduce a matrix of points




lapproximately ten million points) o describe the radar category plani-
metry of the Pickwick site. These preliminary compression routines were
employed to maximize the return for expenditure of computer resources.

At this point, all of the data received from the digitizer has been
placed into one of the 3169 vectors, representing lines of constant x,
of the data matrix to be constructed., Each element of these vectors
represents the point where the boundary line crosses a given line of
constant x. Stored at each point Is the y-value where the line of con-
stant x Is intersected together with the two categories of the boundary
1ine.

The routine, "FILL", was written to process these data and to pro-
duce the deslired, completely filled data matrix. This routine was simple
because the data had been pre-processed into the correct format by all the
previous routines. At this point, the data in each vector representing
a line of the matrix (constant x) Is independent of the data In all
other vectors. So, the memory requirements for actual construction
of the matrix are rather small, Each 3169 element line can be constructed
and written to permanent storage separately from all others.

The routine FILL accepts a data vector and generates from It the
corresponding line of the data matrix. The elements of the data vector
have already been placed in ascendling order according to their y-values.
Points up to the value of the first point {n the vector were given a
category of zero meaning no data. The first point in each vector should
have only one category, since it forms part of the border. So the cate-
qory between the first and second y-value of the data vector must be a
single category. This category niust also be one of the two categories
of the second point, or there is an error. At the second
point, the category changes. Since we know what the category was below
this point, it must be tne other of the two categories associated with
a data paint. In thls manner, the entire line of the matrix is constructed
by alternating categories.

The procedure 15 somewhat more complicated at vertex peints (a
point containing three categories). The cateqory used up to the vertex
point eliminates one of the three. More information Is needed tou make a

choice between the remaining two categoriex for the continuation of the
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present x-bin nf daia.  The veeded information can be acguired from the
next entry in the data vector. |t the two categories of the next point
are not the same as the twu remaining at the vertex point, the proper
category can be determined. In case they arc the same, the software
routine looks ahead in the data unti! it has the needed information. |f
the next point in the data vector also represents a vertex point, even
more Information is required to resolve the dilemma of which is the next
category. After much search we determined that there was a large enough
potential for an error orcurring In this situation that It was best to
I1st all such occurrences and print a warning message to alert us to each
Instance. We used these data to determine the proper categories from
the original map and manually added this information to the data vector.

The early runs of this routine, FILL, found inconsistencies In a
large number of the lines (l.e., the procedure determined that from one
point to the next the category should be a particular value, but that
was not one of the category choices at the next point), In order to
resolve these ptoblems we were forced again to compare the data vectors
to the original map. This effort was a very tedious and time-consuming
task, However, in this way we discovered many of the subtle ancmalous
characteristics of the data which led to development of the methods of
sorrecting the data described earller., On a nunber of occasions we
identifled anomalles wnich forced us to alter the pre-processing routines
and then repeat earlier steps of the procedure to correct them,

In some cases, we determined that it was expedient to modify the
data vector or add information by hand. One example was where two ver-
tex polnts occurred sequentially in a given line. Another example is
where, in a few cases, we Found an extra point in a data vector (bhoth the
top and bottom of vertical line segment had been retained when only one
was requlred). These were fixed by hand.

At this point in our analysis we uncovered a very subtle error In
the original digitizing work, The diglitizer operator had digltized both
sldes of a very narrow stream and at one point had crossed the stream
and fallowed the opposite bank., Slince thls was a very specific error
in the data, we develaoped an ad hoc¢ solution here and Inserted the data
manually without retracing our steps and repeating all the Intermedlate
steps.
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When all identified errors and problems had been removed from the
data, the FILL routine was run one final time and, as each line was
constructed, each completed line was written to magnetic tape to form the
desired complete data matrix. At this polnt it was absolutely essential
that we maintaln the sequential order of the data and that the processing
be done In the proper order to produce a single, contiguous file. In
this run, If a line produced an inconsistency a warning message was out-
put and the previously completed line was written to tape again In place
of this line. This recourse was used in only a few lines of the entire
data base. Since eachline In the data base represented a width of 20
feet on the ground and slince the accuracy of the constructlion process
was no greater than this, we decided this was an acceptable contingency
plan. It is Important to notlce that the error introduced by this step
is not a cumulatlive one.

DATA MATRIX QUALITY VERIFICATION

Two programs were developed to verlfy the output data matrix, The
first program, '"MACRO", produced a symboliec map from the data matrix
for comparltson to the original map. |[ts purpose was to insure that, In
general, the processing had been properly performed. Thls program
allowed us to'verlfy that flolds were in their proper locations, that
flelds had not been elliminated, etc.

The second program, ''MICRO," looked at the data flle to a greater
detall than was easily possible by human beings. It especially checked
to be sure that building each line independently of all others had not
produced errors. The method employed was to compare each polnt of every
line to Its nelghbor on either side. |f neither of them was of the same
category as the polnt In question, then the point was suspected as belng
bad and a warning message was generated. This routine dld not check to
see If any errors were accumulated over a number of lines, MACRO checked
for these kinds of errors. A manual evaluation of all warning messages
generated by both check proqgrams found that a condition of “ERROR" could

occur which was not really bad data, so each case had to be indlividually
checked,
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The combined results of these tests verified that the digital datao
hase which had been canstructed was accurate within the limits of the input

data.

CULTURAL TARGETS

As mentioned earlier the digital cultural target data had not been
processed with the rest of the data but had been kept separate, Now,
the data had to be added to the diglital data base.

The cultural target data were considerably easlar to process.

These data fel) into one of three major classes:

{1) Pcint Targets;

(2) PRoads and rallroads;

(3) Dnem and blockhouse,

Most point targets In the Plckwlick site were malnly private homes
and cabins., They were assigned a single cell In the data matrix. No
other Information than location, such as orientation, was Included for
cultural targets, so no complex processing for such targets was nheeded.

Roads and railroads were epresented as lines., They were assigned
a width of one cell In the data matrix. The maln problem with this class
of target was we had to insure continuity of the line. The routine
CONNECT used on horders in an earlier section served this purpose.

The dam and blockhouse were the only cultural targets encompassing an
atea larger than a single cell. These targets were actually digitlzed
as area extenslve targets by following thelr outside borders. A modified
verslion of the FILL routine was wrltten to handle the dam and blockhouse,
It accepted the border points as inputyand output the coordlinates of
all those cells lying In these targets.

At thls point, all polnts representing cultural targets have been
collected. As in the processing done for area extensive targets these
data were sorted Into thelr rospective x-bins, and then ordered accord-
Ing to thelr y-values. In all cases, cultural targets took priority
over the planimetry data, so merging the two pleces of data was simple.

A line of the output data matrix was read In together with the vector
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representing all coltural tarqgets for thal line. The values of the
cultural targels were wtitlen over the planinetry data of

arcu extensive targets In their respective locations and the modified
line of the data matrix was written out to tape for the final ground
truth data matrix of the Pickwick site.

MERGE OF ELEVATION DATA WITH RADAR CATEGORY DATA

At thls polint all of the necessary Informatior for the data base
requlired in the radar simulation packages had been cnllected and complled
Into an acceptable format (rectangular digltal matrix)., Unfortunately
the data was physically separated with the elevatlion matrlx residing on
one sot of magnetic tapes and the matrix of category values on another
set, For the purposes of simulation both pleces of data (category and
elevatlon) about a particular call are accessed simultaneously, so
having the data physically separated was a poor utilizution of system
resources,

in order to better utllizeithe avallable reosurces, a speclal pro=
gram was written had executed to marge the two data motrices (elevation
matrix and category matrix) intn a single compusite matrix, The category
matrix had been constructed |n an exact manner 3o that data point In the
category matrix correspoaded to Lhe same aren of ground as that matrix
nolnt In the elevation matrix, Therofore, there existed an exact match
between the matrlix cells In the two matrlces and no rotation, transla-
LTon, or scale change was required., Because of thls fact, the combination
process was very stralght-forward,

There was, however, a queslion of the optimum maans of combining

the two matrices, Three alterhatives were proposed. They were:

(1) On the nerged output tape, slmply alternate records (each re-
cord ropresenting a colunn of the matrix) of elevation data and
category data.

{2)  Merge correspanding records of elevatlon and category data so
that the first word represents the elevation of the Flrst point;
the second word the category of the Flrst point; the thtrd

word the elevatlon of the second polnt, etc.
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(3) Combine the clevation far each paint with its corresponding

calegory into a single computer word,

Methods (1) and {2) reducs the Input data to a single Input de-
vice (one tape drive) in.tead of twa, but does nothing to reduce the
volume of the data. The third method reduces the volume of input data
from two matrices eV the same size to a single matrix.of that same slzf,
by making more complete use of Lhe computer word size avallable. The
trade-off Is that In order to use the data,the twopleces of Information
In each computer must be scparated In the program using it for Input.

After careful conslderation of the alternatives, the third method,
that of combining category and elevation data into a single word,
was chosen for this applicatlon. By compressing the volume of the data
both tape drive charges and memory requirements could be reduced. The
unpacking of the informatlon could be easlly acconplishaed with a few
shift and masking operations that Incurred relatively little overhead.

In the actual Implementation the low order sixblts of each computer
word were resorved for the category number for that cell, Thls provided
for an allowable range of values from 0 to 63 which was more than
adequate for the 20 categorles ldentifled in the data base. The next
12 bits were reserved for the elevation value, giving a range from 0 to L0396
(Figure 11). These boundarles within the word were arbltrarily chosen
to flit the curreant data; howaver, they could easily be mod!fled to allow
for more categorles or a wider elevation range.

In this scheme the upper half of each computer word remaln
unused. The data was not packed more closely for two reasons:

(1) The result would have required a speclal addressing scheme to
lacate the desired point within a scan, providing a greater
chance for errors and causling more computer overhead,

(2) The flexihiilty would be largely decreased by reducing the
freadom of changlng the width of boundarles In each word and
also by linking the data base to the 30 bit wurd length of the
Honeywell computet,

.. 0 ELEVATION CAT #

Fiqure 11, Data Packing Scheme
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APPENDIX G

BACKSCATTER DATA FOR DIGITAL RADAR IMAGE SIMULATIONS

The followlng technical report (TR 319-7)
prepared by the Center for Research, Inc.,
University of Kansas, is Included in this
volume to provide detalls In support of the
technical dlscussions of Volume |,
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ABSTRACT

A theoretical closed-system model has been doveloped at the Remote
Sensing Laboratory for digltal simulation of Imagery of radar systems for
both SLAR (Slde-Looking Alrborne Radar) and PPI (Plan-Position Indicator) In
visual formats, Described hereln Is the asslgnment of mlcrowave back=
scatter characterlistics to the categuries recognized in the construction of
the Pickwick, Tennessee data base, which was used as an [nput to the simula-
tlon programs. The cholce of accurate backscatter dats tn describe the
electrical behavior of the ground scene alds the valldation of the dliglital
model and the production of reallstlc simulated radar Imagery,

Background 1.formation on the frequency-dependent electrical charac-
teristles of dlelactric constants |s Included for the Justlificatlionh of
Interpolation and extrapolation of emplrical backscatter data to cate-
gories or frequencles for which such data has not been gathered. This
davalopment only scratches tha surface of frequency behavior and does
not ropresent the solution to the problem, that Is, the lack of emplrical
data for nunerous categories at several frequency/polarization combina=
tlons, Much work remains to accomplish the sxtrapolation/interpolation
task as methocs have not been established to extend the usefulness of
known microwave reflectivity data. Because the scattering mechanlsms
sulted to the categorles observed In terrestrlal scenes are so highly
diversiflad, it becomes nucnssary to treat indlvidually the frequency
vartation of sigma zero curves for ecach general type of scatterer,

It munt ba reallzed that the handicap of Insufficient empirical o data
may place limltations on the accuracy of relative Image densitles (grey-
tones) within the simuloted imagary., As an initlal effort, however,
enpirical sigma zero data for lower frequencles and/or analogous
categorles were applled as Input to the simulatlon software routines.
Photographs of simulated imaqery aru presented with real radar Images of
the same slte for comparisons to detecl necessary changes in the back=
scatter categnry treatment. The actual curves of sigma zero versus angle
of Inclidence witich ware suppllied to the simulation package are shown,
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1.0 INTRODUCTION

The radar !mage slmuration technique which has evoulved over the last
several years at the Remote Sensing Laboratory Is based upon a closed-sys-
tem model for lmaging radars, as opposed to the work of several other Inves-
tigators who employ, for exampfe. actual radar video signals as an Input
to thelr simulation programs. In bypassing the need to specify the geo-
metrical and dlelectric properties of ,the ground scene, researchers have
avolded a troublesome yet challenging aspect of the radar Image simulation
problem, and severnly limited the usefulness of radar simulation . Using actua
radar video slgnals as the Input presupposes Lhe radar Imagery ex|sts, and S
the simulation, In fact, |s only that of the radar processor . When the ob-
Jective Is to simulate varlous scenes for navigation matching or MGI
comparison, thls technique Is not app!lcable. The lack of empirical back-
scatter Informatlon for a wide variety of reflectivity categories at many
frequencies has compounded the difflculty of constructing data basus for
the vallidation of the closed~system model. Rather than ettempting to gather
data for all the possible targets at all fregyuencles and polarizations of
Intarest, It is more feasible to estimate the backscatter' varlations for
categories by extension of known dats with guldance provided by scattering
models, '

The need for o® data Aarlises In the roots of tha digltal radar Image
slmulatlon.theory. The starting point of the developmentl ls the radar

uquatlonz'j.

A . Al . . 2
. F} o (Ej) G°(n) " AA A 0
r (‘Ht)BR“

"Moltzmen, J. C., V. H. Kaupp, R. L. Martin, E. E. Kawp, and V. S. Frost,
""kadar Image Simulatlion Project: Development of a General Simulation
Aodel and an Inturactive Simulation Model, and Sample Results,"

TR 234=13, Remote Sensling Laboratory, The Unliversity of Kansas, Feb., 1976

2Moore. R. K., Renote Senaing Manual, (Editor - Raeves), Chapter 9, American
Soclety of Photogranmetry, 1975,

3Kell. R. E., and R. A, Ross. Radar Handbook, (Ed1tor - Skolnlk), Chapter 27,
McGraw-H111 Book Company, 1970,




o“(en) = Scattering coefficient of the qround spot resolutlon cell
(function of local anqle of incidence, 0 , the incident
wavelength, Vo tranami t/reeei ve polarization, and surlace
parameters )i

Pr = Average return power recelved at the antenna terminals;

F_ = Average power transmitted;

0 = Radar Incldence angle ta surface:

=
P
k2]
~—
1

Antenna gain In the direction of AA (a function of the
radar system belng modeled and assumed by reciprocity to
be identlcal In the return direction;

~ A = Wavelength of the Incident microwave energy;

R = Distance from the radar platform to the ground spot resolu-
tion cell (a functlon of altlitude and look angle);

AA = Area of the ground spot resolutlon cell;

0, = Local angle of Incldence accounting for tilt,

Thus the accurate speclfication of target slgma zerc characteristics ls
important to the relatlve intensity of return radar slignal, and subsequently
to the Imagery brightness, Further enlightenment on the definition and vall-
dity of application ol the scattering coefficient 0° can be obtalned in

References (3] and [4].
The major source of empirical o data has been the agriculture/soll

nolsture data bank at the Remote Sensing Laboratory. Thls Information
falls short,however, in supplylng data concaerning targets which are more
sulted to general retonnaissance appllicatlons, The agricullure-related
slama zero data has been useful (in a limlited sense) in conflrming

the varlation of mlcrowave response with changlng frequency and polariza-

tlon of simulated radar systemss. Most existlng data represents VV

3Kell. R. E. and R. A, Ross, Badar Handbook, (Editor - Skalntk), Chapter
27, McGraw=-H111 Book Company, 1970,

uMonre. R. K., Radar Handbook, (Editor - Skolnlk). Chapter 25, McGraw-
H111 Book Company, 1970.

5Mnrtln. R. L., J. L. Abbott, M. McNeill, V. H. Kaupp, and J. C. He ltznan,
Digital Model for Radar Image Simulation and Results,' TR 319-8,
Remote Senslng Laboratory, The University of Kansas, August, 1976,
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and HH polarizations, consequently circular polarization simulations must
apply amalytical expressions from scattering theories for the assign-
ment of scattering coefficients to a very limited set of targets. Over-
all, the situation at present with respect to emplrical sigma zero data
Is that not enough exists: however, estimation of data has prnduced

good results for several types of scatterers In simulated imagery, the
validation befng provided by SAR (Synthetic Aperture Radar) images of

one test slte.

Before proceeding to the discussion of cateqories within the Pickwick,
Tennessee, test site and the manner in which microwave reflectivity assign=-
ments were made, the frequency dependence of the dielectric ¢characteristics
of materlal will be briefly Investigated. The Impacts of altered electri-
cal behavlor for a surface (or volume) will be Implicitly related to Its
sigma zero versus angle of Incidence varfation with frequency, moisture
content, etc,

2,0 DIELECTRIC BEHAVIOR

Perhaps the best place to begin a discussion of electromagnetic behav=
lor s to state the rules which govern the phenomena: Maxwell's Equations,
These four relat!ons are the foundation upon which rests the study of
electromagnetic radlation, !ts sources and its effects. |In vector

notatlon they may be expressed 956

\“fxﬁajn;;_f. (2)
T ox E ”:? (3)
Vb= (4)

<
=)
It
o
(S 2]

GStratton, J. A, Electromagnetic Theory, Chapter 1, McGraw-HI1! Book
Company, 1941,




where:

H = Magnetic field (units ~ amperes/meter),

J = Vector current density (units = volts/ohm - meterz);
D = Electric displacement field (units - cou\omb/meterz);
E = Electric field (units - volts/meter);

B = Magnetic Indurtion field (units - weber/meterz);

p = Volume charge density (units - coulombs/meter>)

)
(VxF) = The curl of F, denoting the vortex sources;

(7 * F) = The divergence of F, denotina the radial sources;
(é%) = The partial derivative with respect to time,
Let us assume harmonic time variation of the elecliic and magnetic flelds,

denoted by ejwt. The explicit time dependence in Equat;uns (2) and (3)

disappcars becasue:

(E) =
Lets ) E o)
2n _ .
W= -:r;- = angular frequency in radians per second when To Is the period,
and similarly for B, Thus we find that:

x
i

=7+ Jub (7)
-jwB (8)

1
1

< <
x
i

The constitutive relations whicl, exist between B and H, or €, J, and D

can be written as

6-3 Ug (9)
J o= oF (1o)
D = ¢F (]I)
where:
u = Bl = the permeability of a mgterfa'. eaual to the perm=ablility
of"a free space (4n x 1077 henry/merer) times the relative
permeabi ity b 1.0 for most normagnetic materials;

= The conductivity of a material in mhos/meter (not to be confused
with <igua, the scattering cross-section);
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€= 0 s the permittivity of a material equal to the permittivity
of free space ~ (8.854 x 10712 rarad/meter) times the reclative
permittivity which varics widely over the categories found in
the terrestrial envelope,

Rewriting fquation (7) to incorporate (10) and (11) we arrive at

vV x H= (0 + Jue)E (12)

This relation has been Intarpreted to uean that the complex dielectric

varlation of a material nay be writter au

S O 1T
Kr(}\aT) ij‘.o 15 ) m‘g’{: (]3)

where:

_ A = Wavelength of rke radintioninmeters;

T = Temperature of tha matarial.

CHLA C [ B £ when ""nornalized! by Jwe 7. The real part ls labeled
Juwe we r o]

Krl and the Imaginary part s Jenoted by Kr“' Highly conductive materials
may show the strong frequency dependence in thelr dielectric behavior, as

seeh 11 the term on the right which contatns w and o. In general Kr Is a

complex function with a real and imaginary part gliven by

- [ " [
K,o= K. = gk, (14)
8
As an example ,
(K - K)
K ! - K o ? (15)
water 1+ (F/f)
o
and ) )(Kq - K)) 9y (16)
K M s (f/f ) 4 e |
water °' . (f/Fo)z 2nfLo
where:
K, = relative permlttivity ("5.5) at frequencies much higher than
the relaxatlon frequency fn:
7Janza. Frank J., Remote Sensing Manual, (Editor - Reaves), Chapter &4,

Page 79, The American Soclety of Photogrammetry, 1975,

8Stogryn, A., "Equations for Calculating the Dielectric Constant of Sallne
Water," IEEE Trans. Microwave Thenry Tech., MTT-19, 733-736, 1971,
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KS = static relative permittivity (-80);
op = fonic conductivity of the salt solution in mhos per meter;
fo = 1/(2nt) where 1 is the molecular relaxation time;

f = frequency of operation;

£y ™ free space permittivity.
it is seen that labeling Kr as a dlelectric constant |s In most cases a
misnomer unless the frequency and temperature are fixed. The values of
Kr' and Kr” are also functions of A and T In most materials, as oppused to

constants,
An excellent examplie of the frequency dependence of these functions

has been studied for pure and salt waterB. The dielectric effects of

water in sallne soll at several frequenclies produced another very
Interesting Investigation which may ald In the understanding of molisture
effects for many microwave reflectivity categoriesg. To add Impetus to the
example of Kr frequency depandence In water, consider the range of

objects In a terrestrial scene that contaln water, The changing dlelect=
ric characteristics of water among other factors often dominate the

electrical behavior, for example, !n vegetation and soillo'll.

I|2 I1lustrates for water the wide range of values Kr' and Kr“ can take

Flgure

on, thus allowing moisture content to be a controlling factor in the

elactrical characteristics of many materials,

e ettt .

Stogryn, A., "Equations for Calculating the Dielectric Constant of
Saline Water,' |EEE Trans. Microwave Theory Tech., MTT-19, 733-736,
1971.

2 Ulaby, F. T., L. F. Dallwlg, and T. Schmugyc, "Satelllte Microwave
Observations of the Utah Great Salt Lake Desert,' Radlo Sclence,

Vol. 19, No. 11, November, '975.
loulaby. F. T., "Radar Response to Vegetatlon,' IEEE Trars. on Antennas
and Propagation,"” Vol. AP-23, No. 1, January, 1975.

lIBaLHvala, P. P, and C. Dobson, ''Soll Moisture Experiment (Kansas)-

Documentation of Radar Backscatter and Ground Truth Data,'' Remote

Sensing Laboratory, The Universlty of Kansas, TR=264-7, March, 1976,

lzcaris. J. F., "Microwave Radlometry and Its Appllcation to Marine

Meteorclogy and Oceanography,'' Texas A & M Unlverslty, Department
of Oceanoqraphy, January, 1969,
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Figure 1. (a) Real part and (b) Imaglnary part of dlelectric constant

of water as a function of frequency for varlous temperatures,

The oblective of the previous development was to establish frequency
varlétlon In Kr(l, T) The succeeding sectlons attempt to conhect [n some
loglcal manner (through the use of emplrical data) the effects of Kr‘ and
Kr“ In an tmpllclt sense on sigma zero varfation. A slmple scaling of u®
curves versus frequency !s not usually feas'ble because there |y another
factor unaccounted for thus far. |If a vegetation canopy, for Instamce, Is
viewed as a type of screan which causes several phenomena (namely reflec-
tion, refraction, diffractlon and attenuation) to affect the (plane) waves
of Incident microwave enerqgy, It s realized that the Irregular lattice
(which forms the screen) changes Its effective Interelement spacing (and
weattering cross=section) as freguency fncreases or decreases.  In sumwarlzing
these ldeas, two overriding factors are at work, varlabillity of Kr and

effective scattering cross-section chanqes.

2,1 Extension of Slgna Zero Data

With the reallzation that most objects In terrestrial scenes have
a Kr' and Kr” with functlonal dependence on frequency, temperature, etc,
the next step deslired In this report Is the establivhment of trends for
slgma zero curves varying with frequency, As alluded to In the abstract
and introduction, methods have not been developed to analytically operate

on o® versus 0 plots for a frequency translation. what |s possible at
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this time is to demonstrate o’ trerds for several radar distributed
targets common to a majority of existing imagery. To accomplish this goal,
emplrical backscatter data at multiple frequencies for soll, cultivated
veqetation, declduous trees, qravel, sand,and grass will be Investigated
to develop an Intultive feellng for o® behavior for each of these categor-
les, and assoclate the physical mechanisms responsible for dlielectric
and scatterling varfatlions, When pertinent to the radar image simulatlion
studles, alternate factors which have been shown to have marked effects
upon the microwave return from a cateqory will be mentioned to glve & more
complete descriptlion of that material's alectrical characteristics.
solL

The dielectric variation. Kr' and Kr“ of three sol! types, sand,
loam and clay, have been studled by Batllvala and Ulabyl3. in partlicular,
at 4,0 GHz and 10,0 GHz Kr' and Kr“ have been plotted versus soll mols-
ture. The refarenced plots |1lustrate the Incllnatlon (for a glven
watar content) of Kr' to decrease with higher frequency, as oppused to
K. which Increases with frequency between 4,0 and 10.0 GHz. Thesa
changes track the dielectric varlation ot water to some degree, A
relatively high scattering coefficlent |s measured at low Incidence
angles for smooth, wet soll {-+10dB). However, the charascteristically
flat sigma zero plot of a rough surface can be seean to counterbalance
the snil molsture effects by lowering 0° to -0dB at low angles of Incl=
dence, Parameterlized In Ulaby's data‘b are surface RMS helght, soll
molfsture, frequency, etc. For low levels of moisture the RMS roughness
has a less drastlc effect In the empirical hackscatter characteristics.
The Just!flcation or Interpolation of o® versus frequency Is highly
dependent upon the sofl condlitlons. Agaln, it |s emphasized that thls Is
an area of future research and that an analytic solutionhas not been
arrived at for o vs, (0, A, RMS helght, molsture, soll lonlzable salts
content, ete,).

'3 Baltlvala, P, P, and F. T. Ulaby, "Effects of Roughness with Radar
Response to Soll Moisture of Bare Ground,'" Remote Sensling Labora-
ory, University of Kansas, TR 264-5, September, 1975.

14

Batllvala, P. P, and F, T, Ulaby, '""Remotely Sensling Soll Molsture with
Radar," Remote Sensing Laboratory, University of Kansas, TR 264-8,
August, 1976,
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CULTIVATED VEGETATION

The emplirical backscatter data reported by Ulaby and Bush for several
vegetation types are the best source of information for frequency exten-
sfon of o” curves‘s. It Is scen that plant type, season, moisture con-
tent, canopy height soll molsture and roughness, plant spacing, fre-
quency, etc., are all Important parameters of the backscatter responsels.

Decliduous trees have been studied by Bush and Ulabyle. Careful
comparlison of these data reveal that the autumn sigma zero backscatter
lavel drops with increasing frequency (to |4 GHz) for both HH and VV
conflguratlions, while the spring microwave return Increases directly
with frequency. Though the mechanisms for these changes have not been
analyzed, slgniflicant Information can be gleaned; the ¢° data can be
estimated at Intermedlate frequencies with little error because of the
exlstence of sufficlent backscatter data (1lnear polarizations) for the
declduous tree category,

GRAVEL, SAND, GRASS

Two referances have reported X-band data for these categorles:

(1) The Response of Terrestrial Surfaces at Microwave Frequencles by
W. H. Peake (1971)%, and (2) Radar Terraln Return Study Final Report:
Measurements of Terraln Backscattering Coefficients with an Alrborne
X-Band Hadar by Goodyear Aerospace Corporation (1959). There !s not

enough avallable empirical data to state trends of the frequency behav-
lor of Lhese categories; however, thearetical scattering models whlch
apply to gravel and sand have been used to predict their behavior. The
Inplementation of a theoretlical two-scale surface model (provided by

Mr. Richard Hevenor of the Engineer Topographic Laboratories, Fort
Belvolr, Virginia) is belng studled to determine lts applicabllity to the
frequency translatlion problem. To conclude the tuplc of grass scattering,
theoretical modeling of this category as a collection of thin cylinders
is expected to produce acceptable estimated data, though tkls Is another
future task.

15 Bush, T. F. and F. T. Ulaby, "Radar Return from a Contlnuocus VYeyatalon
Canopy," Remote Sensling Laboratory, University of Kansas, TR 177-56,
August, 1975,

16

Bush, T. F., F, 7. Ulaby, T. Metzler, and H. Stiles, '"Seasonal Varia-
tions of the Microwave Scattering Properites of the Declduous Trees
as Measured in the 1-18 GHz Spectral Range,' Remota Sensing Laboratory,
Unlversity of Kansas, TR 177-60, June, 1576,

" The data used In current radar Image simulations have been corrected to
eliminate previous bias errors,
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Summarizing this section, it can be scen that some effort should be
devoted to fulfllling the obJective of collecting accurate sigma zero
data at desired trequencies. Realizing that the error tolerance in back-
scatter data depends upon the application :he radar image simulation,
efforts will be devoted to refining data to allow flexibiilty In its
later use. This wll] make possible a large number of greylones, If necess-
ary, within the simulated Images. The tradr-off between resolution and
dynamic range wil! flrst be examined to establlsh priorities., Of course
the ¢ «30nal, f.e., climatological effacts on the sinulated Imagery and
the ..cessity of accurate representatlon Inmpacts the thoroughness of the
required studles,

A distinetion has nnt haan outlined Leiween the types of commonly
occurring objects In the terrestrlal envelope. In the course of simulat-
ing the radar return corresponding to a test site, It is dlscovered that
certaln types of targets (cultural, or hard) must be treated dlfferently
thar distributed targets such as a vegetation canopy. Thls noed arlses
because the phenomena involved in the electromagnatic behavior of thase
targets are dissimilar,

2.9 Target (lassiflcation

Two general types of targets are recognized in the radar simulatlons,
distributed and hard (or cultural)., Microwave Illuminatinn scatters/
reflects In diffuse and specular fashions from these targets, respectively,
when viewed by a single radar system, Tha true distinction between tar-
qget classiflcations depends on the resolutionwithwhich the system
operates. For example, a radar with 10 x 10 foot resolution wiil produce
bright returns by specular reflcation from automoblles, and in this sit-
uation the use of a o° value for simulating that target will not be
valld. A coarse resolutlon system viewing a Junk-yard of automob'les
will produce a value of o which will be representative hecause there
exlst sufficlent randomly located scattering centers within a single
resolution cell such that the return signal is a contributlon of many

Independent-phase slgnalsq.

h Moore, R. K., Radar Handbook, (Editor - Skolnik), Chapter 25, Mcliraw-
HI11 Book Compe 1y, 1970.
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Difficulties naturally arise In the treatment of cultural targets
within the ground scene, because (1) proper o° data as outlined In the
previous paragraph Is not readily available, and (2) the detail of speci-
flcation of geometry needed for hard target simulation Is much greater
than that needed for distributed targets. A full explanatlon of the
possible simulation techniques for hard targets returns Is found in
Reference [17], whereas attention will he focused hers on the distrubuted
targets which can be described by coarser genmetry, and sigma zero versus
theta vartatlon,

3.0 PICKWICK CATEGORIES

The general categorles whose backscatter characteristics were needed
in the radar image simulation of the Plckwick site (excluding hard targaets)
Are:

Forest, hardwood Soybeans

Grass Corn

Golf Course Milo

Marshes, open and woody Wheat

Water Orchards

Roads, various deyrees of Small Scattered Garden Plots
_ Improvement Bare Ground

This Informationwas collected by E, Davison of the Renote Sensing Labora-
tory from several sources Including aerlal photography and personal
conmunicatlion with local agriculture agents (County Extension Service and

Soll Conservatlon Service),

17 Frost, V. S., J. L. Abbott, V. H. Kaupp, and J. C. Holtzman, ''An
Alternat!ve Approach for the Slaulation of Cultural Targets,"

Remote Sensing Laboratory, The Unlversity of Kansas, TR 319-12,
February, 1977.




The forest cateqory backscatter data was cquated to empirical
measurements of the return from spring deciduous trees (Appendix 1) as
reported In Reference [16]. In the Initial simulation attempt, var a-
tion In the height of trees was not added to the elevation data, and
thus, In & sense, the trees were assumed to have equal heights and t»
follow the undulations of the earth sxactly. Ridar Imagary of the site
Indicated: (1) A terraln-smoothing affect due to varlations In tree
heights; and (2) Signlflcant multlipath effects causing greytone varla=
bility, The forest backscatter data was not adjusted as the average
graytone of the forest cateqory seemed reasonable In comparison to the
greytones of surrounding categorlies In the simulated imagery. Reference
[18] describes the methods which attempted to correct the evident geome=
try errors In the data base dascription of the forest,

Agriculturally developed land represented a very broad category In
the Plckwlick slte and the backscatter charactaristics from the agricul-
ture/soll molsture data bank at RSL ware applled to varlous crop types
observed. Wlthout entering Into a discussion of ground truth gathering
For crop ldentification, It Is obvious that d!fferent o® curves should be
applied to flelds In the rlver bed lowlands as opposed to hllly areas due to
the high probabllity of molsture differences throughout most of the year.
Reserving Judgement of the adequacy of thls data for agriculturally
doveloped land to the presentation of results, it Is lwportant to take
Into account misslon oblectivas, The trade-off whlch exlsts
betwaeen resolution and dynamle range for radar systems assures one that
crop diserimination (besldes helng generally Irrelevant to the defense
of the country) will usually not occur. An in-depth sectlon dlscussing
raturns from grass 1s also precluderd by an understanding of the large-
scale objectives of the radar slmulations, except to say that empirical
backscatter data exists for qrass In varlous seasnnal stages as shown

in the Appendlix at the frequency of Interest.

'6 Bush, T. F., F. T. Ulaby, T. Metzler, and H. Stiles, "Seasonal Varla-
tions of the Microwave Scattering Properties of the Deciduous Trees
as Measured In the 1-18 GHz Spectral Range,' Remote Sensing Laboratory,
5 University of Kansas, TR 177-60, June, 1976,
|

Abbott, J. L., M. McNell, E. Davlson, V. H. Kaupp, and J. C. Holtzman,
"Treatment of a Forest Category for Radar Image Simulatlion,'' Remote
Sensing Laboratory, Unlversity of Kansas, TR 319-9, February, 1977.
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As alluded to throughout this report, the dieleectric variation of
terrestrial scenes due to water content |s potentially large. The next
Plckwlck category, open and woody marshes, becomes more important because of
the significance of land-water boundaries, In terms of area correlation
of radar Images with the simulated products, the correct specification of
u® for marsh lands becomes valuable. The open marsh can be represented as
grass over water and the radar return becomes greater as froquency increuses
because of the smaller penatration due to the water and scattering by
the grass coveraqe. This of course does not tmply the averaging of grass
and water sigma zero curves,which would falsely represent raturn power.
Emplrical data exists for sawamps which are analogous In terms of
actlve microwave sensing.

The single most lmportant category (of non-cultural targets) In
the Plckwich site Is water because of tha dominance of specular reflection
and tharefore, low raturn power. The value of water bodles In terms of
providing Imags centrast |s belleved to have a signiflcant effect on the
correlation of reference scenes with actual Imagery. An Important ques-
tion to conslder ls whether climatic condlitions may mask lake boundarles,

for Instance, In the case of signlflcant Ice and snow cover, A study of
the seasona! changes In weather and ground condltions and the corresponding
effects on slmulated radar Imagery should be performed and emp!rical

1% data for snow and ice should be cnllected In this Investigation.

The Plickwlick scene contalins roads consisting mainly of graded dlrt
~and gravel, for which empirical data exists. The 'mportance of road bed
materlals themselves s not overwhelming, but It ls the corresponding
edge hrightening effects which reveal the road to be of major signifi-
cance in the simulation effort,

After the backscatter data |iterature was searched, X-band date was
found for the remalning categoties specifled at the beginning of
this sectlon, Stmulatlons of radar lmagery for the test slte were
prodiced; at that tlme the backscatter datn were appropriate
to an X-band radar. The Imagery generated, along with ~eal Imagery for
comparison, are described In the following sectlon. The presentation format
s that for SLAR Imagery. This was accompllished by producing a mosalc

of Images photoyraphed individually from the visual display monltor in the
IDECS™ system,

*IDECS - Image Discriminat!on, Enhancement, Comhlination and Sampling,
an Image processing station at the Remote Sensing lLaboratory.
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L,c RESULTS

Radar Image simulations were produced for an area approximately
centered at the P!ckwich dum, three m!les from near-to far-range and
twelve miles In length., Flqure 2 is a slde by slde comparison of a
simulated radar Image (lower Image) and flne resolution radar !magery.
The resolutlon of the simulated scene Is approximately 60 feet, whereas
the resolution of the real radar imagery !s approximately 10 feet.
Desplte the obvious differences batween the real and simululated Images
caused bv the diffr Ing resolution, the comparlson between real and
similated tmages 1y For most purposes, exact. The rasolution dlffarence
s sasily seen by the decrwase of flne detall In the simulated image.
By Increasing the Inherent resolution of the data base, the Polnt Scat-
terfng Method of simulation would produce Imagery preclsely like the
real system.

Shape, pattern, and ¢lze are the nornal Indlcators for the Inter-
pretatlon of radar Imagery, Collectivaly, these discriminants
define (as used hers) the geometric fidellty of the various features
within the scone, As can be seen the gqeometric fldellty of simulated
images compared to the actual Images Is very good, 7Thls fact Is Imme-
dlately evident and reflects, ln part, the accurate treatment by thue
simylation model of the various radar phenomena and, In part, the pre-
clse construction of the qground truth data matelx.

Tone, texturs, and shadow, critical In any type of Intarpretation.
are highly dependent upon the radar system helng employed and the flight
parameters (platform location and look-dlrection), thus these must
normally be employed with cautlon when comparing two radar images From
different systems. Withln reason, the condltlons generating the Images
present here are simlilar., Thus, these cr'tieria may be Invoked as a
further means to qualify the valldlty and quallty of the simulated images
Shadow areas, best |llustrated In the torestaed highlands, are very
simllar In shape, orlentation and lenqth., Shadows Indlcate accuracy of
the alevation data In the ground truth data matrix and the formation of
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shadow by the digital implementation of the simulation model.

A textural analysis ol the synthesized images also shows validity
of the model., The rough texture of the deciduous forests in the simu-
lated Images compores well with the APD-10 images. The growth pattern
of deciduous trees In the Pickwick area was nodeled as a Gaussian distri-
bution having a mean helfght of 70 feetl with a standard deviation of 10
teet. The comparison [1lustrates the accuracy of both the simulation
mode!, the ground truth data base, and the growth modal for the trees,

Similarly, tone can be seen to compare favorable between the real
and simulated lmages. Radar slgnals are normally returned from the
terrain to the recelver by & scattering process (reradlation) with the
Intensity of return determining the relative deqree of brightness in
the radar Image. As can be seen by comparing the simulated Images to
the APD-10 Images, the relative degree of brightness from feature to
feature Is falthfully reproduced. Thls speaks eloquently for the ac-
curacy of the emplrical backscatter data used to model the radar re-
turn from the varlous categories present in the scene as well as the
accuracy of prediction by the model of the relative intensity for each
pixel in the Images. Therc are some notlceable differences that appear,
but, in each case, these arc caused by errors in Interpreting the source
Intelliqgence data.

Wlthout appeal to an expert in radar Interpretation It would be
difficult to make further claims about the quality or the shortcomings
of the simulated ifmagery. Since the real test of the simulated Imagery's
ability to perform successfully s non-human and subjective in a sense,
that Judgement will be reserved for the correlation device. The results
of simulation with the improved data base will be reported, along with
the results of {ts correlation test at a later date,

One Further Interesting note about the simulated imavery mosalc is
that It was nlstaken for real ifmagery by two experlienced Interpreters
and visitors with a qreat deal of radar expertise. Hopefully this Indi-

cates progress In the right direction,
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5.0  CONCLUSIONS

Radar image simulations have been produced for a real test site
(Plckwick dam area), with the backscatter information taken from empirical
X-band data. It is desired in the future to translate these sets of
data to a specific frequency to sult certain applications. From the small
amount of theoretical Information provided about the likelihood of Kr and
o® varying with frequency, molsture, etc., and from the discusslon of
empirical data, It Is known to be important to investigate and obtaln
Improved backscatter data to produce accurate simulations.

At present, the techniques do not eglst to make all-encompassing
generallties about alteration of sigma zero curves to match the change
in one or more controlling parameters. Those parameters range from the
frequency to surface roughness, but molsture content !s often seen to
be the determining factor. A good deal of research in this area remains
and the problems encountered must be handled., An alternative approach
to theoretical treatment of backscatter data Is the collection of empiri-
cal data, This would necessitate gathering sufficlient equipment, elthar
from the existing Inventory or outright purchasing, to form a system
similar to that operated for another agency by the Remote Sensing Labora-
tory. The problem stil] exlsts that data cannot be gathered for al)
types of targets. Elther approach can be vaken, but for the present

the only alternative apen to this team Is to estimate data when not
avallable,
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BACKSCATTER DATA
TR 319-7

The following X-band sigma zero versus angle of incidence curves
served as input Jata in the simulation of the test site. The category

and the source of data are iisted as headings for each plot.
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APPENDIX H

MEDIUM RESOLUTION RADAR IMAGE SIMULATION
OF DECIDUOUS FORESTS: A STUDY
OF CANDiDATE TECHNIQUES

The following technical report (TR 319-9)
prepared by the Center for Research, iInc.,
University of Kansas, Is Included in this
volume to provide detalls in support of the
technical discussions of Volume |.
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ABSTRACT

The closed-system model for simulationof radar imagery,
developed at the Remote Sensing Laboratory, requires as input a ground
truth data base which Is a sampled version of the terrain to be imaged.
The individual locations of the ground truth data base contaln information
about the elevation and backscatter type of the corresponding terrain
site. The vicinlity of the Pickwick Landing Dam on the Tennessee River
was chosen as the ground scene for simulation experiments, in part
because it contained a wide varlety of scattering categories and radar
Imagery of the site was in existence. Radar simulations were produced
for two subareas within the test region, and the resulting images were
compared on a qualitative basls with real radar Imagery.

Excellent correspondence in texture, greytones, and geometric
fidelity was noted between the real and simulated imagery except In areas
where ground truth indicated the presence of decl/duous forests. Here
there was found a discrepancy [n texture and greytones. Several candi-
date methods fr the alleviatlion of this problem were investigated,
and they are the subject of this report,
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1.0 INTRODUCTION

The digital implementation of the Point Scattering Modei, a closed~
system model for radar image simulation, has produced a series of computer
programs which assimilate radar system parameters and terrain Iinformation
to form visual products‘. The tarrain information which serves as an
Input to the simulation programs exists as a large matrix of data points
which contaln the elevation and radar backscatter category for each of
the matrix locations. SLAR (Side-Looking Airborne Radar) and PP
(Plan-Position Indicator) simulated Imagery have been produced with con-
siderable success. An objective measure of the SLAR simulation
package was provided by a geometric data hasez wlth ass!gned shapes,
heights, and empirical backscatter curvesB.

During the quantitative test period a ground truth data base of
a real site was belng constructed. The source materials for thls work
were digital elevation tapes supplled by ETL and 1:100,000 scale aerlal
photoqraphyh. Upon completion of the. first Pickwick ground truth data
base (having 20.5 foot resolution) a preliminary radar image simulation
of the site was produced at 60 foot resolution and the result was photo-
graphed,

I Holtzman, J. C., V. H. Kaupp, R. L. Martin, E. E. Komp and V. S. Frost,
""Radar Image Simulation Project: Development of a General Simula-
tion Model and an Interactive Model, and Sample Results,' TR 234-
13, Remote Sensing Laboratory, The Unlversity of Kansas, February,

1976.

2 Komp, E. D., V. H. Kaupp, and J. C. Holtzman, "Construction of a Geo-
metric Data Base for Radar Image Simulatlion Studies,' TR 319-1,
Remote Sensing Laboratory, The University of Kansas, July, 1976,

Martin, R. L., J. L. Abhott, M. McNcit, V. H. Kaupp, and J. C. Holtzman,
""Digital Model for Radar Image Simulation and Results," TR 319-8,
Remote Sciiwing Laboratory, The University ot Kansas, Augusi, [Y76.

3

Davison, E., V. H. Kaupp, and J. C. Holtzman, 'Baseline of Planimetric
Data Base Construction: Pickwick Site,'" TR 319-2, Remote Sensing
Laboratory, The Unliversity of Kansas, July, 1976,

H-3
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2.0 ANALYSIS OF 5IMULATED FOREST REGIONS

Within areas populated by deciduous trees a discrepancy was found
between tha two sets of imagerv. The simulated forest regions followed
the undulations of the terrain {thus allowlng consideratle shadowing)
and the greytones were more consistent (rather than showing a large range
of image brightness as In the real imagery). The first effect was due
to the fact that no trec helghts (and implicitly, no tree height varia-
tions) were accounted for in the data base. The digital elevation data
provided by ETL represented only the elevation of the bare ground. The
second effect In the simulation (l.e., pixel-to-pixe! graytone con-
stancy) was basically caused by the fact that the forests were treated
as surface scatterers with no additional height above the ground. This
is contrary to the known behavior of deciduous trees, however as a
first attempt at simulation the results were reascnable. [t is under-
standable that the tree should be treated os a volume scatterer with a
varlable penetratlion depth (which is a random process when we Image
an entire forested area).

Further Investigation revealed that the scattering from the trees
had the tendency to mask the undulations of the earth In real imagery
(1.e., a terrain-smoothing effect ylelding greytone consistency, on a large
scale). However, the multipath effects caused a good deal of small
scale greytone varfability to be seen In the rsal Imagery. Several
mechanisms were proposed to be responsible for the terrain smoothing:
(1) tree helghts greater in valleys than on hillsides; (2) molisture
differences between hillside and valley trees, possibly resulting in
different backscatter responses; and (3) random tree helghts {or random
elevation scattering centers).

Several techniques were employed for manipulation of the forest
category, Flrst, a bias of 70 feet (representative of the average
tree helght for Lhe Pickwick forest areas) was added toc data polnts in the
tree category. Then, four additional methods were suggested: (1)
extra tree helght could be added in the valleys to make the compcs]te
elevation more nearly constant; (2) a routine could be tacked onto the
simulation package to perform running elevation averages in the across-

and along-track directlons; {3) a randomly weighted variance could be

H-h
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superimposed on the average height within the tree catege = @ oor (W)
backscatter properties could be adjusted to reflect vallay/hiilside
moisture differences.

It was realized that neither (1), (2) nor (4) would reproduce the
pixel-to-pixel greytone variabillty to make the simulated image more
comparable to the real imagery. |t was felt that only (3} could both
mask terrain relief and yet mimlc the variabllity of location (depth from
the canopy surface) of scattering centers. Therefore, It was decided
to Implement the blas and randomly weighted varlance to affect data polint
elevations, It is also thought that this Is a more realistlc approach
for modeling actual tree growth patterns In the absence of extensive
ground truth gathering capability.

An average helght of 70 feet was assigned, and a standard deviation
of 10 feet was welghted by a Gausslian random number (zero mean, unit
varlance, going both positive and negative). The standard deviatlon was
arrived at by knowledge of general growth behavior of the particular
varieties of deciduous trees In the Plckwick Dam vicinity.

H-5
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3.0 RESULTS

This method was applied, and simulated rudar images produced
for qualitative comparison with real Tmagery. Excellent correspondence
between the two sets of iragery for deciduous forests was attained. The
imagery are presented in Reference [5]. The success of this solution is
craedited to the fact that we were trylng not only to reproduce the desi|red
visual effects, but also the random height treatment actually modeled
the locations of scattering centers realistically. Both goals were
achieved, |.e., shadow areas hecame less sharply deflned, and the small
scale (i.e., pixel-to-pixe!) greytone variation Increased. Just as in the
real imagery, the more rough texture of the deciduous forests became
clearly differentiable from that of dense, low, cultivated vegetation.

5 Moltzman, J. €., V. H. Kaupp. J. L. Ahbott, V. S. Frost, E. E. Komp, and

E. C. Davison, "Radar Image Slmulation: Valldatlon of the Polnt
Scattering Model, Volume [|,'" ETL-0117, Engineer Topographic
Laboratories (U.S. Army), Fort Belvoir, Virginta, June, 1977.
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4.0 CONCLUSIONS

A special method of treatment has been necessary for deciduous
forests in radar image simulation. This is due to several phenomena:
random heights, volume scattering, heights possibly exceeding the canopy
skin depth, and so on. The net effect of deciduous forest behavior
has been seen in real Imagery to be a rough texture yet a softening of
shadows which would be present if the ground were bare. Similar diffi-
culties were not encountered for other vegetation, namely low cultivated
crops because they more faithfully follow the terrain, and in some
cases the microwave penetration depth may exceed the canopy height. This
study suggests that for certain targets speclal consideration must be
given. That s, not only a backscatter curve and a canopy helght are
needed to characterize the visual radar response to the target, but
also, the random nature of the location of scattering centers must be
taken Into account,

H-7
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APPENDIX

&

DIGITAL 20DEL FOR RADAR IMAGE

SIMULATION AND RESULTS

The following technical report (TR 319-8)
prepared by the Center for Research, Inc.,
University of Kansas, Is Included in this
volume to provide details In support of the
technical discussions of Volume I,
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ABSTRACT

The theary and implementation of a digita) closed-system, radar image
simulation model are reported. Visual rcsults of several SLAR (Side-
Looking Airborne Radar) simulations with a stant range mode are presented.
The model and computer software, which were developed at Remote Senpsing
Laboratory, have the capabllity of producing SLAR or PPI (Plan-Position
Indicator) imagery. A test of the integrity of the mcdel and software
implementation was conducted with a data hasz consisting of computer-
generated geometric objects., This allowed the calculable shadow and layover
response to be employed for validation of the operatlon of the SLAR model.
Though the shapes of objects for the test site were artificially generated,
the dielectric properties encompassed in the scane were derived from empiri-
cal backscatter data., This input reflectivity Information originated from
the agricultural/soil moisture data bank avallable at the Remote Sensing
Laboratory.

Pictorial examples reveal that the simulated imagery reallistically
models radar effects seen In real imagery; for example, layover, shadow and
fadlng. Examination of layover and shadow on the Imagery produced for
various flight tracks reveals that the simulation package is performing
vell, As an example of the applicationof radar Image simulation to ''real
world' problems, a simple study of the visual effects caused by changing
frequency or polarization or both is Included. The freguency-polarization
tests indicate the applicability of sinulation for optimum discrimination

studies, Teature enhancement tasks, and general radar system deslign.




1.0 INTRODUCTION

A theoretical mndel has heen developoed at the Remote Sensing Labora-
tory in an effort to sirulate radar imagery. The result Is a closed-
system model, that is, 3 mathematical formulation which encompasses the
phanomena that affect the known, transmltted,pulsed energy and subse-
quently the final Image product of a radar system, The implementation of
the model with suitable input data and software routines tor a digital
computer has been accompllished. SLAR and PPl formatted imegery have since
been successfully simulated. A description of the radar Image simulation
theory (In particular for the SLAR model), applications of the model, and
experimental results are included in this document in addlition to a copy
of the digital simulation program and a brief outline of the necessary
input aata.

Radar Image simulation (RIS) techniques have been applied to military
tasks, for example, Interpretation training, navigational alds and guldance
systems for unmanned airborne vehlcles‘. The sultability of RIS for
technnlngically advanced electronic guidance has been recognized in
11ght of recent testing of tactical and strategic SLCM's (Sea-Launched
Cruise Missiles) and ALCM's (Alr-Launched Cruise Missiles) in the United
States. The resources exist at RSL to develop simulation models for po-
tential hybrid quidance schemes employing, for Instance, multi-spectral
sensors. The capability to predict sensor (and successful missicn; per=
formance must have an impact on the design of such future systems as well
as, of course, use in providing the reference information.

RIS also has importance as an Instrument for research in the areas
of electromagnetics and scattering theory and it provides a method of
predicting and optimizing system performance when information concerning
the microwave response of terrestrial scenes is available. Although volume

scattering theories and Lackscatter data for vegetation have existed for

! Holtzman, J. C., V. H. Kaupp, J. L. Abbott, V. S. Frost, €. E. Komp and
E. C. Davison, '"Radar Image Simulation: Validation of the Point
Scattering Model, Volume 1," TR 319-27, Section 4.0, Remote Sens~
ing Laboratory, The University of Kansas, June, 1977.
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several years, it is doubtful that this knowledge has been previously
assembled (that is, 1o visuvally predict a radar response) in the manner
nrasapted 'n th!s report.,  For exanple it would be very diflicult for one
to postulate or mentally envision the differences in radar images (for a
particular complex ground scene in which the frequency of the radar was
changed) without the ald of simulation of the Imagery. Thus, the point-of
the frequency/polarization study is that the microwave response of a
terrestrial scene varies rapidly with frequency and that optimum performance
of a discrimination radar can be sought. Another valuable application of
RIS Is estimation of seasonal variations on the radar imagery, particularly
for radar guidance systems In which the resclution and dynamic range of
greytones (image density) are fixed. For example, it would be Important
to know before flight whether the presence of a heavy srnow fall over
a target area would mask the otherwise dominant characteristics of the
scene,

This work s oraanized into three subtopics, (1) SLAR model theory,
(2) the mechanlcs of producing radar image simulations, and (3) results
whlich Include simulated imagery from several experimental flight situations.
The ground scene for thils work Is an artificial data base, In that the
elevation data was asslyned by a computer to describe three dimensional
objects on a plane. The purpose of employling a deterministic scene was to
allow the researchers tocalculate known shadow and layover response to
a SLAR at a known altitude and distance from the near range of the data
base for verificatlon of accuracy of the SLAR simulation program. Since
radar return also depends on the backscatter characteristics of the ground,
empirical sigma zero data were associated with specific areas within the
scene. The significance of this nay not be clear until it Is realized that
the simulated Imagery will accurately represent the dynamic range of image
density on the film that a real radar would produce from the
same scene. What has been attempted here has been to provide a fine
resolution data base which doubles as a test mechanism for SLAR simulation,
Some of the results may be surprising to those persons not famlllar with
multi-frequency/pularization Imagery; nevertheless, the imagery included
reinforces the idea that radar imege simulation or similar modeling tech-

niques may have many interesting applications.
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Before proceeding to the description of the mechanics of simulating
SLAR Images, the theory which is the basis of the closed system model
will be presented to illustrate the determination of greytones (image
density).
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2.0 RADAR IMAGE SIMULATION THEORY

In an imaging SLAR, a short pulse of microwave energy is transmitted
into space rrom an antenna whose boresight is orthogonal to the flignt
track. This energy, confined within the antenna beam solid angle (and
sidelobes) strikes the ground. A portion Is reradiated in the direction of
the antenna (amount governed by backscatter characteristics and geometry
of the scene) and Is detected by the receiver. The video signal can be
processed In various ways. For example, It can be recorded directly on
signal film, it can be converted to digital data and stored on magnetic
tape, It can be displayed by Intensity modulating the beam of a CRT
(Cathode Ray Tube) and photographed, or processed by other, more elaborate methods.
The final Image (tha visual record of the radar return signal) depends on
variations In the relative strengths of the signal returned from different
parts of the area imaged to produce contrasts, edges, and the range of
image brightness (greytones). The two primary factors determining the
strength of the signal observed on the final image produced, and consequently
the brightness of an image point, are geonetry and dielectric properties.

Simulation of radar Images may be accomplished by mathematical
operations on the known parameters of the radar to be modeled and site

to be Imaged to form a visual display. The general technique utilized

in this document |s reported by Holtzman, et. al.z In this method the
radar equation s used to relate target emplirical backscatter coeffl-
cients to relative Image greytones. A general form of the greytone
expression {s developed in this section. Also included In the simulation
model are {1) the effects of relief and tilting of resolution cells, (2)
layover and shadow, and (3) radar fading.2

The general model for mean power recelved is based upon the
radar equation which may be expressed 353

Holtzman, J. C., V. H. Kaupp, R. L. Martin, E. E. Komp, and V. S. Frost,
""Radar Image Simulation Project: Development of a General Simulation
Model and an Interactive Simulatlon Model, and Sample Results,"

TR 234-13, Remote Sensing Laboratory, The University of Kansas, Feb., 1976,

Moore, R, K., Remote Sensing Manual, (Edltor - Reeves), Chapter 9,
American Soclety of Photogrammetry, 1975.
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P " u®{9 ) "~ AA T GT(9) A
F oL s (m

r (4) 3R

where Fr = Average return power received at the antenna terminals;
PT = Average transmitted power;
0°(02) = Scattering coefficient of the ground spot resolution cell
(functionof local angle of Incidence, eg. the inclident
wavelength ()), transmit/recelve polarization, and surface
parameters);

0 = Radar incldence angle to surface;

Gi@=Antenna galn In the direction of AA (function of the radar
system modeled and assumed to be identical in the return dlrec-
tion);

A= Wavelength of the incident wave;

R = Distance to the ground spot resolution cell (A function of
altitude and look angle);

AA = Area of the ground spot resolutlon cell,
The area AA of a resolutioncell for a pulsed radar can be modeled
as

ct!

Z5Tn(6 - 5,) (2)

AA = Wi = _h_'_r#-__._
cos@cosoA

where: w = Size of resolution cell in the along-track direction;
% = Sfze of resolution cell In the cross-track directlion;
h' = Height difference between the cell and the radar;
d = Antenna beam width;
8 = Radar incidence angle;
= Signal pulse width;
GA = Local slope of resolution cell in the along-track;
6_ = Local slope of resolution cell in the across-track.

Holtzman, J. C., V. H, Kaupp, R. L. Martin, E. E. Komp, and V. S. Frost,
""Radar Image Simulatlion Project: Development of a General Simulation
Mode! and an Interactive Simulation Model, and Sample Results,'

TR 234~13, Remote Sensing Laboratory, The University of Kansas,
February, 1976.




If the average return power Pr from a particular category of
¢
, | . . )
scatterer (C) at a particular angle of incidence (U]) for a calibration sys-

tem is known, then equation (1) can be rewritten:
. . 2 2
_ ) ARy TG, (n])A]
Pp = (3)
e, (4m)3 R,

Equation (1) can be used to define the average return power ch

2
from the sane category of scatterer (C) at a d!fferent angle of incidence

(92) for the radar system being modeled,

C' » 2 2
_ PTzuoc(e’lz) AR, G, {0 LN
P " (L.)

r 3.4
<y (Ln) Rz

Dividing Equation (4) by Equation (3) glves:

s 2 2, 4
P, O c(e ( R1
. (5)

T YAA,G

p, MR8, (0) Ay

2 2
L] 8
] c(0

2 2
) JAA ( ])A' R

G
\ 1

) < [ Pr 1 2

1

Thus the average return power for each point In an Image (for any parti-
cular category of scatterer) can be found If the average return power for

one point belciging to a category Is known (o°

c absolute) in addition to
backscattering coefficients and angles of Incidence for both points.

The visual presentation medium modeled was photographlic film, An
image density which is related to the average return power is displayed
on real SLAR Images. This Image density is often called a greytone,
which is a relatlve measure, that is, it was produced with respecti to
some calibration reference. In a digitized Image, the greytone repre-
sents a specific Image density level within the possible dynamic range
on the Image. The return power {related to video Intensity), propertles
of the flim and photographic processing methods determine the photographic

density (D) on the film by

Goodman, J. W., Introductionto Fourier Optics, Chapter 7, McGraw=-HIll,
1968.
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o
n

Yloglol + loqlok (6)

where: Gamma of the film;

= =<
n

A positive constant which depends upon the exposure time and
on the film processing and development;
]
D
This relationshlp holds true In the linear portion of the film dynamic
range, |f a linear radar recelver [s assumed, the the intensity (1) Is

Image Intensity;

Photographic density.

directly related to the average return power (Fr)'

|~M'Fr (7)

whera: M = A proportionallty constant.

Rewriting (6) to Incorporate (7) glves

D = YloglOPr + loglok * Y]og'OM (8)

This rasult will be used for the final greytone expresslon.
The photographic density (D) Is defined byu

]
D = log, (= (9)
where the film transm!ttance v Is glven by
It
T Tt (10)
o
with: lt w Transmltted Intensity;

'o = |ncident Intensity.
Rewrlting Equatlon (9) produces

|
D = logm(-lﬂ) (1)
t

b
Goodmazé J. W., Introduction to Fourler Optics, Chapter 7, McGraw-Hill,
1968.
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The normalized value of the densily (D) is the greytone level. The
image simulations were digitized into 8-bit binary words for display.
allowing 256 distlinct greytones. If the optical density used in a simu=
latlon 1s In the range from 0 to X, the linear portionof the film dynamic

ranga is required to be of sufficlent slze that

= 107" (12)
It 10 |o
min
In the simulated Imagery produced at RSL, a greytone of 255 was )
assoclated with white and zero with black. Thls Is the expression for a *

pésltlve. This signal Is then used to Intensity modulate a CRT (a posi-
tive Image). Thls Image Is then photographed (a negative). The negative
ls then used to produce a photo (a positive) which is the final product.

The greytone level Gr corresponding to a density D was given by

Gr'g?' "D (13)

The general relatlonship between the average return power and greytone
level for each resolution cell In the simulated Image is obtalned by
rewriting Equation (8), Incorporating Equations (5) and (13):

o 2 2. 4
P o A g
&5‘5 TZ’ \‘.‘2(ﬂ 2.2)A 262 ((]Z)AZ R\ .
G =G *+75E [logyg 5 (14)

o (0 ) =7
c, c, PT‘OC‘(OE ‘)AA]G] (b )3,%R,

k M
2 , 2
+ 1094 [ET] + Yloglo [HT] }

Thls equation states that the relatlve greytone values for each point

in an image corrusponding to any angle of incldence of a category of scatt-
erers can be obtalned If the greytone and angle of Incidence Is known

for one discrete point in any category. Thls equation Is the general result
which establishes the relationship between the average return power and
relative greytone levels for a simulated radar Image., |t should be pouinted
out that on a radar Image and, thereby, on a simulated radar image, the
important parameter ls the relative greytone lavel between points on the
image and not the absolute val.es of the greytone, Since this [s true,
Equation (14) can be used to establish the relative grevtone levels between

all categorles of scatterers included In an Image provided that the absolute

[-10
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values of the scattering coefficient, n”, and the apprapriate angles of
incidence for all polnts are known and provided that, in addition, the grey-

tone of one point in the image is known. The more general result is, then:

o 2 L2004
PTZn cz(eQz )AAZGZ (o 212 R] ]
(15)

o 2 2 b
o alwgl)AA]Gl (0 ])AI R, ‘

255

G = G + == |Ylog
rc2 ral x [ 1o 1P

T

kZ “2
+ loglobr{) + Yloglo(ﬁr)

where: GR = Greytone level of some point belonging to category 'c!
€2 and having the scattering coefflclent, °c2° (6&2)' measured
at the appropriate andle of incidence, 612. by & radar sys-
tem;
GR = Known greytone level fora particular point belonging to
8 category 'a' and having the scattering coefficlent, ua‘°(91‘),
measured at the appropriate angle of Incidence 02', by a
callbrated system,
Equation (15) Is the general theoretical result which has been implemented
Ina computer simulatlon package. Impllcit in this equatton are the effects
of geometry which cause the phenomena of shadow, layover and reflection of
microwave energy (ln accordance with local tilt of resolution cells).

Referente [2] contains a more complete treatment of these effects.

Equation {15) gives the Impression that a deterministic process Is
occurring, The interaction between the radar and a surface is a random
process to some extent, and the mean value of the greytone level for a
glven set of parameters |s described by Equation (15).
|f one assumes that the process can be modelled as additive, |.e.
signal = mean + nolse, a model for the true statistical propertlies of the
phenomena can be derived. The return amplltude from a single scattering reglon h:
a noise-llke characteristic that follows a Rayleigh dlstrlbutlons. This

5Moore, R. K., Radar for Geosclience instrumentation, Chapter 5.6, Geosclence
Instrumentation, (E.A. Wolfes, Edlitor), John Wiley and Sons.




distribution Is characterized by equa) nean and standard deviation. The
probability for N' such scatterers follows a chi-squared distribution with
2N degrees of freedom. The mean and variance of chi-squared distribu-
tion are given by:

mean = degrees of freedom = 2N'= y

variance = 2 (mean) = 4N!

standard deviation = mean
/N“r‘
For radar, the number of independent samples in a given resolution
cell Is given byS:
2w 22
N T (16)

L Acosd

where: 0 = Radar incldence angle;
Aztmuth resolution;

€
L}

L = Hortzontal aperture length of antenna (L
h' = Effective altltude;

113
=4
B

¢ = Antenna beanwidth;
) = Wavelength of mlcrowave energy.
Therefore, the standard deviatlon due to Tading can be represented by:

mean Ly . L (17)

N x N

For a partlcular cell, the return power (Pr) can be represented as [2]

P = 4 + § °*QRN (18)

when the number of independent samples Is large. RN |s a Gausslan
random variable (blpolar),
For computational purposes the random variable (RN) can be normallzed

to zero mean and varlance of one leading to:

Pr-U"'—E—xRN' ].;“"'E'N' “9)
N N

5

Moore, R. K., Radar for Geosclence Instrumentation, Chapter 5.6, Geosclence
Instrunentation, (E. A. Wolfes, Editor), John Wiley and Sons.
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. . 2
This can be shown in terms of greytones as

G. =G * log,. (1 + W (20)
r r‘c2 10 N

where: Gr = Equation (15)

€2
The term, due to fading, Is described by:

255
G = === vlog,, (1 + == (21)
"rAD X 0 R

where x is base 10 logarithm of the linear dynamic range of the film,

Thls equation used In conjunction with Equation (15) defines the
Image Intensity a specified SLAR would produce corresponding to a par-
ticular target area. Geometrical effects that enter the determination of
target area (resolutlion cell size and local orlentation) are treated
rigorously In the digital simulation model and are thoroughly covered In
Reference [2]. The SLAR simulation programs are able to treat both the
case of little or no and of significant relief. Second-order effects
such as multipath which may occur due to local geometry have not yet
been implemented In the SLAR program.

The succeeding sectlons discuss the macro-flow chart of the SLAR
programs, the input data which may be adjusted by the user according to
the application, and the data base that has been an experimental tool for
validation of the closed system model for digital simulation of radar
Images. A copy of the SLAR programs is Included at the conclusion of
thls appendlx.

2Holtzmen. J. €., V. H. Kaupp, R. L. Martin, E. E. Komp, and V. §.
Frost, ""Radar Image Simulation Project: Development of a General
Similation Model, and Sample Results,' TR 234-13, Remote Sensing
Laboratory, The Universlity of Kansas, February, 1976.
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3.0 SLAR STMULATION PROCESS

The SLAR simulation packaqe consists of four separate programs
and associated subroutines as given in Figure 1, They can be run
separately "so that (1) the failure of one module does not affect
successful completion of the previous programs, and (2) experimentation
can be conducted in one program for a particular radar being modeled,
thus avolding the cost of rerunning the entire package., For example,
it might be desired to change a reference greytone or the dynamic
range In the simulated image. This structure for the software would
allow SLAR Geometry, SLAR Slope, and SLAR Shadow (the first three programs)
to be run once, and the output tape to be used for several stccessive
experimentations of SLAR Greytone (the fourth program),

MACRO-FLOW CHART UF SLAR SIMULATICN PROCESS

START

Compute Resolution Celis
(SLAR Geometry)

&

Compute Local Incldence Angle
and Radar Angle {SLAR Slopel

%

Compute Shadow & Layover o
{SLAR Sharlow)

f__

Compute Greytonos l
{SLAR Grevtono

M+ i e i e & ¢

Magnelic | | Alternate
Tape Display
e
Narial Display Transtorm Disc Transfer SIF
' Transter [ile from Tapato |- wf SRC Flleto SIF |-=| Fileto {LECS
Disc 1 ile (KANDIDATS) {Cunven (KANDIDATS)

1bECS
Display

Figure 1

1= 14




3.1 Bnput Parameters

Four arrays, RAUAR. GROUND, REFER and PROCES contain locatlons for
data which vary with the desired application of the SLAR simulation and
may be adjusted by the user. Descriptions of the arrays are contalned in
Figure 2 which Is a summary of all parameters which are changeable.

The asterisks denote exceptions as explained at the conclusion of the
Iisting. The user must have a minimal knowledge of the Interdependence
of the radar and ground parameters before attempting to alter the values
In these matrices. For example, a change [n the parameter RADAR(6) may
necess|tate compensatlion In GROUND (1), (2), (5), (10) and RADAR (7),
(8), and (9) parameters.

3.2 Data Base

An artiflcial data base (scene consisting of geomatrical solid
shapes) was used to test the operation of both the simulation model and
the software, A data base of geometrical shapes was used for these
purposes hecause of the known !nput/output response characteristics of such
a data base. The input was known exactly and the output was deterministlc
and calculable., The artiflctal data base described by Komp Is a composite
of three dinensional oblects The natrix of elevation and cateqory data
{stored in o computer wotd Tor cach position) which forms the (l‘e_ua base
Is 700 by 1000 pcints In extent, representing 20 by 20 foot resolution,
Thus, the data base appears to be 14,000 by 20,000 feet. Knownlemblrl-
cal backscatter characteristlcs, in the form of sigma zero versus angle of
Ine fdence, Tar ten separate vegetation categorlies, have been assigned to the
ground scene.  The value ol such a data base with completely specifled die-
Jaectric and yermetrlc properties Is that it provides us with a means to vali-
date the SLAR simulation. The calculable response (eg., extent ot shadow and
layover due to each oblect) of the geometric solids to varlous flight
tracks, frequency/polarlzation combinations, near and far range depression
angles, etc.,, allows the final image product to be judged objectively.
Naturally, a high resolution (or large matrix) data base can be generated
by A computer; however, the number of data polnts used will be 1imited by

the specific applica tion and conputer resources,

6Komp, E. D., V. H. Kaupp, and J. €. Holtzman, '"Construction of a Geometric
Data Base for Radar Image Simulation Studies,' TR 319~1, Remote
Sensing Laboratory, The University of Kansas, July, 1976.
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The data base of geometric solids is shown in Fiqure 3. The flat
checkerboard conreptually represents areas of several vegetation types.

The objects consist of hemispheres, cylinders, pyramids and rectangular
parailelopipeds, with heights and dimensions drawn to scale. The variety
of shapes present many different local tilts to the tadar and will cause
greytone changes at the sides of objects. By making the data base

large and with resolution much finer than the simulated radar image, it
was possible tc study many properties of the simulation software (e.g., the
formation of resolution cells by the SLAR package and the layover effects).

Figure 4 shows the relative position and elevation of the many
objects on the data base. The maximum variation of relief is 2000 feet,
therefore, a wide ranye in the amounte of shadow and layover are expected
to be evident in simulated Imagery of this scene,

Figure 5 illustrates the microwave reflectivity category assign-
ments for the objects. Comparing Figures 4 and 5, It is seen thet the
same vegetation covers several objects of differing height, The value of
empirical backscatter data for simuiation is readily apparent, for If it
were not available, complicated anaiytical expressions derived from volume
scattering theories would have been necessary as [nput data. Backscatter
data at increments of one deqgree between zero and ninety degrees (incidence
angle) were stored {for each vegetation type) on input file tapes.

The SLAR simulation produces two types of output: (1) a 'shadow
map'' (hard~copv output of the SLAR packagc) and (2) a iagnetic tape compat-
ible with a digital computer controlling a display medium, The shudow
map consists of a large matrix of characters, zeroes representing shadow
areas, nines inaicating no data, and all other numbers the sum of the data
points falling within @ resclutionceil bin. Both types of output are
illustrated in the following sections for a radar system operating at 8.6
GHz witih HH polarization (with the exception of the frequercy/polarization
study results), Thus, the shadow map indicates the shadcw as well as

layover, and sums  the number of transposed cells.
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4.0 DIGITAL SLAR SIMULATION RESULTS

The data base information (data point location in the array, height,
and category) contained on magnetic tape7 generated by the method of
Reference [6] was used as the ground scene for the SLAR simulation programs.
Two sets of visual displays were produced, shadow maps and radar image
simulations,

The map shown in Flgure 6a illustrates the effects of layover and
shadow that would occur for a SLAR pperating at 8.6 GHz, HH polarization
flown at b0,000' altitude and 20° near range depression angle. Comparing thils
map to Flgures 3 and 4 It is seen that the level checkerboard pattern
lles in the upper portion of Figure 6a. The symbols on the map indicate
the sum of the resolution cells whose radar returns simultaneously reach
the SLAR recelver. Zeroes represent shadow, or lack of appreciable return,
and nines are employed to show no data. Shadow and layover effects do
not occur on the flat terrain, Just as would be predicted., Careful study
of Figures. 3, 4, and 6a reveal that the SLAR package Is accurate in
handling radar gecmetrical phenomena. This particular version of the sim-
ulation 1imited the number of resolution cells laying over into one bin
to a sum of six, Examination of the map shows that the maximum number of
polnts to enter one bin was five, thus the above restriction did not limit
the performance of the programs.

Figure 6b simulates the shadow and laynver etfects tor a SLAR
(8.6 GHz HH) at 40,000 feet and a near range depression angle of 40°,
Shadows are shorter and layover more pronounced for this case than for the
previous one. The centrally located pyramid In 6b shows a larger area of
layover. However each bin contalins a maximum of three rasolution cell
radar returns. The smaller area of layover In Flgure b6a has bins with

up to five resolution cell returns summed. The more distinct outllines of

7Mart1n, R. L, Martin's Thesls, "SLAR Simulation and Applications,"
University of Kansas, '976, (Thi- document addresses problems of
handling input and output data, taepe compatibilities of machines,
and system routines.)

Komp, E. D., Y. H. Kaupp, and J. £. Holtzman, '"Construction of a Geometric
Data Base for Radar Image Simulation Studles," TR 319-2, Renote
Sensing Laboratory. The University of Kansas, July, 1976.
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FIGURE 6b. 40° DEPRESSION ANGLE, 30,000 FT. ALTITUDE

FIGURE 6a. 20° DEPRESSION ANGLE, 40, 000 FT. ALTITUDE
@'s INDICATE NO DATA, 1's-NO LAYOVER, 0's-NO SHADOW
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6b allow each object to be ldentified In conjunction with Figures 3
and b4,

It can be seen that radar interpretation for military personnel
could be facllitated by the use of shadow-layover maps similar to
those presented. The shadow map allows one to understand differences
in Image formation between radar and conventional photographic processes.
The distinctions arise because the radar emlts pulsed energy such that
the return energy can be plotted versus time, the lack of return power
causing shadow, and the propagation time determining the placement of
relative greytones due to return signals. However, in the case of optical
photographic imaging, the source of Illumination (the sun) emits energy
continuously, the reflected energy giving rlse to a video signal which cannot
be charted versus time without considerable ambiguity as to the time ori-
gin of the transmitted signal, Thus the continuous superposition of
reflected energy masks shadow formation (in the sense of lack of return
signal) when the photographlc Imaging platform is !n the path between
the illuminator and the object to be sensed. The handlcap imposed by
familiarity solely with photographic Images 1s difficult to overcome,
and this can only be accompllished through practice. Experlence with
shadow and layover for various flight situations simulated with the aid

of an artificlal data base could be extremely useful for overcoming

the urge to think in terms of photographic phenomena. The shadow map,

by the very fact that it contains a iimited amount of quantified infor-

mation about the processes occurring In radar terrain imaging, provides

the necessary elements for understanding shadow and layover. Desplte

the fact thet the geometrical data base !s not representative of common

landscapes, the corresponding maps generated by simulation are valuable,
Simulated radar Images for a SLAR altltude of 4000 feet and a near

range depression angle of 40 degrees (far range ten degree depression angle)

ware produced for a frequency/polarization study. The accentuation of sha-

dow and layover was caused by tihe presence of objects on the data base

up to 2000 feet high and the extremely low flight altitude. The results

are shown In Figure 7 for six different freguency/polarization comblinatlons.

Several Interesting radar effects can be spotted by an untrained eye: (1)




near-range compression; (2) backscatter cateqory discrimination and vari-
abillity; (3) same-category blocks of the checkerboard changing greytone
across the map because of changes in sigma zero data with progressing

angle of incidence, theta; (4) selective biightening of objects with polari-
zation adjustment; (5) obviously, layover and shadow; and (6) loss of signal
due to local tilt of resolution cell on sides of cylinders.

It Is possible that a fine resolution radar (and correspondingly
finer data base resolution) would Indicate the presence of hard targets
on the geonetrical data base due to some ol the corners and edqes of the
shapes involved, although the categories strictly represent venctation.
However, this would not be llkely If the real SLAR produced 60 foot resolution
as simulated, for the random averaglng processes across a resolution cell
would somewhat mask the effects of return power from the hard targets
(eg., top edges of cylinders and parallelepipeds). Treatment of thls data
base (wlth computer generated resolutlion as fine as des!red) as a composite
of distributed targets |s accurate as long as coarse (eg., 60 x 60 foot)
resolution is employed in the simulated imagery.

Assume that the flight misslon of a real SLAR was to produce category
informatlon over flat terraln and that a low altlitude constralned the near
and far range depression angles such that only the middle third of the
images in Flgure 7 were sensed, Such a mission would be fruitful if the

particular radur system was operating at 8.6 GHz with HH polarization,
With any other comb!nation of freguency/polarization shown, the Information

gathered would not Justify the expense, Radar parameters have already
been studled in this manner for the Earth Resources Shuttle Imaging Radar
to predetermine discrimination abilitys. Whether the Imaging system Is a
SAR or SLAR, waste and Inefficlency in related misslons can be avoided by
forethought; a helpful ald would be the simulation of radar Images from data
base with rellef and category (hopefully, empirical backscatter) Information,
be itareal site or the construct of a geographer's imaglination,

Rather than simulating flight at 4000 feet In the midst of terraln
varying In helfght from 02000 feet, an altitude of 40,000 feet might be

more reasonable for a SLAR. Experiments have been conducted with two

8Bush, T. F., Y"Cropland Inventorles Using a Satellite Altitude Imagling
Radar,' Ph.D. Dissertation, University of Kansas, Spring, 19;%.

-2k




flight geometries as shown in Figure- 8, The extent of shadow and lay-
over will differ In the cases of 20 and 24 degree near range depression
angles. Flgure 9 Illustrates that shadows will be longer in the 20°
example, and that data points layover greater distances toward the flight
track in the 24° depresslon angle case, especially in the near range (this
assumes greund range presentation)., However, more brightening wi!l occur
In the layover areas of the 20° case due to the greater density of cells
entering bins on the near range side of tall objects,

The resuiting simulated radar Images are shown In Figures 10 and
M. Close examinatlion of lengths of shadows and layover are alded by
employing the checkerboard as a distance marker. Allowing for the dis-
tortion In photographs of the IDECS* visual display, the shadows are
longer in Figure 10 and data points lay over greater dlstances toward the
flight track in Figure 11, Near range compression due to the slant range
.resentation partially masks the difference In layover between the two
Images., Unfortunately, the scan lines In the IDECS display interfere with
the study of the two simulations, so they must be viewed at a distance.
However, differences can stl1]l be distinguished In the category discrim-

inatlon abllity, fadlng, object brightening, shadow and layover. The center
pyramid In the Flgure jo has many cells located In bins along a line

parallel to the flight track, whereas Figure 1] has a larger area of
brightening (lower Intenslity) constituting a telangular section;

In concluslon, it has been shown that the SLAR simulations
correctly represent layover and shadow. The use of the artificial data
base makes possible the quant!fication of these radar phenomena for vall-
dation of the SLAR model. Empirical backscatter data at the frequencles
and polarizations of Flgure 7 lends credence to the ldea that the SLAR

simutation is very valuable for system optimlzation tests, especially

IDECS - Acronym for Image Disecrimination, Enhancement, Combinatlon and
$ampling, (an image processing statlon), Remote Sensing Labora=
tory.
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in the area of backscatter cateqory discrimination. It is pot possible

to malke statements about the overall adequacy of the closed system model
for It is not yet possible to objectively measure the quallty of the simu-
lated images and their suitability for specific applications. Future
studles are being aimed toward the goal of defining image gquality fac-
tors for very specific applications, but until these factors can be
quantified, the value and quallty of the simulation is left to the subjec-
tive opinion of engineers and radar Interpreters. |t should be noted,

however, that simulations of real scenes produced at RSL have consistently
been mistaken for real imagery by staff radar Interpreters.

1-28
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5. Conclusions and Recommendations

The calculable response of an artificial data base has been used
to explore the accuracy of the SLAR simulation programs which embody
the theory briefly described In this document. The closed=system model
which has been developed to Imitate ground-radar interactions has been
shown to have consliderable flexibl1ity by the application of the results
presented, The simulated images shown herein illustrate effects such
as (1) layover; (2) shadow; (3) frequency/polarization; (4) near ranqe
compression; and (5) category dlscrimination. The value of image
simutation for pre-evaluation of future radar systems has been stressed
because recent developments since the publishing of Reference [2] have
shown the utility of a geometrical data base (with empirical backscatter
characteristics and computer generated shapes) in conjunction with the
SLAR simulation brograms of the Remote Sensing Laboratory.
The lack of a large catalogue of empirical backscatter data (vv, VH,
HH, HV, circular direct and cross polarizations) and computer resources,
have hampered the simulation efforts to some degree. The apparent
advantages of accurately predlicting system performance prior to construc-
tion as well as use In guldance systems would seem to be Incentive to
apply what has been learned about radar-ground Interactions through use
of thls particular closed-system model.
The radar imace simulatlon methods developed will next be applied
to a real data hase (Pickwick, test sire) to measure Its performance
and to validate the mode! by comparison of simulatfons with real Imagery
of the same site. Subsequently, experiments will be performed at the
kngineering Topographic Laboratorlies to determine the sultability of
the slmulated Imagery for missile navigation systems Iin the develop-

mental stage.

o — s e, et

Holtzman, J.C., V.H. Kaupp, R.L. Martin, E.E. Komp, and V.S. Frost,
''‘Radar Image Simulation Project: Development of a General Simula-
tion Mod .l and an Interactlon Simulatlon Mode!, and 5ample Results,!
TR 234-13, Remote Sensing Laboratory, The Universlty of Kansas,
February 1976. 1-29
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The SLAR simulation program is contained In this section.

TR 319-8

The

data which must be supplied to the program were previousiy listed in

Table !. Due to interdependence of some of the Radar and Ground

matrix values, the following formulas are useful:

*Gr(9) = R(B) -

<
2
<

*GI'I’IO). R(G) . ] ' R(9)

*Gr(11) = Gr(10)/Gr(2) + .5
*Gr(12) » G(5)/Gr(11)
*Gr(13) = R(7)/R(8)

*R{15) = R(16) + =

1 < 6r(11) <5

The asterisked quantities are computed within the body of the program,

When changing R(6), for example, R(9) must be altered to compensate

such that Gr(10) has the desired value.

Parameters for Flgures 4-5 and L=-6 are given below for a morc com-

plete description of the radar systems belng simulated by the SLAR pro-

grams.

6r(1)
ar(2)
Gr(3)
Gr(5)
Gr(6)
Gr(10)
R(6)
R(7)
R(8)
R(9)
R(12)

Flgure 4-5
109,900
20
20
700
1000
80
2.38 x 10°
3.93 x 1072
1.63 x 1077
6.80 x lo_h
40,000

4

Figure 4-6
89,840 feet
20 faet
20 feet
700 feet
1000 feet
80 faet

2.00
3.77
1.63
8.10

bo,

X 10"1+ seconds
% 10"5 saconds
X 10-7 seconds
X IO-“ radians
000 feet
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rnNe2 ¢ .

Na3 TFCINFILL,LE .Y GOTO 7

(Y CALL POSTCIMNTAPLN, INFIL,14N)

fnes IF(N.NELD) STOP

rRes €

tCe? ¢ READ IN THE GEOMETRY PARAMETERS

NOAKR €

YY) 7 READCINS,1D) GEOM

nnre 10 CFORMAT(F?2DN,S)

frzr €

rn?e ¢ MISCELLANENUS CONSTANTS

tN?Y ¢

n0ve PTSIZaGEOM(L)
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A s NPTSAC=GEOM(S)

rnz? ¢
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fC31T ¢ ‘

rraz ¢ FIND REAL ALTITUDE
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rosy ALTSAR(GTOM(R)=GEOM(D) ) r 2
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nre9 ¢

poor IALONGRGFNM (1) /GFOMCS) + 0,5

ISEE GEOMCI ) =1ALONG

nng? IFCIALONG,LT,1 ,OR, ITALONG,GT,JALGDIM) CALL ERROR(1)

fi63 ¢

roee ¢ FIND NUMHER OF CFLLS IN THE ALONG TRACK DIRECTION

rnes ¢

nnae NCELAL=2GEOM(S)/TALONG

neoy GFOM(IVV=MNCELAL

npog ¢ .

PCA9 ¢ FIND NUMBER OF CELLS IN THE ACROSS TRACKX DIRECTION

cinge ¢

101 ¢ FIRST FIND THE MEAR PANGE DISTANCE AND FAR RANGE DISTANCE

pIng ¢
h tins NEARMGESART (ALTSAGEQM (7 ne2)

0104 NFARNGENEARMG=CELSIZ*ICELIN

c1ns GEOM, 1LY aNEARNG
- fineg ¢ . _

fin? FARPRNGESORT (ALTSO+(GEOM(?)+NPTSACHPTSI2)442)

o1ng FARRMG2FAGRNGOCELSTIZ*ICELOT

rine GEOMCISI=FARRNG

n11e ¢ R

REEE NCELAC=(FARRNG=MNEARNG) /CELSIZ+N,9999

n112 GENM(I2)BNCELAC

112 1F(NCELAC.GT.IACRST2) CALL ERROR(3)

r114 ¢ _ , _

SEER TALL FINDCELL TO OETERMINE THE CELLS IN THE ACRKROSS TRACK
ni1e ¢

117 CALL FINDCELL

011R ¢ ' , I-32




]
n11e ¢ WRITE OUT RESULTS SO FAR .
n120 ¢
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n132 DO 20 I1=21,NCELAL
£133 ¢
£1% ¢
6135 ¢
n13s ¢ READ IN JTALONG COLUMNS OF DATA
0137 ¢
011 DO N [2=21,1ALONG
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t2319 ¢
naun IF(TREFLGLLT.3) GOTO 88
0241 €
0242 JCATTIRP(1)=13
0243 1CATOC(1)=1TEMP=1
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0244 ¢
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0283 ¢
n3se 15 {NUMR,EG,. 1) GO TO0 100
0258 ¢
nsy ¢ 1f IHERE ARE MORE THAN ONE CATEGORY, THEY
rzs? ¢ MUST BF PACKED INTO THE RESOLUTION MATRIX
prse ¢ ALSO, THIS 1S DONE Y ADDING THE SIGN 31T
0259 ¢ (IONE) TO EACH OF THE MULTIPLE CATEGORIES
| ngar ¢ IN ADDITION TO THE CATEGORIES, THE
G261 ¢ NUMBER OF OCCURENCES 15 ALSO PACKED,
Cré2 ¢ THE NUMHER OF OCCURENCES IS KEPT IN AN ARRAY
Coe3 ¢ CALLED ICATOC,
r2GaL ¢
0265 FLOC(N,1,10UT) =
L2464 FLOC3N,A,10UT)=ICATTPCY)
nee6? FLDCTR,12,10UT)slHIGH
i neot FLDL1226,10UT) = IRINCIS)
[ YY) FLDCO,8,10UTIRICATOCCY)
r270 _WRITECOUTTAP) 1OUT
e271 ¢
03?22 ¢ NOW _FOR THE REST OF THE MULTIPLE CATEGORLES
pa?y ¢
ra2e4 [F(NUMB (EQ, 2) 6O TO 99
£z2?% ¢
Naze DO 8BS 19=2, NUMA=1
n2v? FLOC2D,A,10UT)SICATTPCL®)
0278 ELOCA, A, 100T)I=ICATOC(LO)
279 WRITECOUTTAP) 10UT
r230 85 CONTINUE
n2g81 ¢
(282 ¢ MAKE THE LAST WOPD POSITIVE
n28s ¢
naes 99 1 0UT=JCATIP(NUMA)
0285 FLD(6,6,10UT)=ICATOC(NUNMB)
r2as 60 _10 78 .
0287 ¢
C2RP 100 10UT=sICATTP (1)
n2ae9 ELD(1B,12,10UT)=IHIGH
peen ELDC12,4,10UTdIRINCLO)
£291 FLDCO,6,T10UTIETCATOC(Y).
0292 ¢
P2e3 ¢ ‘
nagy ¢ MRITE THE KF5ULTS 10 TAPE
0298 ¢
r294 2% WRITECOUTITAL) 1OUT
N7 ¢
0298 ¢ .35




1e99 ¢
pIne ¢
UL 70 CONTINUE
03N2 ¢
0303 ¢
nNInG ¢ ,
0tns ¢ NOW WRITE OUT A MESSAGE TO INDICATE THIS ROW IS DONE
03INg €
ci0? ¢
NIN8 713 WRITE(OUT,74) 11
0Ing 74 FORMAT(Y SCANLINE '»1I5,' DONE,')
nye ¢ \
r31Y ¢
r12 ¢
- T31% eC CONTINUE
P314 ¢
0318 ¢
N1 €
C31?7 ¢
r18 ¢
0319 ¢ THE GEOMETRY MATRIX 1S COMPLETE
N30 ¢
32 ¢
0322 ¢
[ EE] ENDFILE OUTTAP
N324 REWIND OUTTAP
325 (¢
N126 STOP
Ci27 ¢ g
I riae END e . emame o et ves oo 11+t ot e i e
o 0329 SUBROUTINE FINDCFLL .
r3e ¢ .
(o X% IS THIS ROUTINE FINDS THE PROPER PLACE TJ START SEEING
nry2 ¢ WHAT THE RADAR SEES, THIS 1S5 WITH RES®ECT TO THE GEOMETRY
. Iy ¢ OF THE SITUATION, LT ALSO FILLS IN T4E RANGE 3INSs, 1.E.
| nN33L ¢ NUMBER OF DATA POINTS PER CELL,
! 0135 ¢
Nn3te ¢
0337 ITMPLICIT INTEGER (0)
N33R COMMON 710/ IM,OUT,INTAP,OUTTAP
C3%9 COMMON /PARAMI/ GEOM(C18)
N34n COMMON_/WOPK/ 1RIN(T20)
0341 COMMON /NAMES/ TALONGANEARNG,FARRNG,CELSIZ,PTSIZ/NCELAC,
L 0342 B NPTSAC,JCELIMSICELOTAALTSOQ
cies ¢
| N3eg € DEFINE CONSTANTS
0348 ¢
. 0346 1PTan .
nyg? ¢
n3sg ¢
0349 ¢ FILL IN TBIN WITH "ICELIN'™ 2EROES
- nN3isn ¢
€351 DO 10 1ei1,1CELIN
n3s52 18INCI)un
0353 10 CONTINUE
| 0354 ¢
A SET UN INITIAL PARAMETERS
... 0356 C L e
i A LY XSNEARNGH+ICFLINKCELST2
i kLY DISTRSART(X%4?=ALTSA)

l 1«36




7359 . TSUM=DIST/PTSIZ T
03IA0 € .
0361 ¢
Nnx42 ¢
B 034 ¢ NOW FILL IN THE REST OF THE IBINS -
N3h4 ¢
N365 €
NTAE €
N367 200 DO 300 I=ICPELINFILNCELAC
M348 XsX+CELST2
DY49 DIST=SART(X*#»2 = ALTSQ)
p37n oLDSUM=ISUM
c171 15UM=DIST/PTSIZ
r372 I3INCIY=lSUM=OLDEUM
ny?3 ¢
N374 TFCIFT+IINCIY) ,,GY, NPTSAL) GOTD SO0
037s IPTaIPT+IdIN(])
0376 el CONTINUE
ne?? ¢
r378 cALL ERRORCY)
0379 ¢
0380 ¢
03’1 € COME HERE WHEN YOU RUN OUT OF POINTS
0182 ¢ '
fr7281 ¢
L3184 500 13INCI)mNPTSAC=1PT
385 IFCIL.GELNCELACY GDTO 400
niaA 80 57N 13]+1,MCELAC
n3g? 13INCL) N
N1 590 CONTINUE
n3g9 ¢
r3on ¢ NOW WRITE OUT I3IN TO LOOK AT IT
NI
nN3g9? 400 WRITECOUTAANY) NCELAC, (IBIN(TI) »1ut ,NCELAC)
riss 601 FARMAT(/ " IHINC Y = Y,
r3gy Laat ) IS ',/,00004N00I%0202) 0004100
395 RETURN
£306 ¢
0797 END _
pze8 ¢ SURROUTINE S@RY
rie9 ¢
ALNC ¢ THIS RNAUTIME SOPTS AN ARRAY _NE NUMAERS (UP 10 .
[a¥ X2k SIXTY=-THREF) AND RETURNS THE NUDERS THAT
ngny ¢ WERE [N THE AERAY THE MUMAER CF OCCURENCES
rany AND THE NUMHER OF LIFFERENT NUMSERS PRESENT(NUMB),
PaNG ¢ THE FIRST TWO THINGS MENTIONED ARE PASSED THRV
nans ¢ BY LADELED COMMON,
ngne ¢ ‘
ned? ¢ A 2EROCA) IN ICATTRCL) MEANS END OF DATA, IT ALSO .
nLne ¢ ASSUMES THAT AT LEAST OME NUMBER 18 IN THE ARRAY
pang ¢ PASSED 10 IT,
na10 ¢
AR SUIROUTINE SORT (NUMB)
042 CoAMDN JICATEGZ ICAITP(AA) L ICATOCLAR)
ne1s3 ¢
fy14 pn 1N I=2,48%
Ne1s 1 1CATNC(T) =D
ra16 1¢ATOCCY )=
rL1? NUMB =)
- Ny1g ¢ |=37




0419

Do 3N J=2,613

C420 TFCICATTPCI) LEQ, M) RETURN
7a21 ¢ ’

0422 DO 27 K=1,NuMB

0423 TECICATTR()) JNE. LCATTP(K)) G0 TO 20
NG24 [CATOC(KISICATOCIK) + 1
0425 LGO TO 30

re26 2¢ CONTINUE

0627 ¢

428 NUMBaNUMA ¢ 1

0429 ICATTP(NUMB) BICATTP(J)

0430 ICATOC(NUMB) =]

431 ¢

r632 3 CONTINUE

0433 ¢

044 RETURN'

043s ¢

rals END

NG 17 SUBROUTINE ERROR(ID)

N8 ¢

539 TMPLICIY INTEGER (0)

na4n COMMON /NAMES/ TALONG,NEARNG,FARRNG,CELSIZAPTSI2sNCELACS
WTY] ¥ NPTSAC,ICELINSICELOT,ALTSQ
XY _COMMON /PARAMY/ GEOM(15) o
Fads COMMON /10/ IN,OUT,INTAP,OUTTAP
nesL ¢

nLas WRITE(OUT#17) 1,GEOM

YY) 10 FORMATC 1S,/ 015CF2N,50/))
N447 €

0448 , GEOM(99999) =0

0649 €

ruse RETURN

0481 €

0Ls? END

t4S3 8 EXECUTF

res4  § LIMITS 25, 15K

C4s5s % TAPE NI,AIDD,sb20N,»AAAR3Y
rese FFILE N9,BUFS12/910

LY ANE] FILE 1O, A2SR,170L

NeS8 1

N4sS9 60,

L 60 A0,

NaAt 20,808

nLa2 20,508

L6 LA

YY) CI

Y} I XAXL D

Chhb 291Nn0,

046?367,

C4Lh8 N.

teh9 N,

rL7n 0,

6471 D,

(‘"?z n.

Ne7% N

PL7G % 1F ANORTLENDJOB

re7s % OPTION FORTRAN

rete % FORTHRAN

fa7? € SLAR SLOPE

0"78 c |'38




0679 C MAINLINE TO SLAR SLOPE
I

T Cart C
4R €
r4RY TMPLICIT INTEGER (0)
N4LRY COMMON /107 IN,OUT,INTAP,QUTTAPL,OUTEM(?)
(48% COMMON /PARAMI/ GEOM(15)
C4LRG COMMON /IDATA/ TCAT(2,320),THIGH(P,32]) ,ANGLESC3,32N)
C4R7 COVMMON /MAMES/ NCELAC,ALGSIZ,PTSI2ZoCELSTIZ,NEARNGAALTSQS
C4L8R R SIZF)THETAPTHETAL,ALYMSL
CuRe ¢
049 DAYA ITEMPOLI2ERD [2#*d/
€691 DATA IN OUTSINTAR,OUTTAPLOUTEY /5+6,9,10011.12/
492 ¢
049y ¢ WRITE /10/ PARAMETERS
N4 9L ¢
t49% WRITECOUTSS) INsOUTHINTAP,OUTTAP,QUTEMN
Fée9é S FORMAT (L p% INPUT 1S FROM DEVICE H',152/7¢
497 1 ' OUTPUT IS FRO™ DEVICE #'s15,74
C498R 2 ' INPUT  FILE IS DEVICE H',18,/,
499 3V QUTPUT FILF 1S DEVICE H',15,/70
psnp b ' TEWPORARY QUTPUT FILE MUMBER 1 DEVICE COOE 1S',1%./,
rsnN 5 ' TEYPORARY OUTFUT FILE NUMBER 2 DEVICE CODE IS',IS5,///1)
pong ¢
nsns ¢
nsng ¢
fsns ¢ START PROCESSING
nsng ¢
psny ¢
nsng ¢ READ IN MATRIX PARAMFTIERS
psne ¢
rsIn REAND(INTAP) GFOM
Ns11 ¢
£s512 ¢ WRITE NUT THE MATRIX PARAVMETERS 7O THE JUTPUT FILE
nNs1y ¢
£514 WRITELOUTL1N) GEOM
ns1s WRITE(QUTTAP) GEOM
N84 10 FARMAT(F2N,5) .
0517 €
rs18 ¢ SET UP MISCFLLANENUS CONSTANTS
ns19 ¢
fgen NCELAC=REOMC12)
N521 NCELAL=GROM(11)
0522 NHAFALSNCEL AL /2
0ses PTSIZaqENA(4)
N524 (ELS17=nrQMCR)
ns?2s MEARMGRGEOM(14)
824 ALTSGaGeMe10)
0527 ALGSI2=GFOM(T)
nsp8 ALIMSLEGEOM(R)
0529 ¢

- rexe ¢ CALCULATE THE RANAR INCIODENCE ANGLE FOR ALL BINS,
0s3r ¢
0532 ALTsRQRT (AL TS Q)
051} RANGFRNEARNGHCELSTI2/2,0
Nste ¢
(535 DO 15 Tei,NCELAC
rsis PISTeSARTC(RANGE ©¢7=A| TS0)
Nns3? ANGLES(1,1)mDIST/ALT
0538

RANGESRANGESCELSL2 1=1Y
DAL o e




59 1S CONTINUE
resn ¢
sS4 C
NS42 ¢ UNPACK THF FIRST LINE
£543 ¢
0S4d CALL UNPAL2(1)
rses ¢
reLs ¢ SET FIRST COLUMN FOINTER
05647 ¢
NS48 NCOLY=)
f549 ¢
cSsS0 ¢ .
£551 ¢
r552 ¢
0ssy ¢
(SS54 ¢ NOW FOR EACH SCAN LINE OF RESOLUTION CuLLS,
FS5s55 ¢ FIND THE LOCAL SLOPE AND THE RADAR ANGLE
rsse ¢
557 DO X0 I?31,NCELAL=1
rssa ¢
rS59 ¢ RATHER THAN PHYSTCALLY SWITCHING THE TWO COLUMNS AROUND
NSAL ¢ EACY PASS THRU FOR EACH SCAN LINE, THE INDEX NAMING THE
561 ¢ FIRST COLUMN IS SWITCHED
rse2 ¢ '
(54% TFONCOLY LEG, 1) NCOLZ2#2
LY TRANCOLT LEG., 2) NCOL2®1
68 ¢
NSk € SET ICURF TO THE CURRENT TEHMPORARY FILE T0 ‘
Y AVOID A6/6N COMPILER CRROR
NS48 ¢
68§ ICURFROUTEM(NCOLT)
ns7e ¢
RS71 ¢ UNFACK THE NEW LINE
nsz2 ¢ —
revy CALL UNPAC2(NCODLZ2)
- ns74 €
AE78 ¢ FIND THE LOCAL CROSS TRACK SLOPF FOR EACH CELL OF THE COL.
ne7e ¢
REY? CALL ANGLETC(NCOLTY
— rs78 ¢
ns79 ¢
LSRN €
rsa81 ¢
nsay ¢ NOW _FNR FACH CFRLL FIND THE LACAL ALONG TRACK SLOPE
S rheRT ¢ AND THEN DUTPUT THE DESIRFD DPARAMETERS,
N5R4 ¢
0585 DO 4N 1322,NCFLAC
nesag ¢
(527 ¢ STORE THE 00 LDOP INDEX TO AVOID WARNINGS FROM THE COMPILER
rsAR  (
rsan ITENP?a] Y
l resn ¢ , )
‘ FearT ¢ IF THE VALUE OF THE Cull 1% 2EROs NO DATA 1S ASSUMED.
e negp ¢ PROCESSING NF TYHAT CFLL 1§ TERMINATED, AND A ZERO
rsay IS WRITTEN ON THE QUTPUT FILE,
nsgs ¢
598 TFCANGLEG( 2,18 4F0,=1018.7) GOTO 80
— rsse ¢
p TEGY ¢ FOP THIS CELL FIND THF LOCAL ALONG=-TRACK SLOPE
, rs98 ¢ -10
Ao -




g“"“" n599 CALL ANGLE?2(NCOL1/,NCOLR2,ITEMPy —— """
rann , TECANGLES( p123) ,FQ,«1313,7) GoT1p gn
' rec1 ¢ o
‘ UL AT o NOW THAT ALL _THPEE ANGLFS ARE 1NV ywe - aje|Fo_COMMONe
o cens ¢ FIND THE QUTPUT ANGLES Loat bl
pANL _ ¢
[~ T 605 CALL ANGOUT(NEOL1,ITENP2)
nens ¢
neny ¢ NOW WRITE THE PACKED WORD CONTAIRING THE CATEGORY AND HELIGHT
neng ¢
A609 WRITE(OUTTAF) ICAT(NCOLY,I3)
| ne1e ¢
G IF THE CELL WAS MULTI=CATEGORY (A NrGAIIVE NUMBER) GET THE
0612 ¢ DTHER CATEGORIES EROM THE APPROIATE TEVD FILE,
XERE
re14 IFCICATCNCOLILIR) LGT, 0) GO 1) 4°
0615 ¢
C616 ¢ THE LAST WORD OF THE GIVEN CELL WAS PASITIVE=~1,E4
61?7 ¢ IF THIS WORD IS POSITIVE GO TO THE YEXT STEP,
618 ¢ OTHERWISE HANDLE ALL WORDS DESCRIRING THIS CELL,
0619 ¢
N620 70 READCICURE) 1WO v
N621 WRITE(OUTTAP) IWORD
0622 JFCIWORD 46T, 0) 6O TO 20
re2s ¢
- ¢ WRITE TC OUTPUT THE PARAMETERS COMPUTED FOP THIS CELL,
re2s ¢ TYTHETA IS THE RADAR ANGLE
C626 € P)THETAL 1S THE LOCAL INCIDENCE ANGLE
ne27 ¢ 1)S12F IS THE RELATIVE SIZE OF THE CELL
rezs8...c R R ——
fe26 60 WRITECOUTFAP) THETA, THETAL »SIZE
0630 ¢ .
ChEt TF(NHAFALLEQG.I2) WRITECOUT,999R) LCATC(NCOLT,I3),THETA,
P42 S IMETAL#SILE
0433 9998 FORMAT(SX,ND12,3(3XsF10,4))
0634 €
(515 GO TO 40
net6 ¢
0637 ¢
NeTR_ ¢ 1F_THE GIVEN CELL WAS ZFRQ, WPITE OUT A I1FRY
nexy ¢ AND SKIP THE MULTICATEGORY WJORDS ASSOCIATED
X AR » WITH THIS CELLs I1F ANY,
N4t ¢
Nobe 51 WRITE(OUTTAP) 1Z2ERQ —
0643 LTF(NHAFAL L EQ.12) WRITECCUT»99%8) I[2ERD
Qabh ¢
YYE TFCTCATENCOLT,IY),GELN) GOTO 49
noLh ¢
ne6? 51 READCICURF) [WORD
raLR IECLIWORDLLTLAY GATO 81
YGRS .
. Cesp ¢ —
0651 4N CONTINUE
ces2 ¢
. nessy ¢
- PKSL_ ¢
! ress ¢
) fASE € HALE WAY THRU WRITE OUT SOUE RESULTS
: nes? 80 [P (NHAFAL oNE. 17) GO TO 45
| A58

WRITF(NUTLICT) C(IHMIGHINCOL1 110) 1 10m1 0 HCELACY)




0659

WRITECHIT,T03) NHAFAL

LHLD WRITE(NUTLIMT) CTHIGHINCOL2,110) , 19021, NCELAC)
NG 61 WRITI(NUTLTI0C3) NHAFAL
LLAD MRITFE(NUT,LIN?2) (ANGLES(1,110),11N0=1,NCELACQ)
0663 WRITE(OUT,1N3) NHAFAL
0bés WRITE(OUT,102) CANGLESC?2,110),11Na1,NCELAL)
0hAS WRITECOUT,10%) NHAFAL
Pdbe WRITS(OUT,102) (AMGLES(3,110),190=1,NCELAL)
F667 WRITECOUT,10%) NHAFAL
0h6R 101 FORMAT(2NT4)
669 109 FORMAT(PNEhA,2)
Ne70 103 FORMAT (/¢ DONE WITH THAT PARAMETER OF COLUMN H=',15,//).
0h?71 €
NG72 ¢ SWITCH THE FIRST COLUMN INDICATOR FOR THE NEXT SCAN LINE
0h7s ¢
676 85 NCOLTwNCOL2
T&rs ¢ .
0476 € WRITE OUT A MESSAGE TO INDICATE THIS SCANLINE DONE
rary? WRITECAUT,RA)Y 12
r6?8 8¢ FORMATC' SCANLINE ', 15,' IS DONE,')
7% ¢
06RO ¢
TERT 1T CONTINUE
nes2 ¢
TERS ¢ MATRIX 18 DONF
PERL ¢
T6Rs 100 FNDFILE OUTTAP
ress REWIND OUTTAP
TeR7 ¢
PP $TOF
0639 €
0a9n END ~
THheT ¢ SUGROUTINE UNPACKECIFILEY
fr662 ¢
698 ¢ THIS ROUTINE UNPACKS ONE COLUFN OF INFORWATION
0694 € PREPARED WY THE SLAR GENMETRY PROGRAM,
FhIG € MULTICATEGOREIS FOR ONE OF THE TWO
CH%4 C COLUMNS BEING PROCESSED ARE PUT ON

Y Y-} S TEMWPORARY FILFS.
r698 ¢
690 ¢ TFILE 1S THE PRESENT FIRST COLUYN
nyrn ¢ ALL OTHER DATA IS PASSED THRU COMMON STATEMENTS
SELEG
e7n2 ¢
nrog STIBROUTINE UNEACPCIFILE)
p7ne ¢
TNy THPLT [T INTEGER ¢N)
r7neg COMMON 110/ INsQUTSINTAP,OUTTAP,OUTEMCR)
07ny COMMON /DATA/ 1CAT(P,320),1HIGHC(2,3200,ANGLESCE,320)
rena COMMON /NAMES/ NCELAC
6779 ¢
0710 ¢ _
6711 ¢ REWIND THE TEMPORARY FILE WHFNE THE MULTICATEGORIES
ne12 ¢ WitL RE PLACED,
nety ¢

e ar 1CURFaAUTEMCIFTLE)
n?1s PEWIMD ICURF

- N716 ¢

AV UNPACK THE GIVEN ARRAY

—_ f7218 ¢ 1=42




0?19

DO 10 I1=1,NCELAC -

n72e ¢

— G721 € READ IH THE NEXT WORD FROM THE THROT TIiE—
0722 € 1F 17 1S ZERO SKIP THE UNPACKING
cre3 ¢
724 READ(INTAP) 1WORD
0725 TFCIWORD .EQ, 0) GO TO 20
n726 ¢
G727 € STORF TWF WORD WITH THE CATEGORY i3 THe WeTGnT IN
0728 € __THE CATEGORY ARRAY==NO PROCESSING |s paye O THIS NUMBER
n7ee ¢
pean JCATCIFEILE,T1)mIWORD
0731 ¢
n7s2 ¢
(733 ¢  UNPACK THE HEIGHT FROM THE NORMAL WORD
Lrre € "
6735 FLDC26412,INIGHCIFILEST1))SFLNCI8,12,140R0)
N7%6 ¢
N737 ¢ 1F THE GIVEN WORD IS NEGATIVE, WULTICATEGORTES
N738 C _ARE INDICATED-~IN THI§ CASE READ IN THE CATEGORY WORDS
0789 C  AND STORE THEM ON A TEWPORARY FILEs WWICH WAS SOECIFIED.
C740__C A POSITIVE WORD AFTER THE NEGATIVE WORD [MD]CATES
€741 € THE LAST CATEGORY WORD FOR THIS CELL.,
0262 ¢
0743 TFCIWORD .GE. D) GO 10 10
244 €
(745 40 READ(INTAP) IWORD?
246 WRITESTCURE) IWORDZ.
Cra? IF(IWORD? LLT, 0) GO TO 40
nrag GQ 10 10
0749 ¢
0750 G IF THE CEU) HAS NO DATA SET THE HMEIGHT OF THE CELL TO ZERO
0751 ¢
nerse 2C JHIGHCIFILE 1) u0
753 . LCAT(IFILE, 110
nrss ¢
0755 ¢
0756 A0 CONTINUE
n7s7 ¢
nrs8. ..«
(759 €  DOME WITH THE COLUMN
0760 ¢
0761 ¢
LY, REWIND TCURF
n76es ¢
L7t RETURN
n745 ¢
0746 END
0767 ¢ SUSROUTINE ANGLEACCIFILE)
P74R ¢ —
Nih9 €

- r720 ¢ TML§ SUGROUTINE ¢1NDS _THE SLOPE METWEEN A
D771 € GLYEN POINT AND THE POINT BELOW IT IN A
0772 ¢ .. COLUMN, 1 THAT POINT IS 2ERQ, THE GLVEN POINT
N77% ¢ 1§ SET 10 ZERO,
L7174 ¢ .
N725 € IFLLE 1S THE CODE FOR THE SRESEMT FIRST COLUMN

0776 ¢ ALL NTMER DATA IS PASSED THRU LARELED COMMON
=TT 0777 ¢
——— nre8._¢ =43 _




6779

SURAROUTINE ANGLEVCTFILE)D

n7RC ¢
f7R1 ¢
_n7R? _IMPLICTIT INTEGER (O) .
TTTTTTTC 783 COMMON /107 INJCUT,INTAP,QUTTAP,OUTEM(2)
N784 COMMON /DATA/ TCAT (2,220 THISHC 2,320 JANGLES(3,320)
n78s COMMON /NAMES/ NCELACSAALGSIZo2TS12,CELSIZ,NEAINGSALTSO
N7R6 ¢
G787 ¢
n78e ¢ FIND THE FIRST MON=ZERD CELL _
C789 ¢
r7oc 1 TEMPRY
f7e1 ¢
0792 15 ANGLES(2,ITEYP)==4N13,7
R TFCICATCIFILESLITEMP) JNE, N) 50 TO 25
N?794 ITEMPRITEMP + 1
t7a¢ TECITEMP LT, NCFLAC=1) GOTQ 15§
n7o6 ¢ o
nro7 WRITECOUT,16)
r798 164 FORMAT (/" ANGLEAC FOUMD A RQOW OF ZERDES',//)
L) ANGLES (2 NCFLAC=1)R=1013,7
nanc ANGLES(2,MCFELAC)®=~1013,7
rao RETURN
rany ¢
FEAS ¢ NOW PROCFSS THE ARRAY
PENG ¢
Tyns e DO 10 11alTF P+1,NCELAC
rROC ¢ _
TRA7 ¢ TF TUE NEXT CFLL HAS NO HEIGHT(NO DATA)
PR € SKIP FURTHFER PROACESSING NF THAT CELL
tene ¢
nR10 TECICATCIFILELTY) (NE. Q) GC TO 20
Nty ¢
req2 19 AMGLES(2,11)2=1013,7 —
R GO TO 10
rg14 , ,
FETs ¢ IF THE GIVEN POINT HAS DATA, CHECK THAT THE POINT QELOW
ra1¢ ¢ HAS DATA, IF IT DOES, FIND THE LOCAL ACROSS TRA(X SLOPE.
ARi1? ¢ .
neyg ar TFCICATCIFILE, X1=1) ,EQ,N) 401D 19
r819 ¢ _
rgen HOELTASTHIGHCIFILE 1) =tHIGHCIFILELTIT1=1)
ra21 ANGLESC?,11)=HDELTA/CELST?
rg>»> ¢
(8428 ¢
S FY) 0 CONTINUE
r825 ¢
r826 € -
rga? RETURN
r428 ¢
nR79 END
razn ¢ SUBROUTINE ANGLEALCNCOLIANCOL2,11)
re%t ¢
rgse €
raty ¢ THIS SUAPAUTINE FINDS THE ALONG TRACK SLOPE RCTWEEN
raze o TWO ADJACENT POTNTS IN ROWS "HWCOL1"™ AND _"NCOL2",
F4R5 ¢ IF FITHFR OF THE TWO PGINTS UNDER COUSIDFRATION JAVE
FE%6 € NO DATA, THEM THF ALONG TRACK SLOPE IS SFT TO 2ERO,
RN A
FrATtR ¢

HEOLY I8 THE PRESEMNT FIRS‘I“COLU"‘N




FET9  C NCOL? 1S THE PRFSENT SECOND COLJYN e
r8en ¢ J' LS _IHF _PRESENT CFLL OF COLUMN OF INTFregy e ——
T 0341 € ALL NTHER DATA IS PASSED THRU LABELED Cowuor,
o n8e? ¢ [
rRe3 ¢
U oF . X Y S 4 T —
£84S €
(846 SUBROUTINE ANGLE2(NCOLT1,NCOL2,11)
- nRa7 ¢
N848 ¢ i
Y] IMPLICIT IMNTEGER (0)
£R40 COMMON /107 IN,OUT,INTAPLOUTTAP,OUVE <, ¢)
0851 COMMON /DATA/ lCAT(’.SZO):IHI:H(?oSZ”)oANuL&S‘S:SZO)
g2 COMMON /NAMES/ NCFLAC,ALGSIZ
ngss ¢
rase ¢ U
0855 ¢ IF THERE IS NO DATA SKIP PROCESSING OF THIS CELL
nese ¢
ras? TFCICATINCOLTLT1) LEQ, J) GOTI 40
rasa ¢
08s9 ¢ IF THE CELL TO THE RIGHT OF THE GIVEN CELL IS NOT ZERO, PROCES!
—_— 0840 THIS 1S THE NORMAL OCCURENCE
Mfgu? ¢
_L8e2 JFCICAT(NCOL2,11) ,EQ, 0) GO TO 20
n3es ¢
reas ¢ FIRST FIND THE RELATIVE HEIGHT SETWEEN THE CELLS
rges ¢
rase HDELTASIHIGHCNCOL2,11) = IHMIGH(NCOLY,LT)
ngs? ¢
. ra¢e ¢ NOW_FIND THE LOCAL ALONG=-TRACK ANGLE
rR&9 ¢
o __fraze A ANGLESC(R ] 11 =HOELTA/ALGSTZ
ra7 RETURN
ngr2 ¢
nazy ¢ IF THE CELL TO THE RIGHT OF THE GIVEN CELL WAS Z2ERO, CHECK
fR?24L_ ¢ CHOICE NUMRER 2=-~1F IT IS 2ERO G0 TOQ LAST CHOICE
re7s ¢
N376 AN TFCIY LFQ, *) GO TO 33
raz? TFCLCAT(NCOL2,11=1) ,EQ, N) GO TO 37
—— r87R HOFLTASIHIGHI(NCOL2,J1=1) = JHIGH(NCO,1,11)
reze GO TO 10
03RM ¢
0881 CHECK TO SEE IF THF THIRD AND LAST CHOICE [S ZERO
—— ryR2 ¢ 1F _NOT_PROCESS IT
rizy ¢

C8R4__ 30 LFCI1, GELHCELAC) GOTO 40

neesy TFCICATI(NCOL2,1141) LEQ, D) GO TO 40
. ALY HOELTA=ITHIGHINCOL2,11+41) - IHIGH(NCOLY, 1)
N3R7? GO TO 10
PRIAR ¢
reRg ¢ tF TYE LAST CHOICE WAS 2ERD», WE CANNOT FIND THE DESIRED ANGLE
— faeC ¢ S0 _STOP PNOCESSING OF THIS CELL
891 ¢ :
— 392 _ 4C ANGLES el 2-1013,7
r893 RETURN
_ rees o
nees ¢
. rage END )
neoy ¢ SUBPDUTINE ANGLEOUT(NCOLILICOL)
. naee__C
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THIS SUARJUTINF COMPUTES THE (GUTPUT AMGLES OF

THE PROCRAM SLOPE, THE INPUT IS THE THREE
ANGLES: THF RADAR INCIDFNCE ANGLEg THE LOCAL

SLOPE OF THE GIVEN CFLL IN THL CROSS=-TRACK,
AND THE LQCAL SLOPE OF THE GIVEN CELL IN [THE

ALONG TRACK,

THE DUTPUT NF THIS ROUTINE IS TAF "JUlvA. EAT
LOCAL ANGLE OF INCIDENCE WITH RESPLZIT 1D THE

RADAR,

AND THF RELATIVE SIZFE OF THE CELL DdUE TO TILTING

OF THE CELL, .

- ———-

NCOLT IS THE WRESENT FIRST CLLUYN
THETAL 1§ THE SETURNED LOFAL AMALE

THETA 15 THE RFTURNFED RAD:: \NGLE
SI2F 1S THE RETURNED LOCAL RELATIVE SI2E

TCOL IS THE CFLL IN THE GIVEN (OLUMN OF INTEREST

ALL NTYHER NATA 1S PASSED ThRU LABLED COMMON

0 e o oo o Al oja ooy alo nle oo o

CUIROUTINE AMGOuT}Nc0L1,tc0L>

O

IMPLTICIT INTEGER 'N)

COAMDN 7107 INsOUT+TNTAPSOUITAP,OUTEN(2)

COMMAN_/DATA/ TCAT(2,72M 5 IHIGH(2,320) g ANGLES(S320)

COMMON JNAMES/ NCELAC,ALGS17o°TSIZsCELSTZ/NEAING,ALTSQY

R SIZEsTHETA,THETALAALTMSL

o

D 1\ SYALL/1,NE=N3/

rﬁn:1n

DEFINE ANGULAR FUNCTION

ARCOS(X)m]1 ,S70NR = ATAN(X/SART(1,=-X4+2))

3 Oy

IF THE GIVEN CELL I3 Z2ERO SKIP PROCESSING

TFCICATONCOLT,ICOL)Y LEQ. D) GO TO 12

o OO

GFT THE THREE GIVEMN ANGLES IN A VMORE WORKABLE FORM

TANTREEANGLESCT,1C0L)
TANCRSSANGLESC2,1C0L)

TANALG=ANGLES(3,1C0L)

faitel

FIND THE ARC TANGFMT FOR LATER PROCESSING

FHETASATANCTANTHE)
ACROS=ATAN(TANCRS)

ALOMNG=ATAN(TANALG)

2 W elial

CHECK TO SEE IF THE LOCAL ANGLES ARE 2ERO I.E, NO SLOPE

[aile]

TFCARSCACROS) LT, SMALL JAND. ADSCALONG) 4T

«SMALL) GO0 TO 1

FIND THE CUOSINE OF THE FQUIVALENT LOCAL ANGLE FIR THE CELL

=Y




- %559 THETAL=(TANCRS ¢ SINCTHETA) ¢ COSCTHETAY) 7 -
rgan 1 SART (T, + TANCRS*#2 + TANALG**2)
1 (961 ¢
re6? ¢ 1F_THE NUMRER 1S GREATER THAM 1,) SOMEWHERE ALONG
£r963 ¢ THE LINE SOMETHING 15 WRONG
LY
ETY] IFCABSCTHETALY GT, 1,0) 60 T2 20
rese ¢
09s? ¢ IF THERE WAS NO PROBLEMS FIND THE ARCCOSINE OF THE ANGLE
PoAE ¢
£969 THETAL=ARCOS(THETAL)
ro?n GO 10 17
0e?1 ¢
neze ¢ 1F _THE LOCAL ANGLES ARE ZERO THE CELL IS FLAT
0972 ¢
nove 18 ITHETALSTHETA
‘ re?rs ¢
nere ¢ NOW FIND THE EQUIVALENT RADAR CELL S1Z2E
no7r ¢
re7g 17 MEIGHT®IHIGH(NCOL1,1CO0L)
pove SIZES(ALTMSL =~ HEJGHT)/
roap 1 _(CNOSCTHETA) * CDSCALONG) » SINCTHETA=ACROS))
EEX] SIZERST2E/1C ,#x]
pou IFC(SIZE LT, N,) SI12E=mN .0
£9ay ¢ ,
ross4 ¢ THE MORMAL PROCESSIMS OF THE CELL IS COMPLETED —
N9RS ¢
noge AL RETURN
CHR? ¢
NQRR
ngse ¢ ERROR YESSAGES
£990 ¢
£991 ¢ IF THE VALUE OF THE COSINF OF THE ANGLE WAS GREATER
nges ¢ THAN ONE=A'l EFPOR EX]STS. SO WRITE IHE CELLS LOCATION
CEEN AND SET AN ERROR FLAG THEN STOP PRACESSING
ro9L ¢ :
ryns 2r NEOL221
rook JECNCOLILEQ, 1) NEOL2®?
CEY D
rong WRITECOUT,30) ANGLESC1o1COL) sANGLESC2,1COL) (ANILESC321C0OL)
neagy 1 STHETAL
1nnn 1 1n FARMAT (' FOR THE ANGLES=~THETA=',F7, 2,4V, ACRNSS ="' F2, 3,
100 Ct, ALONG=',F7.3:/," THE VALUF OF THE LOCAL ANGLE 18',
1002 2 PP,y A NUMRFER . GT, 1,M I1¢ UMREALISTIC,")
100% ¢
ﬁ 1104 WRITECONTA6M) THRIGHCNCOLILICO. )2 IHIGH(NCOLI TEOL+1),
1nns 1 IHIGHCNCOL2,1COL+1Y,IHIGHCNCAL2,1COL)
1Nng Ln FORMAT(' THF HEIGHT QF THE CELL 18',]S+' THE CELLS SURRQUNC
1nny 1 VLT AREZ==1, 7,0 DIRECTLY AROVE=-',154/,
101§ 2 AOVE 8§ TN THE RIGHT='215,74
1019 3 DIRECTLY TO THE RIGHT=',15)
1010 LRCICOL LEQ. 1) GO 10 .80
1ntT ¢
1n12 WRITECOUT A ACY IHIGHINCOL?, 000 =1),tHTaCNCOLY TCOL=1)
10172 40 FORMAT(! TO THE RIGHT R DOWN=',15,7,
1N14 1. DIRECTLY PELOW=',18)
1nts ¢
1018 sC s.1ap
P17 C
- 1018 END l=ly7




1019

3 EXECUTE
120 % LIMITS 25,15k
1021 8 FILE NP, A2RR
1022 ¢ FILE 1N, AISR,SONL
M2y % FILE LA
1024 8 FILE 17
1in2s ¢ 1F RADRT,ENDJOB
1026 % OPTION  FNRTRAN
1027 % FORTRAN
1028 ¢ SLAR SHANDOW & LAYOVER
IRELCE ~
imnp ¢ SLAR SHADOW WAINLINE
10% ¢
1032 , TMPLICIT INTEGER (0)
mniy COMMON Z10/ IN,OUT#INTAPLOUTTAR, ITEWFL.NCELAcu
10 CNMMON /PARAMT/ GEOM(1S)
IR COMON /DAT A/ OVPLAY(?'!?")'IHIGH(3?3>.IBIN'S’D);
1036 1 ICATC32N) p ANGLE (3,327 ),RANGECIZ2N)
10:7 DATA INsOUTAINTAPLOUTTAP,YTEMEL»INARP,ITEN /5»6.9;10,11L
1N3g ¢
1039 ¢ .
1040 ¢ READ IN FILE LOCATION == DEFAULT [S ONE
04T ¢ '
1062 _ READ(INSIN,ENDRIN) QUVTLL
TGS 10 FORMAT(IL?)
1044 ¢ —
1045 ¢ NOW POSITION THE TAPE rQ THE CORRECT FILE
1ﬂ46 ¢
T06L7 TFCOUTFILL.LFELY1) GOTO &3
1048 CALL POSTCOUTTAP,1,0UTFILs1sN)
1049 TFCNLNE LN STOP
mnse ¢
1757 ¢ READ IN PARAMETERS AND ADJUST FOR THE SLOPE ROUTINE
1082 €
11753 30 READCINTAPY GEOM
1054 NHAFAL®GEOM(11)/2
1058 GEOR{11)aGREOM(TT) = 4
1N56 GEOY(12)sGe0n(12) =
105? NCELACERENM(12)
10'58 MIELAL®GEOM(1)
1nse ¢
1NA0 ¢ WRITE OUT THFE PARAMETERS
1041 ¢
ALY WRITE(OUT,35) GEON
ing3 WRITE (QOUTTAP) GEOM
ALY 35 FORMATCF2D,5)
1085 ¢
1086 ¢ SEY _THE FLAGS & POINTERS =~ _
1067 €
1M68 CELSIZ2SGENIA(2)
1049 TONE=]
1070 [2ERQa()
077 ¢
1nr2 ¢
1073 ¢
1074 ¢ NOW NETERMINE THE RANGE SGUARED TO EACH CELL,
175 ¢
1N76 RANGF (1) eGEOM{T1AY4CELSI2/2,0
(ROl R _

1078 _ DN 1A la?,NCELAC -4




!" inyg RANGF(I)=RANGE (1=1)+CELSIZ
é 1nen 14 CONTIHUE
] 1081 [«
, ALY PO 37 I=1,NCFLAC ]
1 1083 RANGF(I) 2RANGE (I) w42
‘ 10%4 17 CONTINUE
1085 ¢
1N8R6 31 ALTSA=GEOMCI0)
1047 ¢
1048 PO %/ Is1,NCELAC
1089 TRINCI)2SART(RANGE (L) = ALTSQ)
1090 RANGECI)=RANGE (1) /1000000,0
191 18 CONTINUE
19y ¢ w
; 1MNeY ¢
. 1094 ¢
|- 1n9s ¢
1N04 ¢ NOQW DO_THE WORK
1097 ¢
1098 ¢
N9 ¢
1ann B0 40 11EY1,NCELAL
1101 ¢ :
1109 ¢
1Ny ¢ YNPACK ONE SCAN LIME, PUTTING THE MULTICATEGORIES
1104 ¢t ON_ A TEMPELILE ,
1Mns ¢
1904 CALL UNPACS —
1nn? ¢
11na ¢ COMPUTE THE SHADOW AND LAYOVER
1Ny ¢
1110 CALL LAYOVR
LREE
1112 ¢ NOW WRITE OUT THE CELLS IN THE PROPER JRDER
1113 ¢
1114 75 PN 30 12m1,NCELAC
1115 ¢
1116 ¢ NO DATA IN THI1S CELL
1117 ¢
S 1118 [FCOVRLAY(?,12) L ER, =13 GO TR 200
1119 ¢
10 ¢ CHECX FOR SHADOW
11219 ¢
1122 [FCOVRLAYC?,12) . EQ, N) GO TO 100
1123 ¢
1124 ¢ HORAAL DATA 18 PRESEMNT FOR PRNOCESS.ING
1125 ¢ SO SET THE THIRD ©IT UF THE FIRST WORD
1126 INUMIOVR|LAY(1,12)
1127 JSAVEaINUM
1128 FLDC 22l LEATCINUMINSELDCAS 2121 0ONED
1129 ¢
a6 NOW. PROCESS JHIS CELL ..
11y DO 67 1331,0VRLAY(7,12)
12002 _C
1133 ¢ FIND OUT WHICH CELL TO WORK ON
| 1134 IHUM=0YRLAY (12,12)
11%5 ¢
_— 118 _ ¢ WRITE OUT THE NORFMAL INFORMATION PRESENT FOR EACH CELL
1137 WRITF(OUTTAP) TCATCINUM)
——— 132 WRIILCOUTTAE) CALGLECL 2 INUM) el 81 8) 2 RANGECT2)
Pl=49

. e 3 et zas [T
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1130 ¢

1140 ¢ CHECK FOR ““ULTICATEGNRIES,IF NOVE THEN 30 TO THE NFEXT CELL.,
1141 IFCICATCINUK)Y JGE. 0) GO TO 69
1142 ¢ , ,
M43 ¢ THIS CFLL CONTAINS MULTICATEGORIES, SO NEED TO SEARCH THE
1144 € TEMP FILE FOR THE PROPER SET OF NUMBERS,
1145 ¢ THE CELL AILL BE IDENTIFIED RY THE INPUT CELL NUWMBER,
1146 ¢ .
1147 55 1FLAG=D

. 1148 70 READCITEMFLLEND®OR) 1WORD

| 149 IF(IWORD JNE. INUM) GO TO 70

; 1150 80 READCITEMFLY ITWORD

| 1161 WRITECOUTTAP) 1WORD

! 1152 IFCIWORD LLT, 0) GO TO 8D

j 1152 GO T0 &0

| 1154 90 IFCIFLAG ,GT, 1) STOP

- 1758 TFLAGRIFLAG + 1

i 11586 PEWIND TTEMFL

¢ 1157 GO To 70

g 1158 ¢
TI88 ¢
1140 60 CONTINUE
TT6Y ¢
1162 ¢
RANY} FLD( 3¢ T,ICBY(ISAVE)) ®)
1164 G0 TO L0
1165 c
1146
1167“‘c
1148 € SHADOW e ~
1169 o WRITECOUTTAP) I[ONE
1170 50 TO 50
771 ¢
1172 ¢ MO DATA
1173 200 WRITECQOUTTAP) 1ZERO
11724 ¢
798 ¢
11786 ¢
Ty 8t CONTINUE
1178 ¢
1179 ¢ DONE WITH ONFE SCAN LINE
1180 ¢
1181 ¢
1192 ¢ HALF WAY THRU TH. MATRIX WRITE OUT SOME RESULTS
LR IF{NHAFAL NE, T1) GO TO §7
11 8¢ WRITECAUT,4S) (THIGHCIS) #1521, NCELAC)
7138 WRITECAUT,48) CIRINCIS) s 1521 ,NCELAC)
1186 WRITECOUT,46) (COVRLAYCIO,17),16m1,7),1781,NCELAC)
{187 WRITECOUTA4?) CICATCI5),1581+NCELAC)
1138 45 FORMATCIX,2018)
7189 Lé FORMATC(?71S)
1990 47 FORMAT (10C1X,012))
1191 ¢
1992 ¢ CHECK FOR MABBING
1103 57 IFCIMAP NE, 1) GO TO 40
11994 BO 51 1e1,MCELAC
1178 TFOOVRLAY(7,1) LFQ, =1) OVRLAY(7,1)=9
1194 51 CONTINUE
1167 WRITECITE™) C(OVRLAYC7sJ)edBi1sNCELAC)
1198 1-50
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5 1200 L0 CONTINUE
{ 1201 ¢
1202 ¢
{ 1203 ¢
12N ¢ DONE WITH THE MATRIX
1206 ¢
12r6 € _
12072 ¢
1208 ¢ 1F A MAP WAS DESIRED PRINT IT .
1209 IFCIMAP .NE. 1) GO TO 50N0
1210 CALL MAPPERCITEMAOUT NCELACASNCELAL)
1211 ¢
1212 ¢
121t ¢
1214 SN ENDTILE NUTTAP
1215 WRI:E(DUTTAF) OUTTAP
1216 ENNEILE QUTITAP
1217 REWIND OUTTAP
1218 STOP
1279 ¢
1270 __END

SURROUTINE UNPACKS

THIS ROUTINE UMPACKS CNE COLUMN OF INFORMATION
PREPARER YWYy THE S|, AR SLOPE PROGRAM,
MULTICATEFAORIES FOR THE COLUMN<IF PRESENT ARE
PLACED ON 8 TEMPORARY FILE,

s
N}
N
~
Xzl slalaNaliellsl

ALL DATA 1S PASSED THRU COMMON STATEMENTS

1229 (¢
120 ¢
121 SUBROUTINE UNPAC?
1212 ¢
1231} IMPLICIT INTEGER (0O)
1234 COMMON 1107 TN NUT2INTAR JOUTTIAROUTEMNCELAC
123§ COMMON /DATA/ OVRLAYC(7,320),THIGH(3?D) »IBINCE2D),
1236 1 TCATCR2N) JANGLE(2,327) ,RANGE(22N)
1237 ¢
12128 NUMPTS=D
1239 ¢ .
1240 ¢ REWIND THE TEMEORARY FILE WHERE THE MJLTICATEGORLIES
12417 C WILL 87 PLACED,
J242 ¢
1243 REWIND OQUTEMNM
1244 € '
1265 ¢ UNPACK THE GIVEN ARRAY
1244 ¢ F
1247 bO 10 11=1,NCFLAC -
1248 ¢
1249 ¢ READ IN THE MFYT WORD FROM THE INPUT FILE
. 1280 ¢ I8 1Y 15 Z2ERO SKIP THE UNPACKING
1251 ¢
—— 1252, READCINTAP) IWO:D
1253 TFCIWORD ,EG. 0) GO TO 20
. 1284 ¢
1258 ¢ STORE THE WORD WITH THE CATEGORY AND THE HEIGHT IN
}—. 1256 ¢ THE CATEGNRY APRAY==}NO PPOCESSING 1S DONE ON THLS NUMAER
1257
! R -] - JCAT(I1)=1WORD 5]
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PRI A

1259 ¢ .
1260 C UNPACYK THE HEIGHT FPOM THE NORMAL WORD
1761 ¢
1262 25 FLDC2403 22 HIGHCT1) ) aFLDC1R,1221WORD)
1267 ¢
1244 ¢ 1F _THE GIVEN WORD 18 NEGATIVE MULTICATEGORIES
12485 C ARE INDICATED==IN THIS CASE READ IN THE CATEGORY WORDS
1246 € AND STORE THEM ON A TEMPORARY FILE WHICY WAS SPECIFIED.
7267 ¢ A POSITIVE WORD AFTER THE NEGATIVE WORD INCICATES
1268 ¢ THE LAST CATEGORY WORD FOR THIS CELL,
1269 ¢ ALSO WRITE OUT A RECOGNITION WORD FOR EACH GELL SO THESE
1270 ¢ NIUMBERS CAN BE FOUND AGAIN, .
17271 ¢
1272 35 IFCIWORD LGT, 7)) GO TO 70
g 1278 WRAITECOUTEM) 119
! 1274 40 READ(INTAP) IWORDN2
12768 WRITECOUTEM) 1WORD2
12 7¢ 1FCIWORD2 LT, C) GO TO 4N
7277 ¢
1278 ¢ READ IN THE ASSOCIATED ANGLE TERMS
7279 C
1280 70 READCINTAP) (ANGLE(12,11),12w1,3)
1289 GO 10 10
1282 ¢
TTIERT ¢ TF THE CELL HAS NO DATA SET THE HEIGHT OF THE CELL TO ZERO
1284
TSRS 2F . IWHIGH(I1)=0
1286 1CATCIY) a0
TeR? ¢
1280 ¢
f 7289 10 COMNTINUE - .
120 ¢
55T
1202 ¢ ODONE WITH THE COLUMN
129% ¢
) 1294 90 REWIND OUTEM
1295 ¢
1294 RETURN
1297 €
1298 END .
1239 ¢ SUBROUTINE LAYOVR
| 1300 ¢
1801 ¢
1302 ¢
TArg ¢ THIS SUBROUTINE COMPIITES THE SHADDW AND LAYOVER OF ONE
’_ 1104 ¢ SCAN LINF, 1T DOES THIS BY COMPUTING THE RANGE TO FACH
1305 ¢ RESOLUTINN CELL AND BLACING THAT CELL IV THE PRJOPER RANGE
13048 ¢ AIN, THE PROGRAM ALLOWS UP TO SIX CFELLS TO COINCIDE
737 ¢ IN THE SAME RANGE NRI1H, IF MORE THAN SIX TRY TO ENTER THE
1208 ¢ SAMF RIN, AN ERROR WARNING IS PRINTED ON THE GIVEN QUTPUT
130G ¢ DEVICE AND THE CELL IS DISCARDED.
1310 ¢
7371 ¢ SHADOW 1S HANDLED RY THE FORMING OF AN EQUATION OF THE FORV
! 1312 ¢ Yazx + 8
1313 ¢ THIS METHOD IS THE SAME ONE T'AT HAS BEEN USED BEFORE [N
{ 1294 ¢ PREVIOUS SIMULATION WORK,
7395 ¢
1516 ¢ IN_THE LAYAVER COMPUTATION, SOME ATTEMPT [§ MADE 10 ACCOUNY
TH7 ¢ FOR THEL EFFECTS OF CAMPRESSING A THRFE DIMESIONAL SURFACE
1318 ¢ INTY A TWO DINMEMSINONAL SURFACE WITH A FROJECTED HEJGHT,
|52
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“TYITe ¢ THIS 1S DONE RY FIRST COMPUT ING THE RANGE TO R ceyl ans
1190 C THE PROPER NIN TO LAY [T INTO, THEN THE RANGE 1§ cey¢ ATED
e EET I TO THE CELL AGAIN BUT THIS TIFE USING THE HELGHT of tw:
1322 ¢ PREVIOUS CFELL AND THE RANGE NIN JT WQJLD FALL INT,
““““““ 13=§ c ALL THE RINS BETWEEN THESE TWO NUMBERS ARE F:E{?Fl T mm——
1324 G IN, .
T3S € -
1326 ¢
1327
1328 - SURROUTINE LAYOVR
- 1329 TMPLICIT INTEGER (0)
1330 COMMON /107 INsOUToINTAP,OUTTAP, ITEMFLONCELAL
1319 CAMION /PARAMY/ GEOM(1S)
1232 COMMON /DATA/ OVRLAY(?,320),1HIGH(32M),1BINCI20),
1333 1 ICAT(327) »ANGLE(3,327)0RANGE(520)
ALY
1335 €
1136 ¢ DEFINE CONSTANTS
1337 ¢
1238 ALTRGEDY(S)
1319 NRANGERGEOY (14)
1340 12229999 —
1341 ORANGE ™)
1%2 ¢ ,
1341 ¢ INITIALIZE THE ARRAY TO ALL SHADOW, IF NOTHING FALLS
1364 ¢ INIO A PARTICULAR @M, THEN A S4400W IS ASSUMED,
1345 (€
1366 D10 1281 ,NCELAC
1347 OVRLAY(7,12) =0
_— 1348 10 CONTINUE
1349 ¢
1850 ¢
1351 ¢ HOW COMPUIE THE LAYOVER AND ShADOW FGR EACH CELL,
1382 ¢ -
1353 C
1284 C —
1355 €
1356 DO 100 13wl ,NCELAC
1357 ¢
1358 ¢
1359 ¢ CHECK FOR NODATA
1260 ¢
1341 TFCICATCIR) (NELO) GOTO 20
13462 €
1363 ¢ HANDLE NODATA CASE = ASSUME HEIGHT = 0,
1364 C
1165 TFCOVRLAY(7,12) ,EQ,0) OVRLAY(?,13)u=1
1366 1Ys2slBINCIRIsALTY
1357 TFCIY.GELN) GOTO 70
1168 QRANGE®T3+1
1369 ¢ato 100
13720 ¢
1171 ¢ COME HERE IF THERE IS DATA,
1372 ¢
1373 ¢
1174 ¢ DETERMINE 1F CELL IS 1IN SHADOMW
1375 ¢
1376 20 Jy=zeIRINCIZ)+ALY
1177 1FCIY,GELIHIGHCTT)) GOTO 8D
1278 ¢€ =53 —




1179 C COME HERE IF THFRE 1S NU SHADOW,

1380 C

1781 C RECOMPUTE THE NEW SLOPF 7 AND FIND WHICH IBIN THIS
1382 € CELL GETS LALD OVER INTO,

1188 ¢

1384 2=CFLOATCIMTIGHCI) =ALT) ZIBINCLS)

1385 PSARTCITIINCIA) w24 (ALT=THIGHCI3)) %22)

1 3IR6 JR'(R-NRAHGE)/GEOM(?)#LLQ

1387 €

1382 ¢ NOW FILL IN THE RINS FROM THE JRIN WHERE THE CURRENT CELL
1389 ¢ LAID OVER INTYOQ RACK TC THE ININ DEFORE WHERE THE PREVIOUS CE
1160 - LAID OVER INTO.  BUYT FIRST CHECK FOR CELL DUT<-OF~RANGE
1391 ¢ OR NO FILL-IN NEEDED.

1367 ¢

1393 ¢

1394 1FCIRL AT NEELAC) GOTO 100

136% TF(JR,LELT) JRu]

1306 IFCJR,GELORANGE) ORANGE®JR

1397 C

131908 ¢ PERFORM THE FILL=IN

1895 ¢

1400 DO 3N 1483)R,ORANGE

T2 ¢ |

1407 TFCOVRLAYC7,16) .68 .6) GOTO 90

LTS TFCOVRLAY(Z,1h) uL 1) OVRLAY(7,15)8D

1404 OVRLAYC?,T4)mUVRLAY (2,16 )#)

¢S OVRLAYC(OVRLAY (710602160818

1404 30 CONTINUE

T4n7 €

14NR ¢ UPDATE THE PREVIOUS CELL POINTER

1419 ¢ -

1410 ORANGEmJR=1

1611 GOTO 100

1412 ¢

1413 ¢ COME HERE IF CELL IS IN SHADOW TO COMPUTE NEW ORANGE.
1614

115 70 TFCOVRLAY(?,13) ,LT.C) OVRLAY(7,15)=)

1416 ¢ ) _

7617 B0 RASARTCIAIN(TRI R r s CALT=1Y)A#2)

1448 QRANGEZ(R=NRANGE)/GEOM(2)+0,5

1419 GOTO 100

1420 ¢ -
1429 ¢ COME IERE IF MORE THAN SIX CELLS ARE PUT IN ONE BIN,
16422 ¢

748 9D WRITE(OUT,90) 14

1474 99 FORMAT(/ /o' #we WARNING = BIN ',1b,' EXCEEDS SIX CELLS',//.
7625 ¢

1626 ¢

7637 ¢

1428 1N CHANT INYE

1429 ¢ ‘

14%0 ¢ DONE WITH THE LINE

7631 €

1432 RETURN

1483 ¢

143 ¢

7418 ¢

1416 ¢

1617 END

1418 ¢

SURROUTINE MAPPERCINSOTSNPYS,NROWS)

t<5b
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b 1679 ¢ I
: 16440 ¢ THIS ROUTINE PRINTS OUT AN ['ASF,
1641 C | _— —
16462 € e -
1643 SUBROUTINF MAPPERCINSON, NI 15,9K0WS)
1444 [MPLICIT INTEGER(A=Y)
1445 COMMON /DATA/ LINE(500)
1446 €
1667 DO 100N START=1,NPTS, 130
1448 ENDESTART + 129 _
1449 TFCEND .GT. NPTS) ENDaNPTS
1450 REWIND N
1451 WRITFCOT,S50)
1452 80 FORMAT ¢C1H1) Q
1453 DO 90 ROWE1,MROWS 4
14854 READCIMNY CLINECY)»I1mi1aNPTS) ] ®
1455 WRITECOT,10) C(LINECK),KuSTART,END) {
1456 10 __FNRMAT{1%,13011) -
i 1457 9C  CONTINUE
1458 it CONTINUE
1459 ¢
144D RETURN
14661 END
] 1442 % FEXECUTE -
14662 5 LIMITS  25,17K
1444 B FILE n9,A3RR
146% % TAPE 1NLALCD s HINY4 o WORKTHLOUT
1466 B FILE 14
16A7 % FILE 13,0250
1668 1
1469 % IF ABORT,ENDJOB
1470 % OPTINN _FURTRAN
Y TR FORTRAN
16472 ¢ _MNEWGT
1473 o '
1474 € AR NOTE ki
1475 ¢
1476 € THIS 18 THE NEW GREYTONE ROUTINE JRITTEN 3y EBK FOR THE SLAR P
1477 C 10 CORRECT PRCOLEMS IM THE GRCYTONE OUTPUT
16478 € THIS ROAYTINE WAS USED TC PRONUCE THE ODUTPIT IMAGES QF THS PLCK
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ABSTRACT

The Implementation of a digital closed system radar simulation
model develo -ed to simulate PP1 (Plan Positlon Indlcator) radar
Imagery Is de -ribed., Basically, the Point Scattering Method was
adapted to conform to the polar format needed to produce PP! [mages.
A theoretical development of the model and a complete descrlptlon of
the computer software Implementatlon are presented.
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1.0 INTRODUCTION

A general theoretical model for the simulation of radar Imagery
has been developed. Two separate applications of thls model have been
impiemented through computer software routines at the Remote Sensing
Laboratories (RSL), One application simulates the output of Plan Pos|-
tion Indicator (PPl) radar systems and the other produces simulated Slde~
Looking Atrborne Radar (SLAR) Imagery.

This report describes the detalls of the computer Implementation for
simulation of PPI imagery, Each of the three major phases In the s | mu-
lation sequence are presented separately. Section 3.1 presents the
motivation andtechnique for converting the rectangular Input data
matrix into polar coordinates., Section 3.2 describes the calculation of
greytone for each resolution cell. The handling of geometry and propa-
gation phenomena such as shadowing and layover are also discussed,
Section 3.3 describes the conversion of the polar greytone matrix
into appropriate format for output display. Sectlion 4 contalns a
set of computer programs for Implementation of the PPl simulation model
and another set of programs demonstrating the application of the model
to a terminal guidance problem,

Before describing the computer software Implementation a
brief presentation of the theoratical model on which 1t Is based will
be glven,




2.0 RADAR SIMULATION THEORY

The theoretical model for the operation of real radar systems on
which this PPl implementation Is based, is a closed system mode! which
accounts for all those phenomena which affect the returned powar in the
operation of a real radar,

For simulation purposes the five major factors that affect the final
output of a radar image are:

(1) Radar system parameters (frequency, polar!zation, beamwidth,

resolution, atc.); '

(2) Flight parameters (platform location, look dlrection, etc.);

(3) Local geometry of the ground spot Illuminated;

(k) Dielectric properties of the ground scene;

(5) Converslon of returned power to an image med!um,

These factors are treated by the radar simulation modal]. The
geometry and propagation pheanomena are all properly handied, The dlelec-
tric properties of the target spot are summarized through the coefficlent
of backscatter (¢°), made avallable from a large data bank of empirical
values, The final image medium Is photographic flim so the value of
power calculated to exlt the receiver for each ground spot Is converted
to an image density, or greytone value, for final display.

A full development and justification of the model can be found In
an earlier reportl. and therefore will not be reproduced at this point,
instead, only a statement of the final equation less fading for the relative
greytona value for a point In the output Image will be quoted here.

2 2.4
P 0 (0, JAA,GL{0,)3 sR
T2c2 2, 27272

2
Qg =Gy * “éé *'““lo[

2 4

+ log (:-z-mlog ct (1)
. T AT 10 1o
PT‘ua'(nl‘)Aklﬁl(ﬂ‘))lkz | 1

|

Holtzman, J. C., V. H, Kaupp, R. L. Martin, E, E. Xomp, and V. 8. Frost,
'""Radar Image Simulation Project: Development of a Ceneral Simula~
tlon Model and an Interactive Simulation Model, and Sample Re-
sults,' TR 234-13, Remote Sensiny Laboratory, The University of
Kansas, February, 1976.




GR = The Instantaneous greytone to be calculated for each
€, dliscrete polnt for scatterers belonging to backscatter
category 'c';
G, = The greytone value added to the value computed for each point
to calibrate the range of brightness In an Image according
to a known reference; ,
¥ = A property of the image medium (In thls case, flIm, t,e, Image
medlum transfer function);

. PT m The transmitter output power of the radar to be simulated:

Py = The transmitter output powsr of the callbrator;

c) Ry = The scattering coefflcient per unit area for esch ground

point; correspondfng(to the local angle of incldence oY
o; (em ) = The scattering comfficlent per unit area for the reference
backscatter category; corresponding to the local angle of incldence
BM;
AAZ = Area of the ground spot resolution cali 1| iumihated by

the redar to be simulated!

AA‘ = Area of the ground spot resolution cell [lluminated by the

callbrator;
G2 = One~way galin of the antenna of the radar to be simulated {In

direction of AAZ)‘
G, = One-way gain of the antenna of the callibrator (in direction
of AAI);
Ay = Wavelength of the electromagnetic energy transmitted by
the radar to be simulated:
A Wavelength of the electromagnetic energy transmitted by the
: callbrator;
R, = The distance from the antenna of the radar to be simulated to each
; ground resolutlion cell;
i - R] w The distance from the antenna of the calibration system to the
refarence ground spot;
! kz.k, = Constants which depend upon the exposure time and on the
fiim processing and development;

2'") " The recelver transfer functlons of the radar to be slmulated

and the callbrator , respectively.
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This equation provides the basic theoretical result on which the
computer implementation of the PPl radar simulation, to be described
in the following sections 1s based,
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3.0 PPl SIMULATION PROCESS

In very general terms the PPl simulaticn package accepts as Input
a description of the target site and the system parameters of the radar
to be modeled and produces a matrix of greytone values representing a
radar image for output. There are three major steps In this process,
First the Information about the ground scene /s transformed Into a
diglital polar ground truth data base to correctly account for the geometric
properties of the ground scene and radarsystem being modeied. Second,
Equation (1) is applied to each cell In the internal polar ground truth
matrix to compute a greytone value for each pixel( plcture element)
the scene, Flnglly. this matrix of greytone values s transformed
from polar coordinates to a rectangular matrix of greytones and formatted
for an appropriate display device for observation of the final output
results. [Each of these steps will be discussed separately In the follow-
ing sections,

3.1 Creation of Polar Data Base

The PPl radar Is a forward-scanning, Imaging device operating natur-
ally In polar coordinates, In typical operation the antenna rotates
to Image an area 45° elther side of the line of flight and from almost
directly under the radar platform (0° Incldent angle) to near grazing
(>80° incident angle). Becausc of these properties the size and orlen-
tation of the resolution cells varles greatly over the area of Interest.
The orientation of the resolution cell s critical for computing the
local slope and also areas of shadow In the output image. The size
of the resolution cell affects the amount of power returned from the
ground spot to the antenna because of the area encompassed and the
determination of the category types to be Included. A rectangular
matrix format is not well-sulted to mode! these changes In the resolu-
tion cell, A polar coordinate system with its center at the radar plat~
form location provides a much closer model for the geometry of the
operation of a real PPl radar system, Therefore, the flrst step In the
PPl simulation process is to transform the origlnal rectangular data
base into a resolution cell matrix In polar coordlnates.
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This stepin the simulation process requires two types of input:

(1) A ground truth data base In rectangular matrix form;

(2) Specification of those radar parameters affecting the resolution
cell size.

3.1.) Ground Truth Data Base
The two major factors at the ground spot which affect the amount
of the transmitted energy that Is re-radiated in the direction of the

antenna are local geometry and the dielectric propertie of the area.
Therufore, the points In the dats base must provide this information
about the target scena, Each point In the data base reprasents a fixed
area of ground and provides a category assignment and an average eleva-
tion of that area. The elevation Information combined with the elevation
tion data of neighboringcells Is sufficient to calculate the local geometry,
including local angle of incidence, local slopes, and area.

The area represented by each point in the original data base de-
fines an upper 1imit on tha resolution of the radar system which can
be accurately simulated. The resolution cel] size can be no smaller than
the area represented by the points In the input data base. On the other
hand, any radar with poorar resolution can be simulated by approprliately
averaging data cells.,
3.1.2 Radar Input Parameters

Those parameters which affect the slze and position of the resolu-
tion cells for the radar being modeied must be specified at this step In
the simulation package, Other system parameters will not be specified
until a later point to enhance the flexIbility of the total package.

First the radar platform position relative to the rectangular data
base must be described, through (x,y) coordinates relative to the lower
left corner of the data bsse, The elevation of the platform must also
be provided. Minimum and maximum Incident angle values are read In to
describe the area to be Imaged. The azimuth angular range Is ascumed
to be +45° as In normal PPl operation although thls can easily be
modifled to any desired scan limits,

Also the pulse width (1) and beamwldth (B) of the radar to be
simulated must be provided to determine the ragsolution In both the range
and azimuth directlions, respectively.
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3.1.3 Program Execution

The conversion from rectangular to polar coordinates is well-known

to be:
R = (XZ N y2)1/2
9 = arctan (x/y)

The creation of the polar resolution cel) matrix requires mapping a rece
tangultar matrix where each point represents an area Into another sym-
bolic matrix In polar coordinates. The mapping of areas Is not simple
because a rectangular area frequently lies partially inside two or more
polar cells. For this particular application, however, the points In the
orlginal rectangular data base represent an area signfflicantly smaller
than a resolution cell in the desired polar data base., Therefore, sev=
eral data points are combined to form a single resolution cell. With
this fact in mind, the following approximation was made. Only the center
point of each area In the original data base was mapped Into polar
coordinates. Some portion of the area represented by a data cell may

be In another resolution cell but that overlap will be ignored since

the area of overlap will be something less than half Its area (the mid-
point ties in another cell). Since several rectangular data points are
combined for each polar resolution cell, this area of overlap Is of
little consequence and can be ignored.

The only other point to be resolved In this program was how to
combine the rectanqular data points that formed a single polar resolution
cell. Each data polnt In the rectangular ground truth data matrix
contains an elevation and a category value. The elevation values or the
various rectangular points being combined into a single polar point
were averaged, The catagory Information was & more difficult concep-
tual problem. A cell containing one point of Category b and one point of
Category 6 does not average to be Category 5. The categories represented
one of two sorts of targets: (1) distributed targets,';r (2) hard
targets( cuitural features). In general, distributed targets represent
large areas of homogeneous make=-up and so there will be few cases of
mnlti-categor!zed cells axcept along fleld boundaries. Hard targets are

J-9




T v ot T

usually isolated features such as roads and houses which are super-
imposed on & distributed target area. In this case multi-category cells
are frequent occurrences., Because of their make-up such cultural tar=
gets usually produce such high returns that the effect of the other con-
tributing category ls washed out, For these reasons a simple priority
scheme was devised for the categories in the target site. This priority
scheme Is presented in Table |. Whenever multiple categories appear in
a resolution cell only the category with the higher priority is retained.

The output of this program then s a matrix somewhat similar to the
original Input rectangular data base, but each point represents an area
on the ground In polar coordinates which It describes with both a back-
scatter category and an elevation value. The matrix Is !n polar coordinates
so that a point is represented by a range (R) componant and an azimuth
angle (8) value. As a consequence, each point does not represent a fixed
area on the ground, but an area the slze of the resolution cell which
varles accordlng\io lts position In the matrix.

3.2 Greytone Caljulation

Equation 1 pq&vldes a means for calculating the relative greytone
of any resolutlon/call or pixel, in an image., This formula represents
calibration of gﬂe average return power from a cell by the average
return power from a known, reference system, There is no requirement
that the reference system be Identlcal to the radar system beling modeled,
However, |f we choose the reference system to be the same as the
modeled system the equation can be simplifled considerably and thus,
enhance the executlion of the computer program Implementation, If the
systems are assumed to be the same, the following aqualities are vallid:

Py = Py
22 2
Ay =X
K, =K,
My =M

2 2
Gy(8) = Gy(e)




1
€

Making use of these equalities allows uc to reduce Equation (1) to the

following:
0°,(8 )AaA,.G 2(6)R 4
. 255 2 7 ™ ]
Gg =Gy * ‘?‘{Y'°910[ ; T ] } (2)
<, a, “al(%gAA\Gl (e)R2

The return power from a single scatterer has nolse-like characteris-
ties, This nolse In the return slignal of & real Imaging radar causes
fluctuations In the greytone levels of discrete points within a homo-
geneous reglon. Thie effect is called fading., Equation (2) provides
only a mean value for the category being Imaged. In order to include the
effects of fading in the model this nolse-1ike characteristic which
follows a Raylelgh dlstrlbutlonz must be Included. The change In grey-
tone dus to fadlng can be represented by the following equatlonaz

G, = G + G (3)
R Rcz ReaD
whare
255 RN ‘-
G w222 ylog, (1 + =) )
Reap % 100 R

where RN !s a normally dlstributed random variable with mean 0 and standard
ueviation 1 and N s the number of Independent samples. A full theoretl-
cal development of this formula has been previously raportedb. The Infor-
mation included in the data base and the equatlions above can be used

to calculate the greytons value for each resolution cell In the data base.
There are, however, numerous radar effects only Implicit In the greytone
equatlon which must be handled and implementation details to be solved

In the cuomputer software. These problems and thelr solutions will be
described In the following sectlons.

“Holtzman. J. C., V. H. Kaupp, R. L. Martin, E. E. Komp and V, S, Frost,
""Radar Image Simutation Project: Development of a General Simulation
Mode! ancd an Interactive Simulation Model, and Sample Results,'
RSL Technlcal Report 234-13, February, 1976,
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3.2.1 Calculation of Resolution Cell Size

The size and shape of the resolution cell varies greatly over the
range of the data base, In addition, the ares of each cell, represented
by AA in the greytone equation, varies with the local slopes of the
ground spot andmust be calculated for each cell in the data base.

Creation of the polar resolution cell matrix accounted for the
changing shape of the resolution cell by collecting the appropriate
data polnts from the rectanqular Input matrix. This accounts for the
proper simulation of the widening of the rasalution cell In the far range,
etc, Size of the resolution cell was only implicit at this step,
howaver, and the effect of local slopms on the area was not treated. The
calculation of the AA term was reserved unt!l the actual calculation of
greytone for each resolutlon cell since It was necessary to determine the
local «lopes cf the ground and these local slope data ware used else-
whare.

The area, AA, of a resolution cell for a pulsed radar zan be modeled
by the followlng equation to account for slopes In the local terraln:

- - h.¢ . ct! \
bA = we [cosacoseA] [isTn(e - OCT] (4)

where: w w Size of resolution cell in the azimuth directlion;

2 = Size of resolution cell In the range directlion;
h' » Height difference between the cell and the radar;
¢ = Antenna beam width;
§ = Radar Incidence angle;
7! = Signal pulse width:

0y ™ Angle of local slope of rasolution cell in the range direc-
tion;
8, = Angle of local slope of resolution cell in the azimuth direc-

tion,

The local slopes in the range and azlnuth directlons were easily obtain-
able from the mlevation Information In adjacent reseclution cells (In the
appropriate direction) within the polar data base.

SLOPE =

AELEV (5)




where: AELEV = Change in elevation between two adjacent resolution
cells;
DIST = Ground distance represented by the width of a resolu-
tion cel) at that point,

The angle of the slope was obtained by calling a system provided
ARCTANGENT rout!ine.
3.2.2 Calculationof Local Angle of Incidence

The local angle of incidence, 8,5 Is another parameter In the grey=
tone equation that depends on the slope of the local terrain., Therefore,
this value must also be calculated Independently for each resolution cell
In the data base, The local Incident angle is defined to be the angle
between the lccal normal vector at the ground spot and the vector from the
radar platform to the groundspot.

The informatlon about losal slopas in the azlmuth and range direc-
tions used for caleculation of the area term as described |s the pre-
vious sectlon, Is also utillzed to determine the local angle of Incldence.
These two slope vectors lle in the local plane, so when the cross-
product ls computed one produces an equation for the local normal vesz-
tor. The dot product of thls vector and the vector from the platform
to the ground spot [s formed to yleld the cosine of the angle betwean them,
This angle Is the local Incldent angle which one wished to compute.

A more formal mathematical derivation of this formula Is presented here
now. Refer to Flgure | for a plctorial view of the various vectors,
3.2.3 Shadow

Particularly In target areas with high local reltef, radar shadow
is a very slgnificant effect In the output Image of Imaging radar systems,
The radar recelver will not receive any return power from an area in the
target scene If a stralght 1ine from the radar platform to the ground
spot (the radar transmitted emergy) Intersects some other portion of the
terrain., Because no anergy from the transmitter reaches this area there
s no energy to be re-radliated. See Flgure 2 which causes a dark area
on the Image signifying a gap In the return signal, The length and
shape of the shadow depends on the position of the transmitter relative
to the object casting tha shadow.
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6, = cos'](P' Nooo)

= Local angle of incldence of the resolution cell;

(dot product) (6)

Xyz

&

P = Vector polnting from center of the resolution cell to the
antenna boresight (see Equation (7);

= Local normal vector to the resolution cell (see Equation (8).
pointing vector ls:

e -(51ndcosy) X - (slneslny); + (cosp) z = Tfr

Angle from 2-local vertical of antenna boresight:
Rotational scan angle from In~track axis (y = 90° for all SLAR
simulations);

p (7)

=

Unit pointing vectors In the x,y, and z directions, respectively,

untt vertor normal to thg resolution cell Is:
-

hxyz - I:iY!I - ng : ZCT‘ (cross product) (8)
Xyz Iy ¢t
;T = ; + (tana); = Slope in the In-track direction;
o = Angle of the slope in the In-track plane;
:T = ; + (tanp)z = Slope In the across-track direction;
B = Angle of the slope In the across-track plane,
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The effects of shadow ar: not directly accounted for In the grey-
tone equation, and so must be modeled by other constructs in the soft-
ware implementation. As described above a resolution cell will produce
a return value in the output image only if it lies in direct line of
sight from the radar platform., A simple test for this condition is pro-
vided in the software simulation package. An equation is developed for
the line through the radar platform and the last non-shadowed resolution
cell (in the range direction) in a coordinate system set at sea level,
directly beneath the radar platform. The elevation information of the
resolution cells from the ground truth data matrix corresponds to this
coordinate system. The elevation of the next resolution cell is compared
to the value of the ''nocn-shadow' 1ine at that point. If the elevation is
greater than the y=value of the ''non-shadow'" line (see Figure 2)
then the cell is in direct line of sight and a greytone is calcualted
for the cell. Also the equation for the ''mon-shadow'" line is updated
to pass through this new cell. On the other hand, if the elevation of the
resolution cell is less than the '"non-shadow'' line no return need be
calculated for this cell because it lies in the ''shadow' of a previous
cell, See Figure 2 for a clarification of these conditions,

Accounting for radar shadow was another compelling reason to con-
vert to a polar coordinate system for the resnlution cell matrix in the
PPl simulation implementation, The previous discussion on computation
of shadowed areas Implicitly assumed that the resolution cells were
arranged in an order so that all cells imaged by a single transmitted
pulse could be consecutively azcessed. The algorithm depends on the
elevations f the cells prior to the cells beaing tested which may block
f1lumination of the present cell. For side-looking radar (SLAR) in
which the antenna is fixed perpendicular to the flight pach of the air-
craft, a rectangular data base format |s apprcprlateh since a column
of cells in the data base correspond to the path of a transmitted pulse.
PPl radar, however, Is a forward-looking device and the antenna rotates
as the alrcraft proceeds tp scan an area ahcad of the flight track

rMartin, R. L, J. L. Abtott, M. McNell, V. H. Kaupp, and J. £, Hnlicman,

'"Digital Model for Radar Image Simulation and Results,' TR 319-8,
Remote Sensing Laboratory, The University of kansas, August, 1376,
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(normally a 90° sector). The pulse path no longer corresponds to a single
column In a rectangular system. |f one converts to a polar coordinate
system, the beam path then corresponds to a fixed angle (8) value while
the radlus (R) value takes on al!l possible values in its domain. In
the polar data base the cells are stored in a matrix of (R, 8) values,
so one dimension represents a constant angle © value and the other
dimension represents a fixed radius (R) value. So the polar resolution
cell matrix is ldeal for the shadow algorithm to work in the PPl radar
simulation model.
3.2.4 Layover

Layover |s another radar phenomenon not explicitly accounted for
in the greytone equation. Very brilefly, the position of the return
from a particular ground spot in the output image depends upon the range
distance to the ground spot rather than the effectlve ground distance
from beneath the radar platform. As a consequence, the top of a tall,
vertical object will appear closer to the radar position than the base
of the object In the output Image because the slant range distance of the
top of the object Is less than the siant range distance tu its base.

The technique to model this effect Is suggested by the description
of layover, After calculating the level of return at the antenna for a
resolution cell, its position In the output matrix was determined by
calculating the slant range distance to the cell, taking into account
the local elevation of the cell., Depending upon relative elevations and
the angles of Incldenca, the returns from several points in the ground
swath may occur at the same time; thus laying-over into an earlier slot.
It was important tocalculate the right quantity at this point and re-
serve the converslion to greytone values until all the returns of a single
scan line had been placed in the appronrlate output cells, In case
returns from two (or more) resolution cells mapped into a single output
cell the mffect at the antenna in a real system would be to add them.
After layover has been accounted for, the combined return values are
converted to greytone values. The simulation Implementation models this
aspect of the real radar operation,
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For the purpose of simulating Pl imagery it is important that the
output matrix be in polar coordinates as well as the resolution cell
matrix. This allows those cells corresponding to a single pulse path
to be accessed as a group.

3.2,5 Backscatter Data

This simulation Implementation uses emplrical backscatter data {o°)
to account for the effects of differing microwave reflectivities for the
various target categories in the scene. For a given frequency and po-
larfzation, the o° value depends on the category and local angle of
incldence., For each category of ¢° data, & third~order polynomial
equation as a function of incident angle is fit to empirical values of
o® at specific angles. Each time the computer program requires a ¢°
value to calculate the return from a ground spot, the program computes
the value of this polynomial for the particular conditions in existence
thereby providing a cont!nuous estimate of the o° value.

If the frequency and/or polarization of the transmitter of the radar
to be simulated are changed, all that is required for the simulation pro-
gram to properly account rfor this change Is to change thls set of
Input data.

3.2.6 Summary of Greytone Calculation

The software nrogram to implement the simulation model brings al)
of the algorithms ana calculations discussed above together to produce
the {mage output. |t requires a data base of resolution cells in polar
coordinates, speciflcation of all the radar parameters, and o° data for
the categories included Ir the data base. The output is a matrix of
greytone values still In polar coordinates representing the simulated
radar Image. Another program accepts this matrix as Input and converts
It to a rectangular format for display.

3.3. Formation of Output Image

The greytone matrix which formed the output of the previous step
remains in polar coordinates. A single iine of that matrix contalins
Image density values corresponding to the returned power along a flxed
azimuth angle sweep. In the normal operation of a real PPl imaging
system the returned powers would bedisplayed by Intensity modulating the
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beam of a cathode ray tube (CRT). The output device available for this
simulation program, however, is a8 raster scanning device and so the
image must be modified somewhat for the display device.

The polar matrix of greytone values is converted to a rectangular
array of values which can be displayed on the raster scanning facilities
of IDECS*. The problem at this stage is to convert points representing
areas in a polar coordinate system to points in a rectangular array
without introducing geometric distortion. The reverse of this problem
hias already been encountered earlier when it was necessary to convert
the rectangular ground truth data base into a polar matrix of resolution
cells, In order to assure an accurate mapping and return all of the
Information In the polar matrix to a rectangular matrix, the resolution
of the rectangular output matrix must be fine relative tg the resolution
of the polar matrix., With this criterion satisfied, the mapping Into
rectangular coordinates can be accomplished by repeating the algorithm
of step one, which is to map the center point of each polar celi Inro the
appropriate rectangular cell. The cruclal dlfference between this
step and the earller one Is that, at this polnt, information Is beling
extracted from a large polar cell to provide the greytone value for a
number of smaller rectangular cells while in the creation of the resolu-
tion cell matrix the Information |s pasused from the smaller rectangular
cell to the iarger polar cell, However, In both cases the principle
of the mapping algorithm s the same: Locate the relatively small
rectangular area within the area of the relatively large polar cell
area. In the eariler case the mapping was a function since there |s
exactly one value for the distinction of each rectanc 1, cell. The
mapping In the present case (from polar cells to rectangular cells) does
not have this useful functional property: each polar cell maps to sev~
eral smaller rectangular cells. The calculations required for thls mapplng
are much more conplex and have been avolded. The results produced by

the mapping just described verlify that it does maintain excellent geome-
tric Fidellty.

" IDECS (Image Discrimination, Enhancement, Combinatlon, and Samp!ling)
Is an analog image processing device which Is electrically inter-

faced with a digital computer (PDP-15) and Is located at the Remote
Sensing Laboratory. '




4.0 SOFTWARE IMPLEMENTATION OF PPI SIMULATION MODEL

The software package to produce PPi radar simulations has been
divided into two separate units, The first unit converts the rectangular
input data base jntoa polar resolution cell matrix. The second unit
praduces a simulated radar image using the polar data base as lnput.

This division within the package allows the user considerably more flexi-
bility. Numerous changes can be made In the greytone calculation so that
the effect on the output image can be analyzed without re-creating the
polar data base for each run. This allows for considerable savings of
computer resources because In the total simulation process the major
axpense Is Incurred when the polar date base Is constructed.

The program SLICE creates the polar data base. For input [t re-
aulres the rectangular data base and system radar parameters, Inter~
nally the program is divided Into two separate activities which communi-
cate vlia temporary flle space, This step requires extensive computation
and a large amount of memory space, Because of Its expense the computation
was separated from the memory requirements as much as possible, thus
minimlizing the (time-system resources) product.

The second program unit, labelled VERIF, accepts the polar
resolutlion matrix for Input, Implements the actual simulation algorithms
and converts the output to a suitable format for display. Thls unlt
actually comblnes two of the major steps described In the report: (1)
Greytone calculation, and {2) conversion to output format. These steps
were combined for user convenfence. In almost all cases when the user
produced a simulation he wanted the output converted to a sultable visual
output form and seldom more than one output format was required. Com-
bining the two steps reduced the user work involved In producing the out~
put. The two steps are physically Independent activities within the
program VEKIF which communicate via an intermedliate tape. |f the user

has special purposes In mind the two activities can easlly be separated.
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4,1 Appllcation of PP] Simulation Implementation to Terminal Guldance

The following sequence of programs represents the modification of the
general PP! simulation programs to apply of the specific problem of ter-
minal guidance,

Because of the Increased size of the data base and some special
calculations the program units were further subdivided to enhance error
racovery [f an error occurred during the sequence,

Programs STEPY and STEPIA perform the actions required to convert the
data base to polar coordinates, For this application the radar platform
was assumed to be directly over the center of the data base and a full 360
scan was simulated rather than only a forward-looking sector,

POLSIM calculated only the return power from each resolution cell
rather than Immediately converting this value to a greytone. This
intermadiate step was required because several resolution cells were
averaged to simulate the return from each area.

ECRIT Is the flnal program unit which converts the Image output
into a format suitable for Input fnto DICOMED to produce a high resolu=
tion Image output.
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75 ACTIVITY #

0001
0002
coo3
C004
0005
C006
coo?
cons
cone
€010
co1
co1e

| - 0013

? Co14

| €015

| 0016

| 0017

| Co18

0019

020

co21

co22

0023

co24

€025

0026

coav

0028

0029

0030

co31

€032
co33

0034

CO35

Co3e

cosr

cn3s

0039

0040

€041

€042

C043

€044

0045

0046

ans?

C048

€049

€050
0os1
cose

0053

Co54

0055

(056

co57

0058

2 e - apmtas &

z 0%, » REFORT CODE = 00+, RECORD COUNT = 000311
¢ SLICE
¢
¢ THIS PROGRAM PRODUCES A POLAR DATA BASE FOR PP1 SIMULATIONS
C FROM A RECTANGULAR DATA BASE.
C THE INPUT IS A RELATIVELY SMALL RAECTANGULAR DATA BASE SO THE
C PPl SIMULATION WILL NOT BE A FULL 90 DEGREE SECTOR NOR WILL IT _
C EXTEND TO 2EROC DEGREE INCIDENCE,
{ THE PURPOSE HERE IS VALIDATICN BY COMPARISON TO SLAR SIMULATIONS =
( OF THE SAME AREA,
¢ TO PE USED AS DATA BASE FOR THE SIMULATION PROGRAM )
C THE RESULTS FORMED FROM THESE DATA BASES WILL BE
( USED ESPECIALY FOR THE FINAL REPORT 319=27 (6/77) I
C
¢ : —
IMPLICIT INTEGER (A=-Y)
REAL ARCOS,FLOAT,ATANISQRT . -
O IMENSTON PRIOR(29,29),RECORD(4S0)»TABLEC1000),0T(3,250)
DATA NFILESFLIP /4,17 o
DATA HALF,STRT/0,1/
DATA CNT.NUMB/1,0/
DATA OCTB,0(T2/01000000000,0100/
C . B
C
C THIS PROGRAM COMPUTES THE POLAR RESOLUTION CELL THAT EACH —
C POINT IN THE RECTANGULAR INPUT DATA BASE FALLS INTO.
C THIS IS COMPUTATIONALLY EXPENSIVE SO THIS INFORMATIQN.
C IS WRITTEN SERIALLY TO A TEMP FILE (INSTEAD OF INTO A LARGE
C POLAR MATRIX RESIDING IN MEMORY), L
C A SUPSEQUENT PROGRAM TAKES THIS INFO FROM THE TEMP
C FILE AND CONSTRUCTS THE ACTUAL POLAR MATRIX, SINCE THE e
C COMPUTATION HAS ALREADY BEEN DONE THE LARGE MATRIX RESIDES
C IN MEMORY FOR MUCH LESS TIME AND SO THE TOTAL JOB o
¢ COST IS LESS IN THIS 2 STEP PROCESS,
¢
c
DO 95 121,29
READ(OS+5) (PRIOR(14d)Pri=1,29)
PRINT 55 (PRIORC1,J)0Jm1,29) ) o .
95 CONTINUE
5 FORMAT (2114) N
¢
¢ ADJY ® DISTANCE (IN FEET) FROM PLATFORM POSITION TO BEGINNING . _ .
¢ OFf DATA BASE (DISTANCE TC NEAR RANGE)
C CELS!Z = SIZE (IN FEET) RFPRESENTED BY DATA POINTS = ASSUMED SQUARE
C NUMPT w NUMBER OF DATA POINTS PER RECCRD ON INPUT TAPE
C NUMREC = NUMBER OF RECORDS ON INPUT TAPE e e e e
¢ EACH RECORD GOES FROM SOUTH TO NORTH, RECORDS ON TAPE IN
¢ A WEST TO EASYT ORDER v m et e et e wotn en w e
C WIDTH w FIXED SIZE FOR RANGE RESOLUTION
C ZBMWD = BEAMWIDTH (IN RADIANS) -
¢
¢ .
¢
¢

READ(DS+10) ADJYsCELSIZoNUMPYSNUMKECAWEDTH,
& ALT,28MWDs2PULS
10 FORMAT (618, 2E12,4)
C




L) WRITE(6,121)ADJY,CELSIZANUMPT/NUMRECAWIDTHAALT »ZBMWDs ZPULSANFILE
co60 121 FORMATC' PARAMETERS PASSED TO SIMULATION TAPE',/.

0061 3 " ADJYSCELSIZoNUMPT,NUMREC,WIDTH,ALT,2BMWDL,2PULS & ‘o
co62 B /sb61B,2E12.44/, READ FROM FILE NUMBER ‘»14s'  ON TAPE'S//)
Co6e3 ¢

Co6s ¢ . o e
C06S ¢ CALL POST TO POSITION TAPE TO PROPER DATA BASE ON INPUT TAPE

0066 ¢

0067 IF(NFILE (NE. 1)CALL POST(O1,0,NFILE+1,ERROR)

C068 IF(ERROR «NE., O)WRITE(6455)ERROR , o N
0069 S5 FORMAT (' ERROR IN POST ROUTINE, FIRST HALF OF PROGRAMY)

o070 ¢ .
co?t ¢

core ALT2 ® ALT#ALT e
cor3 ¢ _

074 ¢ o ) -
CO?5 ¢ NUMR = MAXIMUM NUMBER OF CELLS IN RANGE DIRECTION IN

care ¢ RESOLUTION CELL MATRIX BEING CONSTRUCTED i

cor? ¢

0078 ZXMID = NUMREC/2 + .S ) o o
cav9 ADJR » ADJY/CELSIZ

GO&0 IZMAXR = (NUMPT + ADJR)#%2 ¢ ZXMID#w2 L o
CoR1 INUMR = SQRTC(ZMAXR) ~ ADJR

€082 2CW = FLOATCCELSI2) /FLOATCWIDTH) e
CO83 NUMR = ZNUMR#ZCW + 2.

CURG ¢ N . e i
CORS 2CTAU = 983,57#2PULS/2.

co8e ZHAFANG = ATANC2XMID/ADJR) o
coa? MAFANG = ZHAFANG/2RMWD + 1,

cnae NUMANG = HAFANG + 2 R
cnag ¢

C090 ¢ o N | _ e e
€091 ¢ TABLE @ TABLE LOOK UP FCR ANGLE

0092 ¢ USE 1000 TIMES COSINE OF ANGLE AS INDEX i
o093 ¢ RESULT 1S PROPER ANGLE BIN FUR THE POINT

Ques ¢ '

0095 DO 100 t=1,1000 e
CO96 100  TABLECI)®ARCOS(FLOAT(1)/1000,)/28MWD ¢ 1 o
0097 ¢

CO9F ¢ WRITE PARAMETERS TO TAPE FOR DATA TO NEXT STEP o
€099 ¢

£100 WRITE(O3) NUMR,NUMANG,WIDTHsALT,2CTAU L o
c101 ¢

€102 ¢ . , . e e e e——
c103

(10s ¢ o " o o
c105 DO 200 I=1,NUMREC

L1Cs READ (01, END®BOO) LINESCRECORDC(MISM®T,NUMPT) ... . .. RN
ciny ¢

c108 ¢ ALGORITHM TO PRODUCE 300 DEGREE DATA BASES .
C109 USING 116 DEGREE BASES AS I[NPUT

€110 ¢ R
C111 1FCFLIP LNE. 1)GOTO 202

112 ¢

€113 ¢

C114 DO 2C2 1I%1,(NUMPT#1)/2 i
€118 TY s RECORD(11)

€116 RECORDCII) w RECORD(NUMPT¢2=11])

c117 RECORD (NUMPT®2=11) = TT

Ci18 202 CONTINUE e e e s e
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0119 ¢ . e e

0120 c . - . . - m—— "
c121 IX % 1=I1XMID ‘

C122 1FCOTF LEG, O .AND, 2X .GT, O) GOTO 600 o e
C123 105  IXx = ABS(ZX)

0124 1X2 8 Z2x w2

0125 ¢

C126 DO 180 J22,NUMPT - L
€127 1Y = J+ADJR

c128 V2 = 2y we2 -
0129 ¢ ~

0130 2R = SQRT(2X2+2Y2) ) —
0131 INORM=ZR~ADJR

0132 R = ZNORM#2CW + 1. e,
0133 COSANG = ZY/ZR = 1000.

0134 ¢ .
€135 LTECCOSANG LT, 0) WRITEC6,69) COSANGeL»JoR

0136 IFCCOSANG 6T, 100D) WRITE(6,69) COSANGoIsJoR_ . R
€137 69 FORMATC/ /' *#ERROR = COS > 1',518/)

C138 IF(COSANG .GT. 10 JAND. COSANG LT, 990) GOTO 117 o
0139 ANGE ARCOSCZY/ZR)/2BMWD + 1

€140 GOTO 118 e et e
€141 ¢

0142 € ANG = APPROPRIATE ANGLE BIN FOR THE CURRENT POINT R
€143 ¢

C144 117  ANG = TABLE(COSANG) T
0145 ¢

0146 € . R
0147 118  CONTINUE

0148 ¢

01649 120  INDEX =

C150 IFC(OLDR JNE. R .OR. OLDANG (NE. ANG) GOTO 150 _ _ _ -
€151 CNT = CNT + 1

c152 CATwFLD(30,64RECORDCINDEX) ) +1 L
0153 IF(CAT ,GT, 29 JOR, TCAT .GT. 29)WRITE(6,542) 1+JsCAT,TCAT

D154 542  FORMATC' IoJsCATATCAT *,416)

L155 1F(TCAT .EQ. O) TCAT = 1

C156 TCAT ® PRIOR(YCAT,CAT) 4 N
0157 TELV = TELV + RECCRDCINDEX)/0CT2

C158 ¢ _ .
€159 GOTO 180

C160 ¢ ) -
0161 ¢

Cl62 150  TELV = TELV/CNT » OCT2 + TCAT i .
0163 NUMB sNUMB+1

C164 OT (1 ,NUMB)SOLDR i )
C165 OT(2/NUMB)EOLDANG

C166 OT(3,NUMB) & TELV , e
0167 OLDR = R

C168 OLDANG = ANG o e
C169 TF(NUMB .LT. 250) GOTO 157

0170 WRITE(DS) NUMB,OT N

€179 NUMB a0

n172 157 SUM = SUM#I — e
c1is TELV = RECORD(J)/OCT2

C174 TCAT = FLOC3N,6,RECORD(J)) + 1

€175 IF(TCAT ,GT. 29)TCATEY

0176 TOTCNY ® TOTCNT ¢ CNT i
C177 CNT = 1

c178 ¢
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179
€180
ci81
182
c183
C18¢
0185
€186
c187?
c188
0189
0190
0191
c192
0193
€194
€195
€196
0197
0198

| 0199

| ) €200

Ce0

202
€203
0204
205
206
can?
0208
€209
€210
cat1

c213
c214
215
0216
217
c218
€219
0220
c221
ca22
6223
0224
c22s
0226
0227
0228
0229
0230
c23
g232
c233
Ceds
€235
c236
€237
c238

ca12

180 CONT INUE

200 CONTINUE

GotTo %00 B T
c - PN - - ——— i ———
c
C ERROR MESSAGES ) ) e
¢
BOO  WRITE(6.B801) I = e e e e e e e e o
801 T FORMAT(//' UNEXPECTED END OF FILE AT RECORD ',16)
~GOTO0 900 . e
C
C

600 OTF = 1

WRITE(O3) NUMB,OT
WRITECO3) =1,0T
NUMB = O . . R SO,
GOTO 105 :

-

900 . WRITE(O3) NuMB,oOT

901

91

VYOI IO OO AT OIS RPN A A

59

[a N aNalal

PR PYR P T S ket G deeme o w e e e

e e R mE EL e Leese s A 4 e ——, o S —_—

WRITE(6,501) SUMsTOTCNT
FORMAT (10X, *##DONE##w"',]18," - RECORDS, WRITTEN',
& 1CX,18,' POINTS PROCESSED')

- Grn e e | Sl rMEE L A B - e Ut b

CWRITEC6,911) NUMR,NUMANG
1 FORMAT(' NUMR AND NUMANG ®',218)

sTOP
END e e e e e e
EXECUTE

LIMITS 10,164Ke01K o e o
TAPE 01,0+60808,,5L4~02
FFILE 01,BUFS12/500 o L
FILE 03,X35S5,50L

DOPTION FORTRAN o e —
FORTRAN

LIMITS ,28K

THIS IS THE FOLLOW UP ROUTINE TOQ SLICE,

1T USES THE DATA SUPPLIED BY SLICE TO PRODUCE A DATA MATRIX
IN POLAR COORDINATES,

e tue o m smemus e vem b Lfe e e

SLICE AND PIE WERE _DEVELOPED ESPECIALLY FOR PRODUCING.
VERIFICATION IMAGES FOR FINAL REPORT 319-27 (6/77)

THIS PROGRAM TAKES THE DATA ON TEMP FILE PRODUCED BY
'SLICE' TO PRODUCE THE ACTUAL POLAR DATA BASE,

S eean s

-

IMPLEICIT INTEGER (A=Y)
DIMEASION AC170,125),PRIOR(C29,29),0AT(3,250)
DIMENSION €1¢155,20)
DATA NFILE/6/

DATA OCT2,SHLIFT.CTR/0100,0100000,010000000000/
OTF = 0 '

L

B RN T T " o

WRITE(6,595) NFILE
] FORMAT (! OUTPUT WRITTEN 10 FILE NUMBER',13)

POSITION TAPE YO WRITE YO PROPER _FILE

B T LT S T T TEPIOvpe NPy

IF(NFILE oNEs 1)CALL POSTSO2o L NEILE-12EBROR) .
Jd=25
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€239
C240 54
0241 ¢
0242

0243

€244

€245

C246 ¢
0247

G248

Cze9 110
€250 321
02s1 ¢
0252 ¢
cas3 s
Gese

€255 ¢
€256

0257

0258

€259

0260

c261

Ce62

0263

0264

265

c266

c267

C268 200
C269
€270
c271
gare

[a N alalNay

Ce7¢4 500

cazvy

cere
ce?9

€280

(ean

€282

£2as

€284 250
G285

heads ¢
czav 51
cz88 300
0z8¢

Qevo

291 23
0e9e

Ce9s 410
0294 el
029s 400
0296 ¢
gesr? ¢
Ca29os

IFCERROR oNE. O)WRITE(6,54)ERROR

FORMAT(' TROUBLE IN POST ROUTINE, PIE SECTION') o
REWIND(OZ)

READ(O3) NUMR,NUMANG,WIDTH,ALT,ZCTAU
WRITE(O2) NUMR,NUMANG,WIDTHsALT,2CTAU
HAFANG = NUMANG/2

60 110 I=1,29

READ(O5+,321) (PPIOR(Isd)pJ=1,29)
PRINT 321+ (PRIOR(1,J)»J=1,29)
FORMAT(2114)

L " L A e e b irm 4

READCO3,END=SNO) NUMBADAT
1E(NUMB LT, 0) GOTO 500

PO 2CO [=1,NUMB
R = DAT(1,1)

CANG B DAT(2,1)

. Mh sk e

IFCOTF LEQ. 0) ANG = TABSCANG=HAFANG)+1

CAT1=FLD(30,6,DAT(3,1))

ELVI=DAT(3,1)/0CT?2

A(R,ANG)® ELVT + CTR + A(R,ANG)

WORD®ANG/46 ¢ 1

BIT = MODCANG,O) %6 , _

TAG ® FLO(BIT,6,C1C(RAWORD))

IF(TAG JEQ. 0) TAG = 1 L

IF(PRIORCTAGSLCATT1) LEG, CAT1) FLDCBITA6+C1¢(RsWORD))IBCAT
CONTINUE

GOTO §

CONT INUE

DO 400 Im1,HAFANG
WORDx2I/6 + 1

RIT = MOD(ls6) %8

DO 3CO J=1,NUMR
MULT = FLDC(QsbsACUN]))
IF(MULT JEQ. 0Q) GOTO 250
ELVY = FLDC21,15,AC401)) /MULT
GOTO 251
ELVInD
ELV2=0

ACJoT)SELVY * OCT2 ¢ FLD(BITL6,C1¢JsWORD))
CONTINUE

WRITE(N2) (A(KsI)oaKu1sNUMR)

WRITEC(DAL23) (A(Ksl)sKul,NUMR,2)
FORMAT(1X,10001)

DO 410 K=i,NUMR

A(K,1)n0

FORMATC(172C¢1X,06);

COMT INUE

- - R B N v

DO 220 L®1,NUMR ,
J=26

I L ey SIS
o ooy b v




........

0299
€300
cin
0302
€303
0304
0305
€306
0307
0308
€309
€310
€311

AP

220

DO 220 L2s1,20

(L 2y=0 )
OTF = 1 + OTF
1FCOTF oLT. 2) GOTO 5 N

ENDFILE(O2)
WRITECO2)A
sTOP

END . — . e e e
05+,36Kes5K . e e

" EXECUTE
CLIMITS

03,x30D
02,%200,,61083,00IC013,0UT

FILE
TAPE

"ENDJ OB
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12857, ACTIVITY # = 01, » REPORT CODE = 00, RECORD COUNT = 000410
0001 C VERIF
cooe ¢ ‘ e e
0UN3 ¢ PROGRAM ACCEPTS DATA MATRIX IN POLAR COORDINATES FROM
CO04 C FILECODE 01 (CREATED MY STEP1) AND PRODUCES A o
0005 ¢ SIMULATION. THIS IS THE VERSION UUSED TO PRODUCE RESULTS
C006 ¢ OF PPI VALIDATION, (6 SQUARE IMAGES FOR FINAL REPORT =
€007 ¢ 319-27 DATED 6/77).
coos ¢ e
con9 ¢
0010 CIMPLICIT INTEGER (A=Y)
co11 REAL RMS
€012 REAL ALCGI04FLOATASIN,COS,ARCOS .
€013 COMMON 2TARC1000)»2CF(29,4),25C21),LENC2?8)"
€014 COMMON 710/ BASE(275,3),CAT(275,3)+NUMRNUMANG, ISEED
co1s COMMON 70T/ GT(275)+,26TC2754+3),20T(275) »2STRT(275,2)
Cot6 ¢
0017 DATA NFILE/S/
co18 DATA L1,L2,L371,2,3/ - .
€019 DATA 0CT2/0100/
cu20 DATA ADJR,ZLICE/S55519,416/
coe1 DATA GSCALE#GTREF/256,140/
cnaz2 ¢
coas ISEED = 1234567893
co24 ¢ , e e seme
coes ¢ CALL TO POST TO POSITION INPUT TAPE TO PROPER DATA
€026 ¢
coz27 TFCNFILE JNEo 1)CALL POST(O01,0,NFILE,1,ERROR)
coa2s IFCERROR NE. O)WRITE(6,1234)ERROR
0029 1234 FORMATC(' TROUBLE WITH PUST ON INPUT TAPE')
0030 ¢ _
0031 <
€032 READ (01) NUMRSNUMANG,WIDTH,ALT,2CTAU
co33 10 FORMAT (418)
Cu%e ¢
0038 DO 100 1=1,29
£036 100  READ(0S,15) (2CF(lsd)ednipd) e
co3? 1% FORMAT(4E14,7)
co3s ¢
0039 READ (0G,2) 2§
coso 2 FORMATCI0(Fé.2))
Co4Y ¢
€042 ¢ ,
€043 ¢ WRITE OUT PARAMETERS
0046 ¢ X
cnes WRITECOG6,16)(2CFCLaudrinlsi)
004d 16 FORMATC' 2 € FY',/s4E14,7) e
0047 WHITE(OG,17)28
cose 17 FORMAT (' PARAMETERS 25 '4/,10(F6,2))
G049 ¢ LENGTH OF RESOLUTION CELL IN AZIMUTH INCREASES WITH RANGE
CUS0 € THE ARRAY = LEN = CONTAINS THE RESOLTION CELL. LENGTH.
COSY € (TIMES 2) AT EACH RANGE BIN. USED TO CALCULATE LOCAL
C0S2 ¢ ACROSS TRACK 5LOPE
£os3 ¢
LO54 R & ADJR <WIDTH/2
€oss DO 105 1=1,NUMR
CoSe R = R + WIDTH
gos? 105 LENCI)® 2LICE wR/FLOAT(NUMANG) + 1
oucs ¢

TP PN S P VSRRV Ry




Qnse
Coé0

G061

o062
(063
€064
coes
0066
ol.X
0068
no69

. to7e

o
€n?2

o7y

0074
€075
€076

cor?

078

0575

0080
cosi
082
co83

€084
0085

co8é¢
cos?

co8s.

0c8vy

090

€091
009
€093
(094
€o9s

0096

0097
£o%8
€699
0160
£101
€102

103

C104
€105
C10e
c10?
c108
€109
€110
C111
€112
0113
€114
C11s
116
6117
c118

C

¢

¢
¢

¢

¢

WIbe2

TRANSFER PARAMEYERS TO TAPE FOR OUTPUT ROUTINE

707,

1o ..

205

210
40

211

254_

LONTINUE

= 2 TIMES WIDTH OF RESOLUTION CELL IN TRACK DIRECTION
_.CA CONSTANY VALUE FOR THIS SIMULATION)

50 110 1=1,1000

WID2 = WIDTH ¢ WIDTH

_WRITE(D2) NUMR/NUMANG,WIOTH
"WRITE(6,707) NUMR/NUMANG ,WIDTH
 FORMAT (! NUMR/NUMANG WIDTHa',418)

1TAB(]l)= ARCOS(F'OAT(I)/1000-

CALL NEXT(2,1EV)

TFCIEV .GT. 0) GOTO 800

D0 120 I=1,NUMR

‘BASEC(I,1)*BASE(I,

2)

CCATCI,1)mCAT(L02) |

DO 300 ANG = 1,NUMANG_
“TFCANG JUT. NUMANG)

DO 2C5 I=1,NUMR

- e b e i

GoYo 270 T

CBASE(I,L3)=BASECI L)
CATCI,L3)=CAT(I,L2)

‘GoTo 217

" CALL NEXTCL3,IEV)
_1FCIEV ,GT, 0) GOTO 800

FORMAT (1% ,3014)

IM = FLOAT(BASECI,L2)-ALT)/FLOATCADIR) .

00 270 ROW=1,NUMR
ROW1 = ROW =~1

ROWZ = ROW + 1

- e oo

CIFCROWY JLE. 0) ROWY = 1

T

t e b cmpb e =

* et A o i +-errstamnen .

b — e

e b ———————

a1 ) e S———

P A S

IFCRCW2 .GT, NUMR) ROW2 = NUMR

LEC(CAT(ROW,L2) .EQ,

IF(BASECROWISLS)

0) GC€10 270 ... ..

e am g

.EQ,

o G s - —

0) 20ELT = 0.
.ZY = ABS(BASE(ROW,L3)=BASECROW,L1)) |

JELOATCWIDTH)

e —— L ———— ot at {9 o AP A

IDELT » FLOAT(BASE(ROW,L2)=~BASE(ROW1I,LZ))

IHYP = SQRT(ZY*2Y + LEN(ROW)*#2)

IRHO = ZY/FLOATCLENCROMW))

—

TR

2COSRHO = FLOATCLENCROWY )/ ZHYP

CNALT = ALT < BASE(ROWsL2)

26D1S ¥ ROW*WIDTH + ADJR
Y = (Me2GDIS ¢ ALT
IFC Y .GT, BASECROW,L2)) GOTO 270

e, Sttt -t

ZM s FLOAT(BASE(ROW,L2ZI=ALTI/2GRIS

ZSR = SQRT(IGDIS®#2 ¢ NALT##2)
ZSINTH = 2GOJS/ZSR o
2COSTH = FLOAT(NALT)/ZSR

- e

- - s

J-

il




L1119
€120
c121
0122
c123
€124
0125
C126
0127
£128
Ct129
€130
131
0132
0133
€134
€135
C13¢
C137
C138
0139
€140
£141
0162
01463
0144
C145
€146
0147
C148
C149
0150
€151
0152
€153
€154
C15%
156
€157
0158
£159
C160
161
€162
€163
0164
C165S
C166
0167
C16%
C169
170
G171
C172
0173
ci17¢
€17%
176
Q177
c178

«r O

250  CONTINUE

TFCZCF(CAT(ROWAL2)Y,1) JLT.100.) GOTG 251

ZoT(ROW)=10,

GOTO 270 R
251  CALL RTPWR(ZRHO,ZCOSRHO,ZDELT,NALT,CATC(ROW,L2) #ZCOSTH,

1 ISINTHsZPWR)

20TCROW) = ZOTCROW)+ZPWR

270 CONTINUE

PO 410 J=1,NUMR
IFCZOTCIY JLT. 00001 60OTO 409
ZFADE ® 1, + RMSCISEED)/3.
1FCZFADE LT, 10E=5) ZFADE = 10€-5
FADE ® GSCALE/2 » ALUG10C2ZFADE) N
GT(J) = GSCALE/2 * ALOG10CZOT(J)) + FADE + GTREF
IFCGTCI) 6T, (GSCALE=1)Y GT(JI®(GSCALE=~1)
IFCGTICYY LT, 0) GTCJ)=0
GO0TO 410

409  GT(J)=0

410  CONTINUE _
WRITE(D2) (GT(J4)sJ=1,NUMR)
WRITECAH,13) (GT(JIV/26+J031,NUMRS2)

13 FORMAT(IX,12111)

T = |9
Li=L?

2wt 3 . cm e C e v e e P

L3=T

PO 290 K=21,NUMR
16T(K,L3=0
290 I0T(K) =0
300 CONTINUE
STOP
800 WRITE(6,801) ANG
"01 FORMAT(® RAN OUT OF DATA AT RECORD ',I5)
sTOP
END
SUBROUTINE NEXT(LINESLIEV)
IMPLICIT INTEGER (A=-Y)
REAL RMS
COMMON /7107 BASEC(275+3)+sCAT(275+,3) s NUMRINUMANG2ISEED
DATA 0CT2/0100/

READCO1,END¥900) (BASE(I oL INE)»I=1,NUMR)

0O 100 1=21,NUMR

CATCI.LINE) = FLD(30,6,BASEC(IALINE))

BASECI,LINE)=BASE(I,LINE)/OCTR
MODIFICATION FOR TREE CATAGORY (CAT 14)
ELEVATION IS MODIFIED TO REFLECT ADDITIONAL HEIGHT OF TREES

TFCCATCI,LINE) JNE. 14) GOTO 100
BASE CIoLINE)=BASECI,LINE)+?0 + RMSCISEED)*IQ _
100 CONTINUE
RETURN
900 IEV = 1
RETURN
END

SUBRCUTINE RTPWR(RHO#COSRHOWDELTANALTAICATCOSTHoSINTHePWR)

J-30
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£179
180
€181
- N182
C183
0184
Q185
0186

c187

0188
c189
£190

6191

0192

19y

0194
€195
0196
0197
0198

199

c200
€201
€202

0203

c204
205

€206

c20?
ce08
6209
€210

ceitl

0212
c213
C214
215
216
0217
c218
0219
0220
c221
c222
G223
C224
€225
C226
0227
0228
c229
€230
0231
c232
C233
0234
€235
0236
0237
C238

o evatr—— v —

s NaNalal

WgOMMQN TABLE(thO):CF(29:4)05(21) o e
C
LTRACE s 1 R
o
_DATA BASEALTpSlGREF/ZBSOO.: 1.2/ R
IFCICAT .EQ, 0) ICAT = 1 .
JFCICAT LGT. 1) 60TO 505
“PUR =
_RETURN e
C
¢ CALCULATE LOCAL ANGLE OF INCIDENCE e e e e
¢

S05  ACOS = (COSTH + SINTHYDELT)/SQRT(14¢DELT#N24RHO®*2)

TFCACOS JLT. 0.9 GOTO 800
NLOC = ACOS*1000,. .
ALOC = TABLE(NLOC)®S7, 295

«»

¢ e T T TE E R P L L
LF(NLOC oLTa 6 JOR. NLOC .G6T. 995) ALOC & OSCACOSY#57.295
CALCULATE SIGMA 2ERO FOR GIVEN CATAGORY »T THE LOCAL ANGLE
OF INCIDENCE JUST CALCULATED  _ e e e e et e
_ S1G0 = ALOC*C(ALUC*(ALOC*CFC(ICAT 1) ¢ Cr(ICAT,2)) + CFCICAT,3))
&7 ¥ trCIEAT, 0
“$T6h w §160710, = STGREF T mm— T
¢ . e N, -
C THOELT = SINE OF ANGLE THETA=DELT
C WHICH IS NEEDED FOR THE POWER FORMULA e e e e a1 e e e
¢

CTF(DELT .LT. .0S5) 6OTO 210

THOELT " ABS ((SINTH-COSTH*DELTY7SART O1#DELT oY)

GOTO 211
210 ' THDELT = SINTH
211 1F(THDELTY ,LT, ,001) GOTO 810

L g A 4l

- Came s e P FrTTapr——

. . +00 T e e e s e et e e

ALT = (BASEALT)Y/NALT - -
g POWER EQUATICON T e
‘ PWR @ (10#*SIGO)*SINTH*SINTHA(ALT##3) /(24 COSTHYCOSRHO®THOELT)
c L6010 980 e e i

BOO  IFCITRACE ,GT. 3) WRITE(6,801) COSTHDELT,ACOS
BO1  FORMAT(' DELTA_ 1§ > THETA '.3E10,03_ .
PWR « 0
GOTO 900 e L —
810 IFCITRACE .GT. 3) WRITE(6,811) SINTH,COSTHsDELT,RHO,THDELT
B11  FORMAT(' DELTA ® THETA'¢3F12462 . .

e

PWR = 10,

900  RETURN e e e —
END
EXECUTE s

LIMITS 0S5,17KssbK
TAPE 01+%10D+,,61083,001€013 .
TAPE 02,X20D+»60724 s ABFALT,OUT

OPTICN FORTRAN

v o Bt o o

— — ——n s b

J=31




€239
€240
6241
0242
€243
C244
0245
C246
0247
C248
0249
0250
€251
0252
0253
C254
C25s
0256
C257
0258
0259
€260
ca61
0262
C263
264
Ce65
C266
0267
0268
0269
c270
c271
0272
0273
raze
cars
ga2re
c2?7?
278
0279
€280
281
c282
C2B3
0284
285
286
287
c28a
0289
€290
291
€292
0293
0294
0295
C296
c297
0298

lalslesRaiE N )

o3

FORTRAN

LIMITS ,28K

PROGRAM TU TRANSLATE BACK FROM POLAR COORDINATES TO
(THIS 1S SPECIAL
VERSION FOR THE PPl VERIFICATION 1MAGES OF 6/77),

RECTANGULAR TO DISPLAY IMAGE,

IMPLICIT INTEGER (A=Y)

REAL FLOAT,ARCOS -
DIMENSION BUFC600),TABLE (1000}
DATA 2S1ZE,2ZBMWI/60,,0e9631E=3/
DATA ADJR,RES/55519,156/

READ C0S»15) MAXDISSMAXANG,WIDTH

15 . FORMAT(416)

20 100 121,1000
TABLECI)s ARCOS(FLOAT(I)/1000.)/28MWD

[ e s e ees e w w

100

HFRES ® RES/2
LF(2*HFRES LT, RES) HFRES ® HFRES #1

555  CONT INUE

1Y 2 ADJR + 2SIZEW(RES+,5)
DO 600 I=1,RES

Zy = 1Y - 1S11E

1Y2 ® Zy#y

DO 575 J®1,RES/2
NX 8 Jw2SI2E =2SI1ZE/2
2X2 ® NX % NX

ZRDIS = SQRT(IN2+2Y2)

R = (2RDIS=ADJR)/WIDTH
C1FC R. GT, MAXDIS) GOTO 580

COSANG = ZY/ZRDIS + 1000,
ANG ® TABLE (COSANG)
1FC(CCSANG LT, 6 ,OR, COSANG .GT.

8 ANG = ARCOS(2Y/ZRDIS)/ZBMWD

IFCANG LEG. 0) ANG = 9

200

294)

" IF(R LEQ, OLDR
CNT = CNT+1
CTFCONY ,GT.
OLDR = R
OLDANG = ANG .
IFCCNT 6T, 600) GOTO 800
FLDCCs10,BUF(CNT) Im )=
FLDCIOLYQ+BUFC(CNT))Y=ROLDR
FLDC2D 210 ,BUF(CNT))=OLDANG
OLDR ® R
OLDANG 8 ANG
CONT INUE
CNY = CNT ¢ 1

«AND, ANG . EQ,

1Y GOTO 385

585

575
580

FLO(Cs10,BUFCCNT) ) uy=1
FLDC10,10,BUFCCNT)) s0LDR

J-12

OLDANG) 6070 575 . .

[V e
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€299 FLD(20,10,BUF(CNT))=0LDANG TomTm T e
€300 OLDR = R _ o _
€301 OLDANG = ANG - -
€302 WRITECD3) CNT e
0303 WRITEC(O3) (BUF(19),19=1,CNT)
€304 TOT = TOT + CNT L o o
€305 MOST = MAX(MOST,CNT)
0306 _ _CNT = 0 3 o .
0307 600 CONT INUE
c308 6OTO 950 B i ~ _
C309 800 WRITE(6,805) 1
€310 805  FORMAT(' BUFFER OVERFLOW AT LINE‘',15) e
0311 ¢
€312 _¢ e e e e e o+ s et et e 4 e
€313 950  WRITE(6,951) TOT,MOST
€314 951 FORMATC' WE ARE DONE "2 218) o o e o ot e
0315 sTOP
€316 END — e+ e
€317 % EXECUTE
€318 s CLIMITS  1C,1Kee2K —_— I -
0319 154,2%6,60,
€320 $ FILE 03,%35D.50L e -
€321 % ‘OPTION FORTRAN
€322 % FORTRAN - N —_—
€323 % LIMITS 28K
0324 ¢ — e e
0325 ¢
C326 IMPLICIT INTEGER (A=Y) o
c327 DIMENSION BASE(156,56) »BUF (600) /RECORD(156)
0328 JDIMENSION INC300) . e -
£329 DATA RES/156/
€330 CHFRES ® RES/2 o e
0331 ¢
0332 CREWINDCOT) N _
€333 REWINDCO3)
€334 ¢ e
€135 READ C(01) NUMR,NUMANGsWIDTH
336 C e e+ et et e v e et e o s —
€337 HAFANG = NUMANG/?
0338 ¢ L i e e
0339 DO 110 I=1,NUMANG
€340 READCO1) C(INCJ)pJ®T1,NUMR) e e .
0341 ANG = [
0342 WORDE <A~G-131§m3 1 L
034% BIT & MOD(CANG=1)sb) "8
L3646 ¢ e e e
€345 DO 1C5 J=1,NUMR
0346 105 FLD(BIT,3,BASECJ,WORD))® INCJ)
0347 110 CONT INUE
€348 ¢ _ o o ) ~ L
0349 5 DO 500 I=1,RES
€350 NUM = 1 —— -
0351 READCO3) CNT
U3se IECCNT LGT, Q) GOTQ 7 . —— o —
0353 OTF = 1
0354 _READ(03) CNT
0355 ? READ (03) (BUFC(I9),19m1,CNT)
0356 1FCCNT (EQ, 1) GOTO 400 e
0357 STRT = 1
€358 END ® FLD(O,10,BUF (1)) . — .
J-33
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406
0407
408
c409
0410

N OO0 O

A AP RN

120

121

200

400

23

450
490
500
501

900

R = FLDC10,10,BUF (1))
ANG = FLD(20,10,BUF (1))

TH = HAFANG=ANG + 1

WORD = (TH=13/4 + 1

BIT = MOD((TH=1)04)*8

LEFT = FLDCBIT,8,BASECR, WORD))
TH = HAFANG + ANG

WORD = (TH=1)/4 + 1

BIT 3 MODC(TH=1),4)48

RGT = FLD(BIT,B8,BASE(R,WORD))

IF(NUM .EQ, 1) RECORD(HFRES)SRGT
DO 200 J=STRT,END

JImHERES+J :

J2 = HFRES=J

RECORD(J1)®RGT |

RECORD(J2)=LEFT

NUM = NUMH
1F(NUM .GT.
STRT & END#+1
END = FLDCO,10,BUF(NUM))
R = FLDC10,10,BUF(NUM))
ANG = FLD(2C,10,BUF(NUM))
GOoTO 120

CONT INUE

CNT) GOTO 40C

[(EEEEE 2SN R

THIS SECTION WRITES TO IDECS

WRITECD2) CRECORD(19),19m1,RES)
WRITE(6#23) (RECORDC19)/26,19m1,RESS2)
FORMAT(1Xx,12011)

DO 4S50 Ms1,RES

RECORD(M) =0

CONTINUE

WRITE(H,501) R
FORMAT(//7+' THAT 1S ALL FOLKS')
60T0 S00
STOP

END
EXECUTE
LIMITS
TAPE

10,20K. # 2K e e
D1,X100,,60724600ABFALA

TAPE? 02,X20D++ 6071009 HELPRO,OUTDENS

FILE 03,X30D,50L

ENDJ 0B e
J-13)

b -t ——t ® -
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= 72863, ACTIVITY # = 01, , REPORT CODE = 00, RECORD COUNT = 000264

0001
0002
€003
0004
Co0s
cone
0007
008
0009
0010
0011
0012
0013
0016
Co1s
016
0017
0018
0019
0020
0021
no22
0023
0024
cozs
cn2e
0027
cozs8
C029
0030
Co31
0032
0033
O34
003S
036
0037
o038
0039
0040
N041
0042
063
0044
0U4S
N046
0047
cou8
CN49
0050
0051
0052
0053
OS54
C0S5
0056
€057
0058

OO OO0

STEP1

THIS PROGRAM ACCEPTS DATA POINTS (RECTANGUL AR FORMAT) FOR INPUT
AND CREATES THE RESOLUTION CELL SIZE MATRIK IN POLAR_COORDINAT,
TO BE USED AS DATA BASE FOR THE SIMULATION PROGRAM

- B e T

IMPLICIT INTEGER (A=Y)
REAL ARCOQS,FLOAT
DIMENSION PRIOR(21,21),RECORD(3169) TABLE(1000) 00T (4,250)
DATA HALF»S5TRTZ0,1/

DATA CNT,NUMB/1,0/
DATA 0CT8:0CT2/01000000000:0100/
DO 95 1=1,21

95 READ (0S5,5) (PRXOR(I»J):JI1121)

5 . FORMAT(2113) .

e T T ST e

I Lt Mk nim i e e s ebes e el ek M s Weei il e L MNP e

MIDX = DISTANCE (FEET) FROM LEFT EDGE OF DATA BASE 1O TARGET CE
MIDY = DISTANCE (FEET) FROM BOTTOM EDGE OF DATA BASE TO TARGET
RADIUS = RADIUS (IN FEET) OF SIMULATION DESIRED <8 MINCMIDX,M1D
CELSIZ = SI1ZE (IN FEET) REPRESENTED BY DATA POINTS = ASSUMED S0
NUMPT = NUMBER OF DATA POINTS PER RECORD ON INPUT TAPE
NUMREC = NUMBER OF RECORDS ON INPUT TAPE

EACH RECORD GOES FROM SOUTH TQ NORTH., RECORDS ON TAPE LN

A WEST TO EAST ORDER
WIDTH = FIXED SIZE FOR RANGE RESOLUTION . . .
ZBMWD = EEAMWIDTH CIN RADIANS)

o b e b — ¢ — e b

R

 INPUT PARAMETERS USED FOR PICKWICK (9/14/7
11690 31690 26400 20 3169 31.9 200 .0175

PN VS ) ST ) I 4 SvE—— .

AR ARk kA MODIFICATION®Anwananannnan(10/164/76)

ONE HAS THE OPTION TO MAKE RANGE RESOLUTION FIXED

LET WIDTH = DESIRED RESQLUTION . e i ot 1 it s e
OR TO HAVE RANGE RESOLUTION VARY NITH RANGE

LET WIDTH = 0 AND INPUT VALUE FOR PULSEWIDTH_ _. T
(FACTOR OF E«~(06 ASSUMED == S0 INPUT PARAMETER NXLL L[KFLY

BE BETWEEN .1 AND 2,)

0/1
16

CINPUT PARAMETERS FOR PICKWICK (1
31690 31690 26400 20 3169 318

W st &

4l
90

OO OO OO OO0 ON0O 000

READ(05410) MIDXsMIDY,RADIUSACELSIZ,NUMPTSNUMREC,WIDTHy
% ALT,ZUMWDeZPULS
10 FORMAT (816,2F8.5)

. 0 -

C
C _QUARTER = FLAG TO DO ONLY ONE QUADRANT QF DATA BASE >0 YES
¢ <=C DO FULL 360
¢ o ST -
READ(DS5+15) QUARTER
15 FORMAT(12) . . e
C
ALT2 = ALTwALT o e e e i
¢
¢.

Cm
.

'

Ut




os9
060
0061
LY
Caeld
0064
065
0066
0067
Co68
069
€070
071
072
0073
074
o7s
o076
co7?
0078
0079
080
0081
082
083
0084
0085
CN8é
coa?
Co88
0089
0090
o9
092
0093
0094
0095
0096
0097
0098
0096
100
£101
102
103
C104
€105
C106
c107
c108

109

c110
o111
C1e
€113
0114
€118
0116
0117
0118

YOOI O

62

80

85

2 NaNaslgl

LY

s N aN o]

YOy

73

10

[a N o N ol

[N aNasNaNaRaNallale

NUMR = MAXIMUM KUMBER OF CELLS IN RANGE DIRECTION IN

2 Qu

RESOLUTION CELL MATRIX BEING CONSTRUCTED

IF(MIDX .GT. RADIUS .AND. MIDY ,GT. RADIUS) GOTO 80

WRITEC6,62) RADIUS,MIDXsMIDY

FORMAT(® WARNING ~ DATA BASE TOO SMALL FOR DESIRED
SCENFs, LARGEST CIRCLE POSSIBLE WILL BE SIMULATED',//,
' INPUT PARAMETERS WERE RADIUS,MIDX,MIDY®',318)

IF(MIDX (LT, RADIUS) RADIUS = MIDX e

IF(MIDY .LT. RADIUS) RADIUS = MIDY

IF(WIDTH LEG, 0) GOTO 83

NUMR = RADIUS/WIDTIH

2CW = FLOAT(CELST2) /FLOATCWIDTH) ™

GOTO 86

ZCTAU ® 983,57#2PULS/2.

MXSR @ SQRT(RADIYS*#2 + ALT##2)

NUMR = FLOAY(MXSR - ALT)/ZCTAU

TN v v 4 e ey

NUMANG = NUMBER OF ANGLE BINS TO BE CREATED IN RESOLUTION

X AND Y COORDINATES OF CENTER OF DATA BASE

RAD

CELL MATRIX e e e o e ——
NOO ® 1,57/2BMWD + 1
N18O & N9O#2 + 1
NUMANG = N9O%4 o
IF(NUMANG ,GT, 720) GOTO 81S

[P .

CENTRX @ MIDX/CELSIZ

CENTRY = MIDY/CELSIZ e e

- NUMBER OF DATA CELLS FROM CENTER TO EDGE OF
SINULATION AREA

‘- ’-. . e e e bearbu A .

RAD = RADIUS/CELSL2
WRITE(6,73) NUMRINUMAMNGL CENTRXSCENTRY,RAD
FORMAT(//* INITIAL KARAMETERS ',S518//7)

1F(RAD ,GT. CENTRX ,OR, RAD GT., CENTRY) GOQTO 81Q

B ——— iy -

TABLE = TABLE LOOK UP FOR ANGLE,

0

WRITE PARAMETERS TO TAPE FOR DATA TO NEXT STEP

BEGIN = FIRST LINE OF DATA BASE TO PE USED IN THIS

IN CASE CNE WISHES TO SIMULATE ONLY A SEGMENT QF THE
ENTIRE DATA BASE SOME LINES OF THE DATA BASE WwILL BE

USE 1600 TIMES COSINE OF ANGLE AS INDEX
RESULT 15 PROPER ANGLE BIN FOR _THE POINT

PAY e e i e b

D0 100 I1=1,9000
TABLEC1)=ARCOSCFLOAT(I)/1000.,)/Z8MWD + 1

- oS -

- o

WRITECD2) NUMR/NUMANG,RADIUS,WIDTH, NOD,ALT,2CT AU

[ERERPRPISIN VIVEY
3 Rt e n, =

SINMULATION

" -

UNUSED., THIS LOOP POSITIONS THE USER AT THE FIRST LINE
OF THE INPUT WHICH IS TO BE USED

J-36




€119

0120

0121
122
€123
0124
0125
0126
127
€128
. 0129
.0130
0131
0132
c133
€134
0135
C13¢
0137
C138
0139
C140
6141
0142
€143
0144
C145
Ciaé
C147
0148
£1¢9
0150
£151
0152
$6153
0154
€158
£156
D157
€158
0159
€140
€161
0162
0163
€166
C165
C166
€147
0148
0149
C170
U171
0172
0173
C17¢
C1?5
D17¢
g177?
G178

[ e ] «»

la NN e Neal

KeNaVaNaNasNaNaNallsl

[aNaNaNal

11
"

67
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BEGIN = CENTRX - RAD
IF(BEGIN_ .EQ. 0)_GOTO 115
po 110 1=1,BEGIN

0 READ(O1)

S BEGIN = BEGIN+1
WRITE(6,67) BEGIN
FORMAT(' BEGIN =',15//)

D0 200 I®BEGIN,NUMREC

e e A———— g

READ IN NEW LINE OF INPUT

READ(B1,END=BOO) XX, (RECORD(N) JNwi, NUNPTY ™~

NX ~ DISTANCE (IN NUMBER OF CELLS) IN X DIRECTION FROM
THE CENTER TO THE_CURRENT LINE_OF INPUT

o AR TPy, . L

NX ® I~CENTRX
IFCNX EQ. 0) NX = 1
IF(NX ,GE, 0) HALF = 1 o B
IF(N4 .GE. O ,AND. OTF .EQ, 0) GOTO 400

5  LF(QUARTER «GT,., 0 ,AND, NX .GE. O) GOTOQ 500
IF(NX JGT. CENTRX) GOTO S00
NX2 2 NX * NX
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2% = ABS(NX)

PLACE EACH PCINT OF THE CURRENT INPUT LINE INTO THE. . _ .
APPROPRIATE CELL OF THE RESOLUTION CELL MATRIX BEING
CREATED

Vo b mta— ——

EACH PASS THROUGH THIS LOOP PROCESSES TWO POINTS OF THE
LINE =- THE ONE J CELLS ABOVE THE CENTER LINE
AND THE ONE J CELLS BELOW THE CENTER LINE

D0 180 JJsT1,RAD+
J = JJed

I1FC QUARTER .GT. O JAND. J .GT. TABS(NX)) G0T0 200~

NY2 = Jey
ZR 2 SQRT(NAZ +NY2)

R = DISTANCE (IN NUMBER OF CELLS) FROM CENTER POINT TO
THE CURRENT POINT

TFC(WIDTH. .EQ. 0) GOTO 113
R 2 IR*ICW + 1.
GOTO 313 o
3 SR = SQRT(ALTZ + (ZR*CELSI7)i'2) - ALT
TFCSR LT, _0) GOTQ 180
R ® SRIZCTAU + 1,
3 1F(R ,éT. NUMR) GOTO 200
CCSANG = 2X/2R % 1000,

IFCCOSANG LT, 0) WRITEC6,69) COSANGsL1oNXsJsR

1FCCCSANG JGT, 1000) WRITEC6+69) COSANG o1 oNXsdsR

FORMAT(//' #%ERROR = COS > 1',518/)

1FCCCSANG .G6T. 10 AND. COSANG LT, 990) GOTO 117

ANG® ARCOSCIX/ZR)/1BMWD + 1

60TO 118 o
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179
180
c181
C1R2
C183
184
€185
G186
0187
€188
0189
0190
0191
€192
C1932
0194
0195
0196
0197
C198
0199
€200
c201
€202
€203
C204
0205
c206
0207
0208
cr009
0210
c211
g212
0213
0214
ge1s
D216
0217
218
0219
0220
0221
Ge22
nezs}
Qz24
€225
0226
227
0228
0229
£230
023
ge3e
De33
023¢
0235
023%¢
0237
cexe

¢

C ANG - APPROPRIATE ANGLE BIN FOR THE CURRENT POINT

C
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a2 EaNaNel

117

HALF=1
SO THE VARTIABLE ANG

150

157

180
200

© e ke laa sy

ANG = TABLE(COSANG)
IMPLIES RIGHT HALF OF THE SCENE 1S BEING PROCESSED
1S MODIFIED APPROPRIATELY

CONTINUE

INDEX =2 CENTRY + J
1FCOLDR .NE, R .OR,
CNT = CNT + 1
CATRFLDC30,6,RECORD CINDEX)) +1
TCAT = PRIOR(TCAT,CAT)

TELV = TELV + RECORDAINDEX)/0CT2

ULDANG JNE, ANG) GOTO

INDEX = CENTRY = J . e
CATmFLD(30,6,RECORDLINDEX)) +1

BCAT = PRIOR(BCATLCAT) N

RELY = BELV + RECORD(INDEX)/0CT2
GOTO 180
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TELV = TELV/CNT »
BELV = BELV/ONT =«
NUMBaNUMB+1

0CT2 + TCAT
0CT2 + BCAT

o e e wdy e s .-

OT(1,NUMB)=COLOR

0T(2 ., NUMB)SQOLDANG
OT(3,NUMB)=TELV
OT(4sNUMB)=BELV
OLDR = R

OLDANG = ANR
IF(NUMB ,LT. 250)
WRITE(DZ2) NUMB,OT
NUMB =0

SUM = SUM#

TELV =2 RECORD(CENTRY +J)/0CT2

BELV = RECORD(CENTRY =J)/0CT2

TCAT = FLD(30,6,RECORD(CENTRY*J)) + 1
BCAT = FLDC(30,8,RECORDCCENTRY=J)) + 1
TOTCNT = TOTCNT 4+ (NT

CNT = 1

GOTO 157
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CONTINUE
CONT INUE
60T0 900

ERROR MESSAGES

800
801

810
311

815
816

WRITE(H,801) 1 e ..

FORMAT(//? UNEXPECTED END OF FILE AT RECORD *,16)

6070 900

WRITEC(G,811) RADIUS,MIDX MIDY

FORMAT(//,' *#%ERROR  RADIUS EXCEEDS OATA _BASE
SIZE =~ RAD=',18,' xa',I18,' vx',18)

G010 9Q0

WRITECL,B146) NUMRSRADIUSHWIDTH

FORMAT(//s' *#aERROR =~ SIZE EXCEEDS DIMENSIONS OF ARRAY
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€260
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1 ‘MAX=160) RANGE CELLS=',15,'RADIUS=?,18,% WiD',18)

WRITE OUT DATA RASE MATRIX FOR
JERIFICATION

600

300
900

901

OTF = 1 T

_MRITE(Q2) NUMB,OT e o e e
ENDFILE(D2) 1
NUMB = 0 . e e e e

GOTO 10S

_CONTINUE

WRITE(02) NUMB,OT
WRITE(6,901) SUM,TOTCNT

FORMATC(10Xs *suaDONEwwr®,18,' RECORDS WRITTEN', ]
&  10X.18,' POINTS PROCESSED") e et e e+ v+ e a—
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ENO .. v e e im0 4 et o i 3t 5o s
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ABSTRACT

The rationale for developing interactive feature extraction tech-
niques |s presented, These techniques will have a great impact on three
major problem areas, data base construction, hybrid simulation, and the
updating of the simulated products, encountered In the simulation process.
The concept of Interactive feature extractlion Is also presented. The
esiential ingredient of this interactive concept 1s the optimization of
man-machine communicatlions, i.e., the opératlonal system would be designed
so that an Image Interpreter, a non-computer expert, would use the com=
puter as ancther Interpretation tool, a#nd thus become as famlllar with
it as he is with the stereoscope and proportional dividers,
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1.0 BACKGROUND

The demand for & cost effective radar image simulation has been
steadlly Increasing over the past several years. The Impetus for
developing such a capability lies in the exorbitant costs involved in
building and operating modera imaging radars and In the growing interest
in using simulated radar images as reference scenes In remotely plloted
vehicles (RPV's)., The simulation of imaging radar systems involves
transforming the known gecmetric and microwave scattering character= f
Istics of the target scene Into the desired final product. The terres- :
trlal envelope can generally be divided into two basic classes of micro-
wave scattering categorles, cultural and distributed, each class of
targets presenting particular simulation problems. Thus, a different
mode| has been developed to efficiently process each class of scatterers.
The closed system approsch, i.e., the target scene, radar transcelver
and Image medium are treated as a single closed system, was used to
develop the point scattering model for distributed targets and the
area spatial filtering mode! for cultural targetsz. The resulting simula=
tion techriques can be comblined to forma hybrid slmulatlon3 which is capable
of efficiently simulating all types of target scenas,

A radar image simulation requlires as Input data the geometric chara-
cterlstics, planimetric (category), and elevation data of the target
scene, in addition to the mlcrowave scattering properties for each
category. This Information Is called the data base and lts construction
represents the single most expensive compohent of the simulation process.
The data bases for the point scattering method are typically constructed
from aerial photography, topographic maps, and other avallable information
concerning the target scene . The microwave scattering properties for the

l Holtzman, J. C., V. H, Kaupp, R. L. Martin, E. E. Komp, and V. S, Frost,
“Radar Image Slmulation Project: Development of a General Simulatlion
Mode! and an Interactive Simulation Model, and Sample Results,' TR 234-13,
Remote Sensing Laboratory, The Univerlsty of Kansas, February, 1976.

2 piost, V. 5., J. L. Abbott, V. H. Kaupp, and J, C. Holtzman, "A Mathematlcal
Model for a Terraln-Imaging Radar and |ts Potential Application to
Radar Image Simulation," TR 319-6, Remote Sensing Laboratory, The Unlver-
sity of Kansas, November, 1976.

3 Frost, V. S., J. L. Abbott, V. H. Kaupp, and J. C. Holtzman, 'Hybrid
Approach to Radar Image Simulation,' TR 319-13, Remote Sensing Lab-
oratory, The Unlversity of Kansas, March, 1977,

4 Davison, E., V. H, Kaupp, and J. C. Holtzman, '"Baseline of Planimetric
Data Base Constructlon: Plckwick Site,' TR 319~2, Remote Sensing lLah-
oratory, The University of Kanzag. July, 1976,
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categories contained in the target scene are derived from elther empirical
or theoretical studies. A data base for one particular site, the Pick-
wick Dam area, has been constructed by a photointerpreter using manual
feature extraction techniques. Even though a relatively small area (28
square mlles) was considered, the data base stil) contained over 1.8
milllon points. The many problems encountered and the effort involved
in constructing this single data base are reported in (5). This experience
has taught us that manned feature extraction techniques for data base
construction are not cost-effective. The effort and time involved in
transforming the raw data, the aerial photographs, maps, etc., into a
sultable radar simulation data base proved to be excessive. To
I1lustrate this, the process will be briefly restated; the process started
with preliminary data sources being gathered for analysis - maps, aerial
photography, radar imagery, etc. Then all the relevant information would
be transferred from the primary sources to an intermediste map, using
only manual feature extraction techniques to extract the useful Information,
Next the map would be digitized, again using only manual digitizing
techniques, Finally, the diglitized output would undergo a series of
manipulations In several computer programs which would finally create the
required data base., This process commonly oxceeded one man month of
effort and even more walting and delay time. Thus, |t can be easily
seen that if a large number of simulations for a wide variety of sites
were needed on short notice, the construction of the simulation data bases
presently would prove prohlblitive to the simulation process, Then to
enable these kinds of operations to become feasible a new approach is
needed for data base construction.

For many important simulation applications, especially for RPV's,
the simulated products need to be updated according to seasonal and meteo-
rological varlations, and other natural and man-made occurrences. These
factors will cause the radar return from the terrain to change appre-
clably and therefore must be Included If the simulationis to be success-
ful as a reference scene In guiding RPV's, Obviously it Is not practical
to totally regenerate the data base each time the conditions of the target
scene change, therefora, some efficient technique nseds to be developed

to enable the simulation products to be updated rapidly as condltions of
the target scens vary,

Komp, E., M. McNell, V. N, Kaupp, and J. C. Holtzman, ""Medium Resolution

Digital Ground Truth Data Base," TR 319-5, Remote Sensing Labora-
tory, The University of Kansas, August, 1977.
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1f a wide variety of target scenes are to be simulated the hybrid
technique is seen as the most effective routej. But recall to produce
a hybrid simulation the image products of two different simulation tech-
niquas (the polint scattering and area spatial filtering) need to be
combined. This combination Is a nontrivial task because it requires
congruencing the image products from topographic maps and aerial photo~
graphy, in addition to the removal of unwanted nolses. The difflculties
associated with producing hybrid simulations will require the develop-
ment of new processes,

Thus, there are three basic areas of radar Image simulation In !
which there exist signlflcant problems: (1) The creatlon of a hybrid
radar Image simulation; (2) The updating of the simulation products
factoring In seasonal and meteorologlical changes; (3) The cost-effective
construction of radar image simulation data bases. |In each of these
problem areas elther totally manual or totally automated technliques
can be employed as a solution. But as in the case with data base
construction, manual methods are not cost-effective because of the lag
time, extensive effort and the numerous errors involved., |t has also been
found that the state of the art In totally automated (computer) methods currently
prohibits their feasibllity even though they will play an ever increasing
role as the technology |dvances7. The computer is a very useful tool
for rapld manipulation and storage of vast amounts of data but its de-
cislion-making capabilities are very limited, l.e., the computer is not
able to guide Itself through the entire process of feature extraction.

On the other hand, a human being is very well sulted to make the necessary
declsions while being very inefflcient In dealing with large quantities

of data. Therefore, the optimum solution in all three problem areas would
be to combine the strengths of both the human and computer In an auto-
mated interactive feature extraction system,

3 Frost, V. S., J. L. Abbott, V. H. Kaupp, and J, C. Holtzman, 'Hybrid
Approach to Radar Image Stmulation,'" TR 319-13, Remote Sensing Lab=
oratory, The University of Kansas, March, 1977.

Frost, V. §., J. L. Abbott, V. H. Kaupp, and J. C. Holtzman, "An Alter=-
native Approach for the Simulation of Cultural Targets In the Pickwick
Area," TR 319-12, Remote Sensing Laboratory, The University of Kansas,
March, 1977,

6

Janza, Frank J., Remote Sensing Manuai, (Editor - Reeves), Chapter 12,
Page 79, The American Soclety of Fhotogrammetry, 1975.
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2.0 THE INTERACTIVE FEATURE EXTRACTION CAPABILITIES

An automated interactive feature extraction system would use the
computer for data manipulation, storage, pre-processing, Image enhance-
ment, Image display, ard otherwise aid or provide a tool for the Inter-
prater as he performs his function., Viewed another way, the human Is
utllized to make decislions and guide the computer In a real time Inter-
action. This Interaction can be accomplished by praviding the inter-
preter/operator with a few basic tools with whlch to communicate his

decislons to the computer; a custom keyboard for the most common commands

(e.g., display an lmage, store an Image, Image transforms) and a joy-
stick for direct speciflcation of Image coordinates are probably the
minimum to be provided. In effect, the computer would be performing
several very Important functions to assist the operator in achleving
the deslred goal whether that goal Is data base construction, update or
hybrid simulation. The computer's first function would be to pre=pro-
cess the raw data (aeria) photographs, maps, et¢.), that is, trans-
form the Input Information Into a form sultable for digital and Inter-
prater analysls., Pre-processing could consist of simply performing an
analog to diglital conversion and displaylng the result of complex
operations designed to separate the Input image into Its homogeneous
regions. Second, the Interpreter deslgnated operations would be per-
formed and the results stored In a format to allow for easy access.
For example, suppose a gradlent operation was valuable to ident!fy
boundaries in aerlal photography; the Interpreter would select this
operation elther through a simple command or & standard keyboard or
pressing a simple swlitch on the custom keyboard, the gradient uperation
would then be applied and the results stored possibly In an Image stack
simllar to that found In pocket calculators, The flnal task for the
computer would be the bookkeeping, i.e., keeping track of all Images
created, processed, or altered with a complete record of the past opara-
tlons performed on that [mage or flle.

The routine 1ibrary and accounting functions required by the Inter-
preter could be handled by a computer. All of tho standard report forms
for interpretation could be accessed on 8 CRT terminal where the operator




would select the required form and begin answering questions., When
finished, he would indicate it on the keyboard and the repart would be
printed. In an operatlonal setup the report might be printed in a
different locatlon via a data 11nk.

Image accounting functions wauld be handled in much the same fashion.
With a light pen, Joystick, or framer, etc., the coordinates on an lmage
would be identifled with respect to longltude and latitude or in terms of
key features such as mountaln peaks, river forks, bridges or cross
roads. The machine would then flle the coordinates, or statute miles
from the key features, of any |tem tagged with a light pen or cursor,

Several purposes are served by this scheme: feature extraction
for report purposes is simplifiad; and, since all the key elements in
an Image can be quickly fixed, an entire base map can be rapidly estab=
lished., A coded legend of mapping terms would permit the operator to
not only trace out the outline features, but also distinguish between
roads, tralls, streams, ete.

Huge flles of hase data of geographic areas actually can be structured
to occupy a relatively small amount of memory. A six bit word can
spec|fy any of 64 categories and the high spatial correlation of the data
'n most maps makes them very conducive to compraession techniques for
economical storage, Higher levels of Information could be contained in
a cross referenced file scheme whare speciflc Information would be
accessed several ways, The accumulated statistlcs about a clty, for
example, could be retrleved by giving the clty name, |ts geographic
coordinates, or the intersection of two highways. Large cltles would
have multipte lavels of Informatlon avallable while smaller areas might
contaln all the facts in one table. Emphasis could be placed on the speed
of operation and minimizing the effort so as to not distract the Inter-
preter from his primary task., When multiple levels or classes of Infor-
matlon are avallable, the analyst could be presented a list of categories
and select with a 11ght pen those he wishes to see.

The data flles would be open ended so the analyst can update their
contants to account for seasona)! and meteorologlcal variations., In
addition, other physical changes in the target scene due to man-mede
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occurences (e.q.,building of small dams, movement of lirge encampments
of troops, or movement of munitions) could be factored into updated
simulatlions easlily through the use of thils structure. The Interpreter
would also be able to develop his own private "scratch pad” associated
with a specific target area. This digital notebook would contain his |
thcughts and observations which might be used to refresh his memory

as to specific items to be cxamined later.

Written alds which help gulde an interpreter through specific [den-
tification and extraction tasks are called interpretation keys and the
entire subject can be handily managed by a computer. The most time
afficlient method of implementing interpretation keys, especially dicho~ -: F
tomous keys, is with a computer. It Is envisioned that a key word
Index would access the right key and an Interactlive mode with the computer
would speed the interpreter through it. A fils key is a private cullec~
tion of representative imagery gathered by the Interpreter to ald in
Ident!fying spec!fic ltems, A typlcal example is a collection of
photographs of different forest types. Flile keys tend to be personal and
It Is envisioned that the interpreter would have his own magnetic tapes
ot disks for such Informatlon. Since this Information might be In the
form of dlgitized high resolution photography, a large file might dictata
a mechanlcal handling scheme for accessing and projecting actual photo-
graphs, (General purpose image Index keys which would be employed hy
many users warrant the cost of memnry overhead to store them. A disk
pack or drum memory could be devoted to an jmege index. This Interactive
approach ls very different from others because it would be des!oned to be
operated' by a radar image Interpreter, who is not necessarily a computer
programmer,

An interactive system as describea above would have a significant
Impact on the construction of data bases for radar image simulation,

Many of the time consuming, routine, manual feature extraction tasks

could be sutomatea such that the lnteraction between the man and com-
puter would result in the optimum cost-effective pruduct. For example,
thare are several computer routines avallable which identlfy homogencous
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regions within a s:ene!These programs are more or less effective depend-
ing on the scene. The interpreter would thus be saved from outlining
the homogeneous regions of interest though he would stil] be required

to categorlze each of the identiflied regions because the computer stlll
lacks the capability. He would also be required to add any regions not
detected by the computer routines. A further savings Is realized In

that the result of this interactive processing is directly a diglital
terraln map which is also the desired fina) product of the manual
technlquess. These kinds of interactive techniques could also be
applied to the constructlion of the elevation data base,

Another Important area In which Interactive techniques could pro-
vide an approprliate solution is the updating of the simulation products
to reflect environmental changes, e.g., both seasonal and meteorological
varlations over the scenes of Interest, An updated version of an Image
simultation can be produced interactively without a second simulation of
the entire area, This can be done by allowinhg the Interpreter to select
and communlicate to the computer the reglons In the target scene that
are to be changed through the use of a Joystick for example., A pralimin=-
ary attempt at such a system [s reported In Reference [I]. The map of
homogeneous areas would be used in updating the simulation by the‘re-
catorization of the reglions affected by the environmental changes. Only
these specific areas would go through another simulation process. Thus
a signiflcant savings can be reallzed by not having to (1) totally re=
gererate the data base, nor to (2) resimulate the entire area. This
application for an Interactive system Is essential to the success of an
RPV because the microweve reflectivity may be radlcally affected by
certain environmental factors, and thus, these effects must be incor-
porated Into the reference scenes.

An Interactive approach will also prove to Le a valuable part of
a hybrid simulation package. The advantages of the hybrid simulation
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! holtzman, J. €., V, H. Kaupp, R. L. Martin, E, E. Komp, and V. 8. Frost,
""Radar Image Simulation ProJect: Development of a General Simula-
tion Model and an interactive Simulation Model, and Sample Results,"
TR 234-13, Remote Sensing Laboratory, The Unliversity of Kansas,
February, 1976.

5

Komp, E., M. McNeil, V. H. Kuaupp, and J. C. Holtzman, ''Medlum Resolution
Digital Ground Truth Data Base,' TR 319-5, Remote Sensing Laboratory,
The Unlversity of Kansas, August, 1977.
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are (1) the capability of handling all types of targets; (2) reducing the
cost of data base construction; and (3) greatly increasing the flexibi-
lity of the simulation. The interactive route would provide a solution
to several of the problems which will be created by congruencing the
products of two different simulation methods, this operation would be
greatly simplified by the man-machine communication which Is the essen-
tial Ingredlent In an Interactive condept. Another problem which wil)

be faced is the removal of unwanted '"noise' from the intermediate pro-
ducts. The nolse could consist of both redundant and unwanted infor-
mation, in addition to other types of nolse introduced In the simulation
and display process, The decisions involved In this actlivity, especially
the removal of the unwanted information, will have to be made by the
interpreter, while the results of the declsion will necessitate the
manipulation of large quantities of data. This must be handled by the
computer, The Interactive concept will provide an eloquent solution.
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3.0 THE INTERACTIVE CONCEPT

The interactive concept centers around the optimizationof man-
machine communication., That Is the Interpreter using his many years of
experience would guide the computer processing of the raw data and
Intermediate results to producz the desired product., However, most inter-
preters do not speak the particular jargon or have the necessary exper-
tise to perform easily in the computer domain, Therefore it Is essen-
tial that the interactive concept be implemented In a way that would
enable a typlical Image interpreter to function comfortably wlthout exten-
sive retralning, thus, maximizing the syster performance, Both the
hardware and software of an operational system must be designed with thls
goal in mind. This naturally leads us to a special purpose statlon as
the one described by Currlere.

The major obstacle which must be overcome before thls concept can
be transformed Into a reallty is the apportioning between the man and
machine the desired tasks. This Is further compllcated by the fact that
digltal technology !s steadily improving, reducing to practice operations
and functlons which ars not presently feasible. Thls reallzation will
be factored into the design by forcing its structure to be very flexible,
The optimum distribution of tasks between man and computer |s not known.
But, It s known that the Interpreter operates efficiently on a macro-
level, l.e., ldentifylng macro-phenomena within the context of the re-
qulred operations 1lke classifying terraln types, and thus he would
be required to make the higher leve! decislions. On the other hand, the
computer operates very efflclently on a micro-leve!, e,g9., calculating
image statistics and Image manipulations, and would be called upon to
perform those tasks, Each of these ubservatlons are Important concen-
trations In speclfyling the final form of an interactive system,

8 furrier, P. L., "Mithra Specifications: A Unified Approach to Image
Processing Hardware," Unlversity of Kansas, D. E. Thesls, 1976,
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L.0 CONCLUSIONS

The interactive concept is vicwed as the mast promising genceral
solutlon to the problens associated with radar Image simulation. This
approach would be fnvaluahle in reducing the cost of data hase construc-
tion which Is presantly exorbitant when manual techniques are used. The
Interactive concept would provide an appropriate mechanism for updating
the radar Image simulation data bases to account for environmental
changes, Also the Interactive concept would assist in the production of
hybrid radar Image simulatlons.

The Interactive concept puts the Interpreter at the center of the
declslon making processes, using his many years of éxperience, While
the computer would provide the interpreter wlith the necessary Informa-
tion, along with storage and manipulation of the results. The computer
would provide the background Information through preprocessing the
raw data; this preprocessing would transform the raw data Into a form
which !s sultable for analysis. Also the computar would be the book=-
keeper for the Interpreter, storlng interim results, Interpretation keys,
etc. Further the machine would act on the declsions of the Interprater
by performing the desired processing and displaying and storirng the

results In a convenient format. All of these operations would be accompllshed

within the framework of a Interpreter-oriented processing station.

There are several problems which need to be answered before the
Interactive concept can become a reality. Auwong these, the most im-
portant theoretical question !5 Lhe determination of the optimum rela-
tionship between man and machine. There are many englineering problems
Involved, such as the cholce of the computer hardware, whether analog or
optical processing would be as cost-effective in performing some of the
deslired functlions. There s necessary the deslign of a software structure
which would be strongly Interpreter oriented, There are many Image
processing software packages avallable, but few, If any, exhibit the
necessary characteristics. Thus, there are many problems to be sojved
before the Interactive corcept is to be Implemented. But these diffi-
culties do not outwelgh the many advantages which wouild be reallzed
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by an interactive approach. The approach would optimize the available
capabllities, expertise, and resources, yielding a cost=effective solution

to many ol the problems encountered in radar image simulation.
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ABSTRACT

A study of automated techniques for use In an interactive feature
extraction system has been initiated. The purpose of this study
was to survey the present automated techniques for feature extraction
and assess their value as possible Inclusions into the Interactive
feature extraction system. Particular attention was paid to techni~
ques that lend themselves to interactlive capability and the extrac~
tion of features in an Image or ald In the interpretation of images.
Several technliques are anticipated to prove especially useful In the
actual extraction of features automatically. The most favorable at
present seem to be the clustering aigorithms and edge-finding routlines.




1.0 INTRODUCTION

Feature extraction and image analysis covers a broad spectrum of
applications, but in general the problem Is one of simplification. The
general problem in image analysis is to transform an image, represented
by tens of thousands of bits at least, to a simplified version of the Image,
represented by only tens or hundreds of bits, Thus, the techniques
which are of interest are those that simplify the image by suppressing
irrelevant detall, Integrating portions of an image Into meaningful
entitles, describing regions and features, and in general raducing the
complexity of the data, A definitlion by Patrlckl ls: ''Feature extrace
tion s the reduction of a set of measurements contalning a relatively
large amount of data but a sma)ler amount of useful information to a set
containing a relatively small amount of data (features)," Clearly, the
problem to be faced Is date simplification In an image.

What is an Image? An image Is a set of data that represents a
picture. Images are normally percelved visually, But how do we select a
representation of an image or a plcture so that It is suitable to the
computer, which Is whare we want to autonate the feature extraction pro-
cess? Almost always this |s done by visuallzing the physical picture as
occupying a plane defined by orthogonal x and y components. Then a
picture function2 f(x,y) is defined as proportional to the light inten-
sity on the picture at a polnt {x,y). This intensity is also called
the brightness or grey level. Thus & plcture can be represented by &
real-valued continuous function of two variables In the x-y plane. |In
order to fit this representation to the computer, the plcture function
must be discretely sampled, or quantized. Thils is usually accomplished
by partitioning the x-y plcture plane into a quadruled grid and sampling

] Patrick, Edward A., Fundamentals of Pattern Recognition, Prentlice-Hall,

Inc., Englewood C11ffs, N, J., 1972.

Duda, Richard 0. and Peter E. Hart, Pattern Classification and Scene
Analysis, John Wiley and Sons, Inc., New York, 1973,
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the picture function at each intersected point, although sometimes a
hexagonal grid Is used because of the property that any two cells sharing
a common vertex also share a common side, a property useful In some pic-
ture processing operatlions which does not hold In a quaduled grid., Also,
since the computer can only record a finite number of variations in

grey level, the range of plcture intensitles must also be quantized to
reduce the infinite spectrum of black and white to a finite partition
representing the grey level from dark (minimum) to 1ight (maximum). In
answer to the question of what s an image, It is a picture which is
represented in the computer by a matrix whose entries represent the grey
level of the picture at the specifled coordinates. Now we are interested
In automated techniques that operate on Images that will be useful in
elther automatically extracting features or alding an image interpreter
in the extraction of features,
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2.0 TEMPLATE MATCHING

Before a feature or object can be extracted, *t must first be
detected. The classical pattern recognition technique used to detect
the presence of a previously speciflied object of a known shape Is called
template matching, Given a priori knowledge of the shape and slze of a
particular object to be detected, a template is chosen and matched agalinst
the picture for every possible position and orientation of the object.
If a perfect match occurs, then the object (or one occurrence of the ob-
ject) has been found. However, in practice It Is hardly ever the case
that a perfect match will occur, so what Is used Is a relative measure of
how well the object being tested matches the template. |f that measure
Is high enough the object Is tagged as being a possible match. Several
mathematically rigorous measures have been defined for this use, and are
described below:

f(x,y) is the grey level of the plcture at point (x,y)
t(x,y) is the grey level of the template at point (x,y)
T Is the set of all points (x,y) which 1le within the template

max  |fix,y) - t{x,y)]| (1)
X,y IinT

Zr:; | £ (x,y) - t(x,y)| o (2)

{;; (f(x,v) - t(x,y))z} /2 (3)
;;lf(x.y) tlx,y)]

(4)
{Zt £2(x,y) mtz(x.y) } 12

The first three measures of goodness of template matching are all matrices

based on the Lwnorm, LI narm, and standard Euclidean distance respectively,
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The last measure is basically a normalized cross-correlation measure,
which corrects for some of the deficlencies the first three matrices
have., Notice that a high measure of correlation between a template and
an object has a value of zero, while larger values are progressively
lower, except for the last measure.

Trying to match the template to every possible size and position of
an object can be very computationally costly, What Is sometimes done In
order to reduce this cost Is to break a template into several local tem=
plates, and then try and match them to portions of the object. One
particular application that might prove useful In feature extraction
system Is a simple stralght line template, or wdge detector which will bLe |
discussed later., Some of the latest developments In the field of template
matching are in the use of non-final, or variable templates. These
techniques take Into account the fact that objects are not always perfect,
but are sometimes distorted and many times contaln nolse and other non-

essential data. It is Important to notice that template matching schenes
use onty local information, and In general are very restricted and data-
dependent.,
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3.0 EDGE DETECTION

Given that the process of Image analysls and feature extraction 1s one
of simplification, a commonly used method to simplify an image Is to re-
duce it to a set of objects, or features. As we have seen, there are
techniques (i.e., template matching) for detecting a priori known oh-
Jects. In the case where the objects in the image are not regular or do
not lend themselves readlly to template matching, this reduction of an
Image to Its constituent features can be facillitated by converting the
Image to an outline drawing, Hopefully, this converston will not result
In the loss of any Informatlon, since many obJects can be well specifled
by their outlines (or borders or edges). Under the assumption that the
detection of edges of objects Is a valid method for the extraction of
features (which Is an accepted assumption backed by experience), then
automated edge-detectlion techniques will be an Important class of schemes
to analyze.

An outline drawing Is produced by emphasizing reglions of sharp
l1ght=-dark transitlions, and de-emphaslzing regions of homogeneous inten-
sity. In other words, It Is the result of enhancing the edges or borders
of objects. One way to detect edges |t to use an edge-detect!ng template,
as descrlibed earlier. However, edges exist in many varlations, so a single
template might not find all edges. One also wants to find edges In all
diroctions. Therefore aﬁy edge-detection scheme should be Psotroplc, or
direction independent., In a template matchling scheme, this is accomplished
by shifting the template to all possible angles and directions.

The most common technique for edge detecting Is the taking of a deriva-
tive or gradlent over the entire plcture. 0On a continuous two-valued
function f(x,y) the gradient Vf(x,y) is a vector valued function where:

magnitude = [(af/0x)2 + (af/ay>2]l/2
and

direction= tan | [(3f/ay)/(5F/0x)]

Another [sotropic functlion used Is the Laplacian:

L(f)= 22f/ax2 + azf/'ay2
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A third example of historical and practical interest which operates on
discrete functions, such as an image, and approximates the gradient, is
the Roberts cross operator, R(x,y), wnere |[vf(x,y)|] = R(x,y) and

ROGY) = {Flxay) = FOxctl,y1) 12 & [F(x,y+1)-F (x+1,y)2 } /2

For computational purposes, the Roberts cross operator (s often simplified
to

R'(X,Y) - lf(xp‘/) - f(x"’l.Y"'l)l + |f(x.‘/“'l) - f(x'HDY)l

We can see that R'(x,y) takes a gradient by subtracting diagonal! elements as
indicated In Figure 1. Thus it will find differences (edges) in both the

x and y direction. High values of R'(x,y) indicate a marked difference

in grey levels around the point (x,y) indicating an edge. |f the resulting
gradient functlion|s viewad as an Image, It will highlight the edges and
downplay the homogeneous reglions. A common practice is to threshold or
re~scale the gradlent Image for easler Interpretation. The process of takling
the gradient of &n image is also known as adge enhancement, sharpening, and
spatial differentiation,

X, Y+) o o (X+,Y+)

e

-
~
(X,Y) v e (x4l,v)

Figure 1.
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One problem with using a gradient is that it is sensitive to noise
in an image. In almost any real-world image, thete is going to be noise.
Besides noise,many times irrelevant data needs to be ignored. The gradient
will then reglster the nolse as an edge, In order to solve this problen,
various methods have evolved for getting rid of noise. These techniques
are khown as smoothing or averaging techniques. One method of getting around
the problem of noise and irrelevant data Is to use weighted averaging
windows around a point (x,y) to compute the gradient. A particular example
from [2] Is:

ore 2 2,1/2
S [Sx +Sy]

or §' = |s | + ]sy|
whera

Sx = [{x+1,y=1) + 2(x+1,y) + (x+1,y+1)] = [(x=1,y-1)+2{x=1,y)+(x=1,y+1)]
and

Sy = [{x=1,y+1)+2(x,y+1)+{xt1,y+1)] = [(x=1,y=1)+2x,y=1)+({x+1,y=1)]

Besides balng useful in the computation of the gradient, It Is clear that
smoothing and averaging operatiouns would have great utility elsewhere with
regards to cleaning up nofse and getting rid of or toning down canricious
data. A regularized Image (also called a smoothed Image) s gliven by the
following moving or running average function aétlng on the Image: V

9, (xy) = ﬁ- SR ID DR JPRY
v W (%,y) € w

where wlis a window on the image centered at (x,y) and Au]is the area of that

window,

2Duda, Rtchard 0. and Peter E. llart, Pattern Classification and Scane
Analysis, John Wiley and Sons, Inc., New York, 1973,
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4,0 CLUSTERING AND REGION FINDING

We have seen one class of feature extraction technigues that attempt to
detect features by enhancing or extracting edges. In those methods, areas
on the Image where there were large transitions in grey scale were extracted,
Now let us examine another class of feature extraction techniques that are
complementary In ~ sense to the edge-detection technlques. These are the
clustering or reglon analysis techniques. They attempt to simplify an
image by segmenting it Into disjelnt homogeneous regions., So actually
these routines are also detecting edges Implicitly by falling to recognize
them as homogeneous regions, and |lkewise the edge-detection routines are
Implicitly defining clusters of homogeneous regions as the area wlithin the
edaes.

Clustering !s usually performed by combining two types of algor!thms-
thresholding and connectedness. Reglons are defined by having similar
grey scale values and being connected, The problem of how to deflne connected-
ness depends on whether you choose 4- or 8- connectedness. In 4= connectedness
a cell Is conn=cted to another cell If and only If they share & common
side. Thus, every cell Is connected Immedlately to four other cells. In
8- eonnectednass, a cell Is connected to another |f and only If they share
a common vertex, Thus{ al) diagonal cells are also Immediately connected

to a cell In addition to the four adjacent cells{ glving any cell eight

neighbors. A connected region Is usually deflined as all cells which are
connected to each other In some fashion, Connectednass |s where a hexa-
gonal grid has advantages over a quadruled grid., A homogeneous region s
the largest connected region such that all cells in the reglons possess an
Intensity within some glven range. This range is defined by a threshold
or some quantizatlion scheme. A pure thresholding algorithm to create a
binary Imuge is:

B(K;y) a \] If f'(x»y) _:_'_0’

0 otherwlise
where 8 |s some pre-determ!ned threshold value,
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A semi-thresholding algorithm usefnl for deleting information below

a given threshold o is

T(x,y) = (fx,y) if f(x,y) >0,
0 otherwise

An example of a type of thresholding scheme used to quantize an
image Is

Qx,y) = q] If fix,y) 2 Q]
9, 1F Q) « Flx,y) < Q,
Ay 1 Qo < flxy) = Q

where Q]. e, Qn ls a set of strictly monotoni¢ Increasing grey scale
keys and LTI N is a set of new values,

One Interesting result from using thresholding Is that although It
finds reglons of homogeneous content, |f a narrow band of values is chosen,
thresholding can also produce edges. Orce an Image Is thresholded ur quantized,
reglons can be grown by judiclous comblnativns of closely related thrashoided
levels. This nethod Is called region growlng, and looks particularly
adaptable to an Interactive environment.
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5.0 TRACKING AND CONTOUR FOLLOWING

A major problem with both edge detection and region finding techniques
fs their Inflexibility. In particular, edge detection techniques are
stopped by gaps in lines. Reglon finding routines fail to handle small
chunks of nolse and irrelevant data. These shortcomings can be helped
somewhat by pre-processing the image to smooth out unwanted data. A
common method used to facilltate edge detectlon In Images where gradients
won't worl. well or where there are gaps in lines is called tracking or con-
tour followl mg. In this method a routine tracks or follows an edge. Gaps
can be handled using such a scheme, but the problem of deciding what is an
edge and what Isn't still exists, as the reed for backtracking occurs.
Further pre-processing such as thresholdingor quantizing the Image can
help In this circumstanca. The contour following routine 1s mentioned here
because 1t |s anticlpated that this type of routine might be very naturally
Implemented in such an interactive environment of the proposad Interactive
feature extraction system., Such a routine could run in real-time with
the operator providing supervisory control.
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6.0 REPRESENTATION OF THE EXTRACTED FEATURES

Once an Image Is simplifed Lo a set of extracted features, It is most
natural to represent this new extracted image as an overlay to the crigine)
image. Since the object of extracting the teatures was to simplify the
image, we should now look for a way to describe this simplified data. The
most common method used tc represent an extracted image ls to describe
the borders or edges of the oojects in the image. There are miny ways to
Implement this representation, some of which are run length coding, chain
coding, and compressed matrix f.. m. These methods are strafght foward
and are amply described In the 1!terature.

Another method used to describe an extracted object is by specifying
its skeleton, which Is defined as fullows: At each point  [i" the object
S, there Is a largest square Qp centered at p suchthat Qp Is completely
contained In S, |If QF is contalned in some other Qp|' then Qp can he dis-
carded. (learly, S Is the unlon of all such squares. Thus large objects
can be specified by the unfon of a few squares. The skeleton turns out to
be a very economical way to store extracted objects. See [3], pp. 163-
164 for further detalls and examples.

Another method for describing extractad objects from an i{mage s by
constructing relational descriptions of the objects., Thus, we describe an
object by describing It. Some examples of descriptions we might use are

(1) Geometrical representations of the oblect - loca.lon, shape, size,

etc.

(2) Properties of the abject - color, texture, etc.

{3) Relations among th= objects - size, geometrical relations, etc.
From these descripticns, a labeled directed graph can be constructed which

holds the descriptions and represents the interrelations among different
objects 1n the Image.

3 Rosenfuld, A, and J. S. Weszka, ''Plcture Recognition,'" In Fu, K.S.

(Edétor), Digital Pattern Recognition, Springer-verlag, New York,
1976.




7.0 CONCLUSIONS AND RECOMMENDATIONS

Several general classes of autoumated techniques are avallable for uce
in the interactive feature extraction system, Template matching is a
relatively specialized method. Edge detection by means of edge template
has some promise. Specialized application of feature extractiun Involving
fixed shapes might make good use of template macching. For example, it
could be used successfully to find aircraft parked at an airfield, and even
differentiating between types of alrcraft, The possibility of using inter-
active techniques to assist in gencral template matching Is & very good
prospect. Here, for example, an operator could specify the general loca-
tion and orlentation of an object, and the template matching routine could
pinpoint the exact location.

The two general classes of edge detection techniques and clustering
or region finding techniques would provide the operator with excellent
preliminary extracted and enhanced featurus, and he could then expand
upon those Initial guideiines. In particular combining both methods to
delineate both edges and homogeneous regions would provide an excellent
basis for further I{mage analysis and feature extractlion. A gradlent or
pseudo-gradient routine llke the simplified Roberts cross-operator 15 very
effective In finding edges. Smoothing routines help find borders by smooth=
ing out Irralevant data. lnraddltlon, smoothing and averaging routines
cen prove very useful In ''clearing' noise from images. Clustering, or
region finding routines complement edge-detection routines by finding
homogeneous reglons between the edges. |In addition to its role within
clustering, thresholding also looks like a very nice routine to implement
and use In an interactive environment,

Tracking and contour following routines also look favorable wlth
raspect to Interactive use. In particular, they might be used as a tool
to 2xpedite the hand-digitlization and 1lne-following chores the operator
would normally perform. So Instead of the operator having to position the
cursor to a linre and then manually follow the line, a routine could automa-
ticolly follow a 1ine once the Initial starting polnt has been deflined.

The operator could interactively direct the line following routines' pro=-
gress and speclfy declisions at intersecting lines and dead end lines.
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Besides the techniques listed here, several other techniques exist
for enhancing an image for the purpose of providing additional analysis
¢lues. These routines do not actually perform feature extraction, but
rather fedture entancement. Techniques in this area would provide addi=~
tiona) information to tka Image interpreter and include taking the Fourler
transform of an Image, convoluting an image, filtering an Image, linearly
combining multiple images, coordinate transfarms, and other transformational
processes, |In addition to these transformational routires, there are
severa) statistical routines that could provide useful additional information
tn the image interpreter, such as a histogram plotter, averaalng routines,
cuantization contours, and other statistical operations.

A combination of all of the automatic routines mentioned here, ond
others as they become available, will provide a very solid foundation on
which to bulld a feature extraction system, They will aid the user
through thelr interaction, and the Image Interpreter's interaction will
open many new doors for seml-automated feature extraction techniques in
return,
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ABSTRACT

The production of digital ground truth data bases for radar Image
simulation Is a complicated and costly venture, both In terms of time and
expense. Part of the costliness |s due to: (1) the methods by which
features are extracted from source data, such as asrial photography; and
(2) the digitization of feature boundaries. Alternate techniques are
being sought to Interactively extract features from source imagery while
generating or updating the ground truth data base. A speclally tallored
interactive feature extraction system is proposed, The input to the sys-
tem will be the maps and photographs the image Interpreter would normally
start with in the process of creating a ground truth data base for radar
Image -!lnulation, but the computer witl take this intelligence data as
it is, digitize i1t, and allow the user to interactively make a data
base wlthout having to go through many intermedlate steps, Varlous
apsects of the proposed system are discussed, and a general high-level
design is set forth,
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1.0 MOTIVATION

In the past, it has been a slow, time~consuming job to identify and
extract features from imagery. This imagery may be of several types - maps,
photograpis, plctures, radar and IR imagery - and may be presented in
several formats, film (negative and positives}), prints, analog or digital.
The usual procedure used to accomplish the task of feature extraction Is to
take a skilled himan operator (elther a mep speclalist, radar interpreter,
or photo interpreter), present him with the imagery, and then, using his
knowledge and experience, have him manually extract the Information
naeded. With the advent of the modarn dligital compiter, It has been attempted
to transter this burdensome duty to the machine. To date, much time, effort
and money has gone Into the problem of automating feature extraction and
pattern recognition, but so far the complexity of the problem has stymled
attempts at completely automating the process.

A particular example of the feature extraction problem occurs in the
constructlon of dlgital data bases, These data bases are usually maps of
some sort with various features outlined thet are in a digital matrix
format. The most common format Is to store data values in a two-dimensional
matrix, where the row end column of the data entry in the matrix corresponds
to the relative position of that entry on the ground. There are several
ways to store this data, but the most common Is a fully expanded Formagk.
They contalin such Information as ground elevatlion, planimetric detail, or
both. They are used in a variety of ways, Including geologlic, agi icultural,
and mllitary applications. in the past, It has been costly In terms of
time, effort, manpower, and money to create such a digital data base. The
common method currently used to make such a data base consists of several
phases, Flrst, various Information sources are gathered, such as maps,
high-resolution aerial photography, microwave and IR Imagery, optical stereo
palrs, and ground data, such as type and extent of vegetatlon, urbanization,
agriculture, etc., geologlcal composition, weather and irrigation
water table level, climate, and time of year. From all these diverse

X

“That Is, a one-to-one ratlo between the gathered data and matrix loca=-
tions to store data, as opposed to a situation In which the data have
been compressed In a retrievable manner.
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information sources. two maps are constructed - an elevation map and a
planimetry map. The elevation map contains the elevation of the ground,
usually represented by equal-interval elevation contour lines. The plani-
metry map contalns information about the various categories of microwave
backscatter return, usually represented by outlined areas of homogeneous
scatterer category. Then, each map Is digitized, l.e., trans-
formed from a physical plece of paper into a set of palrs of geometrical
conrdinates and at;rlbutes. These digitized points are normally stored on
an intermediate storage medium, such as megnetic or paper tape. Ideally, thls
digitization process would map every polint under consideration into 4 geometrical
coordinate and attribute palr, Thus, the digitized map woculd be the final
digital data base des!red, However, practical timitations many tl7es pre«
clude this best-of-all~worlds situation., Therefore, what I: usually done in
the real world is to define on the maps reglons of homoganeous content
(Vines of constant elevation, agricultural flelds, etc.). Then only the
boundaries of these regions are digitized. This cuts the sheer size of the
data that must be handled by a factor of 50 or 100 for a moderately complex
map., This data is then Input to a series of computer programs which re-
construct the boundaries and "fill in' the reglons described by these
boundarlies, When this process [s done, the desired digital database Is
ready,

As mentlioned above, thls !s a complicated and costly method of digltal
data base construction. Therefore, the problem Is to facilitate thls process

by elther finding a new method to create such data bases, or making the old
process more efficlient, or a combination,
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2,0 GENERAL REQUIREMENTS

Even though the computer rannot solve the feature extraction problem
by itself, It can be used as a device to asslst the human operator and
thus facilitate the feature extraction process., To achieve the optimum
balance between hunan and computer efficlency, the computer should per-
form those acts which It can perform better or faster than the human, and
simtlarly for the human operator. The computer Is admittedly much faster
than a human, and also has larger short-term and long=-term memoty capacl-
ties. The computer can thus perform many simple and repetitive manipula-
tive chores better than a human. However, the computer lacks "intelli-
gence.'" In the fleld of feature extraction, the computer cannot make
Judyment declslons and extract features nearly as well as a human.

Clearly, what |s desired Is a computer system, or integrated set of
programs, that takes care of the bookkeeping and other ''non-intelligent"
Jobs Invnlved in feature extraction while allowing the human operator to
make the declsions and guide the system Intelligently. Such a system
should be totally user-orliented in order to provide an atmosphere where
the operator can concentrate on feature extraction rather than peripheral
activities. Also, it must be interactive since the feature extraction pro-
cess I3 a continuous one of deflning and refining teatures.

It should be noted here that although this feature extractlon system
s Intended to be useful In the general feature extraction fleld, its
Inltial use will be oriented toward the extractlion of planimetric and
elevation information for the purpose of data basa construction, Thus,
the system will be des!igned and bullt with this purpose in mind, However,
this limitation should not affect the system's usefulness in other areas
of feature extraction because the process of extracting elevation contours
or deflining homogeneous regions on a map iz basically the same as the pro-
cess used In other areas of feature extractlion, such as finding certain
geometric shapes in a scenc or finding cars In a parking lot. With thls
In mind, the feature extractlion system will be a fully general system.
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3.0 INPUT

The basic Input to the system will be an image in digltal format.
|f the actual Input Is not originally in this form, there should be some
means of getting it Into an acceptable form, such as a graphic digitizer.
This Image wil) probably almost always be represented as the two-dimen-=
sional matrix stored as digita) grey-levels, probably between 32 and 256
levels (from 5 bits to 8 bits)., Three-dimensional and higher-dimensional
images can be eas!ly stored within this two-dimensional framework.
Thase two=dimensional coordinates will probably represent ground distance
in some X and Y diractions, where X and Y w!!1 normally be orthogonal,
although this can be changed, However, tor the sake of display purposes,
the two~dimensional matrix will represent an orthogonal grid system with
equally scaled coordinates. Thus, polar coordinates and other non-
orthogonal systems wil] probably have to be converted Into an orthogonal
system In order to be stored as an Image file and looked at on a monltor
without dlistortion. This restriction on the form of input files Is based
on standard CRT capablilities. If there Is a graphic display unit
avallable with non-orthogonal rasters, this restriction may he walved.
The types of input anticipated to be encountersd are

(1) Maps
2) Photographs

(
(3) Radar Images
(4) Radar SImulatlons
(5) Prepared data bases
(a) Elevation
(h) Planimetry

(6) Other

in addition to Image Input, another type of input to iihs system wlll
be operator commands which will be entered Interact!vely from a keyboard.
The 115t of legal commands will form the command language. The command
languzge should be easy to use, understand, and remember; It should
also be terse enough so that it rdoesn't hamper the operator, but flexi-
ble enough to handle all of the oparatlons the operator might wish to use,
The command language will be on a bi-level achene; that is, there
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will hopefully he a short and long form of discourse with the system,
The long form should be fully explanatory and easy enough for a novice
to use,while the shnrt form should be as economical as possible to expe-
dite the experienced user's [nteraction. Also the command '"'yser'', and
for that matter, the whole system, will be designed in a modular fashion,
so that changes and additions wlill ba easy and stralghtforward to imple-
ment., This deslign aspect is particularly Important since it is antici-
pated that many people will write and add modules to the basic system
later. Speclal care will also be taken In the system design to try to
make all modules as Independent as possible., This will aliow for a sub-
sat of the system to be irplementable to perform specla)lzed activitles

without dragging the whole system along., |t also allows additlonal modules

to be added easiliy,
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4.0 OUTPUT

The output or final product of the system will be a matrix of values,
This matrix could represent some sort of data base, i.e., planimetry,
alevation, land use, geologic reserve locatlons, etc. It could also
represent a map of an area, showing backscatter categories or other classl-
ficatlons, It could also represent a radar Image or an enhanced photo-
graph. These are all Images of some sort. Notice that the output can
also be used now as input. The output can be used in one of two ways:
(1) 1n a digital format, as data to another program, or (2) in a plctorial
format, efther on a CRT, TV monitor, plotter, or printer, The final form
of the output Is dependent upon its further uses.
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5.0 PHYSICAL RE(UIREMENTS

The system as actually Implementeda will depend heavily on the hard-
ware avallable. However, the high-level deciqgn of the system |s Indepen-
dent of hardware with a few exceptions, The first Is that the system, of
course, needs a computer of sume sort with reasonable memory, adequate
off-1ine storage, and sufficient computing power. Another raqulrement
Is that there must be some sort of display device, Assoclated with this
display device must be a data channel for transferring images to and from
the computer in reasonable time, and also 4 means whereby the operator
may access the display and convey information from it to the computer.
These requirements can be met by a minlcomputer with disk storage and a
display CRT with efther a cursor, framer, or light pen. Althuugh this
hardware may be conslidered standacd, it is by no means the only configura-
tion that Is acceptable.
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6.0 SUBSYSTEM

The system can be designed either as a complete operating system
or as a subsystem operating undar some higher-level operating system.
If it were designed as an Integral operating system, |t would have the
assets of efficliency and spead., With specially designed supervisory
and support routines, the system could operate faster and with fewer
Interruptions than possible with a general purpose operating system.
Also, 1/0 functions, In particular Image transfers, could be made to
operate faster and also speed up interactlions with the operator. |[f
the system were designed as a subsystem, It would have to rely on
existing supervisory and support routines. However, axperience has
shown that most oparating systems provide adequate supervisory and
support routines, so that even though a speclalized system could operate
faster, the effort required to design, code, and test a complete operat-
ing system far exceeds the advantages derived from It. (But note that
In some special circumstances, this rule might not hold - 1.e., If 1/0
was really too slow to handle Image transfers, etc.). Another advantage
of a subsystem [s Its portabflity, |f the system has to be moved to
anothar hardware conflguration, It would be much easler to redesign the
faature extraction system Interface with the operating system than to
have to redesign the entire system to fit new hardware. Also, operat-
Ing a subsystem mode would possibly allow other users to work in other
subsystems in a time-sharing environment. In conclusion, It has been
decided that even though a speclallzed operating system geared to feature
extractlon problems will be more efficlent and faster, the extra effort
needed to create the supervisory and support routines is unwarranted.
Therefore, the feature extraction system will be kept as simple es possi-
ble and designed as a subsystem to operate under an existing operating
system.




7.0 SYSTEM BREAKDOWN

The feature extraction (sub-) system will consist of & operating
system interface, a file system, a command interpreter, and various
funetion routines. The operating system interface is not really an
individua! module, but rather exists throughout the entire system as the
means by which the system conmunicates with th~ operating system. The
tile system will handle image files. |t will be simple, since, &s indi-
cated In INPUT, files will probably be restricted to matrices of data
values, Within the file system wi'l exist the interface to create, des-
troy, modify, and transfer files to and from storage (disk or cape),
memory, and the display device(s).

The command Interpreter Is the execut!ve of the system. It will
be the program that accepts as Input commands from the uperator, parses
them, and then invokes the proper routit. to perform the actions indi~
cated. This intsrpreter forms the interactive link between the operator
and the computer. The command language, an intrinsic part of the command
Interpreter, has been previouslv discussed. Particular care will be
taken in the command interpreter design to ensure that changes ard
additions tu the command language can be easlily incorporated Into the
command [nterpreter, Speclal documentatisn on how to modify parts of the
system will be Included in the final documentation,

These first three system parts form the skeletal framework of the
system, The tinal system part is the package of varlous function rou-
tines. These programs will form the bulk of the system. They will be
the last to be coded, and additional routines will probably be added as the
system grows and mure or different functions are needed In the system,
Below Is a 1ist of possible functions grouped Into categories which seem
desirable to Include Inthe system, This list is not necessarily complete,
but represen's a first-order view of functional capabilities deslired.

A. Feature Extraction
1. follow lines
2. connect points

3. vlustering routines (find homogeneous reglons)
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4, gradient routines (find boundaries)
5. delineate features/designate reglions/define boundaries
6. modify features (add, delete, faze, brighten, enhance)
7. zoom capability
B. Whole Image Processing
V. transfers
2, scale changes - expand/contract
3. sub-imaging
4, translatlén - rotation/flip/invert
5. polar-to-roctangular and ics versa
6. transforms - Laplace, FFT (envoiutlion
7. gradlents
B, clustering
9. blas, scale, nagnte
10, sharpen, blur, average
11. threshold, binary fmage
12, statlstlcal routines, tistoyram, averaging
C. Multi-Image Processing
1. add/subtract/multiply/divide
" combine, merge '
3. superimpose
b, multiple-band
5. split screen, flicker, fade in - fade out
D, Analoqg Processing
1. Integration
2, transiorms
3. [linear combinations
E. Special Purpose Routines
1. evaluation functions
2. radar simulations
3. bio-medical applications
k. three-dimensional processing
F. Interface to Adapt Existing Routines and Flles
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8.0 _CONCLUSIONS

it Is falt that an interactive computer system would best meet the
needs of the probiem of featurc extraction from imagery. A basic system
design has been made and Initial attempts at Implementation are underway,
Other uses for the system have not been explicitly explored, but many
other applications could benefit from such a system.
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ABSTRACT

This report examines some of the problems and difflculties encountered
in Image handling and processing. A major area of emphasis is image
storage, examining physical storage requirements, 170 (input/output)
transfer time, data compactness, reconstructive processing, sequential and
random file structures, and compatabllity of file structures, Transfer
and display of Images is examined and transfer time Is shown to be crucilal
to the success of any Image handlling system. Management of Images Is
examined briefly, as 1s general manipulation of Images, both external and

internal.




1.0 INTRODUCTION
In working with images, certain problems Invariably arise with respect
to the handling and processing of data. This report examines some of the
pioblems and preeants some possible solutifons to these problems. Through-
out this repori, the following definition of image will be used:
An tmage Is a structured flle of data values which is normally
displayed pictorially,
This c- zept of un Image Is analogous to that »f a picture (map, photo-
graph. scene) that Is stored digitally in a computer. So an image Is really
e large data structure. |In working with images, speclal actions need to
be tuken In order to successlully handle them. These special needs create
special problems that need to be taken care of before anyone can work with
Images.




2.0 IMAGE STORAGE

2.1 - sical Storage, /0 Transfer Time

Perhaps the most slgniflcant problem area concerns image storage.
retrieval, and formatting. ‘Nontrivial Images Invariably contain excessively
large amounts of data, due to the very nature of them, The problem of how
to score this vast quantity of data touches quite a few areas of Interest.
0f major Interest !s the problem of how to physically store the Informa-
tion. Normally, one would want to store the information In as small &
space as possible, since storage space is usually limited. For long term
storage, the standard physical devices used are disk and magnetic tape.
Occasionally, clrcumstances dlctate hard copy storage, which means punch
cards or paper tape. Since It is easier to store small amounts of data on
these physical storage media, rather than large amounts of data, It mzukes
sense to try and store data as compactly as possible. Besldes the physical
storage space aspect, consideration must also be given to Input and output
(170) transfer time involved in accessing the data once it |s stored. As
a general rule of thumb, access time (1/0 transfer time) is directly pro=
portional to the ameunt of data beino accessed. Thus. a larae flle will

take longer to access than a small file, all other factors being the same.

2.2 Reconstructive Processlng

However, | f an image, or any file, is stored In Its most compact
form, then even though 1t will use the minimum physical storage space and
be ‘ransferable from storage to memory in the minimum time, It will have
the serious drawback that the data will not be immedlately ready to use,
since It Is In a compacted form. Therefore, there must be some processing
to reconstruct the origina) data values from lts compacted form, Later,
this same processing must be reversed to compact the data In memory to
prepare it for storage., Thus, there Is a tradeoff between minimizing
storage and minimlzing reconstructive processing.

2.3 Tradeoff Between Compactness and Reconstructlon
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2.3.1 No Compaction

At one end of the spectrum of tradeoff Is simply doing no compaction
on the data at all and storing it Just llke it appears in memory. Thus.
th"?e-would be no need to compact the data going from memory to storage or
to reconstruét it as It comes Into memory from storage. However, this would
be the most space- conSumJng storage method, as there is no compaction at
all, The tradeoff 15 obv! od?Ty~hlgsed toward minimizing reconstructive
processing., This storage scheme wou good to use In the situation where
reconstructive processing would be burdensom

would be the case in a
very slow or heavily used CPU or whare storage was ROt-a_problem (as

would be the case If there was a lot of extra storage space with .fast 1/0
transfer rates). An example of such a storage scheme is the method by

which the current Plckwlck Dam site data base s stored, This data base

s a matrix of data values with 3169 rows of data, each row In turn con-
talning 3169 data items. |t is stored on magnetic tape (one main reel and

one overflow reel) In sequential physical block mode, each ptysical block
containing one complete row of data, This is approximately 3000 feet of
magnetic tape, The data is not compacted at all, Each data item has 16

bits of slgniflicant information. Since the word size Is 36 bits on the Honey-
well 66/60, thls means that fully 50%, or 1500 feet of taps, Is not utilized
at all. One reason why thils method was chosen was that 1/0 transfer rates

on the Honeywell 66/60 are fast, and performing reconstructive processing

on such a large amount of data would use a lot of CPU time, Another reason
was that it is the easfest and most strafghtforward., Thus, the user of

the data base never has to worry about whether his data is In the right

format or not.

2.3.2 Extreme Cumpaction

At the other end of the spectrum of tradeuff |s perfoirming as much
compaction as possible on the data. Thus, storage s held to a minlmum,
but there Is a need tc perform quite a bit of reconstructive procassing. In
performing the compaction, the reduction prucess can get qulte compllicated
as nhew, complex data structures arc evolved to store data in a more compact
format. Reconstuctive processing can become extremely complicated,
but sturage savings are usually on the order of several hundred, depending
of course on how Intricate the original Image s and the exact compaction
algorithm chusen, Thls storage scheme would be gocd to use In the sltuation
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where storage space was at a premium (as would be the case with only limited
disk space or very slow 1/0 transfer rate) or where reconstructive process-
ing was not a problem (as would be the case with a very fast or lightly
loaded processor).

An example of a highly compacted data storage technique Is a data
cympression method used In handling elevation data. The technique used
to compact the data Is to only record those elevation values that have a
certaln characteristic, This characteristic is commonly set to be any
elevation value which Is a multiple of twenty feet. Thus, the data may be
stored either as a collapsed matrix or as strings of 20-foot contour 1ines,
This data compression technique Is highly effective In compacting the data,
bur reconstructlive processing can be a problem. One- and two-dimensional
Interpolation routlnes can reconstruct the data, but 1t takes a long time.
Also, another Important aspect of this or any other data compression
technique Is the valldity of the reconstructed data. Sometimes, not all
of the data can be restored to {ts orliginal appearance. Thus, sone data
Is lost, |If this process Is used over and over again, 1t might result In
a further degraded Image every time the data Is accessed. Thus, lrtegrlty
of the data compaction scheme |s an important aspect.

Some othar extreme compaction schemes Involve modeling the data
mathematically. An example might be to combine the above mentioned scheme
of picking the 20-foot contour levels, and then further compacting that
data by modeling each contour line as a mathematical function llke an vptho
degree polynomial. I[n this way, the data could be compacted further. But
agaln, this method suffers from the valldity problem In that mathemarical
models zan usually only approximate the data. Therefore, every time tnc
data !s reconstructed, it bccomes progressively more distorted, Notlce

that this form of compaction actually changes the data [tself besidas
Just the method in which It Is stored.
2,3.3 Optimum Balance

Retween these two extrumes lles a complete spectrum of data storage
schemes that attempt to optimize storage and processing for any particular
situation, Most of these methods choose some data compaction scheme that
falls short of extreme compaction. In fact, some of tihe first-order data
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compaction algorithms generate .torage wavings on the order of five or tan
times the inltial 5ize whilg,In\U'*ing only a very modest processing
overhead. o

Any nne of the middle u»—}he*road schewes would be qgood to use in a
normal sltuation where there needs to be som: balance between data storage
and reconstructive nrocessing. A particular example that Is quite commonly
used Is packing. In a packing scheme, several data {tems which are smaller
than the computer word size are packed into a single word., For example,

If the data ltems contain only 12 bits of information ard each computer

word has 36 bits, then three data items can be packed easlily into one
computer word. Notice that packing does not change the data Itself, but
only stores it more compactly. This scheme |s successful because a computer
word Is usnally the smallest plece of Information that can be accessed

and stored and also because blit shifting manfpulatﬁon ls fast,

Sometimes, packing on word boundarles doesn't work, For instance, |f
the data item are 10 bits long and the word slze}Sn the machine is 36 blts,
then only 3.6 data ltems can flt Into one word, / In this case, one can
either pack only three data |tems Into one wordf leaving six bits of every
word unused, or one can choose to pack across wérd boundaries, i.e., fit
three data Items and the first siry blts of the;fourth data item Into one
word and put the last four bits of the fourth{hata ftem Into the beginning
of the next word. Tils latter scheme uses alﬁ of the avallable storage
space, but reconstruction Is much more dtffigult, as reconstructing data
ltems spread across word boundaries Is trick; to do. However, ona might
be forced to resort to crossing word boundaéles If the data ltems are
longer *han the word size. :

It has been assumed that all data ltems are of the same slze, which
will be the rormal case. However, sometimes variable data :1z2es mus! be
accommodated. In this case, one alternative v to force all the data |tems
to be the same slze by filllng In with zeroes. Another alternative Iy ton
place markers at the end of every data ltem, This scheme will work
satlsfactorily If a suitable marker can be found which does not conflict
with any of the data ltems. Data storaye s mucn more complicated lor
variable-sized data Items. Slnce almost all data base applications will
deal wlth uniferm daca, It will be assumed that thls s the case.

el
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Two other examples of data compaction and storage will be mentioned.
The first called run length coding, Is a gcad scheme to use whenever the
data Is constant over areas of the image. In this method, which Is simlilar
to tha elevation storage technique discussed earlicr, basically the outlines
of features within the Image are stored. Within a row of data, the first
entry is recorded along with the number of times [t occurs consecutively,
Then, when the data changes to a new value, th!s‘new value Is recorded
along with the number of times 1t occurs consecutively, and so on untll
the end of the line. In this way, the boundaries of reglons of constant
data are recorded, or outlined., This scheme is well-sulted to storing a
category data base, or any other image where only the outlines need to
he remembered. In this way, the exact same Image can be reconstructed
by a simple fill=In process. This fact distingulshes it from the elevation
contours method discussed earlier, which only approximates the Image.

The second example Is a simllar scheme but better sulted towards
handling Images like the elevation contours where the data Is not constant,
but changingby small increments. In this method, & base value for a row
(or column) of data is glven, usually the first value encountered or the
average value. From then on, offsets from the base value are used to
describe the data, This process can either be static or performed as a
running or relative offset. The following example {1lustrates both methods:

STATIC OFFSET

DATA INITIAL VALUE AUG, VALUE RUNNING OFFSET
71 716 7N 716 707719 -3 71 716
71 718 + 2 -1 + 2
7721 +5 + 2 + 3
71 727 +11 + 8 + 6
7V 730 +14 +11 + 3
71 730 +14 +1 + 8
71 725 +9 + 6 -5
7n ny + -2 -8
71 710 -6 -9 -7
71 703 - . -13 ~16 -7
N-B
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Using either of these methods, the number of data entries is not reduced,
but rather simpiified. In the above example, for instance, each initial
data entry needs at least 17 bits to accurately represent it in a computer.
The static offset method needs 17 bits for the initla) value, but only

B bits for each entry thereafter. The running offset again needs 17 bits
for the initial value, but then only tour bits thereafter. Each method

has its own particular advantages. Notice that although the number of
entries has not heen reduced, the data has been changed so that It requires
much smaller storage space. This scheme would be a good one to use on

elevatinn data, which exhiblits the kind of data which works bast In such
a scheame,

2.4 Sequentlal and Random File Structures

In addition to these different methods of storing images (large
data files), there are several techniques for physically storing the data
on the peripheral devices. On such devices as magnetic tapes, cassettes,
papar tape, and cards, data must be stored sequentlally.

When data is stored sequentially, In order to access data which is not
currently being looked at, the flle must be rewound and searched through
until the deslred record fs found. However, data can be arranged Into
blocks of data in such a way as to maximize the use of the device. Then,
Instead of looking word by word for a record one can go to that block, but
st11] starting from the current location or the becinning of the file. Within
physieel blocks, data may additionally be arranged Into logical records
to further facillitate acness.

Sequential flles are fine for data that will be used sequentially,
f.e,, In order. However, if data ls to be used at randem from within a
file, then a random file structure would be desirable. In a random file,
any record can be accessed in approximately the same time as any other
record. This Is usually accomplished by having an address vector with the
physical disk address of mach record., Thus, there 's an ovarhead in storage
space and to some extent speed., Tro determine 1f a random flle structure
Is better than a sequentlal flle structure, this overhead must be welghed
agalinst the utility of fast random access to data. |f the Image file ls to
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ba accessed unly to transfer it as an entire image, then a sequential file
would be best. |f, however, the capability of randomly sclecting data from
the Image file is wanted, such as would be the case with In nemory editing
functlons, then a random file structure would be best, as direct access

would negate the need for constantly rewinding and searching sequentially,

2.5 Compatibillty

Another major conslderatlon In determining image flle structure and
storage Is compatibllity., 1t would be desirable to store an Image in a
format where it would be easily compatible with othar Images and fllas,
This factor would be Important if Images were to be used off site, since
the imagm must be In such a format that the new sfte could read it and use
It., There are often severe hardware, software, and interface compatibllity
problems within even the same site. Diffarent programs must be able to
access different files successfully, since often Image analysis Involves
working with multiple Images, This consideration in file design sugqgests
the standardization of image storage techniques. But this must be
welghiad agalnst some of the other factors already mentloned, as different
circumstances and situations dictate different storage technliques.

N-10




3.0 TRANSFER AND DISPLAY

3. Qigplaz Devices

Another significant problem area concerns the transfer and display of
images. As noted before, Images are data flles that are normally viewed
as pictures. Obviously, there must be some medium on which to display
and view the images. There are many such display devices, Including:

1. Graphic terminals and CRT's

2, Television moniturs

3. UOscilloscopes

L, Plotters

5. Film
Many of these devides are set up to receive data In a very particular for-
mat. For example, television monitors normally re~:'re block sequential
transfers. Such restrictions will definitely affe-: .he Lechnique used
to stors the data, Aas data should be stored in such a way as to require
the minimum conversion. Alsn, many times the 1/0 data channels are of a
particular form. Thus, if there Iy a 16 bit data bus and 12 bit data |tems
provisions riust be made to account for the discrepancy. In some lnstances,
thi- is taken care of by the display Interface. |In others, speclal pre-
processing must b= applied to Images before they can be transferred and
displayed. Each different hardware device will affect a system di fferently,

uniess a uniform Interface can be designed for all devices.

3.2 Transfer Time

The bigaest problem Involved with the transfering of images is time,
The ncrmal path that data has to follow in order tc get from storage to a
display device is to first travel from the storage device to memcry.
While the data is In memory, It is optionally processed to reconstruct
the Image as If it was stored in 3 compacted form. Then the data is further
processed co put It into the correct format to be passad to the display
device. The data is finally put on the deta channel and sent to the display
devtce, where It Is finally viewed, This path is quite long and complex,




and remembering the huge amount of data present in an (mage that must be
transferred, it Is not surprising that images transfers take a long time to
complete, This time factor causes much delay and deqgrades the whole

system since the user is waiting for his Image t» be transferred and can't
do anything else until it is completed, Meanwhile, valuable resources

are beil' » used, and if the system is a single-user system, then the entire
system ' . 'og-jammed untll the transfer is done. Thus, transfer time can
heavily influence the effectiveness and usefulness of an image handling

system, and so care should be taken in the early design to try to minimize
irensfer time. '
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4,0 IMAGE MANAGEMENT

4.1 Image Control Blocks

. *" Management of images Is another major area of concern, There must be
some way of maintaining control over Images. The manner in which this prob-
lem Is commonly solved Is to create special areas where control Information -
Is kept., These areas are called Image Control Blocks (iICB)., These ICB's
should contain all the control information about a particular image that
will be needed anywhere by the s?stem. This information Is then used by

the system, and can be changed by the user nnly In special ¢lrcumstances.
ICB's normally include the followlng Information:

File name

File format (how 1% Is stored)

File location (where It Is stored)
Size of physical records

Size of loglical records
Random/sequential

Size of data item

m\lm\n:yaro—-

Size of Imace

w

Number and size of subimages
10. Open/closed (accessible)
¥, Other

4.2 Image Descriptor Records

Besides control information, many times there ls other descriptive
Information associated with an Image. This Information Is not used by the
system to manage the Image, but rather It is used to present descriptlive
information about the image to the user. This type of Information ls
contained in areas called Image Dascriptor Records {IDR). The IDR's are

. in turn controlled by the ICB. IDR's normally contaln such Information as:
1. File name

2. Data created
3. User name
4, Last date chanced




W o~ ™ W

Last data accessed
Changes to original image

where did original image come from
what information does this image contain

Cther

N-1h
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5.0 MANIPULATION OF IMAGES

5.1 Whole Image Manipulation

The last majnor area of interest concerning images Is the manipulation
of images., In working with images, the occaslon quite often arises that
some changes need to be made in the image, These changes can be made in
sevaral ways., One class of modification schemes acts on entlre Images.
Functions In this class include thresholding, coordinate transformation,
scaling, bias, expansion, contraction, subimaging, functional transforma-
tions, etc. A subclass of modification schemes Includes multiple Image
fumctions, such as appending, merging, arithmetic combinations, etc.
Since all these functions operate on the entlre Image, they usually take
a long time hecause of the amount of data Involved. Such functions are
usually well~-speciflied and parameterized for the user's convenience. A
major problem wlith these functions Is that It takes a long time to verify
the results. Besldes taking a long time to run the functions imlitlally,
then the results have to be transferred inorder to evaluate them., Ffor
instance, If a thrasholded image is required, the resultant thresholded
image usually requires variflcation that the level of quantizatlion was
correct. These functions act as a gulde for the user, usually performing
feature enhancement functions over the entire image. For further Infor-
mation on these functions, see [I1].

5.2 Image Editing and Modificatlion

Another class of modification schemes act on individual features
within an image. These schemes differ from whole image processing in that
only selected sub-portions of an image are affected, rather than the entire
image. This class is further divided into two sub-classes. One sub-class,
called Image editing, Just maniputates desa within an Image by processing
the data In memory without ever transferring it to a display device.
Examples of (his type of processing include string manipulations, Insert-
Ing and deleting lirnes, changing and replacing data items, etc. The other
sub-class, called Image mod!ficatlon Involves manipulation of the data In
memory while the Image is belny viewed on & display device. The difference

between Image editing and lmage modi fication Is that In Image modification,
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clues are taker from examination of the scene presented by the image on the
display device. Examples of Image modification techniques include various
interactive feature extraction techniques, as disrussed elsewhere'.

1
McNeitl, M., J. L. Abbott, V. 8. Frost, V. H. Kaupp, and J. C. Holtzman,
“'Automated Techniques in Feature Extraction,'' TR 319-z4, Remote Sens-
ing Laboratory, The University of Kansas, June, 1977.
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6.0 CONCLUSIONS AND RECOMMEMDATIONS

Many of the problems associated with Image handling and processing
have been discussed, with possible solutions proposed. It is evident that
the specific cholce of a solution to a problem Is dependent upon several
factors, including the hardware and software available, the type of prob-
lem and the type and usage of the image invoived. Because Images contain
large amounts of data, a primary problem Is how to store and access the
data quickly and efficlently. The tradeoff between compactness of data
storage and reconstructive processing has been explored to some lengths,
with the conclusion that the specific form of storage be determined by
considering hardware storage and processing capabllities, 1/0 transfer
rate, file structure, compatibility, and the type of data nad lts Intended
use. In addition, speciflc algorithms have been discussed and their
usefulness with respect to certalin types of data explored.Dlsplay device
capability and transfer times to and from memory have been shown to be a
very Influencling factor In system utility and ultimate usefulness, Manage-
ment of images will probably be handled in the standard way with an Image
Control Block and Image Descriptor Records, Manlipulation of Images was
briefly discussed, ldentifying severa) areas of manipulation to be used in
an Image handling and processing system,




