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ABSTRACT

• A technique is described for determining 0-region electron density profiles

from VLF reflection coefficients . Some of the problems concerning convergence

of the i terative scheme are discussed as wel l as the constraints introduced

to account for features of the profile for which information is not provided

by reflection coefficient data . Also , an example is given where the technique

is appl ied using simulated data .
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I. INTRODUCTION

Radio sounding at very low frequencies (VIF - 3 to 30 kHz) Is a valuable

method for exploring the lowest ionosphere. With special sounding techniques ,

such as descr ibed in reference 1, It is possible to obtain continuous sound-

ing data simultaneously at many frequencies over the VIF band . However, con-

siderable difficulty is encountered In attempts to obtain quantitative

Information concern ng Ionospheric properties from the sounding observations.

The theory of radio wave reflection from an inhomogeneous, anisotropic plasma

such as the ionosphere is rather well developed, so that If the properties of

the ionosphere are known, It is possible to calculate the expected effects on

the radio waves. The real problem to be solved , however , is the inverse

problem of determining the unknown ionospheric properties from the observed

effects on the radio waves. The use of data in this manner to obtain electron-

density distributions of the ionosphere has become known as profile inversion .

Early work in ionospheric inversion (e.g. references 2 and 3) used trial

and error techniques to deduce profiles . That is, values for the ionospheric

properties were assumed and the ionospheric reflection coeffic ients calcula ted;

these were then compared with experimental values , and if the agreement was

not satisfactory, the calculations were performed again with different values

for the ionospheric properties. The goodness of fit between the calculations

and the experimental data were determined only by a subjective estimate of the

Investigator.

There has long been a question as to whether VLF radio propagation data

might be readily Inverted to obtain 0—region electron density distributions ,

without the use of trial-and-error. There has also been a question as to

whether profiles , If found to fit the data , could be claimed to be uni que.

In this report a method of search Is proposed for investigating the problem.

2 
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In the case of steep-incidence sounding the measured data are

elements of the ionosphere reflection matrix at several experimental

frequencies. If an electron density profile Is known, or assumed, the

elements of the reflection matrix may be computed in a straightforward

manner by use of a full-wave solution , such as that given by Budden ,

reference 4. The inversion problem is to begin wi th reflection coeff I-

d ent data and deduce the electron density profile.

Many of the fundamental ideas of the inversion technique described

in this report were previously presented in reference 5. For this

reason, several references will be made to that report rather than to

reproduce the material.

The approach taken in searching for a best-fit electron density

profile from data is that the profile is to be linear (on a log scale)

unless the data gives information to justify a given degree of detail.

To carry out this approach , two functions are defined . The first Is a

measure of deviation of computed reflection coefficients from data ,

defined as:

m

$ = (~-~1)/~ ~ (i)

where
m - is the number of propagation frequencies

- are the computed values of the reflection coefficients

~~~~~ 

- are the reflection coefficient data

- are the uncertainties in the data values .



1~

The second function Is a measure of detail , or curvature, in the profile and

is defined as:

= j 
j
~d~ 1

;:a

N
e} dx (a)

where Ne is the electron density, z is the height variabl e and the integral

is taken over the range of the profile.

The required profile is sought by an iterative technique in which the

total curvature in the profile is allowed to increase in steps to improve

the fit to data. Each step requires a perturbation-type solution in which

the full-wave solution of Budden is analytically differentiated with respect

to perturbations in the profile.
The end result sought in using the inversion procedure Is the deter-

mination of a profile which contains all the detail justified by the data,

but which does not contain spurious detail which would represent fitting to

error In the data. There should be an optimum trade—off between deviation

from data, represented by the value of s, and curvature in the profile,

represented by the value of c. The trade-off may be represented by the

condition:

c+Xs --’min (.3 )

where the value of X must be chosen for the optimum condition.

A solution to (3) may easily be found for X~0. A solution which is

first order In r1 may then be used to :btamn a solution forasinal l value

_ _ _ _ _ _ _ _ _ _ _ _



of A . The first-order solution may then be used to find profiles for

successively larger values of A . As the search proceeds, the profile

will , in general , develop more detail and the fit to data will improve

until a singularity is encountered in the solution.

This report is divided into three major sections other than the

Introduction . Section II is a discussion of the general background

needed for understanding the ideas of smoothing and inversion. Section

III describes the procedure for obta ining the electron density profile

from reflection coefficient data. Section IV summarizes the invers ion

scheme and gives an example using simulated data.

The notation used throughout this report is as described below . In

general the subscript convention used is that j and j’ refer to the “n”

layers of the electron density profile while i and i’ refer to the “rn”

data parameters . Note that most equations are written so that subscripted

variables may be thought of as matrices or vectors .

The notation is:

Square matrix: 
~j ’ >

A = 
clii 

=
C1,,1’ 

- V /
Rectangular matrix: •

• b~~~ ’ b 1  r i
B = = 

~ I b
~L I ç4)~~

• 111 !IWJ VL J

S

5
Vs

~

~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ . -— -~



Column vector:

C> = (I: ) = ~ (c i)  
(4~> c)

Row vector:

_ -I >> 
- 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -D - Sq
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II. GENERAL BACKGROUND

A. Inversion Without Smoothing

A simple inversion technique is illustrated by the Newton—Raphson

iteration procedure. The problem Is to find “x” such that:

= F (i.e. Q ConstaNt) (
~fr)

Consider figure 1 as an example where the curve for f(x) is given

by the arc PQ. The solution for X
I1 is obtained by starting with an

initial value for “x” (e.g. x = x0). This gives , from figure 1:

• F— -F x0) — df (C)
(X~— X 0) dX x =x 0

or let

~~~ 

~~ (f — f (X (7)

and

4X
~ = 

(X 
— = (dff~))~~ 1 = ~; ~~ (

~
)

This leads to an approximate value of “x” for f(x) = F, given by:

x1_ x o ± 1~1xi (
~
)

Sr -

7
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The iterative procedure is then repeated with :

ML = F — ~ (x ~~1 )

~x . = (df(xfl 1 
- 

(
~L 

~ dX /

and

X L + @0
until convergence occurs when 4f becomes less than some pre-assigned

tolerance value . Figure 1 ‘Illustrates the iterative process.

The technique w ill yield the wanted solution for “x” provided
that the slope of the curve does not become zero along the arc QP of
figure 1.

Figure 2 shows an example of a curve, f(x), where the inversion

technique will not converge because of the zero slope of the curve

at the point x3.

Next, a modified version of the Newton-Raphson Iteration scheme Is
considered. In this case It Is desired to follow the curve f(x), from

an initial chosen value of Ix , as f(x) approaches the fixed value, F.
This situation Is important in that it serves as an analogy for more

complex cases.

8
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The problem is to find “f such that f(x) = F (a constant). The

solution for the i-th step is:

(x . 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~

)

where

= F - ( F - •

~

and where “A .~” takes on values monotonically increasing from 0 to ~~~~~.

It is seen from figure 3 that the steps converge to the value

f(x) = F only if f(x) is a monotonic function of “x ” . If this is not
• the case , the steps will not converge. Even in this case , however ,

there may exist another function g(x) = function (f (x)) which is a mono-

tonic function of “x” . The above curve-following procedure may then be

used with g(x) to converge to a va l ue G = function ( F ) .  This point is

important in making analogies with more complex invers ion problems.
B. Smoothing With No Invers ion

1. General Case.

When data of the form y(x) vs. x is considered , it Is common

practice to “~mooth out” experimental error by drawing a smooth curve

c lose to, but not necessarily through, the data points . The object is

to draw a curve which contains all the detail justified by the data , but

which does not contain spurious detail which would represent fitting to

error in the data.

~~~~~~~~~~~~ --— _______________________________________ -



Figure 4 illustrates a set of data points to be examined. The

method of smoothing, presented here, is a technique for drawing a smooth

curve y(x) close to a set of data points Y.1 = Y(X 1). In this technique

the condition specifying the smooth curve y(x) is given by:

C’ + >177/17

where “C” is the curvature and “s” is a measure of deviation of the

curve, y(x) from the data points. The parameter “A” specifies the trade-

off between fit to data and smoothness of the curve y(x).

The measure of deviation of the curve, y(x) from the data points is

given by:

The = Y(X i) are data values and the y(X1
) are values of the curve

y(x) at the coordinates, x = X 1. The are the uncertainties in the

data values .

In matrix notation, equation (15) Is written as:

~~K3T~(x5) i(Y(.x~~ Y(X L)~
I\/

where both right hand factors are vectors. Also, I 1,... ,m; where
hImH is the number of data points.

10
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Differentiation of equation (16) with respect to y(X1) gives:

\t( X 1 ) _ Y(XL)) (17)

The curvature term “c” Is defined by:

- c .f(4) 
2
d (

~O

Equation (14) defInes the entire curve, y(x). However, in practice,
• y(x) can only be determined at a finite number of points , xj. For

simplicity it will be assumed that the x
i
’s are equally spaced at inter-

vals , ~x, and that each is coincident wi th an xj• From appendix A

the second derivati ve at x~ is approximated by:

- J’j V
j  

- — 

~ \ / (i 
~dx2 ‘~~~~~~ 

4x 1/ ~~

The curvature function “c” Is then:

c . 2 + y, )2 (~~).3

1—2

I.

11
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where n Is the number of points, x~. Thi s can be written In matrix

notation as:

I >

= (4x)~ 
~~~~~ 

~~
‘
i> ~~(~~ )

where the ~~~ are elements of the matrix

1- 2 1 ()
-2 5 -4 1
1-4 6 -4 1
\ \ \  \ \

- r ~\\\ \\
\\\ \\ ‘5.- —#~

1 - 4 6 - 4 1

O 1 - 4  5 - 2
-2 1

The derivation of this C matrix is given In appendix A.

The derivative of the curvature term, “
C

”
, wi th respect to each

Is derived In appendix B to be:

~~~~~~~~~~~~~~~~ 
SI! ~~ ~~~~ 

/ 
- -

_ _  - 

______ •‘( c’~,.
ft

The condition for the minimi zation of equation (14) is:

~ Y(x~) 
+ 

~ i x)~ 
= 0 (~ ~)

12



where (a/aY(xj)) implies differentiation wi th respect to y at every

point X
j .

From equation (17) the second term of equation (24) is:

- 

if X —

I ~~~~— 
“-

0 X, ~~~
or

- ~Y(A~) = ~~ (y~ C~)

where

i i
L ~ 

= 

~ 
L i 

L

Substituting equations (23) and (26) Into equation (24) gIves:

- 
- 

~ /(~ x )~ 
~ ~

) + •~ 
~ 

_ _ _  

~ 
~ (~ 7)

where 11 ,...m refers to the data values.

while j—1,...n refers to the points Yj (or Y(X j )) which describe the
- the smooth curve y(x).

Srr~;.1~~.1.~

- ~~~~~~~~~~~~~~~~~~~~~ 
—_________

—~~~~~ 
1T, —_- - -~~~~~~~~~~~~

- ‘•‘ “~~~~~~~~~~ -~~“~~-~~~~
‘ 
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Next, various other values are assigned to the “A” parameter and

equation (27) Is solved for other sets of Y (Xj)’S. For any given set

of ~(x~Ps a measure of the deviation from the data points Y(X1 ) can be

computed from the equation:

S = Y(X~)- Y(X~). 1(Y
x _ ’~~X~

) 
(~)

Therefore, the set of points y(x3), as determined for a given value of

the “A” parameter, will be characterized by a value of the deviation

term, “s”, as computed by equation (28).

The following example illustrates the smoothing technique. Consider

measurements of the electron density of the ionosphere vs. height as

data values obtained from a vertically incident rocket. The problem is

to “smooth out” the error in the data and interpolate between data points

by drawing a smooth curve close to but not necessarily through the data

points . The error in each measurement will be assumed to be gaussian with

standard error, a1.

There are 20 heights at which data points are taken and these height

values are 2 km apart. The height values for the computed smooth curve

will be 1 km apart. To apply the procedure as presented by equations(14)

through (28), let the heIght parameter be taken as the independent

variable , x, and the log of the electron densities (i.e. log10 N) be

taken as t-~e dependent variable, y. The optimum value of the deviation

parameter “s” is obtained when the fit between the data and the curve

14
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y(x) 10910 N(x ) is, on the average, within one “a” valu e at each data

• point. That Is, for 20 data points “s(optlrnum)” will be equal to 20.

Figures 5 through 9 illustrate the smoothing procedure as applied to

• the rocket experiment. Figure 5 shows what will be called the true

electron density profile along with the “data” values which are obtained

by adding random gaussian values to the true density values at each of

the 20 heights.

Figure 6 presents the results obtained after applying the smoothing

technique to the data (with gaussian error included). Shown are the

resulting curve for “optimum smoothing” (i.e. s~~20) and the curve for

“over smoothing ” (i.e. s = 31.1). Over-smoothing implies that minimiza-

tion of the curvature term, “c” of equation (14) is being accompl ished
at the expense of not fitting well to the data points. That is , the choice

of A is too small and needs to be increased .

Figure 7 compares the true profile wi th the optimumally smoothed profile.

Figure 8 gives curves for “optimum smoothing ” and for the case of

“under-smoothing” (i.e. s = 9.1). In the instance of “under-smoothing”

the minimization of the term for deviation to the data points (i.e. “s”)
Is dominant over minimizing the curvature term. The smooth curve y(x) is

being attracted more strongly to the data points. This result implies

that the choice of “A” is too large and should be decreased.

• If the value of “A” is increased still further than that of figure 8,

• it is shown in figure 9 that the resulting smooth curve, y(x), Is a fit

to the “error” rather than to the true profile. This result ‘Is an

Important aspect of the smoothing procedure when there is error in the
data values.

15
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2. LImi ting Case of Interpolation Between Data Points.

Given a set of data points Y(X1), where i”1,...m. Next consider

the set of evenly spaced points X
ji 

j—1,...n, whIch include the set X ,~.

The problem Is to find the values of terms Y(Xj)~ corresponding to the

various xj’s. by interpolation between the Y(X1) values.

Consider equation (27), that is:

(~X) 3
~ (C~ .) 

~~ ~
( ~~ ~ (~7)

In the limit as “A” — °° equation (.27) becomes:

(~c7)
~~~~~~~~~~~~~~~~~~~

where:

Yj — Y(Xj)~ J—1 ,...n are Interpolated values at evenly spaced

increments in x (I.e. ~x) and which include the

set of Y (X 1)’s.

V1 
• V( X 1), I • 1,...m are data values at each X1.

Note that each V .~ must be ~dent1cal to a Yj. Also the modified ~ matrix

Is identified by the superscript Il-b to differentiate it from other

forms used In later sections of this report.
Il-b

The j’-th row of the modified matrix , , Is the j’-th row of

the matrix C4,1 (see equatIon (22)) If x1, does not correspond to an X
Il—b

If x~. does correspond to an X1, then the j ’-th row of Is all

— -  

16 
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zeros except for a 1 for the main diagonal element, ~~~~~ Also , all

elements of the vector V~, of equation (29) are zero except that if

xj i corresponds to an X .~, then V,~, = V1.
As an example, consider the set of points V1, and V3 at X1, X 2

and X3. Now assume there are a set of X
j

’
S (separated by even incre-

ments) positioned between the X 1 s. Let there be 4 increments

located between successive values wi th twc’ xj  increments preceding

and two increments of X
j 

following X3. That Is, x3 X1, x7 X2,

and x11 X3. When these assumptions are substituted into equation (29),

the following matrix expression results.

\
\

c s O i o o o I 
~~~~~ 

7
o
i

o
y~O o O i o o o  • ‘>4 

— 7 30—

oi-q~~-y io  o

O 
O~ . -~ C 1Lo / o

o o o l o o  I YR
0L15-i / o

o j-zL Ye 0

17
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The interpolated values, YJ~ are then found from the matrix

equation:

~
@= %~[ (2~

) ] .1’(v~) (31)

It Is shown In appendix C that the Yj ’S~ obtained by using this

smoothing technique, are linear combinations of the Y 1’s. That is:

)=~,[i~J~ ~,(x)
where

I. ~~~~~~~~~~~ 

~~~~jr-h ~ 
L 
~
•
~>

and ~ 
=j (

~
) 3 (T33)

r ~ ~ç

(~~~
, .) = 

. 

} .  (.
~~)

C, ‘4

3 

—., ••

~~

. •.- 

- -



It is also shown in appendix C that derivatives at the interpolation

poInts, X
j

~~ are given by:

~~~~~~~~~• L~ ~~~~L) L (3.c)

~~ ~~~
. = ~~~~~~~~~~~~~~~~ 

Li -1.

where

= 
~~~~ (

~~ t L -1 , L) (3~)

• c. Combination Problem of Smoothing and Inversion

Define a function r(w) as:

r ( w)  
f

[K (~~~~~~~~~~~ ) o ~~~)] d~ (~7)

So that the curve, r(c~) is a function of the curve, a(z).

Now, suppose that at a finite number of values of ~ (i .e. ~~~~,

1=1 ,. ..m) there are data values, R(w1) = Rtrue va1ue~”i~ 
+ 

~~~~~~ 

See figure 10.

The error , is unknown; however, the expected error is Q
j. 

From these

data values , R(~~), It is desired to deduce the form of the curve, a(z),
insofar as possible. The curve o~(z) can not be determined exactly

because (a) there are only a finite number of data values, R(~~) and

(b) there is unknown error in the data. This problem is one of both

smoothing and inversIon.

19



Because of the error in the data , R(w1), it may not be desirable

to represent a(z) as a curve for which the r(a.1) fit the data values

exactly. The optimum curve, c(z), should be one which contains all the

detail justified by the data, but which does not contain spurious

detail which would represent fitting to error in the data.

The trade-off between fit to data and smoothness of the curve may

be represented by equation (14) as:

C + A S —
~~~~~~ (i 

~
)

where “c” is the measure of curvature in a(z) and “s” is a measure of the

deviation of values r(ci.’1 ), on the curve r(4, from the data values ,

R(~~).

The function “s” Is defined as:

— _ _ _ _ _ _ _  

L(r(~~,.) ~~~~~~‘)\ (~8S —  -_ 2_ _ _-- 
~
,\ )

where the

o ‘s are the uncertainties in the data .

The function “c” is def ined as:

c = f ~ f c
~~~~~~~

} 
(~
!)

20
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The parameter “A” of equation (14) is chosen so as to optimize the

trade—of f between the fit to the data R(w1) and the smoothness of the

curve

For the sake of numerical tractability , the curve a(z) is repre-

sented by a series of short segments, see figure 11. The values of a(z)

where the segments join (I.e. at Zj~ j=1~. . .n) are taken to be the

unknown parameters of a(z) and are denoted by cI(z
j
) = ay j=1,. . .n.

Because at(z) can only be determined at a finite number of points,

~~ and since for simplicity it will be assumed that the zj’S are equally

spaced at intervals Az, the derivative in equation (39) at Z
j 

is

represented by:

____ _ - o/~~) — 
(o

~~ 

-o~~~~~
) ] /~ ~ 

(iL o)

As given previously in equation (20), the curvature function, “c” can

then be approximated by:

C 
~~ [ ~~~~ &~- —

~~~o~ +~~~~+~ )~~] / ~~~a (
~)

where n is the number of segment points, Zj .

Equation (41) can be written in matrix notation as:

c ~~~~~~ 
(q~)
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where the matrix is given in equation (22).

The minimiza tion of equation (14) is with respect to the positions

of the points a(zj) on the curve a(z). Therefore, the minimization
condition is met If:

= C

where j4,. . .n

The derivative (ac/ac(z~)) is given by:

• 

= 1C~
) ,~A ’~) C~ 

it)

which is similar to equation (23).

The derivative (as/8~(z~)) Is given by:

_ 
= _ _

where r1 r(w1 ), (1~1...m) is computed from equation (37) using the

values a(zj). For purposes of integration, linear interpolation Is

made between the points a(zj).
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V
The derivative, (ar~/aa~)~ is given by:

_ _ _ _  

‘~~~~ K CWi ?~C4~
) 

.— ____ _ _ _ _ _ _ _ _ _ _ _

— 

~~c~(~~~ ) L t~°’~ ~) )c(()~ ~~ (f’)
+ (4~~ ((4~)J • 

(
~~)

where (aa(z)/aa(zj)) Is a triangular weighting function made necessary

by the use of linear interpolation in the integration and is given by:

~ ot (~) — — 
— i4~ ~~~ ~ i~’j (i~7)

~~~(~~
) —

~~~~~~~~~~~

— 

(~~
—

~~
_j

ot~ier w,~e..

See figure 12, where the ratio (ac~/~~z~~) is:

= 

(~~~~~~
;_i)

Substituting equations (44) and (45) into equation (43) gives :

I~-~
pp
~

I 
_ _ _ _ _ _

— (q~)+ ~~~

where ri = r(w~) and 
•
is given by equation (37). Al so , the rectangular

matrix (ar 1/dajd) is given by equations (46 ) and (47).

?~
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I
Note that the unknowns in equation (48~ are the G

j

’
S but that the

r1 s are functions of these “unknown” ad
’s. Hence, at this point

equation (48) cannot be used to solve for the a(z) curve.

With certain additional constraints in the curve, a(z), the equation

may, however, be solved for “A” = 0, for which va l ues of r(w1 ) are not

required. Without additional constraints the solution for “A” = 0 is

indeterminate since any straight line form of a(z) is a solution. That

is, for any straight line, the curvature function “c’ = 0. The required

additional constraints could be, for example, that the values a(a) =

and a(b) = a
n 
be pre-selected fixed values. These constraints may be

added by modifying certain elements of the ,~~ matrix of equation (22).

That is by setting:

C~~~ C
~h~~~ C h., 0

and by setting the first element of the right-hand vector of equation (48)

to a(a) and the last element to a(b). If these constraints are retained

for other values of “A” as wel l , equatIon (48) becomes:

i(c~) ~~~~~~~~~~~ 

+ 

~ ~;[~•Si] L(rc _ R ’..) = (sv)
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where the modified C matrix, cu - c contains the changes just described and

contains the factor (1/Ax 3). Also , for this case the vector “V” Is

~~
‘ 

~

~~Ji
,
) = •r( I)

*1 V •4~~’)

Note that other cons traints are, of course, possible.

The solution to equation (50) for “A” = 0 is a set of aj’s repre-

senting a straight line between the fixed points a(a) and a(b). Al though

exact solutions to equation (50) may not be obtained for other values

of “A” , a first-order solution may be found for a small positive value

of “A” if r1 is approximated by a first order Taylor expression:

= +

where a~° refers to the solution for A = 0 and r1
0 and (arj/aaj) are

values obtained from equations (37) and (46) respectively. Equation (50)

is then aporoximated by:

~ 
)
~
(
~
) 
~ ~ ~[~s]. ~

(
~

) (c3)

.(‘(r ’) ~~~~~~~~~~~~~~~~~
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.4

If ~ aj is defined as (a~ - cx
3
0), equation (53 ) may be written

‘ 
~
‘[
~:]~ 

\k(O) ~~ 
~,(4

o~
)

L _
~~~~~I ~~~~~~~~~~~~~~~~~~~~~~~~ 

— + >,. ;‘[ ~r~j .  ~~ ~te~’-~ 
R~)

->

In this matrix equation only the ~aj’s are not known and hence the equation

may be used to solve for ~~~~~ Then:

= + - I (~c)

Is an approximate so lution for the small value of “A” used in the equation.

If the values in equation (54) are now taken to be the values

just found for small “A” , this equation may be used with a somewhat larger

value of “A” to obtain a new curve, a.(z), represented by values , a
3
. Thus,

as long as the increments in “A” are sufficiently small and so long as t,e

coefficient matrix does not become singular, equation (54) may be used in

“bootstrap” fashion to obtain values of aj for arty value of “A” . That

Is, for a given value of “A” , equation (64) is sol ved for (sa l). Then

(new) Is computed from equation (55) as Oj (new) aj (old) +

At this point new values of r1 and (ar1/3a~) are computed. The next step

is to substitute these NnewH values into equation (54) , along with a new

-i _u 
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value of “A” and then to solve the equation for yet another set of

(Ac .).

Equation (54) may also be written in a simplified form as:

C~1 • ( L
~~~~~ (ic)

where [K] Is t’~e coefficient matrix ,

(A~~) is the unknown vec tor

and (1) is a known vector.

The solution for (Aa~) is found from:

• (
~~~ = [

~]
_ 1
~~f

> (~7)

• It may be noted that equation (57 ) is similar In form to equation (12).

In section A It was shown that the modified Newton-Raphson procedure

diverged if the derivative of f(x) became zero anywhere along the f(x)

curve being followed. That is where:

~ x = (dj ~~)) -1 

=~~ 
A F (sg)

and

(df(X)’~ —
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An analogy exists between equation (57) and equation (58) in that

the procedure for solving equation (57) will also diverge If the coeffi-

• d ent matrix , ~~, becomes singular. :~

Also, In analogy with section A , if divergence occurs, there may be
another function, g(w) = function (r(w)), which may be followed to the

desired inverse solution without a singularity being encountered. The

choice of function, g(w), however, is likely to be an art more than a

science, unless sufficient information is available on the behavior of

these functions.

The matrix equation to be used with g(w) = function (r(w)) Is

simply equation (54) with the r1 ’s replaced by 9j
’S and the appropriate

choice made for the matrix of uncertainties, a1. These “uncertainties”

are probably best determined by requiring that as “A” Is increased to

make the values of g1 approach the values = function (R1), the sequence

of curves , a(z), become the same as if the function r(w) were used. The

formulation needed for making such a choice of “uncertainties ” in G(w1)

is given In appendix D, where it is seen that the uncertainty matrix for

the Gi ’s is no longer diagonal. For the g1 s equation (54) becomes :

: 
:  
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C 4 - ~ - L — ~. -
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- 

~;( -&) • £(s-

where:

- - 

5 = (ct)

— -  
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UI. DETERMINATION OF ELECTRON DENSITY PROFILES FROM VLF REFLECTION
COEFFICIENTS

A. Reflection Coefficient Data

Very low frequency (VLF) reflection coefficient data may be obtained

from steep-Incidence sounders , such as the NOSC facil ity located at Sentinel,

Ar izona , reference 6. This system uses a horizontal dipole as a transmitting

antenna and crossed loops for receiving . The system has the ability to trans-

mit several frequencies nearly simultaneously.

Reflection of a VLF wave at near-vertical incidence is described by the

reflect ion matrix:

~~~

= 

~ 
(ci)

where the first subscript refers to the polarization of the upgoing wave with

respect to the plane of Incidence, and the second subscript refers to the

• polarization of the downcoming wave.

The measured parameters of the sounding system consist of the received

electric fields, both parallel and perpendicular to the plane of incidence,

of the VLF radio wave. These fields are identified as E, and E1 respectively.

The transmitted wave, E1, is used to form the ratios:

R
-I- I E’r (c3)

- -  ~~~~~

--

~~~~~~~~- - -



These rdtios are combined to give:

E,,/ ET — _ _ _

1R~ 
E1/ E 1 E 1

thus eliminating the need for knowing the transmitted wave, E1.
The ratio term, (IR N/IRI), has the property that , for some forms of the

ionosphere , the magnitude of the denominator may become much smaller than

the magnitude of the numerator. Thi s gives a very large value for the ratio.

The same result is also characteristic of the reciprocal of this ratio. The

large value constitutes a major numerical disadvantage of using this type of

ratio in the electron density profile determination scheme described in a

later section of this report.

Following Budden, reference 7, a better cho ice of parameter is :

r - i + ~ ~~~~~~~~~~~~ 
) 

- 

c- 

L_ 1_
~~~~ (1R ,71~~~~~)

where j

This ratio is derived for the case of vertical incidence propagation through

an exponential electron density profile with a constant collision frequency

and assuming the earth’s magnetic field to be vertical . This ratio has the

character i stic that its magnitude is always less than or equal to one for the

case for which It was derived . For the general case, however, it w ill also

give results that are not so large as to give numerical problems when used

in the profile determination scheme, for latitudes not too near the equator.
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Equation (65) may also be re-written in the form:

R~w~ = [:~:~ : ~~~~ ~ 
(“)

where i = 1,...m

In this case the terms are identif ied as:
= The transmitted frequency.

m = The total number of transmitted frequencies .

= The value of the ratio , at the i-th transmitted frequency, as

determined from data .

8 = The incident angle of the radi o wave on to the ionosphere.
j =~~~I

It is to be noted that the above reflection coefficients are functions of
the earth’s magnetic field. In particular, as the location of the sounder s ite

approaches the geomagnetic equator, the cross term (I.e. 1R 11) tends to zero

and the ratio term, R(w1 ) becomes equa l to one. When this situation occurs

the profile determination technique then yields no information. The most

useful data for determining profiles is obtained , therefore, at locations with

large magnetic dip angles (i.e. near the geomagnetic poles).

In equation (66) all of the reflection coefficient terms Imply complex

numbers . Al so, the ratio term, R(~~) is a complex number. A useful repre-

sentation of the reflection coefficient data is to plot it in the complex R-

plane as a function of the data frequencies, w1. An example of this

relationship Is Illustrated In figure 13 for the real and Imaginary components

of R(~~). Note that the frequency, w, serves as the parametric variable.

Included In figure 13 is a smooth curve which would represent the data

If It were obtained at all frequencies without experimental error.
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B. The Ionospheric Model

It is proposed to investigate the possibility that the form of the elec-

tron density profile of the ionosphere can be deduced from steep incidence

sounder measurements of reflection coefficients (equation (62)), since the

measured values depend on the height variation of electron density. These

values also depend on the charge, and mass of the particles in the ionosphere,

as wel l as their collision frequencies with neutral particles and of the

earth ’s magnetic field.

Several assumptions about the electron density vs. height relationship

in the ionosphere must be made before a mathematical technique can be set up

to determine a profile from reflection coefficient data. In particular , all

of the above parameters will be taken as known except the electron density

profile which will be considered as unknown and is to be found from the

data .

The magnetic-field parameters will be taken to be known and , In the case

of the model presented here, the magnetic azimuth will be restricted to be

either 90° or 2700 . As is the usua l case of these VIF frequenc ies , ions are

considered to have negligible effect on propagation and hence are omitted from

the model. The collision frequency profile is taken to be known and is

constrained to be of exponential form (e.g. u = u
0 Exp (-az)).

Addi tional assumptions (i.e. constraints) on the form of the desired

electron density profile are listed below and are illustrated in figure 14

where the electron density (Ne) is shown as a function of ionospheric height

in terms of 10910 Ne~
1. “Stop” constraints are introduced at both the top and bottom of the

electron density profile. These correspond to l imiting values of H
electron density which the profile may assume at these heights. At

the top of the profile the “stop” defines the mInimum value of

33 :;14



electron density which the profile may assume. At the bottom, the

“stop ” defines the maximum value for that height.

2. it is assumed that there are no electrons below the chosen lowest

height of the profile. Above the chosen top height of the profile

the electron density is assumed to be of constant value equal to the

electron density at the chosen top height. This latter property is

usually referred to as a semi-Infinite medium.

3. The profile is constrained to be reasonably smooth but Otherwise

consistent with the reflection coefficient data. Note that this

Implies that the profile approaches a slope of (dN/dz) = 0 near the

top height which is just below the semi-infinite medium.

C. Computation of Ionospher ic Reflection Coeffic ients

IonospherIc reflection coefficients, R, may be obtained for a given

electron density profile by the “full-wave ” method given in reference 4.

These reflection coefficients are the result of the integration:

= __ (67)
t~~./

where the Integrand is given in reference 4 as:

d~~dz ik/2 2 1J +~~
(2 2) R .R~~~

1)
~ RS

(I 2)
R}

k Is the wave number.

The matrices , “
~~~
“, are functions of the electron density profile and of the

wave frequency, w, as well as other parameters described In section B.

Equation (68) Is given in scalar form in reference 5, pages 11 and 12. 

,

~~~

• , 
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As was discussed in section A , a useful function of the refl ection

coefficients is:

r(c~ 
(a?)

Li~~~ 1R 11 j .

where I =

with vu being the total number of data frequencies .

In this instance the refl ection coefficients , 1R1 and1R jj , are obtained

from the integration in equation (67) and thus, “r(w1 )” is the computed value

of the ratio at the i-th data frequency .

The function “r(w1)” is complex and as such can be plotted in the complex

r-plane as a function of its real and imaginary parts. Examp les of r(w)

curves are illustrated in figure 15 as a continuous function of the parametric

variable, w. Calculations performed using different electron density profiles

will produce various forms of the r(w) curve . Some of r(w) curves will possess

certain distinct characteristics, suc h as the loop shown in figure 15 for the

curve I r(w)J 1 ; others may be relatively smooth, like the Ir(w)]2 curve. Note

that because of the constraints listed in part B, not al l forms of the r(w)

curve can be generated simply by varying the electron density profile.

0. Comparison of Data with Computed Refl ection Coefficients

Reflection coefficient data may also be plotted in the complex R-plane.

An example was presented in figure 13 where the data points were plotted para-

metric wi th frequency. If ionospheric reflection coefficients are computed

from an assumed electron density profile , a plot Illustrating the comparison

between data and theoretical calculations may be constructed. Figure 16

shows an example of such a comparison. In this instance it is observed from

— 
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the plot that the computed reflection coefficients differ drastically from

the data values . The problem to be solved , then , is to find that electron

density profile which , when used in the full-wave computation of reflection

coefficients , will produce a ma tch to the data , R(c.. 1). Such a match is

illustrated in figure 17. Because of error in the data and because of the

constraints put on the ionospheric mode l , the data can not be matched exactly.

This characteristic is shown in figure 17.

The procedure for finding that particular profile of electron density

which will produce a match to the data is discussed in the following sections

of this report.

E. Application of the Combi ned Smoothin~~and Invers ion Techniques
to the IonosjThere Problem

The question as to whether the the profile of the electron density of

the ionosphere can be determined from reflection coefficient data is examined

with reference to the procedure presented in section II , part C of this report.

The correspondence between certain variabl es may be identif led . In

particular , the following relations apply:

Section III Section II,C

a Height, z The integration vari able , z

b Wa ve frequency, w Parametric variable, w

c log Ne vs. height , z a vs. z

d log Ne at height, z.~ aj = a(zj)

e Re [r(w)J & Im I r(w)1 r(w)

f Re (r(w1)J & Im (r(w1)J r1 
= r(w1)

g Re (R(w1)1 & Im I R(w1)J R1 
= R(w1)

Note that the ionosphere r(w) is not obtained from an integration of

exactly the form given In equation (37). However, the integration (67)

together with equation (69) is comparable with the Integration in equation (37)
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in that the r(~) values are obtained as a result of an integration between

fixed l imits in the integration variable , z, and furthermore the integrand is

a function of z,a(z), and w.

The derivative (ar /aa~) required in equation (54 ) of section lI-C will

correspondingly be somewhat different in form. It is f irst noted that:

( ____ (
~ ~~~ (70)

K~ 1
R~~ 11R “r I

the derivatives (a1R1/aa~) and (a1R 11/aa~) are elements of the matrix

f~~~11 R11 
_ _ _ _

( 
c~~~~~~~

) 
(71)

~~~~~ ~
which is found as the result of the integration

_ _  

(b
_ _ ( )

)ci 
~~~~~~~
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The integrand is found by differentiating equation (68) with respect to

~ I ILd~
2 h + ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ (73

_4*~
2 do( do~ —J ôa1 .1

where the weighting factor (aa/aa~) is described by equation (47). The

derivatives (a”~”/aa) are described in reference 5, pages 31-35.

The constraints on the a(z) curve when it is used to represent the

electron density profile are somewhat different than the ones placed on the

c~(z) curve in section lI-C . Instead of choosing the ends of the a(z) curve

(the profile) to be fixed values, inequalities are used. At the top of the

profile the electron density Is constrained to be at least as great as a

chosen fixed value. At the bottom height of the profile, the electron

density is constrained to be no greater than a chosen fixed value. Thus:

> 
~~~Top~ i~p -

(7q)
~~ 

= ~~~~ C;) < ~< ~~~~~. .~~ ~~~~~~

In addition, in order to ensure a continuous slope, (.dNe/dZ)~ leading

upward to the semi-Infinite medium, the slope at the top of the profile •



(z = a = z ) is constrained to approach that of the semi-infinite medium.

In terms of a segmented a(z) curve, that is, a segmented electron density

profile, this is implemented by adding the term:

(
~~~~

— 
~~~ 

.(~z)
3 (7c)

to the sumation representing the curvature function. That is , “c” Is now

def ined as:

C = ((°‘~
- 

~~~~ ÷~~ (°~~-~~- ~~ i

Compare this result to equat ion (20).

With these modifications to the set of constraints, the equation to be

solved is a modified form of equation (54).. In particular the matrix:

(2. ÷ P71) -1 0 - C)

~
( s 

: :
is added to the unmodified ~ matrix of equation (22). That Is, the original

£ matrIx terms are modified to be:

I t ( t ~~~1~ )~~
Cu —z 4(- f) : — 3  

(~7~
;~)

=

j  — i ÷I ’B
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Here:

(a) 0 if , in the solution for ~aj’s the top end of the profile

is inclined to move to the right of the stop.

= a very large positive value if the top end of the profile

Is inclined to move to the left of the stop.

(b) I = 0 if , in the solution for Aa~~’S~ the bottom end of the

profile is inclined to move to the left of the stop.

= a very large value if the bottom end of the profile is

inclined to move to the right of the stop.

Also , the vector, V , of equation (51), used in equation (54), is

modified to be

~~~ ) = 
~~~rc.,’s r Q ,) 

) 
()

4,’ ~~ 
- i~or STOP

Substitution of equations (78) and (79) Into equation (54) gives :

I 

-~~ L ~~~ 
.

+ >~

- 
~~~~~~~~ ~~~~~~ ~~~~~~~~~~

~<c~) . ~~(c~~~
) 

.~‘(i.~3 ÷ > t  ].~f~
) ~i) }Oo)

where the r1 ’s are the computed ionospheric reflection coefficient ratios as

given by equatIon (69), the R1 ’s are the data parameters given by
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equation (66) and the a ‘s are the logs of the electron densities at the

profile segment points, z~.

The derivatives, (8r1/8a~)~ are given by equations (70—73).

F. Characteristics of the Solution of Equations In Terms of the

“r(4~ Parameter

The solution to equations of the form of equation (80) was discussed

previously in section II ,C with regard to equation (54). The solution for

successive i terative steps of A+ .~X is gi ven in terms of (~ ia~) . Each

iterative step leads to a new set of a
3
’s given by:

~ cz~~~— ,
~
(2
~)~~~~~~÷ (~~

o
~~) 

()i)

The procedure is to compute new sets of the ionospheric parameters, r(~), from

each set of a(z .)
a new

In section 0 the comparison of computed values , r(~~), and data val ues ,

R(~,1), were shown plotted in the complex r-plane . The ~1 ’s are the propagation

frequencies and serve as the parametric variable in the plots.

It was suggested that the proper choice of electron density profile (I.e.

set of cx
i
’s) should result In a set of r(wi)’s which would match the set of

data R(u.1 )’s. Figure 18 illustra tes the i terative procedure corresponding

to successive solutions , Ea (z)4J , to equation (80).

The set of r(~~)’s, computed from each electron density profile (I.e. each

successive set of [ a(z) .]  ,are presented in figure 18 as the curves
new

(r(~)J 1, I r(w)12, etc. The data values are shown in the figure as

R(t~ ), R(~~)~ etc.

41
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In carrying through the iterative procedure to obtain a match between

the computations and the data , It is noted the minimization requirement of

equatIon (14) Implies that the deviation between the r(~1 )’ s and the R(~~)’s

be minimized . Following equation (15), this may be written as:

~ (
~(WJ — R(~~

) ~~~~~~~~~~~~ ~~~~~~~~~~ ~~~~~~~~~~~~~~

which demands that each frequency point on the r(c~) curve pursue approximately

the shortest course possible , in the complex plane, to get from the

curve to the R(
~~

)’s.

Observation of the curves, in figure 18, shows that the points of

F r(c4J 1 are numbered In the opposite sense to those of the data R(~~)’ s. The

trend of the r(~) curves will need to include a complete reversal if a match

to data is to be accomplished. The arrows which emanate from each r(~1) point

indicate the direction in which each r(1) point is constrained to move as the

iterative steps progress toward the final match using the above definition

of “s’.

It is noted that in the sequence, shown in figure 18, that a loop is

formed and then unwound. In forming a loop, however, the curve is forced to

contain a “cusp” at one stage, as Is shown on the curve Lr(~.’)]3. Experience

with numerical computations has shown that in cases of this type the coeffi-

cient matrix of equation (80) becomes singular as the form of the curve

containing the “cusp” is approached, and hence the solution for the Aa~~’S~ and

thus for the electron density profile, diverges.

42

• 

. 

~~~~~~~~~~~~~~~~~~~~~~ 

_____ 
~. . • _____



G. Transformation Function, “g(r ,~ )”
The sequence of r(w) curves in the above example need not Include a

curve containing a “cusp” if one end of the r(w) curve Is rotated about the

other. This does, however , require a different definition of the “s” of
equation (82).

The definition of “s” required for this sequence must emphasize the

angle assumed by the curve In the complex plane at each frequency point,

r(~’1), except at the end about wHch the curve is to be rotated. At this

end point the absolute position of the point Is to be stressed, as before.

A complete definition of the curve must also include a requirement that the

spacing of frequency points , r(~1), must match for the computed and data

curves. It is then noted that since the low frequency end of the r(~’) curve,

r(t.~ ), is more stable with respect to small changes in the electron density

profile, It Is likely to be the better choice for the end about which rotation

Is to be carr ied out.

A function, g(r), containing the above properties is:

— r
1. i

-~~~~ and (~3)
H dfl

or 

= / ‘~ 
L = - • -

I ~ 
= I’i (r,~~~~~ ~~

. (/in~~~ )

and 

+

where I s 2,...m , j
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and

~PL ~~(L±~~
1
~~ )

where •
~
is the principle part of the phase term and lies in the interval

-1 <$ ‘~~ir .

Figure 19 illustrates the transformation function , 9, in the r—plane .

The phase angle, •1
~g’ 

may be wri tten as:

(
~~~~

.=  A R CTA N (”~~~~~~~~3 L  Ic,
~~ (cIp’~~)~~,

The value of n1, in the phase term , is chosen for each frequency so as

to ensure that the phase, 
~~~~
, is continuous along the r(~ ) curve. This

requirement leaves the va lue of nj arbitrary for one frequency , e.g. the

lowest frequency, c~~. The n~ value for th is frequency, that is, n1, is

chosen so as to cause the curve to rotate in the desired sense (i.e. clock-

wi se or counterclockwise).

The transformation function for the data values , R(~ 1), is introduced 
as:

- 

G-~ = R~1( rcci s ) -+- j

a l

G 
~ 

Ii-, J (~
) ± I- (‘~&.-)~

wnere i •2,...m and

~~~ = ± ~ (ri~) 7i)
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r The phase angle , 
~G’ 

may be written as:

= A R C

Note that at a “cusp”, as in the curve [r(w)13 of figure 18, (dr/dc~) = 0

and hence:

— /- , ( dr/ s) — ~~~~ ~.( i cIeter,nii,ate) (
~
)

The new definition of “s”, which emphasizes a small dev iation between

computed values , g
~
, and data values , G1, is given by equation (61) as:

• 
1. —>

S = ~~ i.” ~? —4.~
) ~~~~ ~~~~~~~~ 

(ci)
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ t L/ ~~

1
~~

(Tu. ~
,\

t U

This formulation will not allow a “cusp ” to form in the iteration scheme.

The solution for the 4~aj’s~ and hence the set of (aj)new, is given by
the formulation in section lI-C using the function g(~). The real and

imaginary parts of the g(w) in the present section are to be identified as the

real function g(~) of section lI-C . The equation to be solved is equation (60).

The choice of uncertainty matrix (I.e. (1/a)) for the data values , G(~~,1), is
• made as described in appendix D. The 

~ 
matrix and the V-vector of equation (60)

• are replaced with the new £ matrix and the new V-vector of equation (79). The

derivative terms (a91/aa~) of equation (60) are discussed in another section

of this report.
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I
Figure 20 shows the sequence of curves, (r(w)J k, that are the result of

the reflection coefficient computations made using each (cx,~) new electron

density profile obtained from the iterative scheme as applied to solutions

of equation (60). It is observed in the figure that, although the sequence

of computed point r(w1 ) In the curve (r(~ )J 1 is completely reversed from that
of the data points R(c~1), the iterative procedure causes the successive curves

(i.e. [r(~)J2, [r(w)13 etc.) to undergo a transformation (i.e. counterclockwise

rotation) that leads to the desired match between computation and data.

Note that this choice of function g(~ ) to replace r(~.’) is an intuitive one,

and that, at best, probably only one sense of rotation (clockwise vs. counter-

clockwise) will avoid the singular coefficient matrix of equation (60). An

example has been found, however, with the use of simulated data, when a correct

choice of rotation sense led to convergence in the sequence of solutions to

equatIon (60).

H. The Derivatives (dr/d~)1 and (dR/dw)i

There is a requirement for a method to define the derivatives (dr/dw)1
and (dR/dci)j along the curves r(~) and R(~) when values are given only at

the data frequencies 
~~~~

. These given values are r(~’1) and R(c~1) with

I = 1,...,m. A way to satisfy this requirement Is to use the interpolation

s’heme described in section II-B-2. The derivative, (dr/dcl.)1 ((or dR/dw)iJ ,

is defined in terms of a smooth curve drawn through the points r(wi) (or R(c~ )J
by the Interpolation scheme.

The smooth curve Is represented In terms of closely spaced points p(wk),

at an Interval in frequency of Ac , which Include the set of r(w1)’ s

(or R(w1)’sI.
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More prec isely, the interpolation procedure assumes that values of
wk are chosen at k = 1,. ..K. These 

~ k ValUe5 are separated by the incre-

ment, ~~~~~~~ It is also assumed that known values of the parameters r(i. 1)

(or R(w1] exist at the ~.‘values , ~ 1, where i=1,...n. Note that K will be

greater than n. In the set of u
k

’
S there w ill ex i st values of c~ such that

each ~ 1 will correspond to an

In section IJ—B-2 , it is shown that, using the interpolation scheme

described , the variable ~(w~) may be written as a linear combination of

the values of the r(
~
.
~
)’s (or the R(c~1 )’sJ . This is expressed as in

equation (32) as:

t(~)= 
~~~~~~ 

~~ 9)

At these values of w where an ‘
~
‘k is equal to an c~ , the value of 

~~~~ 
will

be equal to the r(w.) [or R(~1 )] value.
The derivative at one interpolation point , wk, is defined in terms of

the change In value of p(~~~~) at the interpolation points preceding and follow-

Ing that point. That is:

( )

where Aw is the interpolation Increment In frequency and the 
~~~~~~ 

are the

interpolated values.

— — 
— 
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It Is also shown in section II-B-2, that the derivatives , (dp (
~
)/d

~
)k

are linear combinations of the values of r(~ 1)tor R (a 1 )1. That is:

from equation (35):

• 

= 

~[a:~ ~,Q~
(or R~) (71)

In particular, at the data frequencies, ~~

~(a4~ ’( r~ ) (q~~)

and similarly:

~ ~~~~ ~
‘( R14 (73)

• where

(a ~) E (
~
)

for values of “k” where wk corresponds to the data frequencies, 
w~

That Is, since:

R~1 • -

5 (?c)
fri irn
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and

- 
‘___ .

~~~~
, C4~~~

1
.. Gl~,,

• (
~~

. - - c~o
Then, only those rows of the fi matrix , which correspond to those ~.‘values
where 

~~~ ~
‘11are substituted into equation (96) in the row positions to

give values to the a matrix.

For a given c~~ value, equation (92) may be written :

(~~ )i = ~ (~~LL ’ )~ r~-
• Note also , that derivatives of (dr/d c41 wi th respect to the electron

density prof i le parameters , ~~~ are of the form:

— _ _

The above procedure of determining values for (dr/dw)1 and (dR/dw)i allows

for the phase terms of equations (84) and (86) to be followed along the

curves r(~) and R(w) so as to ensure continuity of phase in selecting the

values of the n1 parameters in the functions g(w1) and
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• 
I. Following of the Phase Angle, ,~~~ Along the Curves, r(w) (or R(w)J

and Derivation of the Derivatives, (dg(a.i)/daj)

The curve, r(c~) (or R(~)] of section Ill-F is defined in terms of the

interpolation points of section Ill-H at frequencies, 
~ k’ 

spaced Aw apart.

From equation (84) :

‘~ 
_ 

~~ 
~~ k~~~~

t 
~~k 

(
~
)

and

k = ~~~~ 
± ~ n~ ~r) (10 o)

where 4~is the principal part and the nk ’s are chosen so that:

are taken as small along the g(w) [or G(~)] curve to ensure continuous changes

in phase.

At the data frequencies, o~~, equation (84) is:

= f~ ( ~~p’~~~~)~ ~ 
= 

~
,. . ~Iot)

or

1(~~I +~~~~~~L ± ) (
~

o
~
)
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r Now taking the derivative of equation (101) w ith respect to the electron

density profile parameters , a3 , gives:

_ 
= L~ 

[Ii~K~
: )
~t J - ~

-
~~- (1o3)

Note that the number of cycles, n1 , are not relevant to the derivative.

At the data frequencies , (~~1),equat ion (97 ) of section Ill-H may be

substituted into equation (101) above to get for each

1” i~~l ) (io+)

then, using the fol lowing Identity :

• d / n (c~) I dt~
dcs~ 

— C1O(

the derivative (dg1/&~ ) may be written :

= . .
“ ~~~~~~~~~~~~~

•• - ~~~~~~

‘ 

(a~~
.• ~~~~

where the (a11,) values are given in equation (94) of section ill—H and the

dr 1/da~) terms are given in equations (70-73) in section TIl E.
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IV. SUMMARY OF THE INVERSION TECHNIQUE WITH EXAMPLE USING SIMULATED DATA

As stated in the introduct ion, the approach taken in finding a best—fit

electron density profile from data is an iterative technique which optimizes

the trade-off between the deviation from data , represented by the value

“s” , and curvature in the wanted electron density profile, represented by

the value of “c”. The trade-off is given by the condition:

C —1- )
~ S —I> ~~~~~ (Ia 7)

where “a” must be chosen for the optimum condi tion.

The actual equation to be solved In order to obtain the desired electron

density profile is , from equation (60):

L_ T~, 
4_

~ 
(io.q) - 

1,

J~
(
~

)÷
~t[~

;] ~(t~)~~
)
~ j ~~~

°
~
)

:- 
R~

T;
~~(

’do) 
~~~~~~~~~~ I) 

~~~~~

The terms ~~~~~ (ag1/aa~), 
~
11oi’i)’ (V), (g1 - G1), (crj)° and (Aa~ ) are all

described in section III.

Equation (108) may be written:

t (w)) . (~~~~ = 
~~~~~

. 

~~ ~ 
r(~’), R (~)) ~ o~)
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where

K = The coefficient matrix , and is a function of the trade-off

parameter, “X41 ; and also a func tion of the computed ionospheric

reflection coefficient r(~).

T = A vector which is a function of the above “X” , and r. It is also

a function of the ionospheric reflection coefficient data ,

R(w), and a function of the previous electron density profile, aj°.

(~~a~~) = A vector which represents the modifications to be added to the

previous electron density profile for that step of the iteration

scheme.
= The data frequency, i=1 ,. . .m.

Equation (109 ) is solved for (~ a~ ) as:

—> 1
(A ~~ 

(
•,~ ~ 

• T

Recall that (a~~
°) refers to the previous electron densi ty prof i le in the

iteration scheme (e.g. the initial profile in the case of the first iteration

step) and that (~~a~~) is the solution to each iteration of equation (108)

[or (110)1 . The new profile generated by each iteration is:

(
~~ ~

) — ~~~~~~~~~

‘ ± (A 
~~

) Ct1
~~

where each term is a vector of length j=1,...n, wi th n being the number of

segments in the electron density profile.

A full wave computation, using each set of (aj)’ s as the input profile,

will give the set of reflection coefficients, r(~~1) needed in the Inversion
scheme.

-
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An example of the inversion procedure is illustrated in figures 21,

r (a and b) and 22, (a and b). In particular , f igure 21,a shows a data profile

for which simulated reflection coefficient data was obtained by a full-wave

computation. Also shown in the figure, is the starting profile used in the

invers ion technique. The pos iti ons of the profile “stops ” are indicated in

the figure.

Figure 21,b gives a comparison between the simulated R(~ 1 ) data values ,

as obtained from the data profile, and the computed r(~ 1) values from com-

putations using the starting profile of figure 21,a. The data frequen-

cies used were from 8 through 17 kHz at a frequency increment of 1 kHz .

The 8 kHz computed value is identified by the box that encloses the number 1

while the 17 kHz value is identified by the box with the number 10. In this

example it was assumed that the R(
~~

)data was error free. The figure

illustrates that the R(w1) values and the r(~~1) values are very different at

this initial step of the i teration.

Figure 22,,a shows the comparison between the original data profile and the

fInal profile obtained from the Inversion scheme. Note in the figure that

the top of the final profile has moved away from the original “~top” value ,

thus IndicatIng that information exists In the data values that leads to this

characteristic. The lowest value of the final profile remains at the stop

value indicat ing that no informat ion is available in the data to modify this

relationship.

Figure 22,b illustrates the comparison between the data values (R(w 1)

and the computed values (r(..i )as obtained from the final profile of figure

22,a. In this case the r(w) curve has completely reversed in sequence from

that shown in figure 21,b. This was accomplished by a counterclockwi se

rotation of the computed curve r(w) as the iterative sequence progressed.

_ _ _ _ _ _ _ _ _ _ _ _  -
~~~~~~~~~~~~



Also , the spacing between the various r(~ 1)values has been modified from

that of figure 21,b so that the fit to the error-free simulated data, R(w1) ,

appears to be very good.

It must be realized that the quality of fit , shown above , between the
• simulated data, R(w1), and the computed values , r(c.1), as obtained from the

Inversion procedure, are done for the ideal case of no error in the R(~,1)

values . Al so, it was assumed that the electron-neutral particle collision

frequency was Known exactly. In cases where the input parameters are not as

described in the above example, the results cannot be expected to be as out-

standing . Examples of other cases, in which gaussian random error is added

to the simulated data, are given in reference 8 which also describes the

computer program which applies the inversion scheme described in this report.

The qual ity of resul ts obtained us ing actual exper imental measurements is still

to be determined.
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VII. APPENDICES

Append ix A. The “C” Matrix

In  the procedure of smoothing out error in data of the form y(x) vs.

x , a term identified as curvature is utilized .

The curvature term is defined as:

c 2 
dx  (A -

Equation CA-I) refers to a continuous curve y(x). However in practice, y(x)

can only be specified at a finite number of points , xj (f= 1,.. .n). For

simpl icity it will be assumed that the x
i
’s are equally spaced at intervals ,

~ x.

At the pos ition x~ the curvature term is approximated by:

d2,i (h /.l - .j  
- 

• i ”3 / + l~~ /
dv 2 ~‘ ~~ V ~~~~~ If ‘

- 
,,

l 
This term is Illustrated in figure A-I.

The curvature function , ‘c” , is then given by the expression :

(i-n - 2 ~~~ 

+ 
~~~~~~~ 

~2 1 (
~~vY 3

~J=2 )

where n Is the number of points, Xj .
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Figure A-I. Plot of y(x) for curvature.

Note that the expression:

~~~ 
-2y1 +y1÷1)

2

can be written as:

~1)~±~~Y~~ + (~+)~
- ~~~~~ 

Y~) -
~
(‘.

~ 
~~~~~
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For Illustration, let n — 8 and expand the expression CA 4). This gives,
from equation (A-3): (a~

)3 c =
( yj )~4 i ~t( ~~~~~~~~~~~~~~~~~~+( Y 1*~(~J ÷ (~J -~ ~~~~~~~~~~~~~~~~~~~~~~~~

-i-( ) Y~4 
~( ~ç)~-t- (~~-)t~~~ ~ ~ 

(
~~Yr)~~~~

( 
~jr
)

#( yJ~ ~( + (
~
y-

~ (~~~~~
)_

~~~(~~c~~~
) ~

-
~
()

4 (  ~~~4~~ ( 
~~~

+ 
(

~~~

)

t~~~~~~~ (
~~)~~U~y 7)  

~ (~~)
#(

yJL4 z f (  ~~~~~~~~~~~~~~~~~~~~Rearranging terms gives

~~~~~~~~~~~~~~~~~~ 
y y

+ ~~~~~~~~~~~~~~~~~~~~~~ ~f~
’

+

•1- ~~ Lt~~Y~f~ ~ c,
f 

~~~~~~~~~~~~~~~~ 
‘
~
I
~c+

7

+ ~~y~—~~~~~~+ 
~~
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p In matrix notation equation (A-6) may be written as:

/ 1  -z 1 Cc C, o a

. I ~~~~~~~~~~~~~

~~~~~~ i — y c - t  >1

\

~~~~~~~C O O C ’  I — 2 1 j
~
.

or 
-

~~~~~~ (A-i)

where ,j ’ = 1,...n and J =

or j ’ = 1,...8 or j  =

Also

8 r~w Vectos’

• 

~~~
,7 ~x g  mqr rhc

‘~ ~ ~ 

:.. :°:~

“ yec~fc’r

—-. ~~~~~~ 
--



Appendix B. The Derivatives of the Curvature Term “c”

From appendix A , the expression of the curvature term “c” Is given by

equation (A-5). In the illustrative case given there, n = 8. The first

derivative terms are :

-

~~~~~ 

=

= -~~ +,o ’y _ — ~ f3 +~~

~ 
(ar)

~~~~~~~~~~

• ~~~ = ~~‘.~-BY~,+’°Yr
-
~~g

~~,
= ~~~~~~~~~~~~~~

In matrix notation the derivative terms can be written as:

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ a -‘t a~ a a ~ o—

-‘~~I~~- 1 a O Q o o

.~~~~~~~~~~~~~~o a 8 i z -g~~~~a o

0 o~~~~-1r7~ -Z~~~~o
C o O~~~~~~’ t 2 8~~~

• (~
-
~ 

0 0 o o ~ -: lo ~zt
O O ~~~~~O o ~~~~ -~q~~~
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V

Therefore the derivative terms of “c” may be wr itten as:

-~4, > ~J
’ -_.~~~~ ,,.

~~ ~~ 
~~~~~~~~~~~~~~~~~~~

. = 
~~~~~

• ~~ i( c~
~where J ’ = 1,. ..8

and j  =

It is of interest to note that the second derivative of “c” wi th respec t

tOY j is:

3’ >
_ 

_ _  = 

~
( cc) (s --~)
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Appendix C. The Derivative Terms (dy/dx)~

Given a set of data values Y(X 1), (1 = 1,...m), at eac h poin t ~~ It

Is required to find a set of Interpolated values Y(xj)~ (J = I,...n), where

the x3 are evenl y spaced increme nts, Ax , of x. It is required that the set

of Y(xj) values inclu de the set of Y ( X 1)’s. That is each Y (X 1) must also

be a y(x3 ).

From equation (29) of section II-B-2, the relationship between the

Y(X 1)’s an d ~(x~)’s is:

~1 ( c ) ( ~
) 

I L l  (c’_ t )
ir~~i V

where

where the j’-th row of (C~,~
0d ) is the ~‘-th row of the matr ix ,~ of

equation (22). if y(xj) does not correspond to an Y(X1). If y(x1) does

correspond to an Y(Xi), then the j’-th row of (C~~.~~
0C

~) Is all zeros except

for a 1 for the main diagonal element, ~~~~ Al so all the elements of the

vector V~, are zero except that if Y(x j ) corresponds to an Y (X 1), then

V~, = Y(X 1). Equation (30) of section II-B-2 is an example of these

relat ionships.
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Now rewrite equation (C-i) as

~‘(c ’~) ~ [b~
] ~

) Y[t~
] ~~

where

=

and where

f~ 
~(YL)z ~(i ~) 

((1 3)

and also

~E; %~Az)= ~Xt~)
so 
(;~~~j

) is chosen to be such that it contains no Y 1’ s.

11 ~-c y~ =Y L

(v~
) = (c-~

Y~~~~~Yi.

H

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _— 
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,

Now consider equation (C-2 ) with the vector , (.Y~) omitted from both sides

of the equation. This is:

~~ ~1’[~Twhich contains no Y1 ’s, but which may be solved for b~1~ tha t is:

L. 
~~

,

[ ( )
~ 
1] (c~ 7)

Once the (b~1 ’s) are known, the yj’s may be found from equation (C-3).

~
(
~
;) = i

~[~ L]” ~(~) (c’_ g)

This equation illustrates that the interpolated values , may be

f ound from a linear combination of the data values , Y1. That is:

~~ (b~~~ Y~ (c’-!~

--
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Now consider a way of defining (d.Y/dx)~ In terms of values . Let

(dY) = 
(y ~~~1- c)~dX 

~~ .

Since from equation (C-9)

= ~~ ~) 
~~
‘L (c’— 7)

where j = 1,.. .n, a derivative at any interior point y~ may be defined as:

_ _ _ _  = __

b~~~~~~~-~~~ (b ~,~~yT

or

() = ~~~ 
—

This equation may be wr itten as:

= (~~ ~
where

~3. 
= ~~~ b

~~~)/~ x (c’_ i~)

~~~~~-~~~ -
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Appendix D. The Uncertainty Matrix , [1/al

Given equation (54) of the main text as:

I, • 4L . .._> L—~~~, ~~ .

• ± S
~~~~~~~~~~~~~~ .

4 E 2
~~~~~~~

}

~~~~~~~~~~~~

‘I 
L._ .~~~, (. .-~~~ ..

[~(c~.)f ~> ~
) + ~ z(~40) t1(~�~~) ~(r~ 

~
}

~~~~ o\
where I I Is a diagonal matrix with real constant elements. Also R\o 

~
j

Is a data value, r1 is a computed va lue of the curve r(’4 and

cx(z~) 
_a°(zj) .

Consider the left side of equation (D-1). This may be written as:

~

,

~ 

;[~i]. [U;~ci)<~J (~~~..yJ}Lç~~o)
V 

~~— Wu* ?fletrnc—~~

~ 
—

~~~~~ 
LI’ 

~~~~~~~~~ j—?” i
I 

j. 
~(%~} 4[j~] 

j  ~
(i)

RA. ‘

‘-I
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Note in equation (D-2) that:

L~~ i” >

~‘F~1. 
~~~~~~~~~~~~~~ 

—

~~~~~~~
And: . .

Also, consider the following products of equation (D-2):
- ‘A’ _ _

.
‘ 
—> L ~~

~
[ ~r]~

(;’4
~
) 
~ ;c~’) £[ ( ~

5j
~
L] (~

_
~~

At this point equation (D-2 ) has not been modified. The equation will be modi-

f led, however , by a change appl ied to the product factors of (D-5) where:

L” —>Lr (
~!~V~1

is replaced by :

~I(~2cj l . Lr()GH)-~ (D -7)

~ i
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This means that in the function (ag.~’/ar1
) of (0-5), everywhere an

occurs replace it with R1 (i.e., a data value).

Now using equations (D-5), (D-6) and (D-7) define :

~[(4~
’ (

~
1z 

~
‘( ~

And : 
- L

” —~~ ~~
, _~~~~~ ,

~~~[(-.._) ]_ 
h~~~~~~

where equation (D-8) and (D-9) contain only constants.

Substitution of equations (D-3) through (D-9) into equation (0-2) gives :

c —~~~~
. 

~~~~~~~~ ~~

~~~~~ 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

h(s) 
~Note that as the parameter “X” is increased In steps, the values of the r1

t s of

equation (0-2) approach the values of the data values , R1. That is, in equation

(0-3) and (0—4 ):

— 



Approaches

(b-i)

as “X” becomes larger.

Thus the following product, implicit in equation (D-1QL

L
” —b ’- ~~~~~~~~~

~ ~
) ~[( 

~
4
~
”)
r:~

j . J @ -~~~~~~

approach the unit matrix as the r1 s approach the R1 ’s. Then , equation (D-iO)

will approach being the original left hand side of equation (D-1).

Now consider the right hand side of equation (D-1). This may be written

as:

~~ .i(~) ~~(v)
+ {4~~~~~~~[(* ~51]

_

yc 7
~
3

p ~~~~~~~

•
~~

(
~~~~~~.(%~,[(22L.) 

]~g~~~
-; j  

-

- - (4~i. r ~~
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Note in equation (D-i4) that:

~~~ ~And

L’ 
()i.) L 

(rj, 
- RL’
)
~~ L (5

. _ 6.
#) 

(
~ ‘~~V\~~ \L/

Also consider the following products of equation (D-14):
.1/
L —~~~

; (T~);[(-~)~)
At this point , equation (D-14) has not been modified, except by way of approxi-

mation (0-16). Equation (D-14) is modified by the change applied to the product

factors of (0-17) where:

(~HI)

.
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is replaced by:

[ L T  •[C
~~ 

(b-a)

Agair~, this means that in the function (ag1/ar1) of (0-17), everywhere an

r1 occurs replace it with R1 (i.e., a data value).

Now using equations (0-17), (0-18) and (0-19) define :

~
“[( \ t1 i( i0\_ i( -i \
~L~~1~Ri ~A~ç’-F ~~~~~~~

and

L _~~~~ L ” ~~~
‘

~~~~~~~~~~~~~~~~~ ~,( .i) (b-i)

where (0-20) and (0-21) contain only constants.

-
i

•

.
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Substitution of equations (D-15) through (D-21) into equation (D-i4) gives:

[

~~~

1
s~ cA ~~ i(~ 

~
)+ ~~~~~~~~ ~frz~

As discussed previously for the l eft hand side of equation~~D-i), as the param-

eter “A” is increased in steps, the values of the r 1 ’s of the right hand side of

equation (D-l) approach the values of the data values , R~.

That -is , from equation (0-15) and (0-16)

ii-~~

Lf -~f .,\

a pproac hes:

L
h1

(J
~~~~~~~~ 

= _ _

as “A” becomes larger.

Thus the following products. implicit in equation (0-14):

~~~
‘ ->  I’ • , . L

t

~

approach the unit matrix as the r1
1 s approach the R1

’s. Then equation (D-22)

will approach being the original right hand side of equation (0-1).

83

p f -~ __________
— ~~~~~

- . 
-



- ~ —t~c~ -? - -

Appendix E. The Derivatives, (ag~’/ar ).

Appendix 0 makes no assumptions about the functiona l relationships between

the vectors ~ and ~ (and hence ~ and 
~ ) except that the derivatives (ag

-i 
‘/ar1)

must be definable.

From equation (97) of the main text

(
~
E)L’ = ~ (ac ) ç (if

Substituting equation (E—1) into equation (83) gives :

— r~ /7?

~ /‘~ (~:)~ = /~~ ~~ (~~~~~~•) 
l U (~-;:~

~~ 
L
’ 

- - - In

Taking derivatives with respect to r and using the identity :

~~~ 1/11 
(~i)~_ L 3)

cix ~

Gives from equation (0-2):

_ _ _  = t  _ _  o

L
and

ci 1..

’ 

~~~
- .2, - - -

~ F = 

~ (n .~)~~ 
(~)

— 
L.
” ~t

and similarly for R and 6.
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The a , ’s (and the a ,,, ’s) are constants which depend only on the

number of, and the spacing of, the frequencies , 
~~~~

.

4
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