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FOREWORD

N

The 1977 Innovative Modeling and Advanced Generation of
Environments (IMAGE) Conference is the first conference specifically
concerned with the imagery produced by computer generated visual
systems relative to flight simulation. The purpose of the
conference is to promote an exchange of information and inspire
investigations into areas of needed flying training research.

With the increasing number of real-time computer generated visual
simulators in the field, it is necessary to expand communications
among the user organizations and create a forum to present relevant
issues. Pertinent topics include but are not limited to:

~I. Efficient and effective modeling techniques.

2. Environmental data base design and structure.

3. Psychological determination of visual cue reéuirements.

4. Software/hardware developments directly resulting in
an expansion of image capability and/or utility.

This conference is inaugurated and sponsored by the
Flying Training Division of the Air Force Human Resources
Laboratory, the Air Force's prime facility chartered to

perform flying training reasarch.

Eric G. Monroe
Conference Chairman
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OPENING SESSION

Conference Chajrman

Eric G. Monroe
Visual Systems Engineer
Flying Training Division
Air Force Human Resources Laboratory

Eric G, Monroe

Eric G. Monroe is the Visual Systems Engineer for the Flying Training
Division of the U.S. Air Force Human Resources Laboratory (AFHRL). In this
capacity, he has prime responsibility for coordinating the activities of the
visual system software personnel for the world's most advanced flyin
training researcn device, the Advanced Simutator for Pilot Training (ASPT).

Mr. Monroe was the Project Engineer for the ASPT Phase of the USAF
Aeronautical Systems Division's (ASD) Project 2235, "Ajr-to-Ground
Visual Evaluation," with responsibility for the project's supervision
and management, in addition to his own technical contributions. Currently,
he is also serving as the Project Engineer for the '"Arcaof-Interest
Evaluation" being conducted in conjunction with che ASD Simulator Systems
Program Office and the Aeromedical Research Laboratory at Wright-Patterson
Air Force Base.

Mr. Monroe has a private pilot's license. He is a member of Phi Beta
Kappa and holds the B.A., M.A., and M.S. degrees in mathematics from
Washington and Jefferson College, Duquesne University, and Stetson University,
respectively. Upon leaving Duquesne University, where he taught for two
years, he served in the U.S. Army Chemical Corp with a ROTC commission.
Assigned to the Chemical-Biological-Radiological Agency of the U.S. Army
Combat Developments Command, he was the Project Officer for a computer-
simulated weapons effects study.

Prior to joining the Flying Training Division of AFHRL, Mr. Monroe was
a systems Engineer for the Space Division of the General Electric Company
in Daytona Beach, Florida. At General Electric, he was responsible for
the design and development of the largest computer-generated image
environmental data base undertaken until then, and provided data base
analyses for a National Aeronautical and Space Administration (NASA) contract.

At the Human Resources Laboratory, Mr. Monroe has been the Project
Engineer for numercus studies, written several articies and technical
reports on computer-generated imagery, and, in July 1976, proceeded to
inaugurate his conception of the IMAGE Conference.
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INTRODUCTION TO THE 1977 IMAGE CONFERENCE

ERIC G. MONROE R
Flying Training Divisicn ?
Air Force Human Resources Laboratory .

Photograph and Biographical Sketch-See Page 1

The predominant sense a pilot utilizes in flying is that of vision.
This conference is in general concerned with visual flight simulation, and
in particular with the visual imagery generated by computers.

In February 1975, the Department of Defense published their Report on
F1ight Simulation which stated the following concerning needed research and o
development: "Visual simulation and display techniques are the most limiting ;
factors to the capability of current synthetic training devices. While \
certain advances have made possible the development of limited experimental
wide-angle visual systems, additional advanced development is needed to fur-
ther their ability to satisfy the high resolution, wide-angle, and multi-
target requirements of the military mission. Technology has been demonstrated
that is capable of adequately creating and displaying the scene required for
the straight-in approach for day and night field and carrier landing and take-
off. These and other visual simulation capabilities, similar to those used in
commercial aviation, have been well demonstrated and have been incorporated in
some of the devices now being procured. However, additional research and
development is needed in visual simulation to develop wide field of view
devices which integrate with sufficient resolution, needed complex target
imagery. This capability, if it can be satisfactorily developed, would go
far toward realistic simulation of the full range of military missions. The
military training tasks that would benefit from such a capability include:

1. Air combat and air-to-air gunnery.

2. Formation flying.

3. In flight refueling.

4. Air-to-ground weapons delivery.

5. Vertical take-off and landing.

Major research and development programs are in process to evaluate ex-

perimental wide field of view visual systems and their role in the transfer

of learning. Other test and evaluation ﬂrqgrams will qruvidg data for_definin%
air-to-air training requirements and techniques, as well as improved air comba
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tactics. Additional effort is needed to improve simulation of acceleration
and motion, computational technology for sensor and visual displays, the
quality of data on aerodynamic flight characteristics, and quantitative and
objective measures of pilot proficiency.”

This report was published the same month the Advanced Simulator for
Pilot Training (ASPT) became operational. Much has transpired in the past
two and one-half years along the recommended lines of research., Recent
evaluations, such as Air Force Project 2235: Air-to-Ground Visual Evalua-
tion, have established that computer generated imagery provides extremely
effective and flexible training capabilities unique in visual simulation.
The capability to rehearse scenarios involving numerous other aircraft, both
friendly and hostile, surface-to-air missiles, ground fire, flak, and moving
ground targetis in actual theatres of operation titillates the imagination
of the most voracious fighter pilot. Yet these things are possible, and are
within the current state of the art. It is up to us to exploit today's im-
agery through creative and innovative usage.

The need to establish a focal point to serve as a forum for expounding
advances made in the improvement of the quality and utility of the image
content for computer generated visual systems has been apparent to me for
the past few years. With the increasing number of real-time computer gene-
rated visual simulators in the field a means of initiating and maintaining
communications among the user organizations is needed to promote an exchange
of information concerning new developments, techniques, and problem solutions.
My views along this line were reinforced through communication with numerous
governmental and industrial organizations throughout the country. With this
in mind, I proceeded to derive an appropriate acronym and formally initiate
the organization of the IMAGE Conference in July 1976. Hopefully, this
gathering will perform a catalytic function in evoking a synergistic effort
to solve the current problems associated with computer-generated visual flight
simulation. For this to occur, we st of necessity krow what one another is
and has been doing. I would like to take this opzortunity to briefly outline
the i aqgery that has been developed for and utilized by the Advanced Simulator
for Pilot Training, since it became operational in February of 1975.

The ASPT System consists of two T-37B simulator cockpits separately mounted
on six-degree-~of-freedom-motion platforms. Each cockpit is surrounded by seven
36-inch monochrome cathode ray tubes (CRT's) viewed through in-line optics,
which collimate the light rays to display a virtual image. The pentagonal
shaped optical windows are mosaiced to fill seven faces of a regular dodeca-
hedron to give a wraparound field of view of approximately 300 degrees hori-
zontal by 150 degrees vertical. The display imagery is compnter generated with
a 2560 edge limitation.

The initial environment for the system reflected its original use for re-
search in undergraduate pilot training. It consists of the Williams AFB complex
centered on an area 140 by 160 nautical miles, containing such cultural and




topographical features as cities, towns, airfields, roads, railroads, rivers,
mountains, etc. An 1800 edge model of a T-37 aircraft was provided for flying

formation, and six additional airfields were added to permit cross-country '
flights.
With the advent of the requirement of visual simulation for the A-10, ‘

F-15, and F-16 aircraft, considerable Air Force attention was focused on the
capability of current technology to simulate air-to-surface mission scenarios.
The Flying Training Djvision participated in the Air Force "Air-to-Ground
Visual Evaluation" (Aeronautical Systems Division Simulator Systems Program
Office, ASD/SIMSPO, Project 2235) by modifying the ASPT system to simulate
air-to-surface weapons delivery. Provision was made for visual simulation

of ordnance ground impact, surface-to-air missile, moving ground target,
anti-aircraft artillery, flak, and FAC (forward air controller) smoking of

a target in appropriate tactical environments.

As a follow on to this evaluation, a head slaved area-of-interest (AOI)
capability has been devised, providing scene detail only in that portion of
the entire display to which the pilot is directing his attention. Trhis
technique permits the environmental edge density to be increased, since
the system edge capabity can now be concentrated within a smaller field-
of-view (FOV). ;

Recently, a study was performed to determine the transition of training
to the actual day landing task from performing simulated landing in a night
only Computer Image Generation (CIG) system. The data base generated for
this study simulates current night only CIG systems containing both point
lights and surfaces.

T,

The lack of adequate visual flare and touchdown cues has been a long-
standing criticism of flight simulators. A current study addressed this
problem by employing six runways differing in the ‘runway surface textural
cues te assess their influence on pilot performance. 3

A special environment was recently generated to investigate two dif-
ferent possible display formats impacting a major ongoing acquisition in-
volving the Army Research Institute and PM TRADE. This data base was
designed to demand specific aircraft maneuvers in response to a predetermined
ground track.

Currently, we are generating a model of the Davis-Monthan AFB locality
and Gila Bend Gunnery Range for thc dual purpose of conducting training re-
search and providing the Tactical Air Command (TAC) with interim transition :
training for future A-10 pilots.

In the near future, we anticipate conducting an aerial refueling evalu-
ation which will require the generation of a number in KC-235 tankers of
. varying levels of image detail.
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As you can see from the agenda, some of the projects I have briefly

‘mentioned wil) be addressed in further detail later in the conference.

Although much attention has been given to increasing the image
processing and display capanity in the past, and rightly so, a
disproportionate amount of concern has been applied to increasing the
capability of utilizing the techn i1gy created. The present manual
process of generating environments with relatively limited computer
assistance is archaic and deprives facilities employing CIG systems of
one of its major attributes, i.e., the ability to generate a library of
data bases in a timely manner. Interactive graphic devices should be
incorporated which permit real-time interaction between the "modeler"
and the computer in building, modifying, and amending the data bases.
Data base development is also restsricted, in that most systems can be
used for either research and training or data base development, but not
both concurrently. Furthermore, non-standardization of data bases
precludes the utilization of environments generated at one facility from
being directly applied at another., Research and development
facilitiesneed the means to rapidly quantify visual scene parameters
(the number of edges, objects, models, etc.) on a frame-to-frame basis
and the ability to determine the percentage of the system processing
capacity being utilized. Software packages should be implemented which
would analyze the environmental parametric densities, isolate regions of
potential system overload, and recommend alternate solutions. In )
addition, it is necessary to be able to demonstrate visual environments
of varying levels of edge densities, in order to assess the capacity
required for future simulator buys. The aforementioned are not
technological limitations, but rather the result of the priority given
at the time of system design and development.

The behavioral aspect of image requirements is an area much in need
of research. For a given task, what visual cues are required for
adequate pilot performance? How much scene realism is required? Does
color (as opposed to monochrome displays) significantly increase pilot
behavioral response? The list goes on and on,

[ know that some of us here today are already pursuing these
endeavors, and [ hope that they will get the necessary priority to
assure their accomplishment. With the rapid increase in the processing
capabilities, let us not neglect the means of effectively utilizing to
the maximum extent possible the imagery we create.

We of the Flying Training Division are extremely pleased with the
interest you have shown in this Conference. The list of distinguished
representatives of government, industry, and academia in attendance fis
most gratifying. Over the next two days, twenty papers will be
presented, covering various and sundry topics of visual simulation. I
would like to take this opportunity to express my appreciation for the

~ time and effort these authors have put forth., Their papers should prove

both stimulating and informative. May your experiences at this
Conference be most rewarding and enjoyable.
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KEYNOTE ADDRESS

Senator 3arry M. Goldwater

Barry M. Goldwater was born in Phoenix, Arizona Territory, on
January 1, 1909, He was educated in the public schools of Phoenix
and Stauton Military Academy in Virginia. He attended the University
of Arizona for one year but left school on the death of his father.

Senator Goldwater is a World War II veteran who flew with ATC
to India and China. A retired Major General in the U.S. Air Force
Reserve, he has logged over 12,000 hours of flying time in 159
types of jet and conventional aircraft.

He began his political career in 1949 when he was elected
to the City Council of Phoenix on the reform ticket. In 1952 he
was 2lected to his first term in the U.S. Senate defeating the
then Democrat majority leader of the Senate. He was reelected
in 1958 and resigned his Senate seat in 1964 to become the
Republican Presidential Nominee. He was again elected to the
U.S. Senate in 1968 and was assigned to the Senate Armed Services
Committee and the Senate Aeronautical and Space Sciences Committee.
In 1974, Senator Goldwater was reelected to a fourth term and has
been additionally put on the newly formed Select Committee on !
Intelligence Operations.

Senator Goldwater is the author of numerous books including:
The Conscience of a Conservative, Why Not Victory?, Where I Stand, The Face
of Arizona, People and Places, Down the Green and Colorado Rivers, and The

Conscience of a Majority, Delightful Journey, Arizona Portraits, and Speeches
of Henry Fountain ms urst.

In 1934 Mr, Goldwater married Margaret Johnson of Muncie, Indiana. They
have four children, Joanne, Margaret, Barry, Jr., Michael and ten grandchildren.

Senator Goldwater is a member of the Episcopal Church, Masons, Elks, VFW, i
American Legion, Sigma Chi, and board of directors of the Air Force '
Historical Foundation. He is the owner and operator of amateur radio station
E K7UGA-K3UIG-AFA which is now a part of the Military Affiliate Radio System.
He is also President of the Arizona Historical Foundation.
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KEYNOTE ADDRESS

Senator Barry Goldwater

Colonel Boren, Mr. Monroe, and distinguished conferees, I
thank you for asking me to be your keynote speaker at this important
Conference. I wlways enjoy coming back to Williams Air Force Base,
where, as I am sure most of you know, I have spent a lot of time
over the years.

Since your Conference is on simulation I start with the premise
that there are some things that cannot be simulated nor should they
be.

As long as I am here at Willy, I cannot pass up the opportunity
to reminisce for a moment or two. [ guess most of you oldtimers
remember when Ed Link developed his first trainer in about 1929 and
all of the thousands of Links that were used in World War II. I
remember the first time I flew a Link, which was in about 1940 and I
later met Ed Link sometime during World War Il. At about that time
I was serving in the old Ferry Command as an Operations Officer of
a swuadron. We had Link trainers and like typical military, we were
required to fly them a certain number of hours each month. Well, I
never could get the other pilots to do their share because they did
not like to fly the "Blue Box," so I got a lot of extra Link time.
In fact, I really became proficient.

Of course, there was no similarity between that trainer and
any aircraft I was flying, and it really did not “"fly" like an
airplane. But in retrospect, it was a wonderful device and a superb
trainer for learning instrument procedures. I am also convinced there
was good transfer of learning, to use a term popular here at HRL.

Also, on the plus side was the fact that the Link trainer
instructors did not rap your kees with the stick like your instructor
pilot did when you made a mistake. That rapping technique certainly
did get the siudents' attention, but if it was used today, I
suspect the instructor would probably be cited for some violation
of the students' Consititutional rights.

We have come a long way since the learly days of Ed Link and
the "Blue Box". I am not sure whether we have come as far with
this simulator technology as we have with our aircraft technology
but if we have not, we are rapidly catching up. By that I mean
the flight simulator can now do just about everything the aircraft
can do, almost to the point that the pilot, once he really puts
himself into the training mission, treats and thinks of the fliqht
simulator as the real thing. 1In fact, in his mind, it is the real
thing and he is really flying and he encounters all of the
sensations and apprehensions associated with flying.

It is this realism where such significant pro-ress has been
made over the pasi few years. Specifically, the development of
high fidelity control response and very realistic motion systems
put the "feel" into the simulator and got the pilots saying the
simulator flew like the real thing - as long as you were IFR. The
visual problem has been tougher.




More recently have come the dramatic improvements in visual
systems which have given us the ability to have for the first time
a full mission simulator. It looks like the potential multiplier
in the visual category will be the computer generated image
technique which can reproduce many scnees not possible or
practical with the model board. The flexibility of this system

is probably its greatest attraction because the military pilot

and his aircraft represent a multimission capability and, there-
fore, have a multimission training requirement.

As an aside at this point, I hope one of the goals of this
Conference can be to standardize on the term for visual images
that are generated by computer. The most common terms are

Computer Generated Image (CGI) and Computer Image Generation (CIG).

I have no preference, but I do hope you can resolve to all use
the same term.

The idea of having one visual system that can reproduce
ali scenes such as take-off, air refueling, formation air to air
combat, air to ground attack along with enemy defenses, and
landing represents the ultimate in a system. It is the perfection
of this technique that remains to be accomplished because I
know we are all aware of the many other applications of such a
system. These could include stored programs of worldwide tactical
target areas, air to air combat situations taken from the data
obtained from our ACEVAL operation at Nellis Air Force Base, and
a complete brigade or possibly division ground operation with
attack and scout helicopters working against enemy targets.
Potentially, the capability is there, but still a lot of refine-
ment and study is needed.

Before we go charging after complete and total real world
visual duplication, we need to ask some serious questions. First,
how close to the real world must these artificial scenes be in
order to achieve the required training benefit? Second, how much
are we willing to pay for that capability? Third, will we
really know when we have the answers to the first two questions?

At the moment I do not feel confident we have the answers
to the first two questions, nor are we especially pursuing their
answers. My observation is that we are currently proceeding
with the general attitude of, "lets make all of these systems as
close to what the real aircraft feels 1ike and what the real
world looks like, and if it later turns out that that was really
not required, it is better to have erred on the plus side."

I think a review of the magnitude of the flight simulator
program over the past few years will support my concern.

To do this, let me now discuss Congress and flight simulators
over the past few years because it bears on these points.

We all know that flight simulators have become hot items in a
very short time. Not only have they become the "in thing" and
very good, they have also become very expensive. For example, one
B-52G/H simulator, our most expensive system, is estimated to
cost $25 million.

o
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Over the past three years the Senate Armed Services Committee
has taken the lead in the Congressional approval of over $786
million for flight simulators and associated equipment. Next year the
anticipated FY 1979 request is expected to be about $350 million. Over one
billion invested over a four year period!

Some of the statistics associated with these devices are
impressive. By October of this year the simulator devices on
hand wlll enable a flying hour reduction of approximately 675,000
hours. This will be a saving of about 565 million gallons of
jet fuel and avgas and about $625 million in cost avoidance,
although that does not represent a net savings as it has not been
adjusted for the cost of operating the training devices. On the
average, we will amortize our investment in these devices in
about 5 1/2 years. I also point out we are not yet realizing
the full benefits of most of the devices the Congress has funded
over the past three years.

What those figures also do not convey is the qualitative
improvement that our aircrews gain through the use of these new
high technology devices. It is this qualitative improvement
we must not lose sight of and we must make sure that these
devices always remain the means and not the end. This could
happen and we must continually emphasize that these devices are
not substitutes for aircraft, but that they merely complement
and improve the quality of aircrew training and readiness.

To some in the decision chain, simulation and substitution
are synonymous terms. We need to correct that misconception
wherever it is encountered.

I think that message is now getting through, although
a few years back I was more concerned. At about that time the
Office of Management and Budget established as a goal for the
Department of Defense, a 25 percent reduction in flying
time by the early 1980's through the increased use of flight
simulators.

Now whoever thought that up, I suspect, was not concerned
about getting a qualitative improvement in our aircrew force.
To the contrary, the goal was to save fuel, and to do that,
flight simulator hours would be substituted for aircraft hours.
Apparently, on paper at least, 25 percent looked like a good
goal. As far as | have been able to determine, it was an
arbitrary, bureaucratic figure and certainly not based on any
data prcvided by the Services.

In May 1976, just a year ago, I conducted the only hearing
ever held by the Congress on fiight simulators, and I explored
this 25 percent figure in depth. It turned out that no one in
DOD knew the originator of the idea, and the more we pressed
the matter, the more it became apparent that OMB was retreating
from this arbitrary position.

The danger, of course, is the way the idea was originated
in that it was totally unrelated to the requirement for
qualitative improvement and combat readiness.



During the hearing I cautioned that we should not get
carried away with the use of flight simulators as a substitute
for flying. It would be possible, I suggested, to do 100
percent of one's training in flight simulators and only fly
when there was an emergency or war. However, that is not
practical because the entire support base exists only to insure
that the aircrews have an effective weapon system to fly. This
base must be exercised on a routine and regular basis.

For example, think of all the specialists in the Services
that can only maintain proficiency in their specialty when their
aircrews and aircraft fly.

Think, also, of all the logistic and maintenance systems
that must be exercised on a routine and regular basis if they
are to have any hope of meeting surge demands during emergency
or combat operations.

It is stating the obvious to say that flight simulators
cannot shoot down airplanes, drop bombs, kill tanks, provide
close air support or kill enemy ships, but is makes the point
that flight simulators must not be thought of as substitutes for
airplanes, especially combat airplanes.

It would be a mistake to think that achieving a 25 percent
reduction in flying time through the use of flight simulators
meant there could be a 25 percent reduction in aircraft. Yet,
some of the system analysts I am occasionally critical of may
come to that same conclusion. Again, I stress that such 2
conclusion would be a mistake.

For example, referring back to the estimated avoidance
of 676,000 flying hours projected as an estimate for FY 1978,
that is 14 percent of the total flying hours that would have
been required if simulators were not available. By 1981 the
percentage is expected to increase to 17 percent.

However, these figures without some further explanation
canh be misleading. Not all aircraft systems are supported by
modern, sophisticated flight training devices. For example,
the inventory of some aircraft systems is too small or widely
dispersed to support feasible utilization of expensive flight
training equipment. When the flying hours for all aircraft
system sin the active force are included, the estimated flying
hour avoidance for FY 1978 becomes 11 percent, and the FY 1981
estimate becomes about 14 percent.

So, I thik we are proceeding in a prudent way, and the
reduction figures we are headed toward are reasonable. However,
we do have to remember that the energy policy the Congress is
not backing may force us to substitute more simulator hours for
flight hours than we would like. At the moment I do not think
anyone has a good handle on this, :

Now you gentlemen are experts in this business and probably
could make the best judgement on what can be substituted with
1 flight simulators in flying training and what cannot. The
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expertise of the Air Force Human Resources Lab has pioneered
many of the innovative ideas that are operational on flight
simulators today.

Certainly, the Advanced Simulatcr for Pilot Training is a
pioneer and ASPT is known throughout the simulator community.
I have flown the ASPT, and the substantial and verifiable data
gathered on how the human senses relate to simulation and how
transfer of learning takes place, is, to me, the correct way
to approach the question of, "How much flight simulator time is
enough?"

Now this brings me back to my other point about visual
systems. We need to continually ask ourselves, to use your
vernacular, "How much visual is enough?" Further, "Are images
that are indistinguishable from the real world really required?"

Your studies here at HRL have made a major contribution to
this field of knowledge. However, I understand your study results
are not always the most popular with the operators who possibly
have only a gut feeling that flight simulators must reproduce
real world conditions to the nth degree possible - otherwide they
are not effective.

Here then is the challenge that faces you gentlemen.

Do not goldplate this goose or otherwise it will never get
off the ground. Remember that tough budget times are ahcad. Make
sure you can fully justify the visual systems you propose
because in the future, Congress will be examining this justification
more closely than ever. Build what is required into these systems,
but nothing more and make sure your research is complete before
you come to the Congress.

I compliment you on the significant and impressive contributions
you have made to this important field.

Have a good Conference.
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Colonel John V. Kleperis, USAF
Deputy Director, Simulator Systems Program Office
Aeronautical Systems Division

Colonel John V. Kleperis

Col Kleperis was born in Latvia. In 1950 he entered the United States
and established his residence in Connecticut. He was commissioned through
the Reserve Officer Training Corps in 1957 following his graduation from
the University of Connecticut where he earned a Bachelor's Degree in
Mathematics. Following pilot training, Col Kleperis was an instructor
pilot with the 3576th Flying Training Squadron and flew the T-33. He
then attended the Air Force Institute of Technology and received a Master's
Degree in Materials Engineering in 1964.

From 1964 to 1965. Col Kleperis was assigned to the Air Force Materials
Laboratory as the materials engineer for the C-141. He was assigned to Southeast
Asia in 1965 as a Forward Air Controller flying the 0-1. After a year at Binh Thy
AB, Vietnam, and over 200 combat missions, Col. Kleperis was reassigned to
Wright-Patterson AFB--first as a T-29 mission pilot with the 2750th ABW
and then as Manager of Collocated Engineering and later as Assistant for
Systems Support in the Air Force Materials Laboratory.

In 1971, Col Kleperis returned to Southeast Asia as Chief of the AFSC
Liaison Office at HQ 7th AF, Tan Son Nhut AB, Vietnam. Upon his return
to the United States in 1972, he was made Program Manager of the PAVE
SPIKE laser target designator program at Aeronautical Systems Division,
Wright-Patterson AFB.

Col Kieperis next served as Director of Systems Management, Program
Management Assistance Group (PMAG), HQ AFSC, from January 1976 to January
1977, when he was assigned as Deputy Director, Simulator System Program Office
at Wright-Patterson AFB. ’

Col Kleperis is married to the former Margaret Dean of 01d Lyme,
Connecticut. They have two children and reside in Dayton, Ohio.
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A VISUALLY-COUPLED AIRBORNE SYSTEMS SIMULATOR (VCASS)-
AN APPROACH TO VISUAL SIMULATION

Dean F. Kocian
Electronics Engineer
6570 Aerospace Medical Research Laboratory
Wright-Patterson Air Force Base, Ohio

The author received his M.S. in Electrical Engineering from the
Ohio State University in 1975 and his B.S. in Engineering from the United
States Air Force Academy in 1968, He is currently working as project
engineer on the Visually-Coupled Airborne Systems Simulator program for the
6570 Aerospace Medical Research Laboratory. He has been working in the
area of visually-coupled systems since 1969. He was the project engineer
for development programs on both helmet-mounted sights and displays (HMS/D)in-
cluding a revolutionary parabolic visor display that used the helmet
visor as the last imaging surface for presenting high resolution video
imagery to the eye. He has also participated in all the important early
flight testing of the HMS/D.
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A VISUALLY-COUPLED AIRBORNE SYSTEMS SIMULATOR (VCASS) -
AN APPROACH TO VISUAL SIMULATION

DEAN F. KOCIAN
6570 Aerospace Medical Research Laboratory

Irn recent years Air Force operational units have experienced a
continuing trend downward in the number of flight hours in aircraft
that can be provided to each individual pilot for training and main-
taining proficiency. This comes at a time when aircraft systems are
becoming ever more complex and sophisticated requiring comparatively
more hours for training to maintain the same relative flying proficiency.
With increasing costs for fuel and aircraft and the failure of DoD fund-
ing to keep pace with these costs, the trend is almost sure to continue.
In adjusting to the realities of keeping overall experience at a satis-
factory level and reducing costs, procurement of aircraft simulators
has become a necessity.

The rapid proliferation of simulators with no standard technical
criteria as a guide has resulted in the evolution of several different
design approaches. Most existing visual scene simulators utilize
electro-optical devices which project video imagery (generated from a
sensor scan of a terrain board or a computer generated imacery capabil-
ity) onto a hemispherical dome or set of large adjacent CRT displays
arranged in optical mosaics with the weapon, venicle, and threat
dynamics being provided by additional computer capabilities.

These large fixed-base simulators suffer from the following draw-
backs. The majority of the visual projection techniques used in these
simulators do not incorporate infinity optics which provide collimated
visual scenes to the operator. Those which do are large and expensive
and incorporate large CRT displays. The luminance levels and resolution
of these displays are usualiy low and do not represent true ambient
conditions in the real environment. Additionally, hemispherical infinity
optics are difficult to implement and this technique requires excessive
computer capacity to generate imagery due to the need for refreshing an
entire hemisphere instantaneously, regardless of where the crew member
is looking. In chis regard, existing computer capability is not used
effectively to match the channel capacity of the human visual system.
There are also generally no stereoscopic depth cues provided for outside-
of-cockpit scenes. Another important drawback to these simulators is
that the visual simulation is not transferrable to the actual flight
environment, i.e., the ground-based system cannot be transferred to an
actual aircraft to determine simulation validity. Finally, most
existing techniques are very expensive and do not allow the flexibility
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of incorporating other display design factors such as different head-up
display image formats, fields-of-view (FOV), representative cockpit
visibilities, and optional control and display interfaces.

A quite different approach to solving the visual presentation
problems of aircraft simulators is to employ the use of visually
coupled systems (VCS). For many years it has been the mission of the
Aerospace Medical Research Laboratory to optimize the visual interface
of crew members to advanced weapon systems. This mission has been pri-
marily pursued in two areas: (1) the establishment of control/display

/ engineering criteria; and (2) the prototyping of advanced concepts for
3 control and display interface. An important part of fulfilling this

' mission has been the development of VCS components which includes head
position sensing systems or helmet mounted sighis (HMS), eye position
sensing systems (EPS) and helmet mounted displays (HMD).

In the process of accomplishing this work, it has been ascertained
that many of the current Air Force air-to-air and air-to-ground weapon
systems problems can be related to deficiencies in the configurations
of control and display components which interface the crew member to
aircraft fire control, navigation, flight control an. veapon delivery

: subsystems. These interfaces tend to either overly task load the crew

3 member or prevent optimum utilization of innate visual, perceptual and
motor capabilities. These limitations are especially apparent in fire
control and weapon delivery applications where visual target acquisition
1 and weapon aiminc are required along with primary piloting tasks. Under
3 high threat conditions, the flight profiles necessary for survivability,
as well as mission success, dictate that all essential tasks be performed
effectively, accurately and mosi important expediently. With the recent
advent of advanced digital avionics systems, the control and display
design issue is further complicated. The proliferation of dedicated
control and display subsystems in current aircraft cockpits has neces-
sitated the development of multi-mode displays and control input devices.
In addition, more exotic virtual image display devices (head-up display/
helmet-mounted display) and unique control devices such as the multi-
function keyboard, helmet-mounted sight and fly-by-wire subsystems have
appeared. In this regard, the design options open to the avionics as
well as control and display designer are great, thereby generating a

real need for human engineering design criteria to elucidate the image
quality characteristics, information formatting and interface dynamics
which optimize the operator interface with these advanced systems.

The process of establishing practicai design criteria with the
number o° options that are available is a laborious and time consuming
task, especially if validation in flight environments becomes necessary.
Typically, flight testing is very expensive and does not allow flexi-
bility as well as consistent replication of experimental conditions.




Due to these factors, high fidelity ground-based simulation is the only
realistic alternative, However, it now becomes necessary to develop
simulation methodology, techniques and apparatus which are subject to
flight test validation, It is felt that the unique capabilities of a
visually~coupled system (VCS ~ combination of a helmet-mounted sight

and helmet-mounted display) can meet the simulation requirements stated
above as well as improve upon existing ground based simulation techniques
described earlier. It is out of this thinking that the VCASS concept
evolved.

A more detailed analysis of the problem has produced a set of
characteristics which a more ideal aircraft simulator might possess. Of
primary importance is that it should be a flexible visual scene simula-
tion providing synthesized out-of-the-cockpit visual scenes and targets,
a representative vehicle whose type can be altered, threat and weapon
dynamics, flexibility of control and display configurations, and inputs
from sensor or real world imagery. It should be portable if possible
and provide alternatives for crew station display options including
number and configuration. This simulator should also be useable in both
simulated air-to-ground weapon delivery and air-to-air engagement
scenarios. Finally, it should be possible to use the same system in
ground fixed base and motion base simulators as well as in aircraft.

As an approach to meeting these requirements the VCASS concept and
program was initiated. Its objective is to develop and demonstrate a
self-contained airborne and ground-based man-in-the-loop visual simulator
for the engineering of advanced weapon systems. The approach that will
be followed to obtain this objective will be to integrate VCS hardware
with state-of-the-art computer image generators to provide a synthesized
hemispherical visual space that will display target and environmental
images. Included in this approach is the use of real and/or simulated
plant dynamics.

The key components of VCASS will be VCS hardware which includes
the HMS and HMD. These components are used to "visually-couple" the
orerator to the other system components he is using. AMRL has pioneered
efforts in the research, development and testing of these hardware
techniques.

Specifically, the concept of the VCASS is to utilize the HMS as
a means of selecting information within a synthesized visual space and
to use the helmet display as the visual input device for presenting that
information to the operator as a collimated virtual image. This allows
head-up display type symbology and/or imagery to be generated to repre-
sent a full hemisphere, out-of-the-cockpit view, a portion of which the
operator perceives on the helmet display. The scale or size of this
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instantaneous Sort1on of the total field is a function of the field-of-
view of the HMD. The orientation of the instantaneous field-of-view is
determined and selected in accordance with head orientation as measured
by the HMS. In other words, if the field-of-view of the HMD is 30
degrees the observer sees a 30 degree instantaneous view of a hemis-
pherical digital symbol set. This instantaneous view moves in a one-
to-one correspondence with head movement. In essence, the total hemis-
pherical scene is available to the operator a field-of-view at a time.

A system diagram and pictoral of the functional elements required
to accomplish the VCASS are depicted in Figure 1. The operator utilizes
conventional control devices (control stick, throttle, rudder pedals,
etc.) to input a digital computer which provides the manipulation of the
vehicle, weapon and threat states as a function of preprogrammed dynamic
characteristics. This information is then used to manipulate synthesized
symbology and imagery in terms of orientation, scale, target location,
etc. as a function of the plant state. A representative visual scene
generated by the graphics or sensor imagery generators is selected by
the operator line-of-sight orientation as measured by the helmet-mounted
sight. Again, the amount of information selected is governed by the
instantaneous field-of-view of the helmet-mounted display (typically
30 degrees to 40 degrees). The helmet display electronics receives the
selected portion of the symbology and sensor information and displays
the video imagery to the operator through the helmet display optics in
the proper orientation within three-dimensional space. For an airborne
VCASS capability, it is only necessary to install the VCS components
along with a small airborne general purpose computer in a suitable air-
craft and interface a representative programmable symbol generator to an
on-board attitude reference system in order to synthesize either airborne
or ground targets. This approach has the ultimate flexibility of utiliz-
ing the same symbol set, threat dynamics, etc., in the air that were
originally used in the ground simulation. In either case, the crew
member will engage electronic targets (either air-to-air or air-to-
ground) and launch electronic weapons. His performance in these tasks
in turn will be recorded and assessed for performance or utilized as
training aids for the crew member or operator.

Figure 2 depicts a more advanced configuration of the helmet-
mounted sight and display that will be used in the VCASS installation.
The helmet-mounted sight and display are integrated into one compact
unit that allows a prealigned visually-coupled system package to be
easily connected and disconnected from a standard flight helmet. The
helmet-mounted sight transducers represented by the STA and SRAH are
small and compact and allow a more or less benign mounting in the air-
craft cockpit. The side mounted helmet-mounted display is capable of
at least a sixty degree field-of-view in this configuration as compared
to 30 to 40 degrees for a visor display with a reasonable form factor.
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Compared to other simulation systems this configuration permits a rela-
tively easy transition from the ground to airborne environment for
feasibility studies and demonstrations.

The VCASS concept of simulation provides a method of artificially
duplicating all the standard scenarios that are provided by more con-
ventional simulators plus more. For air-to-air formats the simuiation
can take the form of programmed maneuvers as a function of time, evasive
maneuvers based on a set of computer algorithms that permit an adaptive
strategy for the target, or a totally competitive simulation where the
instructor maneuvers the target. For air-to-ground formats the target
or threat can be stabilized at prestored ground coordinates, surviv-
ability against an active threat can be tested, and target size and
vuinerability can be varied. Additionally, visual display design cri-
teria can be developed for fixed base, moving base, and airborne type
simulators to investigate and enhance techniques for simulation optimi-
zation. Finally, prototype visual display configurations in virtual
space can be developed and altered by simply changing the related soft-
ware,

The cost/performance advantages of the VCASS concept as depicted
above appear to be numerous and worthwhile. Of primary importance is
the fact that a full hemisphere of collimated visual information can be
provided which depends solely on the head orientation 1imits of the user.
This hemisphere of syntiiesized visual target and environmental images
can be accomplished without the need for costly domes or fixed mosaic
infinity optics. Conservation of computer capacity is provided as a
result of necessitating only the small instantaneous field-of-view of
the HMD to be provided to the ¢perator. This suggests that it should
be possible to use conventionai general purpose computers tor computing
and creating the environment, vehicle threat and weapon plant dynamics
as well as to control a small special purpose symbology generator. The
image quality should be very high at the greater luminance levels and
color and stereo capabilities are also possible. Also, all threat air-
craft and weapon dynamics are programmable providing an ultimate flex-
ibility in design parameters and the cockpit display (HUD symbology sets)
can be manipulated easily to determine the interaction between the
symbol sets and the synthesized real world imagery. Finally, almost
all components including the most criticai ones can be utilized in either
a yground-based or airborne simulator.

If all the critical components were in an ideal form for the
VCASS application it would merely require that one perform the hardware
interface, software development, and test the performance obtained out
of the final system configuration. However, VCS hardware development
and performance has lagged somewhat relative to the performance capabil-
ities of other components that are to be used in the VCASS simulation.
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Added to this is the fact that the VCASS simulation imposes certain
psychophysical considerations on the entire system configuration.

Among the most important of these is the required instantaneous field-
of-view of the helmet-mounted display beyond which there will be rela-
tively 1ittle improvement in operator performance when flying the

VCASS system. The important decisions to be made here are the amount

of area on the display that must have a high resolution format and how
large the display field-of-view must be to provide necessary informa-
tion cues in the peripheral vision. Another important requirement is

to determine the required update rates and throughput delays to be
allowed in the head position sensing information in order to minimize
perceptable lags in the change of information on the helmet-mounted
display. The symbology and environmental information presented on the
display must also change realistically in relation to changes in observer
Took angle and aircraft parameters in a manner that appears natural with
no confusing contradictions. The crew member must be able to relate to
aircraft attitude and heading at any look angle. Experience already
gained on an interim VCASS configuration has shown that these require-
ments will necessitate a major symbology and format design effort.

Some of the above mentioned areas of consideration must wait for
further testing before a design approach can be formulated while others
will not. To some extent the maximum obtainable performance of certain
parameters of the most suitable VCS components is already known and must
be accepted or its effects reduced by changes to other portions of the
VCASS system. For the helmet-mounted sight the individual added require-
ments are both more easily defined and met than is the case for the
helmet-mounted display.

Even though individual requirements for the helmet-mounted sight
are .traightforward in an engineer1nqg sense the total design change
package represents 2 significant increase in performance over systems
currently available. To minimize percepiual lags and prevent loss of
head movement coverage, the update rate musti be increased from the
presently available 33Hz to 100Hz or more and the motion box must be
enlarged from one to four cubic feet. In order to provide sufficient
information to simulate the parallax of aircraft structures on the
helmet-mounted display as the operator moves his head, a six-degree-
of-freedom HMS is required that provides not only attitude information
(azimuth, elevation and roll) but x, y, z position information as well.
Another significant problem is the smallest change in head movement
which can be measured by the HMS and therefore provide updated informa-
tion for changing the video imagery on the heimet-mounted display. Pre-
liminary studies have suggested that resolution must be increased from
0.097 to 0.03 degrees to eliminate noticeable step changes in the
display presentation as perceived by the observer. Finally, some form
of output stabilization must be provided to reduce head jitter noise
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from whatever source to an acceptable level that would not visibly de-
grade display resolution.

The design consideraticis involved in building a helmet-mounted
display for the VCASS simulation present a more formidable and subjective
set of problems whose solution is not entirely clear. It is certain that
a larger display field-of-view is required but how large remains an
unanswered question. The optical physics that are part of the display
design imposed constraints which are difficult to resolve. Currently,
an interim display possessing a 60 degree instantaneous field-of-view
is planned for the VCASS; however, recent studies have shown that this
may not be large enough especially when viewed with one eye. This leads
naturally to biocular or binocular configurations. A whole host of human
factors problems then becomes important including brightness disparity,
display registration, and eye dominance. The decision whether or not to
include color also becomes a major design decision not only because of
the engineering development required but because user acceptance may
weigh heavily on this factor.

If the design problems can be overcome it appears that the benefits
of the VCASS for training are great. Experience for the crew member can
be provided in many aircraft types against a wide variety of threats,
armament, encounter dynamics, etc. Feedback in the training situation
can be significant and rapid with optional instructor involvement, repe-
tition and instant replay on all encounters, and the fact that an air-
borne vehicle can use VCASS components to correlate ground-based results.
The cost effectiveness of this approach seems to be overwhelming. The
cost of this system is assured of being significantly less than the
costly ground visual simulators now in existance. One system can be
used for the air and ground environment. In the airborne case no darts,
drones, chase planes or bombing ranges are required and no aircraft arma-
ment installation or expenditure of munitions is needed.




IV AT PUAT TR MATTS S0 e0GOITIO M W A TR S e STV W R AR L e T e e R A e e

CIG DATA BASEOREQUIREMENTS
R
FULL MISSION SIMULATION

Mr. Basinger joined Aeronautical Systems Division

in July 1976. Current responsibilities are

(1) Group Leader for the Computer Image Generation
(CIG) Technical Group in ASD/ENETV; (2) engineer
for the visual simulation on the B-1 Weapon

System Trainer (WST), (3) engineer on Project 2360,
Fighter/Attack Simulator Visual System; and

(4? consultant for various Simulator SPQ projects
such as B-52/KC-135 WST, Undergraduate Pilot
Training/Instrument Flight Simulator (UPT/IFS),

and C-130 WST. Prior to joining ASD, Mr. Basinger
was associated with the Human Resources Laboratory.
Quring his association with the laboratory, Mr.
Basinger's assignment included the development of
high resolution TV cameras and projectors, development
of color television systems, and project engineer
for the Advanced Simulator for Undergraduate Pilot
Training (ASUPT) CIG system. Mr. Basinger graduated
from Qhio MNorthern University in 1964 with a

BSEE degree.

James 0. Basinger
Visual and £lectro-Optical Branch
Aeronautical Systems Djvision

Mr. Ingle is a member of ASD/ENETV Computer

Image Generation (CIG) technical group. His
current responsibilities in the CIG area include
computer hardware, software, and data bases for
various Simulator SPO projects. Mr. Ingle's prior
responsibilities were (1) Simulator for Air-to-Air
Combat (SAAC) computation system hardware and
software; and (2) software development for ASD's
in-house Boom Operator Part Task Trainer. Mr.
Ingle graduated from Wright State University in
1973 with a BS degree in computer science.

Stephen D. Ingle
Visual and Electro-Optical Branch
Aeronautical Systems Division
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DATA BASE REQUIREMENTS FOR FULL MISSION SIMULATION

JAMES D, BASINAER and STEPHEN D, INALE
Aeronautical Systems Division, Visual & Electro-Optical Branch

I, THTRODUCTION,

In recent years, the Air Force has increased the emphasis on full
mission simulation for aircraft crew training. The full mission simulator
siiulates all aspects of the aircraft and its mission to the aircraft
crew members, This full mission simulator is characterized by the Weapon
System Trainer (WST).

This emphasis is due to the increasingly more cost effective training
which can be accomplished in a WST, Obvious cost savings of full mission
similation over actual aircraft training are that expensive fuel is not
consumed and costly weapons are not expended, A less obvious savings
is that a pilot can fly more events in the simulator than in an aircraft.

In the simulator, there are no restrictions on aircraft time or airspace
thus the pilot has more time to train. Another savings with the full
mission simulator is the reduction or elimination of non-critical parts

of the mission such as flying to the gunnery range, waiting for another
aircraft to clear the area, flying out for another approach and landing,
e?c. These are but a few examples of the cost effectiveness of full mission
simulation,

Another reason for emphasis on full mission simulation is to provide
training which cannot be effectively flown in the aircraft. Examples
of such flight-1imited training are flying in hostile environments, emergency
war order rehearsal, and safety restrictions on peacetime training,

One of the most important areas of full mission simulation is visual
simulation. Only with the recent developments in computer image generation
(CIR), has full mission visual simulation become possible. The key features
of CIG which permit full mission simulation are:

A. Large area of terrain coverage,

B. Multiple images which can be mosaicked for a large continuous
field of view.

C. Unlimted attitude and position.

D. Moving objects, targets, and vehicles.

E. Provisions for additional visual information not available
in the real world (such as weapon impacts which remain visible for a period
of time).

f. Special effects (such as weather, ground fire, time of day,
etc).
25




Unfortunately, the CIG technology is not vet sufficiently advanced
for direct application to all full mission visual simulation. There are
several areas in CIG technology which require improvement or development
for production systems. One of the prime areas requiring development
is the CIG data base modeling techniques.

This paper will primarily address the CIG data base requirements
and not the CIR system hardware. Occasionally, hardware requirements
wili he described for applications which are new or unique.

I, PAST CIG WORK.

The past work in CIG was primarily concerned with hardware develop-
ment, with only limited work in the area of data bases. Consequently,
the early data hases were small, allowing only simulation of limited
visua) missions, The digital logic and memories were relatively slow
and expensive. This slow hardware resulted in an emphasis on hardware
design with data hase work being neglected. As :digital technology inproved
with higher spead and lower prices, more emphasis could be applied to
data base design. In addition, increased edqe processing capability
pernitted more complex missions to be simulated which in turn required
significantly larger data bases. The recent emphasis on multi-purpose
€15 systens (~.g., sensor sinulation) has levied the renuirement for data
bases many orders of magnitude greater than the processing capability
of the hardware. Table 1 1ists, in chronological order, the CIG processing
and data hase capacities of several CIf systems. This tahle indicates
the increasing importance of the data bases.

ITI.  CIG REALIS! REOHIREMCHNTS.

The term "realism" is often used to describe the quality of visual
simulatior. According to llebster, realism, as applied to visual simulation,
is defined as "the theory that art or literature should conforn to nature
or real life; representation without idealization." Examples of charac-
teristics which contribute toward realistic visual simulation include:

A, Image quality.

D. [xact perspective.

£, Correctlv chanaing nerspective,

D. Coordination of all cues (visual, motion, control forces,
and instruments),

[. Complete field of view as provided in the aircraft,
F. ‘'Inrestricted flioht path.

Proper briqghtness and contrast.

o
.

H. Correct color,
26




SYSTEM
1. NASA 1]
2. 2F90
3. ASUPT
4. 2B35
5. AWAVS
6. B-52 EVS

TABLE 1

Sdad

EXAMPLES OF INCREASING DATA BASE CAPABILITIES

EDGES

PROCESSED

240
512
2,500

1,000

1,000

2,000

LIGHTS

PROCESSED

None
tdges Used
Edges Used

1,000

2,000

4,000

*ASUPT was designed as a research device.
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DATA BASE
240
2,000

100,000 delivered*
600,000 capacity

10,000 edges
1,000 lights

10,000 edges
2,000 lights

Sufficient number
of edges for
250,000 square miles

AR |

DELIVERED

1967
Sep 72
Sep 74

Sep 75

1977

1980 - 1981
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For visual simulation to provide positive training, the pilot must
be able to perceive and use the same basic visual cue information in the
generated visual scene as he does in the aircraft. A1l the above listed
parameters (and probably more) are required to provide the necessary visual
cues to the pilot.

With the exception of image quality, current CIG systems (with
an appropriate display) provide all of the above parameters. Image quality
is a function of many factors, including image content and image detail.
Image content is a measure of the number of features in the visual scene
such as ouildings, roads, rivers, mountains, etc, Image detail is the
"fineness" or "minuteness" with which the featurcs are described ir the
visual scene, such as tire marks on the runway, vegetation, textures,
etc. The imagery for current CIG systems is limited in image content
and image detail when compared to the real world. Substantial improvements
are required in both CIG hardware and data bases for image quality approach-
ing the real world.

Current and near future requirements for CIG realism are sufficient
image content and image detail to allow the pilot to perform his tasks
in the simulator the same way as in the aircraft, but without real world
appearance of the images. The visual cues may be abstract or {dealized
representation of real world scenes, but should "operate" visually in
the same manner as in the aircraft. These abstract visual cues must contain
sufficient realism for eye/hand coordination and motor skill development,
but need not contain enough realism for perceptual skills such as small
target or object recognition and identification. The immediate data base
requirements t2 provide these visual cues are effective ground texture
;or altitude and velocity cues, and sufficient detail to identify obvious
andmarks.

A future realism requirement will be to provide complete real
world appearance. The level of realism must provide training in the
perceptual skills, such as detection and identification of small objects
and targets. In addition, the realism should be sufficient to add a
component of fear into simulated visual flight. This fear could be in
the form of the closeness of boom during refueling, closeness of the
lead aircraft, anti-aircraft firing, etc. The addition of the fear component
would add a new dimension to simulator training. Faithful modeling of
the real world will require improved modeling of targets, other objects,
and terrain., The terrain must include representation of an actual (rather
than a generalized) area including elevation changes, appearance, and
texture,

IV, DATA BASE REQUIREMENTS FOR TASK RELATED VISUAL CUES.

A full mission simulator involves several tasks requiring out-of-
the-cockpit visual cues. These different visual cues levy varying require-
ments for data bases, Examples of the various tasks are take-off and
landing (TO&L), air-to-air combat, air-to-surface weapon delivery, and
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low level visual navigation, TOAL reauires visual cues for overhead traffic
patterns, circling approaches, and straight-in anproaches. Circling
approaches and overhead traffic patterns require a larger field of view
(FOV) than straight-in approaches because the pilot utilizes the side

and overhead viewing capability of his aircraft. Data hase requirements

for TORL include local navigation information, visual velocity and altitude
cues, as well as other aircraft in the traffic pattern.

Air-to-air combat involves some unique visual simulation requirements.
These are large FOV, high resolution, and multiple hostile and friendly
aircraft., Additional data base requirements for air-to-air include special
effects such as afterburner indications, speed hrake actuation, weapons
firing, weapons in f1ight and their exhaust trails,

The visual simulation requirements for air-to-surface weapons delivery
include a large FOV with a moderately high resolution display, Air-to-
surface data base requirements include ground information similar to that
of TO&L and special effects., Examples of air-to-surface special effecis
are muitiple moving targets, weapons in flight, ground impacts, ground
fire, and flak. Data base target complexes for air-to-surface include
hoth tactical and controlled ranqes, or areas with tactical target complexes
representing a wartime situation,

Low level navigation (below 500 feet) requires a highly detailed
data base representing a large area of coveranqe. Low level data bases
must provide positional information with enouah scene detail to produce
an authentic confusion factor for the pilot.

V. IR_AND LLLTV SIMULAVION AND DATA BASE REQUIREMEMTS.

CIA simulation of infrared (IR) and low light level television
(LLLTV) sensors is similar to the out-the-window visual presentation in
sone respects. The perspective, priority, and raster artifacts are the
sarme, The main difference between CIG applications for sensor and visual
sinulation is amount of detail and the way in which the data bases are
encoded. IR data bases are encoded in terms of intensity representing
temperature and time of day. In LLLTV simulation, the data bases are
encoded similar to visual data bases with adjustments to account for the
ahsence of sun and the addition of active 1ight sources. The sensor-peculiar
functions are added after the complation of the perspective, priority,
and raster calculations.

Data base requirements for IR and LLLTV are similar in many aspects.
Both IR and LLLTV characteristics change with time of day, atmospheric
conditions, and the seasons. However, for IR, temperature differences
on the same object may create a problem, If a temperature gradient is
prasent across the same surface the data base modeling becomes more
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difficult. It is desirahle to have the capability to include all these
effects of sensor simulation in one data base. These effects would be
produced by modification of the data base in real-time. Another alternative
would be to modify the computed intensities in real-time to produce the
desired effects.,

VI. DATA BASE CORRELATION WITH RADAR AND OTHER SENSORS.

Visual data base correlation with radar and other sensors is an
important data base requirement. Full mission simulation requires visual
simulation correlation with radar, IR, LLLTV, radio/navigation aids, and
electronic warfare (EW). Correlation of radar targets, terrain, and other
cultural features can be accomplished through separate hut similar data
bases. The use of common source data for the visual and radar data base
generation is desirable. A possibility would be to use Defense Mapping
Agency (DMA) digital radar data with similar transformations and then
enhance the visual data base for more detail, Correlation of IR and LLLTV
with the visual presentation can be accomplished by the same or a similar
data hase. If the IR or LLLTV sensor has a smaller FOV than the visual
system, the sensor simulation could require a more detailed data base.
Visual correlation with the radio/navigation aids involves loss of radio
signal when shadowed by terrain, In addition tc occulting, EW correlation
involves presenting similar anqular position ard range of emitters on
the EW cockpit display and out-the-window visual displays. The data base
must also correctly correlate with the visual representation of the emitter.
Correlation can be provided by developing the visual data base to match
the EW data base. Another EW correlation requirement would include matching
time sequences for missile launch or other weapon activation with the
other simulated systems, Various types of movinn tarnets must also be
correlated with the visual, FV processing for altitude and target dynamics
may need to be increased for more faithful simulation of moving targets.

VII.  SMART WEAPOMS SIMULATIOMN,

New weapons have been and are beinq develoned which use a television,
IR sensor or laser for quidance. Fach nf these quidance methods require
the pilot to align the seeker head on the target. With the IR and television
camera guidance systems, there is a small television monitor in the cockpit
on which the pilot views the camera or IR sensor imagery., Lock-on is
accomplished by placing the target under the range gate presented on the
television screen by either moving the aircraft or using a cockpit control
and then actuating a cockpit switch. The IR sensor simulation requirements
will be similar to those discussed earlier. In all cases, the simulation
of lock-on problems is necessary for full mission simulation. The data
base requirement for simulation of these "smart" weapons is the same or
similar to the visual or sensor simulation data bases and must be correlated.
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VIII. COMMUNALITY BETWEEN SYSTEMS.

As the Air Force procures more CIG systems, it is desirable that
the data bhases be compatible. This compatibility requires data bases
generated by one contractor to operate on a CIG system manufactured by
another contractor. Commonality in CIG data bases would reduce data base
development costs, especially with large gaming area requirements. A
less desirable alternative to data base commonality would be a flexible
gata Ease which could be transformed into the proper form for other systen

ata hases.,

IX. DEFENSF MAPPING AGENCY (NMA) DATA.

The large area of coveraqe of CIG visual and sensor simulation
has in*roJduced the requirement for a large area source data such as that
provided for radar by DMA, It may be possible to perform a transforiiation
on the DMA source data to produce the required CIG data bases. Since
DHA source data contains only terrain and radar significant informatiun,
enhancement of the resultant. transformation will be necessary for certain
high detail requirements. This approach will be described in more detail
in the paper entitled Computer Image Generation Using the Defense Mapniny
Agency Diyital Data Base, by Hoog and Stengel, Tater in this conference.

v, OATA BASF MODELING.

NData base modeliny is the subject of growing concern to the sinulation
cormunity in tne Air Furce. This concern stems from the need for quick
modifications at the simulator training site. Also the high data base
development costs has made an in-house capability imperative.

The earlier CIG systems provided a very basic modeling capability.
A11 changes were manually inserted and required a considerable amount
of time, After the changes were entered, the entire data base had to
be recompiled. These systems had no interactive capability and in order
to verify the changes the real-time state had to be entered.

Future requirements for data base modeling will involve an interactive
system with capabilities to simplify the modeling task. One such simplifica-
tion would be the availahility of an object library. This library should
consist of common object definitions such as mountains, roads, rivers,
air base structures, etc. The modeling software should use a conversational
Tanguage which will result in a compilation of the added or changed objects
only. The compiler's output should be automatically merged into the existing
data base and graphically displayed on a CRT for inspection by the modeler.
The compiler should perform basic error detection functions on the modeler's
input data and produce an error listing. This interactive capability
will allow a modeler to verify objects in the environment at different
locations and attitudes to determine correct placement.
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XI.  CONCLUSIONS.

The Air Force currently has two engineering developments underway
for improving CIG data base technology. The projects are the Electro-Optical
Viewing System (EVS) simulation for the B-52/KC-135 WST and Project 2360,
Fighter/Attack Simulator Visual System (FASVS). The EVS on the B-52 aircraft
consists of steerable IR and LLLTV sensors with viewing monitors for the
flight crew. These sensors are used whenever the flasih shields are placed
in the B-52 windows, and in conjunction with radar, for terrain avoidance
and bomb damage assessment,

The simulated EVS imagery will be generated by a CIG system shared
with the visual. The data base requirements for the EVS simulation is
for an extremely large area of terrain coverage for both IR and LLLTV
sensors, The specific data base developments on this program are imple-
menting the large data base, a transformation program to convert DMA
digitized data into the CIG EVS data base, and the capability for quick
updates to the data base. This engineering development pro?ram is a part
of a "head-to-head" competition with contracts negotiated with the Boeing
Wichita Company and Link Division.

Project 2360 is an engineering development project to develop a
generic visual simulation system for fighter/attack aircraft. The production
units are currently scheduled to be integrated with the A-10 and F-16
TFS manufactured on separate contracts. The FASVS will be designed for
full simulation of the air-to-air combat and air-to-surface weapon delivery
missions. A portion of the development effort will be in the data base.
Specific data base features inciude:

A. Sufficient detail to perform low level navigation.
B. Special effects for air-to-air combat.
C. Special effects for air-to-surface weapon delivery.

D. Expansion capability for smart weapon delivery and sensor
simulation.

The anticipated release of the Froject 2360 RFP is June 1977.

The above engineering development efforts are being sponsored by
the Air Force. However, there are development areas which are appropriate
for industry to take more of the initiative. These areas are improved
CIG realism through better data modeling techniques and improved methods
of data base generation. Realism is a parameter which is difficult to
quantify and is often dependent on the contractor's approach to CIG.
The generation of data bases is also dependent on the contractor's approach
to CIG. And, again at this time, it appears that the CIG manufacturers
should take the initiative to design and develop efficient, and easy to
operate data base generation systems.
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Other data base requirements, which are just surfacing include
the use of transformed DMA data for visual simulation and cormonality
of data bases between CIf manufacturers. At this time, it appears that
the Air Force will initiate the developments to produce the technclogy
to neet these requirements.

The authors of this paper wish to thank Jack Wilson and David Shunway,
ASD/ENETV, for their valuahle suggestions to this paper.
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I. BACKGROUND OF THE PROBLEM

Visual acquisition of vehicle-sized targets* in the field from the
air has occurred at average ranges varying from 900 ft. (C.G. Moler) **
to five miles (Erickson and Gordon) in published studies. Fixed target
performance is equally variable. Clearly, the size and shape of the tar-
get is not the most significant factor in acquisition performance. If
simulation using computer-generated imagery is to replicate "real world"
performance, the non-target factors must be identified and, if truly sig-
nificant, simulated.

A series of studies (field, simulator and literature) over the past
10 years at Autonetics and elsewhere has provided some insight into the
sources of performance variation. Much of this work is summarized in
Greening (1974). Several sources of variation are, while not strictly
target-related, dependent upon the target-plus-setting; these will be
discussed, with quantitative data where available.

Il. BRIEF REVIEW OF AIR-TO-GROUND ACQUISITION

Visual search and detection of targets over land is far mnre complex
than the typical laboratory search experiment. The environment in which
the target lies provides, at times, both negative effects (e.g., masking,
confusing non-target objects, contrast reduction) and positive ones (e.g.,
dust plumes, helpful patterns of roads and streams). These effects inter-
act with other, non-visual effects such as training, stress, and briefing
instructions.

*  "Target" is used here in the generic sense as "the object of a
search." It is not limited to objects of attack.

** References are listed, alphabetically by author, at the end of the
paper.
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In spite of the potential complexity of the task, a number of events
usually takes place during a target acquisition sequence (though certain
steps may be omitted and loops may occur in some circumstances?

1.

Instructions and/or briefing prior to the mission (what
am I looking for? what is known about it?)

Maintaining orientation with respect to the terrain
(where am I relative to the search area?)

Search (may be along a road, or anything in a general
area; may be looking for a special target, at a known
Tocation, or for "anything of military significance")
Detection (of something, possibly target-associated)

Recognition/Identification (is it target-related?
1s 1t a target? or is it just a confusing object?)

I11. [IMAGERY-RELATED EFFECTS

The relationship between the elements of target acquisition and the
imagery provided in a simulator is more evident in some parts of the se-
quence than others.

1.

Instruction

In addition to briefing on the target itself, the target
or target class is often described to the observer rela-
tive to terrain featules. “Bridges" are usually found
where roads and streams intersect. SAM sites in forested
areas will be located in clearings. Trucks will be found
on or near roads. These features of the terrain are,
then, a significant part of the target/surround situation.

Orientation

If a target or target class is expected to be in a specified
map location, the observer must be able to relate the terrain
to the map. But he may spend valuable time trying to re-
main oriented. Large-scale terrain features are often
crucial here.

Search
The speed and effectiveness of a search is impacted by
terrain roughness, vegetative cover, natural or man-made

"grids" to guide search, atmospheric properties, direction
of i1lumination.
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4. Detection

Targets cannot be detected unless a clear line of sight
exists, and contrast is adequate. Chances of detection
decrease as the number of confusing forms or "clutter"
increases.

5. Recognition/Identification

Features which distinguish targets from other objects
must be visible if correct decisions are to be made.
Not all such features are part of the target itself.
If significant, they need to be simulated.

From a consideration of these imagery-related effects on target ac-
quisition, a list of relevant imagery characteristics can be drawn up:

1. Meaningful, unique large-scale features, relatable to
maps.

2. Terrain and foliage masking, including partial obscuration.

3. Road networks, rail lines, streams in natural relationships.

4. Confusing objects of a variety of kinds, sizes, densities.

5. Indicators (such as dust plumes, mudholes, glint, motion).

6. Contrast reduction related to range and sun angle.

Whether these characteristics must be represented in computer-
generated imagery will depend upon (a) whether they have significant
effects on performance, and (b) whether the effects are of concern in a
particular simulation. The second part of the question must be answered
by the user; the first part will be considered in the next section.

IV. QUANTITATIVE DATA ON EFFECTS
A. Navigation and Orientation

Maintaining orientation relative to map location and target area is
difficult, especially at low altitudes. One set of nearly 1,000 simulated
combat missions flown out of a California air base was studied intensively
by McGrath and Borden (1964). Approximately 25 percent of the missions
were compromised or aborted because the pilots became lost. In a careful,

cinematic simulation of similar missions, ground plots of "real" position
were compared with navigator plots, with results as shown in Figure 1.
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Missed or mis-identified checkpoints were cited as the cause of dis-
orientation by 40 percent of the disoriented pilots. Later studies in
the same series showed performance to be related to the "checkpoint rich-
ness" of the terrain, as well as to certain properties of the navigation
charts being used.

B. Terrain and Foliage Masking

Terrain masking is geometrically extremely simple - either a line of
sight to the target exists, or it doesn't. The statistics of masking
with respect to distance and altitude, however, are somewhat more complex.
Erickson (1961) has studied terrain masking properties empirically in the
California desert. Similar data exist on a number of other kinds of
terrain (e.g., Schaefer, 1968). Different parts of the world differ sub-
stantially in average slope, typical spacing of hills/ridges, and typical
elevation difference between highs and lows, all of which affect target
acquisition performance. There have been several attempts to classify
terrain on a quantitative basis (e.g., Anstey, 1970).

Foliage masking exhibits an added complexity - namely, degree of
obscuration. In wooded terrain, the most typical view of a moderate-
sized target is a partially obscured one. Clare (1973) has done a
pioneering study on the effects of partial obscuration of vehicles by
brush. The results, while showing substantial impact on performance,
defy simple representation.

In a different kind of study (USA CDEC), participants in field exer-
cises were asked to rate several potential obscuring effects, with the
results shown below. In this study, foliage was judged to have a power-
ful effect.

-

4 Table 1.

MAGNITUDE OF EFFECT DUST SH’Z'[l)-(lSW FOLIAGE TERRAIN
NONE OR SLIGHT 96% 82% 38% 62%
MODERATE OR EXTREME 4% 18% 62% 38%

- L

Effect of masking on target acquisition
(Data from USA CDEC)
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C. Terrain Features As Target Indicators

Fixed targets in known locations are most often found by reference
to terrain indicators. La Porte and Calhoun (1966), in a cinematic simu-
lation study, classified 4600 responses to a "forced designation" task.

In this simulation the "flight" was stopped at intervals before target
fly-over, and the observer was asked to give his best estimate of target
location, the clues used, and his confidence in the identification.
Overall, 63% of the clues were non-target indicators. (See Figure 2 for
a sample response sheet.) Roads were the most frequently used indicators.
The general findings have been corroborated by a more recent British
study (Mitchell, 1972).

D. Target-related Clues

In field studies, target-associated features other than the obvious
geometric properties (e.g., size, shape) often turn out to be of sub-
stantial importance. Simons (1967) has sumarized some of these cues,
based on experience in Southeast Asia. In a field exercise using heli-
copter crews searching for vehicles (USA CDEC), observers were asked to
rank a number of indicators in terms of utility, with the results below.

REPORTED DUST FROM | MOVE- COLOR TARGET
uTiLITYy TARGET | MENT | SIZE | GLINT | CONTRAST | SHADOW
"NO HELP"" OR
"SLIGHT" 78% 41% 50% 87% 58% 92%
“"MODERATE" OR
"EXTREME" 24% 58% 50% 13% a2% "

Table 2. Utility of target indications
(Data from USA CDEC)
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A terrain-simulator test of a specific indicator - muzzle flash from
AAA - showed a significant, positive effect on detection at the higher of
two altitudes, but the validity of the simulation is in some doubt
(Hilgendorf and Erickson, 1975).

E. Confusing Objects and Clutter

Two different effects arise from the nresence of non-target objects
in the search field. If the objects in the field (or some of them) are
roughly target-like in appearance, they will appear as "candidates" in
the peripheral field of the eye, and will have to be fixated in order to
make a determination. In this case, performance can be related to the
number of such objects in the search field. Simulation data, using
aerial photos in areas of varying density of confusing objects, show
stron? effects (Nygaard, et al, 1964). The data have been plotted against
time (Figure 3), and re-plotted together with Boynton's data (1955, -7
and -8), (Figure 4) as a function of number of objects. The “real world"
data fall reasonably close to the much more abstract laboratory findings
of Boynton.

If the search field is cluttered, but not with objects similar to
targets, the effects on target acquisition are much less orderly. If the
clutter is small and regular in scale, it may be seen as a background
texture, having little effect on target search. For the more usual,
chaotic real world situation, all that can be said with some certainty
is that cluttered fields are harder to search than plain ones. Data from
a field test (Valentine, 1972) and a photo simulation (Scanlan, 1976)
show effects in the expected direction, but are difficult to relate to
measurable properties of the terrain.

F. Atmospheric Effects

The most common effect of atmosphere on the air-to-ground search is
the reduction of apparent contrast of objects at a distance. The impact
upon maximum performance range is predictable - even large, clear-cut
targets won't be seen if contrast falls below 1 or 2 percent. The effect
of less extreme contrast reduction has been documented in many laboratory
studies, but is a difficult variable to control in field tests. The
physics of the atmospheric effect on contrast are well known in terms
of "ideal" properties (such as scattering and absorption of 1ight by
uniform layers), but prediction is difficult when inhomogeneities occur.
An example of the complexity of the atmosphere/range effects is shown in
Figure 5, from Bradley (1974).

A commonpla-e, but rarely tested, atmospheric effect is the presence
of broken clouds. One careful simulation study with photographic imagery
and artificial "clouds" was performed by Rockwell International some years
ago (Levy, G.W. and Weiler, E.M., 1964). The results of varying degrees
of obscuration upon the task of map orientation (not target acquisition,
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but certainly relevant to it) were as shown.

PERCENT CLOUD COVER: 0 40% 60% 80%

TIME TO ORIENT (SEC) K] 50 58 n

PROBABILITY OF CORRECT '
ORIENTATION: .88 79 70

Table 3. Effect of partial cloud cover on orientation
(Data from Levy and Weiler)

V. IMPLICATIONS FOR SIMULATION

The gist of the data reviewed here seems to be that, under some cir-
cumstances, search for objects on the ground is seriously affected by an
assortment of effects which are only indirectly related to the target
itself, and which are difficult to describe at all, let alone quantify
and simulate. The most generally powerful effects are those related to:
(1) the clutter and pattern of the terrain and its natural and man-made
features, (2) the atmosphere and its effect on contrast, and (3) masking
and obscuration by terrain and (for small targets) foliage.

Of these three, the atmosphere can most readily be described and
simulated, on the assumption of good mixing and simple layering. Severai
references, such as Bradley (1974) describe the effects on perceived
contrast quantitatively.

Masking by terrain is manageable, given an adequate representation
of terrain features in the model For "real" terrain, the data can be
taken from detailed maps; for abstract terrain, the problem of classifi-
cation and parameter selection is more difficult but not impossible.

Foliage can be handled, given certain simplifying assumptions. For

forest areas, a "false" terrain surface at mean tree height should suffice.
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Ry11 (1962) discusses a number of options for more detailed representation,
if needed. Fine-grain foliage effects (such as partial screening by
bushes) appear to have serious effects on performance, but will be very
difficult to simulate.

Ground pattern and clutter can also be divided into sub-classes.
Large scale, natural and man-made features can be simulated from map data,
though care must be given to the way in which roads and structures "sit"
in the terrain, especially in old settiements. Smaller features, too small
and numerous to be mapped and constructed (e.g., bushes, puddies, shadows),
would have to be represented by classes of small shapes with varying stat-
istics and descriptive parameters. An adequate source of descriptors is
not known to the author.

In a1l the effects described here, the test of adequacy of representa-
tion should be the effect on performance, validated against meaningful
field data. As we have seen, unambiguous data on individual effects are
not easily found.
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LIGHT SIZE AND PERCEPTION
OF GLIDE SLOPE IN
COMPUTER GENERATED VISUAL SCENES

CONRAD L. KRAFT, CHARLES D. ANDERSON AND CHARLES L. ELWORTH
Boeing Aerospace Company

INTRODUCTION

Night scenes are included in most computer generated image systems used
for flight crew training. Because of resolution 1imits in such systems,
lights usually do not shrink properly with distance. The criterion for
representation is that lights should appear in the simulator as they
would appear in the real-world situation. In the physical world, a

4 inch light subtends about 10 arc minutes at 100 feet, 1 arc minute

at 1000 feet, and 0.1 arc minute at 10,000 feet. However, the optical
characteristics of the eye set a lower 1imit on the smallest size that
must be represented. For example, at scene luminances comparable to
what might be provided in such an image system, the light from a true
point source will be spread over about 1-1/4 arc minutes on the retina.
Depictions of smaller size are probably not warranted.

Representations of Point Sources in CGI Systems

The General Electric Compuscene, as made for the Boeing Company, has a
built in model which controls the size of lights when the aircraft is
within 1000 to 100 feet of the light. Beyond 1000 feet, a random 11%
of the lights are at 2.47 x 2.87 arc minutes, 45% are 2.47 x 5.6 arc
minutes and the last 44% are represented at 9.6 arc minutes.

The minimum size represented by one active TV line and one segment of
that line is the smallest visual angle represented above. It is the
horizontal and vertical smoothing routine that creates the two larger
sizes from the minimum light source size in the G.E. system. In Figure
1 the G.E. system is represented as the CGI curve 3. The expansion of
the lights for the distances of 1000 feet to 100 feet is illustrated.
This increase in size as a function of distance assists, we believe,

in the perception of relative speeds especially during the slower
speeds during taxi and takeoff. The only other day/night scene using

a TV line scan display is depicted (CGI #5) as having 8.5 arc minutes
light sizes. These values are theoretical and were provided the
authors by Lufthansa. A1l other sizes were measured with a theodolite
located at the pilot's eye reference point in the virtual image systems.
Measurements on the beam penetration CRT systems were made operatioral
and demonstration displays through the courtesy of United Airlines and
McDonnell Douglas. The measured size differences among these systems
may be in part due to equipment design differences, but probably, are
more directly a function of the luminance level of the display at the

51



3N33S LHOIN NI S3ZIS LHOIT 4O NOILVLINISIHd3IE ! 1d

. {133d) 3A3 S107d WOdd IONVLSIA

00001 0005 000l 005 00z oot
&— T T ¥ Y ~=~t O
O - 1°
. ‘Tl‘l“ - N
.' - T e ——— LJ m
= 4 ¢
l-lll“‘ll‘ “““ m
Q== {
1S
P——a - . - J 9,
l-.l-"l-J hn
4 8

|~ * o . . . - - 3 - . '] ® & & 2 @ 6 P+ o e v e 6 & 06 e e o e *a N ¢ o e e I—
4 6

Joit\.d“uwo .
= -0’ p)190
o ————e £ IDD
= = - -a|9)

O—® 3zis wnnay

&————o 52IS OIHOM TV3Y

ot,

L)

SALOANIW ¥V NI 321§

52




| ol R ittt ko

time of the measurement. It was not feasible to accurately measure

the luminance at the same time the size measurements were taken, but
the apparent luminance was lower in those systems depicting the smaller
point source size. The range of luminances in this figure is from the
6 foot Lambert (ft.L.) luminance of the G.E. system to 0.2 ft.L. of

one of the beam penetration CRT systems.

Since no computer generated image can depict the full range of real
world light sizes, it is suggested that such systems should have a
routine of rolling off the luminance of these 1lights as a function of
greater depicted distance. Such an luminance attentuation as a function
of distance should be representative of the real world atmospheric
(clear air) attenuation. In addition, a further decrease in luminance
should be added to compensate for the excessive size representation of
the more distant lights.

Although the above theoretically is a logical assumption we do not

know whether it has an actual impact on pilot performance when flying

to the night scene in the simulator. However the adequacy of training
with night scenes, the validity of transfer of training and future air
safety may rest with the answer. This study is an initial attempt to
provide part of the answer. It is a portion of the continuing effort

of Flight Crew Training*, Boeing Commercial Airplane Company, to improve
their visual system and flight training with this aid.

THE PROBLEM

To determine whether pilot performance in making night visual
approaches and landings differ when: (1) Scenes are composed of
1ights of equal luminance. (2) Scenes are composed of light
attenuated in luminous intensity to compensate for atmospheric
attenuation and for excessive depicted size.

To determine whether the relative visibility of runway texture
modifies the differences in pilot performance.

To determine whether the dynamics of a CGI system would provide
sufficient visual information to compensate for incorrect light
size and luminance attenuation in CGI systems.

To determine whether one combination of visibility of texture
and depicted luminance of night scene lights provides a better
training situation.

* This organization supported the authors in this work, with engineering
and maintenance of equipment, and provided the experienced instructor

pilots.
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THE METHOD

The study was divided into two major parts; (1) An investigation of
static photographic imagery, the operational equivalent of the pilots
including the external scene in the pilot's scan pattern. (2) An
investigation using the dynamic CGI imagery in the operational equiv-
alent of making a descent/approach to a runway.

The Static Imagery Tests

The static imagery consisted of 75 photographs taken of the CGI
(Compuscene) night scene of a 13,500 ft. runway whose width was 300
ft. between 1ights. The moonlit scene with various combinations of
runway edge lights, approach' 1ights, and runway texture. Twenty-five
of these photographs represented the runway with edge 1ights and
approach lights only. Twenty-five represented the same runway with
edge and approach lights plus texture on the surface of the runway

and the last twenty-five represented the texture of the runway with

no edge lights, but with approach 1ights. In each of these groups of
25, five different distances were represented and at each of these
five distances, five altitudes were represented. The distances were;
0, .4, .9, 1.4 and 1.9 nautical miles from the runway threshold. The
altitudes depicted were + 1 and 2 dots high and low at each distance
(1 dot = 0.35° from 2.59). One set of photographs represented the
scene with equal brightness of 1ights regardless of distance. In this
set the far end of the runway edge 1ights appeared to run together,
appeared brighter, and to some extent appeared elevated with increasing
distance (Fiqure 2).

A second set of 75 photographs was made in exactly the same manner
but with lights that were attenuated in brightness as a function of
distance and excessive size (Figure 3).

In separate sessions, separated by several weeks, the two sets of photo-
graphs were sorted by ten pilots who were asked to sort all 75 photo-
graphs by the depicted altitude. Eleven sorting categories were used
representing "on glide slope" and one half dot intervals above and
below glide slope. The experimental design and apparatus are illus-
trated in Figure 4. This sorting task was accomplished by the pilots

by turning over one photograph at a time, viewing it for one second

and then placing it in one of 11 vertically stacked boxes. The center
box was labeled "on glide slope" and each of the other boxes were
labeled in one half dot steps.

The ten pilots were all experienced instructor pilots averaging about
10,020 hours of jet experience. The task for the pilots was to esti-
mate in a quick glance che height of the depicted position of the air-
craft and place the photograph in the corresponding "pigeon hole."
Therefore if a photograph was judged 2 dots high, that particular
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depiction was scored as adding .70 above the 2.5° glide slope. Two
dots low would be scored as 1.8°. After their sorting, the occurrence
of photographs in each response category or pigeon hole were scored

as the glide slope angle represented by the judgment. The difference
between the adjudged glide slope and the actual angle represented was
scored as the "number of response steps" error. These data then were
treated with an analysis of variance statistic.

The second set of 75 photographs, those with the attenuated lights were
Judged by a second group of pilots, five of whom had judged the equal
luminance series and five who had not made these types of judgments
before. The procedure and statistical treatment were duplicated in
this instance.

The Dynamic Imagery Test

The General Electric Compuscene, the 727 simulator and the instructor
pilots were used in the second portion of the study, to determine
whether pilots would generate different approach paths to the two
different luminances. In the main experiment, three pilots flew
eight letdowns on each of three successive days without the aid of
altimetry, glide slope and azimuth indication, or vertical speed
indication. 1In each instance the 727 was initially frozen at 4.7
miles out and on the 2.5° glide slope. The experimental instructor
pilot in the right seat took the airplane to an altitude above glide
Slope and then set up a trimmed aircraft with the proper throttles
and pitch setting to continue un a 2.59 glide slope descent. As the
simulated aircraft descended through 100 feet above the glide slope,
an external digital printer was turned on. The aircraft was released
to the observer pilot when the aircraft had further descended to the
2.59 glide slope. The instruction to the pilot was to make a visual
approach touching down at the 1000 ft. mark, "as you would with an
operational load of passengers," but not to put it on hard just to hit
the 1000 ft. mark. He was instructed to fly a normal visual glide
slope. At Moses Lake MWH, the electronic glide slope has its origin
1,840 ft. from the runway threshold and so depicts a higher glide
slope {a constant 37 feet) than would be maintained if one were on

a visual glide slope to the 1000 ft. mark. The pilots were very
familiar with this runway.

In each of the sessions, four of the letdowns were with the visual
scene lights attenuated as a function of distance and four with a
scene in which the lights had an equal brightness regardless of dis-
tance. These conditions were counterbalanced on each day for the
three pilots. A second independent variable was the relative visi-
bility of the texture on the runway. For session and day 1, the
texture became visible at a slant range of 892 feet from the visual
touchdown point. On day 2, the texture became visihle at a slant
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range of 2208 feet from the origin of the visual glide slope and on
day 3, 5257 feet from the visual touchdown point. Therefore the order
of running and the appearance of the texture is confounded in this
experiment (Figure Sg.
In preliminary experiments, a group of three very recently qualified
727 instructors had made the same comparison between the two sets of
lights with the intermediate runway texture. Following this another
set of recently qualified 727 instructors, on a separate day, had made
a split half investigation of how they would fly to all the older
lights with the same instructions as though they were comparing the
new and old lights. Also, in a third preliminary experiment a group
of recent 727 qualified instructors repeated the spiit half investi-
gation with the lights attenuated as a function of distance., In one
of the split half experiments the exact control of when the runway
texture became visible was unknown, and the second was deliberately
set to be visible beyond a nautical mile out. It was apparent from
preliminary experiments that this variable had to be controlled to
gain reliability in the descent-approaches made with only a visual
reference.

A analysis of variance was done with the BMD programs on the IBM
computer for the main experiment for the variables of altitude

above runway when crossing the threshold, touchdown descent rate and
touchdown distance from visual touchdown point (1000 feet from the
runway threshold). The differences at any single level of visibility
were representative of only 3 pilots. However, the intermediate
texture was duplicated in the first preliminary experiment and the
intermediate texture condition from the main experiment was treated
with a "Students t" without the correlation coefficient.

THE RESULTS

Static Imagery

For the ten pilots, the average perceived height, in the 2.5° and greater
glide slope photographs was higher for the equal luminance scenes com-
pared to the attenuated luminance scenes. However, for the scenes of
glide slope angles of 2.15° and 1.8%, the perception of height is

nearly equal or slightly higher for the attenuated luminance scene.

The overall averages were: (See also Figure 6.)

Texture Only Texture + Lights Lights Only
Equal Luminance 2.53° 2.59° 2.62°

Attenuated Luminance 2.52° 2.51° 2.54°
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These averages should not be interpreted as illustrations of improved
performance as the absolute value approximates the 2.59 of the physical
glide slope. If the pilots made no discrimination, the average would
also be near 2.59 as the scenes were balanced above and below this
value. The regression of the estimates of the glide slope position

as they are related to the illustrated glide slope position must be
considered as shown below for the lights without runway texture.

IMTustrated Altitude Attenuated Luminance Equal Luminance
(g1ide slope in degrees) (glide slope in degrees) (glide slope in degrees)
1.80 2.44 2.51
2.15 2.48 2.58
2.50 2.52 2.64
2.85 2.56 2.N
3.20 2.60 2.77

Thus for each illustrated altitude the equal luminance scene gave the
pilots the impression they were higher than for attenuated luminance.

The overestimation is found to increase in absolute magnitude, and
similar to a constant glide siope angle difference, as a function of
distance. Figure 7 illustrates this for the runway edge 1ights of
equal luminance compared to a 2.5° glide slope. Figure 8 also shows
an underestimation of glide slope position when runway texture is
visible but no runway edge lights are included in the scene.

Dynamic Imagery

Making a split half analysis of the data from the third preliminary
experiment indicates that the technique is sensitive enough to show
that the pilots will fly in a similar manner to lights and night

scenes that are duplicates even with the instructive set that they

are different. There was no statistical significant difference between
the first and second half of the trials in this separate study.

A comparison of the absolute mag.:tudes and direction of the difference
in altitude over the runway threshold between preliminary experiments
two and three compared with number one were disturbing to the authors.
The results indicated the possibility of a uncontrolled day-to-day
variable. The cue to the variable of visibility of runway texture

came from the static imagery study. We therefore controlled the
visible range of the texture by freezing the simulator at specific
distance on the glide slope and setting the texture to become just
visible at this range.

There is a systematic interaction between the visibility of the runway
texture and the 1ight intensity conditions in the main experiment.
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As runway texture becomes visible at greater slant ranges, the difference
between the effect of attenuated light intensity vs. equal light in-
tensity becomes less.

When runway texture is visible from 5275 ft. from the visual touchdown
marks there are no differential effects due to luminance on the generated
altitude at runway threshold (Figure 8). There is an 8.1 foot difference
and a 14.5 foot difference when the visibility of the texture is

delayed to 2208 end 892 feet respectivély from the visual touchdown
marks. These data do not represent statistically significant differen-
¢es at any of the visibility conditions.

The lack of significance may be due to the small number of pilots

used in the main experiment. Combining the preliminary experiment with
its matching visibility conditions (2208') in the main experiment,
allows us to combine the data from six different pilots, three very
experienced and three recently qualified instructors. The difference
in the means s 11.8 feet and this becumes statistically significant
with an N of 24. In combining these data, apgroachas with the attenu-
ated lights producs 8 mean runway threshold altitude of 51 feet, 7
feet above the 2.5° visual glide siope (2.99), or a little above 1 dot
high. The equal luminance lights condition resulted in a 39 foot
height and a 2.20 glide slope angle or 3/4 dot low. The combining of
these data may give a better estimate of the effect of texture and
Tight modulation at the middle ran?o. The doubling of the range of
visibility of the texture is associated with systematic change for
each light condition (Figure 9).

The analysis of variance applied to the main experiment (3 pilots)
indicated no significant differences among the main effects for three
dependent measures: (1) Altitude over threshold, (2) descent rate at
touchdown and $3) position of the touchdown alon? the runwa*. However,
replication (first through fourth in each experimental cell) was sig-
nificant for rate of descent. The respective means were 9.4, 7.6,

7.2 and 7.2 feet per second. These are averages over all conditions
and indicate that improvement within each treatment condition continued
until the third letdown.

A very significant interaction between 1ight luminance distribution
and replications was found for position of the touchdown. When pilots
were approaching the scene that had the “"attenuated with distance"
1ights, they progressively decreased their error from the first
through fourth trials. The mean values were 286.4, 254.8, 59.5 and
35.2 feet beyond the front of the visual reference mark. Initially
the landings were long and the progression was to decrease the dis-
tance to well within the Ien?th of the 1000 foot marker. However,
when approaching the scene with equally luminous 1ights, the pro-
gressive change in touchdown position is away from the touchdown mark.
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The averages were; 44.6, 116.2, 219.8 and 200.9 feet. The main effect
of replications for the touchdown distance variable was not statisti-
cally significant however (Figure 10).

DISCUSSION

The static and dynamic experimental results are compatible for the
effect of luminance. In the static situation the depiction of MWH
with lights of equal luminance were judged to have a higher aircraft
position at each distance than the scenes with attenuated luminance.
It follows then, that if pilots believe that they are higher than

they really are, the flight paths that they generate tend to be

Tower. Lower flight paths to 1ights of equal brightness were measured
in the main experiment. It is also noted that the overestimation of
height is greatest when there is no runway texture in the static
photographs. The earlier the runway texture becomes visible the lower
the average flight path is when it is measured at the runway threshold,
for both the attenuated and non-attenuated luminances. The higher
flight path to the attenuated luminance exists until the texture of
the runway surface is made visible from about one statute mile from
the 1000' visual touchdown reference marks.

These results indicate that lights which have a change in luminance

as a function of distance to compensate for too large a depicted light
in CGI systems is an important variable when texture is not visible
from a distance of 5000 or more feet. Systems which do not have

this attenuation will train pilots to fly lower than they will in

the real world situation and therefore the transfer of training should
be less effective than it could be in CGI systems.

The static and dynamic experimental results differ as to the effect

of runway texture on height estimation. The underestimation of the
photographed altitude was not found to have a complement of an in-
creased altitude in the dynamic part of this study. The results are
however compatible with a yet to be published U.S.A.F. investigation
wherein the same night scene has higher, at runway threshold altitudes,
than the same day scene. In addition, pilots fly even higher when the
night scene is viewed through poor quality windscreens while the day
scene performance is not significantly changed. The explanation for
both the U.S.A.F. and this study results may be that: (1) With less
visual information displayed by the night Compuscene than the day
scene, with its greater complexity, the pilots fly higher to the

scene with the less information. (2) When poor optical quality
windows add uncertainty to this lower amount of visual information
pilots fly with greater caution and come in higher over the runway
threshold.

The result which appears to have greatest import from this study is
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that the visibility of the runway texture must be set and controlled
in day-to-day operations. It appears from these data that the best
approximation to the glide slope will occur when the detail just
becomes visible 2500 feet before the aircraft reaches the visual
touchdown marks on the runway. Whether improved training may be
obtained by matching night scene simulator performance with the glide
slope, is not answered by this investigation. Training might best

be served by practice with a variety of delays in the appearance of
the texture, as this variable cannot be controlled in the real world.
However the training community should be aware that this is an important
variable which can be controlled for their purposes and benefit. In
the General Electric system, this variable can be controlled by the
day-to-day maintenance procedures with this method of setting the
apparent contrast and texture brightness and its operation.

The rate of descent at touchdown is not altered by the luminance or
texture variable improving only slightly with repeated trials within
a session.

Touchdown position along the runway appears to improve with each
replication or up to the fourth trial (the greatest number of trials
in this study), with the attenuated luminances. These results suggest
some learning within each session, where the results do not suggest
this for scenes with equal luminance.

CONCLUSIONS

In computer generated images for flight crew training purposes the
lights representing night scenes should have their luminance attenuated
as a function of distance in a manner that also includes a correction
for too large a depiction of distant point sources.

That all CGI systems should have a control as to where the runway
texture becomes visible in night scenes. It remains for the research
units of the training community to establish how best to use this
variable in flight crew training. To approximate a 2.50 glide slope
the operational equivalent of 2500 feet as the visual threshold for
runway texture may be used as an initial reference point for such
research.
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AN OPAQUE TARGET OPTICAL PROJECTION
SYSTEM (OTOPS)

Joe L. Walker
Vought Corporation

The resolution and realisit of the target aircraft image in an air
combat simulator visual display is by far the most critical part of the
total visual scene. Without display resolution that matches the pilot's
visual acuity the pilot cannot determine the aspect or attitude changes
of the target aircraft and therefore cannot respond in a realistic
manner to his opponent's maneuvering.

For the last 2 years Vought Corporation has been leasing its
engineering air combat simulator facility to the Air Force Tactical Air
Command for F-4 pilot training. This training experience confirmed the
validity of the above statement and has shown that the major simulator
hardware deficiency was the target aircraft image resolution. To
correct this deficiency the Opaque Target Optical Projection System
(OTOPS) was developed.

At this point a slight digression to describe the Vought Air Combat
Simulator Visual Displav as it existed prior to OTOPS is in order to
better understand how and why OTOPS was implemented.

The simulator visual display (Figure 1) is conceptually similar to
the NASA Differential Maneuvering Simulator where imagery from a gim-
balled sky/earth projector and a target projector are displayed on a
spherical screen surrounding the pilot. The target projector utilized
a high brightness CRT, fixed projection optics and a gimballed steering
mirror to project and position the target image within the pilot's view.

The image generation technique used for the target projector was
computer image generation which constructed images (Figure 2) which were
stick-figure in nature. The image size was varied on the projection CRT
face to simulate the target range. The major deficiencies of this
system were:

e The lack of realism in the stick figure images made attitude
determination difficult.

® The limited dynamic range of image sizes possible due to spot
size limitations severely degraded the image resolution at the
longer ranges.

0TOPS was developed to provide an improved target image The basic
concept employed is the same as the typical opaque projector commuon to
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the educational audio visual field where opaque material is projected
directly without the necessity of slides or transparencies.

The total overall projector concept as applied to the Vought Air
Combat Simulator is depicted in Figure 3 and described as follows. As
shown, a gimballed aircraft model (1) is intensely illuminated by
illuminators (2) and then projected directly via zoom projection optics
(3), a fixed mirror, or corner reflector (4) and a gimballed mirror (5)
and displayed to the pilot on a spherical display screen (6) as a real
image (7). The corner reflector »nd gimballed mirror are the ones
originally used in the Air Combat Simulator Target Projector.

The various elements of the complete target projector serve the
following functions:

o The model gimbal system rotates the model so that the correct
aspect is viewed by the simulator pilot.

® The coupled zoom lenses serve to project the target image and
change the image size over a 40:1 dynamic range to simulate
range to the target.

® The corner reflector and the gimballed mirror serve to direct
the projector optical axis so that the target image is displayed
on the spherical screen to simulate the correct azimuth and
elevation angles to the target from the simulator pilot.

Figure 4 shows in greater detail the configuration of the OTOPS
projector gimbal system. The system contains two identical orthogonal
3 axis gimbal systems, one positioning a nose sting supported model and
the second positioning a tail sting supported mode!. Either of these
gimbal systems can be selected by a pneumatic powered quick dissolve
mirror assembly which is computer controlled to select the model that
is not occulted by the gimbal structure. The quick dissolve mirror
serves dan additional function in that it also directs the 1ight from
4 xenor, lamps to the selected model.

The system optical axis as shown by the heavy black line in Figure
4 passes through an image rotator (K-Ray Mirror Assembly) which provides
a redundant axis that is programmed to avoid the classic gimbal lock
problems. The optical axis then proceeds to the zoom optics package
which serves to scale the projected image size as a function of aircraft
separation.

The zoom optics consist of a 10:1 zoom lens and a 4:1 zoom lens
coupled to provide a total 40:1 optical zoom range. The lenses are
off-the-shelf optics and are mechanically mounted with both zoom rings
driven simultaneously by the same computer controlled servo system. The
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iris of one lens is also servo controlled as a means to control the
brightness of the displayed image. The projected beam is then directed
by the original visual system gimballed mirror to correctly position
the image on the display screen,

To reduce the component cost of OTOPS a means to drive both of the
orthogonal 3 axis gimbal systems with common servo components was
devised. Figure 5 shows tha mechanical arrangement of the 3 axis gimpal
systems. As shown all three axes are driven by drive inputs all con-
centric with the outer axis and the desired transmission of torgue to
each axis is achieved by gears and toothed drive belts. FEach axis of
the 3 axis gimbals are also mechanically coupled together by toothed
drive belts driven by a common servo motor/techometer and position
transducer.

This gimbal arrangement has some definite advantages.
e Each axis of both gimbals styas in synchronization.
¢ Servo component cost is reduced.

- Common servo components, 4 identical servo systems.

- Requirements for slip rings deleted.

- Servo components themselves do not add to axis inertias,
Less efficient and lower cost components can be used.

The three mechanical rotational axes and the image rotator provide
a 4 axis gimbal system that

o Prevents occulting of the model by its gimbal support structure.
Using two gimbals either of which can be selected by the quick
dissolve mirror assembly assures that the gimbhal support
structure does not block the model visibility.

¢ The redundant image rotator and the orientation of the other
yimbal axis provide a gimbal lock free contiquration with
reasonahle peak velocities for any axis.

¢ Positive slip free coupling &f the model to the servo position
trarsducers of all axes, providing drift free operation.

Figure 6 shows how the OTOPS hardware was added to the original
visual system hardware so that minimal modification was required. As
shown, the zoom optics package was installed in place of the original
fixed optics and the wmodel gimbal assembly was added to the rear of the
original projector.
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The advantages of the OTOPS concept over present target projectors
used in visual display systems for Air Combat Simulators are as follows:

A1l presently operating systems use closed circuit TV systems
consisting of a TV camera viewing a gimballed model with the displayed
image projected by a TV projector. OTOPS by utilizing direct optical
projection avoids the usual problems associated with TV projection.

e OTOPS provides better resolution since the overall system
transfer function is not limited by the transfer function of
typical TV components.

o Projection of color is free. If the model is decorated in
various new colors associated with insignia or camouflage of
the target, these are realistically displayed in the projected
image. A target projector system utilizing the TV approach
would require very expensive cclor cameras and projectors.

e OTOPS utilizes inexpensive off-the-shelf zoom lenses greatly
reducing the system cost. In TV projector systems special
design zoom projection lenses are required to match the large
format sizes of the projection cathode ray tubes used in these
systems.

e By not using the TV components, OTOPS reduces the price of the

typical target projector by $60,000 to $80,000 depending on
the system design.
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AREA OF INTEREST SIMULATION WITH VARIABLE SIZE
HOOD TO RESTRICT VIEWABLE SCENE

WILLIAM A. KELLY and GEORGE R. TURNAGE

INTRODUCTION

The purpose of this document is to describe the operational
characteristics and the functional steps of implementation
of the ASPT capability called the Area-of-Interest (AOI)/
Variable Field-of-View function.

The AOI function directs the ASPT Special Purpose Computer to
output (cisplay) the full system edge capacity (2560 edges)
within the field-of-view specified by .he user thus permitting
a much more dense (detailed) scene than is possible without
the AOI function.

The Variable Field-of-View portion of the AOI function aiiows

the user to define the sized field-of-view desired and constructs
a "hood" to mask out all scenery outside the area defined by the
selected field-of-view. A1l display channels and segment of
channels outside the field-of-view are displayed as a dark gray
shade representing the "hood".

The primary function of the Advanced Simulator For Pilot Training
(ASPT) system is in the research area. ASPT is nrobably the largest
operational visual system in the field today and with its large
field-of-view and high edge capacity it makes an ideal system to
evaluate effects of field-of-view size on pilot performance.

Another research area to be evaluated is how much more detail in

the visual presentation is required for acceptable pilot performance.

DEFINITION OF TASKS
The necessity to investigate these areas resulted in a set of require-
ments to Ceneral Electric to modify the ASPT system to provide the

following:

A) Generation of a visual mask or hood which would restrict the
visual scene to selected vertical and horizontal fields-of-view.

B) An operator interface which would allow the user to select any
size field-of-view with minimum set-up time.
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C) The capability to orient the hood along the line-of-sight
as sunplied by a pilot's head orientation sensor, in real-time.

D) Concentration of the total system edge capacity within the
selected field-of-view. This included interfacing with the on-
line adjustment of the hood orientation as defined by the pilot's
head motion.

E) Generation of the horizon image such that it was visible
through the hood, but no other edges would be visible.

F) An option to allow the orientation of the hood along the
line-of-sight to track the horizon.

The approach to the solution to each of the ahove tasks will be
outlined below. Figures and pictures will verify the approach
and a movie demonstrating the visual effect will be shown.

Task A - The more obvious means to create a hood were found to be
not flexible enough for this application. For example, a card-
board overlay on the view windows would be very restrictive. For
every possible field-of-view, a new overlay would be required.

The choice then narrowed down to a model in the data base posi-
tioned at the eyepoint such that the objects of the model obscure
everything but those within the field-of-view, (see Figure I).
From Figure II, there are four objects shown in an exploded view
of a sample hood. With the viewpoint located at the origin of the
hood model, the field-of-view is then determined by the location
of the vertices (points in space) defining the front edges of each
object. The vertices labeled V and Vp are fixed, so a particular
field-of-view utilizing this hood wou]% require computing only
four vertices.

in order to provide the necessary flexibility, the four vertices
are expressed in terms of field-of-view angles as defined below:

AZL ~— left azimuth angle
AZR/~- right azimuth angle
ELT,-Itop elevation angle
ELg-~ bottom elevation angle

These angles are shown in Figure III with the front vertices
labeled. These vertices can be defined as follows:
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For vertices V;

Xj = cos AZ;j cos ELj (1)
Y; = sin AZj cos EL4 (2)
Z; = -sin ELj (3)

These co-ordinates are relative to a co-ordinate system origined
at the viewpoint with the axis defined as follows:

Positive X~ out the nose of the aircraft.
Positive Y~ out the right wing of the aircraft.
Positive Z~ down

For narrow field-of-view requirements this hood serves as a useful
tool. But the requirement for ASPT was to evaluate any field-of-

view up to the full field-of-view of the display system. Consider

a configuration as shown in Figure IV A with a wide azimuth definition.

The angle labeled {8) is the true elevation measured along the line-
of-sight. Setting up an equal distribution of azimuth left and right
yields the true elevation angle as

8 = tan-1 (tan E% (4)
cos A §

For wide angle requirements this would yield a projected hood as
shown in Figure IV B. This resulted in defining a hood as shown
in Fiqure V which for the required angular inputs would yield

an error in elevation angle less than 5% of the required input.

Four angles are used to describe the total field-of-view and the
vertices outlining the field-of-view are:

Vi = cos (AZL) cos (ELt), sin (AZ;) cos (ELT), -sin (ELT)

Vg = cos (AZg) cos (ELg), sin (AZp) cos (ElLg), -sin (ELg)

( (5)
V7 = cos (AZg) cos (ELy), sin (AZp) cos (EL Ly)s -sin (ELy) (6)
( (7)
(ELg), -sin (ELg)  (8)

Vig = cos (AZy) cos (ELg), sin (AZ ) cos

A photograph of the hood as seen from outside the enclosure is shown i
in Figure VI, ;
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Task B - Using the four input angles, a simple routine is used
to determine the azimuth and elevation angle to each vertex.
This enables us to compute the co-ordinates of each vertex
using the equations shown in expressions (1), (2), and (3).

The location of each vertex does not effect the format of the
data so that the four objects are stored in the online program.
As a new field-of-view is selected, the vertices and other
required data are computed, this is inserted into the formatted
objects and a new field-of-view is ready in seconds.

Task C - The visual system receives as input, the azimuth and
elevation angles of the pilot's head orientation relative to
straight ahead and level line-of-sight. These angles are
used to position the hood relative to the viewpoint.

The angles, azimuth and elevation, are used as an input to a
program which computes a direction cosine matrix. For this
application the roll input is held at zero, and the matrix
then yields the orientation of the hood relative to the view-
point. The location of the hood origin is fixed, i.e., it is
the viewpoint location. Therefore, the vector from the view-
point to the hood origin is always the zero vector.

In implementation, the hood is treated somewhat like a moving
model would be except that the calculations are a good bit
simplier. For priority purposes, the objects are designed such
that there is no conflict between tnem from the viewpoint. A
modification was made to the system so that these objects always
assumed the highest priority of all the visible objects.

Task D - The ASPT system has an online channel assignment cal-
culation. This determines if any object is visible within each
of the seven channels. Should it be found that an object is in
no way visible in a specific display channel then that object is
not processed beyond this point for that channel. This yields

an obvious savings in edge processing through the special purpose
hardware.

This algorithm is somewhat straightforward. The boundaries or
outline of the visible area for each cnannel are described to
the system by a set of vectors. Each vector is a unit normal

to the plane containing the boundary of the channel and the
viewpoint. Figure VII shows a standard pentagonal view window
(channel) with Normal N} derived from edge #1 and the viewpoint.
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Recalling some vector mathematics, a point in space is on the
same side of the plane as a normal is directed if the dot
product of a vector from the viewpoint to the point in question,
and a normal to the plane, is positive. In ASPT, a point is
visible within a window if this dot product is positive for all
five edges of the pentagon.

To detail this test a bit more, the testing is done for each and
every object that is potentially visible. Each object is described
to the system, for this test, by the location of the center of a
sphere circumscribing the object and the radius of this sphere.

The testing per object then becomes:

[f the dot product of the vector from the viewpoint to center of
the sphere enclosing the object with the normal to each boundary
plane plus the radius of the sphere is greater than or equal to
zero then the object is visible in that view window.

Ny © (Vy -Ry) + Ro 20 for i =1, "5
Ni Normal to boundary plane

V, Vector to center of sphere

Rp Vector to viewpoint

R, Radius of sphere

When a specific area-of-interest is identified by the user, inputting
azimuth, elevation requirements, the boundaries of visibility are
known. In fact, they are the face normals of the visible faces

of the objects making up the hood. In generating the hood it is

a data requirement that each face contain its face normal. This
normal is computed using the standard cross product approach.

There are fourteen visible, from the viewpoint, faces of the hood.
The outline of the visible area can be thought of as a fourteen
boundary channel or window.

Cunsider the problem as a channel assignment application. If the
dct product for each of the fourteen normals plus the radius of

the object is positive, then the object is visible within the area-
of-interest. This is expressed as follows:

Nj (Vy -RP) + Ry U tar i =1,2, *=rvr , 14

Than the object is visible within the area-cf-interest.
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Using a reduced area-of-interest (200 x 20°) the Figures VIII
and IX shows the visual effect without using a hood or mask.

The tower is shown visible right near the edge of the area-of-
interest. The second scene is from a viewpoint such that the
tower would be projected just outside the area-of-interest.

It is, of course, not visible. With the hood this algorithm
functions the same way, as seen in Figure X. Objects obscured
by the hood are not processed so that the effective edge density
is increased.

An orientation was selected to visibly demonstrate this reduction
of data, Figure XI is a photograph of a scene with several build-
ings shown around a runway. The use of the area-of-interest of

20" x 200 around the line of sight clearly shows, in Figure XII,
the runway and large surface objects but the buildings not within
the area-of-interest have been eliminated from view.

Task E - The horizon projection through the hood yields a visual
reference when used in conjunction with the area-of-interest.

In the ASPT system, the horizon is not an edge as such but is
projected as a result of the manner in which surface fading is
accomplished. Fading is the ASPT simulation of fog, the gradual
modification of the gray shade of objects and surfaces towards
the gray shade of the fog as a function of fog density, range to
the faded point, and orientation.

The surface fading is accomplished late in the processing, since

it is done at the element rate. Effectively, when the range to

an element is infinite, that is the horizon. Therefore, the
problem was only to treat the hood as a surface in terms of fading.

Range to the surface or sky is computed from the line, element
number assuming two flat parallel planes, a ground plane and sky
plane. Positioning an object other than on these planes still
results in fading range computed under the planer assumption.

This was accomplished by assuring that the hood objects were
guaranteed to obscure all other objects and surfaces. Then, the
hood objects were processed by surface fading thereby yielding
the horizon through the hood.

The accompaning Figures XIII and XIV show various orientations
of the viewpoint and the horizon being displayed through the hood
objects.

Task F - Area-of-interest horizon tracking is accomplished by
monitoring roll and pitch angles of the viewpoint relative to
the environment co-ordinates. These inputs are used to compute
the orientation of the hood relative to the viewpoint by means
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of a direction cosine matrix. This was not additional work
since the head sensor inputs were used in the same manner earlier.
The result was a hood which tracks the horizon in roll and pitch,
but maintains forward looking yaw relative to the viewpoint.

The three orientations of the hood and horizon shown in Figure

XV demonstrate this capability. The top figure is the hood/
horizon projection with either algorithm. The center figure

shows the visual effect with the horizon tracking the hood while
the bottom figure fixes the hood level with the horizon as computed.

CONCLUSION

The AOI capabilities are currently in use for research projects
on the ASPT system. The variable field-of-view and area-of-
interest capabilities are just two of the many ASPT applications
lending themselves to support flying tiaining research,
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A NEW HORIZON PROJECTOR DESIGN

Robert C. James
Vought Corporation

Spherical screen simulators have become increasingly popular for
aircraft training and research. In order tu proviie a dynamic and
realistic environment, sky/earth projectors are utilized to generate
a horizon, ground plane and sky details. As the simulated aircraft
perforns, this projector - gimballed in 3 axes of motion - projects
a scene that is a powerful visual cue. These horizon projectors
represent an important and vital part of the simulator, their
reliability, maintainability, simplicity and realism should be as
great as possible.

The idealistic projector concept would consist of a spherical
transparency containing a point 1ight source. This projector would
be capable of 3 axes of motion duplicating the aircraft attitude.
One half of the sphere would be decorated with generalized terrain
scenery as viewed from a high altitude and the opposite hemisphere
would be sky blue with 1ight. patches simulating cloud formations.
The two poles of the transparency would represent the zenith and
nadier while their conjunction - a great circle in the transparency -
would represent the horizon. The combination of the transparency
and point light source constitutes a shadowgraph projector which
would cast colored shadow imagery on the spherical screen.

The ideal location for this projector would be the center of
the spherical screen. At this location the shadowgraph imagery
would be undistorted. Unfortunately, the pilot of the simulated
aircralt would have to view this imagery from the same location or
his perspective would be distorted.

Most advanced horizon projectors designed to date have departed,
by necessity, from this idealistic and perhaps simplistic approach.
Because the projector is gimballed the sky/earth transparent hemi-
spheres must be separated to provide space for the gimbal mechanism.
Since the observer and the projector cannot occupy the same space at
the same time, they must be separated. The universal choice is to
locate the observer at the center of the spherical screen and displace
the projector.

These departures contribute considerably to the complexity of any
projector design. Two light sources are required and some mechanism
must de provided to translate these 1ight sources as a function of
the gimbal rotations to eliminate any distortion. This translation
mechanism must fix the light source at some particular radius and

107




direction relative to the center of the projector transparencies. Usually
a three axis servo system is employed inside the housing joining the two
transparencies which also contains the yaw drive mechanism. This three-
axis translation mechanism or positional servo must be controlled by the
simulator computer. Each axis necessitates a drive motor, transducer,
mechanical linkage, gears, electrical wiring fed through slip rings, a
computer interface, and computer software. As the wiring passes through
each gimbal the complexity increases. A typical horizon projector is
shown in Figure 1.

In early 1976 the decision was made to install a spherical screen
visual system on the Vought Large Amplitude Moving Base Simulator (LAMBS).
Part of this program was the design, fabrication and installation of a
new horizon projector. It was believed that the usual projector design
could be simplified by eliminating the internal 3-axis translation servo
that positions the point 1ight sources. This would eliminate many internal
mechanical and electrical components, reduce the number of electrical
wires, reduce the size of the slip ring assemblies, reduce weight and
eliminate a serious maintenance problem. A1l of this could be accomplished
by using the pitch and roll gimbal rotations to translate the 1ight source
through appropriate linkages. Intuitively, the light position is a func-
tion of the gimbal rotations and assuming:

e The attitude of the horizon projector spherical transparency
is positioned to display the desired attitude of the horizon
on the spherican screen.

e The distance from the pilot's eye at the center of the
spherical screen to the center of the horizon projector
transparency is fixed and constant.

o Ihe projector is located above and behind the pilot in
the XZ plane of the spherical screen coordinate axes.

As shown in Figure 2 by similar triangles,

AOPH ~ AQ'P'H'
and given: 00' =D
0'P =d
0'H' = r (radius of transparency)

OH = R (radius of spherical screen)
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A TYPICAL HORIZON PROJECTOR

FIGURE 1
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knowing

R -r

0F ~ d
and

OP=D+d
then

d = r(D+d)

R

However, r/R is a constant independent of attitude and

d = C](D+d)

d = C]D + C]d
Gy

d--]'—.—c':‘—D

Since Cy/1-Cy is a constant and D is fixed and constant then d is a cons-
tant; independent of the attitude of the projector. It can be stated from
this analysis:

o If a point light source is fixed at P, then all points on the
transparency will be mapped into the spherical screen without
distortion.

0 The distance from the center of the transparency is constant
and determinable, dependent solely on the distance from the
center of the spherical screen.

0o This is true of any attitude (pitch, roll or yaw) of the
horizon projector.

Knowing this, the only task remaining was to design an appropriate linkage
mechanism that would produce the appropriate motion. The projector was
located inside the spherical screen and the amount of motion was deter-
mined. It should be noted that the locus of all points of the center of

; the translation linkage describes a sphere. In fact, the lights them-

4 selves describe spheres as the projector is rotated 360 degrees in pitch

’ and roll. Figure 3 shows a profile view of the final design. Figure 4

: shows a view of the projector looking directly aft along the roll axis.

Figura 5 is a section view in the XY plane looking down on the projector
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HORIZON PROJECTOR PARTS IDENTIFICATION

1. Hemispherical Transparencies

2. Pitch Axis Housing

3. Yaw Axis Drive Servo

4. Yaw Axis Drive Gear Train

5. Pitch Yaw Slip Rings

6. Pitch Axis Axle

7. Pitch Axis DC Torque Motor

8. Pitch Axis DC Tachometer

9. Pitch Axis Synchro

10. Roll Axis Gimbal Fork

11. Roll Axis DC Torque Motor/Tachometer
12. Roll Pitch Slip Rings

13. Roll Synchro

14, Point Source Lamps

15. Light Source Support Rod (Lamp Drive)
16. Support Rod Guide Assy (Lamp Drive)
17. Rol1l Connecting Link (Lamp Drive)
18. Rol1 Motion Crank (Lamp Drive)

19. Roll Motion Bevel Gears (Lamp Drive)

20. Roll Motion Input Shaft, Pitch Axis (Lamp Drive)
21. Roll Motion Input Drive Sprockets (Lamp Drive)
22. Roll Motion Input Drive Belt (Lamp Drive)

23. Roll Motion Grounding Cross Shafts (Lamp Drive)
24. Roll Motion Grounding Bevel Gears (Lamp Drive)
25. Roll Motion Grounding Shaft (Lamp Drive)

26. Pitch Input Shaft (Lamp Drive)

27. Pitch Input Grounding Plate (Lamp Drive)
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and translation mechanism.

The gimbal system is a typical 3-axis system which rotates the sky
and earth hemispherical transparencies in 3 orthogonal rotational axes -
roll, pitch and yaw. The Yaw Axis Bearings for the hemispherical trans-
parency drives are attached to the Pitch Axis Housing. The Pitch Axis
Housing provides the Yaw Servo system enclosure and most of the lamp
drive components. It also separates and supports the bearings for the
hemispherical transparencies. The Yaw Axis Drive Servo is attached to
the Pitch Axis Housing and rotates both transparencies in yaw. A DC
Torque Motor powers the Yaw Axis Drive Gear Train. There ia tachometer
beedback and synchro control, to position the transparencies.

On each side of the Pitch Axis Housing are two extension tubes that
act as the axles in the pitch axis. These axles are attached to the
rotors of the Pitch Axis DC Torque Motor »nd DC Tachometer. Coupled
to the right hand axle through a gear train is the Pitch Axis Synchro.

The Roll Axis Gimbal Fork has on each side the field housings of
the Pitch Axis Torque Motor and Tachometer, and provides the structure
to couple these to the Roll Axis DC Torque Motor/Tachometer Assembly.

This assembly attaches to the support structure for the Horizon Projector.

Electrical signals are fed through the Yaw Axle S1ip Ring at the Yaw
Axis and the Roll Axle Slip Ring at the Roll Axis. A Roll axis synchro
is coupled through a gear train for position control.

The foregoing described parts and assemblies describe a typical
three-axis drive system that generates the rotational motion for the
projector. The Lamp Drive System, however, is not typical but a unique
and novel approach.

The Lamp Drive System is designed to accomplish two basic functions:

1. Fix the Lamp Drive System Reference Point A (see Figures
2, 3 and 4) relative to the gimbal axis as the gimbal
system rotates in pitch and yaw.

2. Translate this fixed point motion (relative to the gimbal
axis motion) to the light sources in order that they might
have the correct motion relative to the sky and earth trans-
parencies as they rotate in pitch and roll.
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The net result is the light sources remain fixed at a constant
distance and direction relative to the center of the sky and earth trans-
parencies and these transparencies rotate about the 3 orthogonal axes.
This constant distance and direction is relative to the spherical display
scre=n coordinate system. It should be noted that the centers of the
transparencies do translate as a result of the 3 axis gimbal rotations
because of their separation to provide gimbal mechanization. This trans-
Tation produces a small error that is compensated for by a small increased
separation in the point light sources.

The reference point A is the center of the Roll Connecting Link which
is moved in a circular motion by the two Roll Motion Cranks. These Roll
Motion Cranks are driven by bevel gears which, in turn, are driven by the
Roll Motion Shafts. The Roll Motion Shafts are rotated by the input drive
sprockets and drive belts. The driving sprockets are attached to the
grounding bevel gears and the roll grounding shaft. This shaft is
mechanically grounded at the end opposite the bevel gears. This shaft
is then stationary as the Roll Axis Gimbal rotates about it. The final
result of this power train is an equal and opposite rotation of the Roll
Motion cranks as the Roll Gimbal rotates. Reference point A remains
fixed at a particular offset and direction independent of Roll Gimbal
motion. The drive shafts for the Roll Motion Input Cranks are supported
in a trunnion which is an integral part of the Pitch Input Shaft. This
shaft is mechanically grounded to the Roll Gimbal Fork at the Torque
Motor and Tachometer Housings by the Pitch Input Grounding Plates.

The throw radius of the Roll Motion Input Cranks and their offset
to the rear of the gimbal rotation point are sized according to the
spherical display screen radius, the radius of the hemispherical pro-
jecticn transparencies and the location of the horizon projector gimbal
point relative to the pilot's eye (center of the display screen). The
required dimensions are based on the required location of P as developed
in the previous analysis.

The remaining linkage of the Lamp Drive System is required to trans-
mit the desired position of reference point A to the point light sources.
The lamps are connected to a rigid suppord rod which slides in linear
ball bushings. The Support Rod Guide Assembly keeps the support rod
parallel to the Yaw Gimbal Axis.

The length of the Light Source Support Rod is equal to the separation
of the sky and earth transparency centers plus a small added distance to
cause the projected horizon 1ines to meet at the display screen surface.

This unique and novel approach to Horizon Projector Design has

resulted in a projector that is much less costly, more dependable, more
reliable and much lighter in weight. The Lamp Drive System is a paragon

n7 -




of simplicity and Vought Corporation design engineers believe the
objectives of this design task have been successfully completed.
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TERRAIN ELEVATION SIMULATION, A SIGNIFICANT CUE
TO GROUNDBASED TRAINING SYSTEM EFFECTIVENESS

Dr. Robert T.P. Wang
Honeywell, Inc.
Marine Systems Division
1200 East San Bernardino Road
West Covina, California 91790

ABSTRACT

The significance of simulating the effects of terrain elevation is
developed for both visual and radar simulators. It is shown that ailthough
the nature of the cues a terrain elevation simulation provides differ for
the two applications, both add significantly to the usefulness of the
simulators as training devices.

SUMMARY

Occulting, camouflaging, highlighting, ancd shadowing by terrain are all
significant effects that either enhance or impede the ability of an aircraft
pilot, bombardier or navigator to perform his job. Such terrain induced
features are very real to the airmen in their typical working environment,
and are factors that they must learn to contend with early in their career.

This paper uses the vehicles of visual and radar systems to illustrate
how the nature of terrain induced characteristics in the imagery presented
to the viewer affects his modus operendi. Consequently, the need to
simulate terrain elevation effects to some degree of faithfulness becomes an
important concern in developing a trainer that will introduce such effects
at an early stage of the training program.

Methods for simulating terrain are discussed for visual and radar
simulators. The difference in techniques used for each application are
discussed in light of the constraints that drive each application, In
conclusion, the needs and status of terrain elevation simulation is
discussed for both visual and radar simulators.

(Full text not available at time of publication)
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AVIATION WIDE ANGLE VISUAL SYSTEM (AWAVS)
CGI SYSTEM

JOHN L. BOOKER
Naval Training Equipment Center N-214

Ahstract

Characteristics and planned applications of the Navy AWAVS
Computer Generated lmagery (CGI) System for development of
environment modeling and generation of visual data bases are
described. The CGI system consists of three major subsystems:
a non-real-time Camera Station, an interactive Data Base De-
velopment Facility, and a real-time CGI Image Generator. The
system is scheduled for delivery to the Naval Training Equip-~
ment Center Computer Laboratory by the General Electric Company
during October of this year.

Introduction

The Navy AWAVS is the Naval Training Equipment Center
experimental facility for design and development of aircraft
flight simulator wide angle visual display systems. The key
concept on which the AWAVS development is based is an ability
to easily reconfigure equipment to provide special equipment
configurations required to investigate¢. the many complex pilot
training tasks. The approach results from the recognition
that no single wide angle visual system concept exists which
promises to be cost effective and satisfy projected visual
cue requirements.

™o major hardware systems are being acquired for
AWAVS, These are the Conventional Takeoff and Landing (CTOL)
and Vertical Takeoff and Landing (VTOL) simulators, each con-
sisting of a flight simulator, visual display, and image gener-
ation subsystems., Display subsystems from either the CTOL or
VTOL simulator may be configured with image generation sub-
systems from the other simulator to provide visual system
configurations required for the variety of visual cue require-
ments. The CGI system is being acquired as an additional
image generation subsystems for either the CTOL or VTOL con-
fiquration.

CGI system characteristics and some of the potential appli-
cations of parts of the system for environment modeling and
generation of visual data base environments are described in
this paper. The CGI system consists of three main subsystems:
(1) a non-real-time digital image recording system called the
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Camera Station, (2) an interactive Data Base Development Facil-
ity for creation of visual environments, and a real~time CGI
Image Generator to be used as an alternative image source for
the area-of-interest projector. Figure 1 shows an artist's con-
cept of the general arrangement of the CGI system equipment.

A CGI System Functional Block Diagram showing the main hardware
components is shown in Figure 2.

Camera Station

The Camera Station provides AWAVS with a non-real-time image
recording facility for production of moving pictures or still
photographs. A software emulation of the real~time display
system processing algorithms on the general purpose computer
provides the necessary simulation to derive pictvres from a
data base format identical to the real-time system. The
non~real~-time nature of frame-by-frame computation by the
gsoftware emulation removes the timing and processing limita-
tions imposed on the real-time hardware, and allows photographs
and movies to be made of visual environments containing detail
far in excess of the processing capabilities of current real-
time systems. Characteristics of future high capacity designs
may be simulated in software, Movin¢ pictures may be made
from the high density data bases within reach of the new de-
signs. Films made from prerecorded flight paths through the
visual environment may be visually evaluated prior to commit-
ting funds for development and procurement. Software simula-
tion of new display algorithmsg, new system configqurations, and
design improvements can be evaluated by demonstration of pic-
tures equivalent to the end product prior to making decisions
on implementation. Characteristics of sensors such as FLIR or
LLTV can be simulated in non-real-time and films made of
flights through the data base environments as demonstrated
by Dr. Bunker of General Electric for the Human Resources

Laboratory.(l) Feasibility and potential limits of high-density,
visually rich environment simulations may be assessed using the
Camera Station equipment.

Camera Station Hardware

Camera station hardware consists of a Color Image Recorder,
Model D-47, manufactured by Dicomed Corporation linked with
direct memory access to the Digital Equipment Corporation PDP
11755 general purpose computer with drive controls for film
advance and color filter selection. System resnurces utilized
in the Camera Station configuration are shown in the Functional
Block Diagram of Figure 3. The central component is the general
purpose computer because it controls the image recorder, com-
putes the exposure for each picture element according to the
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A

real-time algorithm being simulated, repositions the CRT elec~-
tron beam, changes filters, and advances the film for the next
frame. The mass storage disks, magnetic tape unit, line printer
and other peripherals perform important roles in software
development and control of the Camera Station configuration.
Table 1 shows a concise listing of the external characteristics
of the Camera Station.

The digital image recorder is a high resolution random scan
CRT controlled from the general purpose computer. A picture or
motion picture frame is generated by sequentially exposing each
picture element (pixel) under control of the GP computer. A
raster gscan television monitor may be simulated by sequentially
addressing columns and rows of the high resolution CRT plotting
matrix. Exposure is controlled by the simulation algorithm in
the GP computer program. Color pictures are generated by making
three successive exposures with a different filter for each
color. Random scan calligraphic images may also be simulated
since random horizontal and vertical positions can be externally
commanded. A calibrated bias control is provided for adjusting
the range of the CRT beam intensity.

Camera Station Software

The heart of the Camera Station system is the software
package developed for the general purpose commter. Fully
automatic production of film sequences from recorded view
point position and attitude definitions on disk or magnetic
tape is required. This is necessary since long frame genera-
tion time for the high resolution mode requires off-shift or
off-line operation of the camera station to generate reason-
able length film strips. Motion sequences can be generated
either by reading successive viewpoint definitions from memory
or magnetic tape or by computing new values of flight-path
locations from a vehicle math model within the Camera Station
computer.

Software to be developed for the Camera Station can be
divided into control and simulation program segments., Control
segments initialize automatic sequences, interface with the user,
control input/output to the image recorder, and control the
sequence of processing of the simulation segments., Simulation
segments are software implementations of the real-time CGI
system processing algorithms.

Each major hardware algorithm will be simulated in one or
more subroutines. This provides a convenient means of alter-
ing an algorithm to determine the effect of the change on other
processing functions and on the final scene. New algorithms
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TABLE 1,

CAMERA STATION SYSTEM CHARACTERISTICS

Plotting Matrix—Low Resolution
~Medium Resolution
-High Resolution

Variable Resolution
—Full Format Exposure
~—Reduced Format Exposure

Resolution

IMlm Format

Exposure Levels

Exposure Range

Exposure Uniformity
Exposure Control

Recording Speed—Black/White
—Color

Intevface Signals

CGI Simulation

Data Base

Scene Content Statistics
Predetermined Flight Path
Simulation of Real-Time CGI

Software Status—Image Recorder
—Raster Scan
Simulation

1024 x 1024 Picture Elements
2048 x 2048 Picture Elements
4096 x 4096 Picture Elements

Integral Fractions of Above
Any Non-Integral Values of Above

3000 Lines

100 Feet 35mm Magazine
Polaroid Film Holder Model 405

256

Extrachrome 6115 -~ 2,0D
Plus X Pan 4147 - 1.8D

40, 35D Maximum
Yes

5.5 Min } Nominal Maximum Time for
16.5Min) High Resolution

Data
Control Commands
Recorder Status Codes

Raster Scan or Calligraphic
Common with Real-Time CGI
Yes

Yes

Yes—Nonreal-Time

Modify and Update
Modify and Update
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and new design approaches can be simulated in software to verify
conceptual correctness before implementation in hardware. Pro-
cessing operations from frames I, II and III of the real-time
hardware are called sequentially into core to process the simu~-
lated data base environment in the same way the real-time system
processes its data. Data base format is the same as that pro-
cessed by the real-time system with intermediate formats between
segments passed between major frames similar to those generated
by the special purpose haiﬂware.

Scene statistics are generated in the simulation segments.
Such numbers as total numbers of edges, potentially visible
edges, maximum edge crossing per scan line, scan line number
on which crossings occur, maximum lister depth (simultaneous
priority levels present), maximum video assembler entries may
be printed out as desired. The software mode has provisions
for wide variations in processing with none of the real-time
limits. Environments containing varying richness in scene con-
tent and edge detail may be processed sequentially by the non-
real-time software. Processing parameters such as field-of-
view, number of TV lines and elements, illumination effects,
curvature effects, texturing, etc., may be specified by the
operator via control segments. The only apparent limit on
scene detail is table size on disk memory.

Data Base Development Facility

Increasing capacities of real-time CGI systems dictate
corresponding increases in size of the data base environments
which drive them. As generation capacity increases, the num-
bers of potential training applications multiplies, and the
scope of simulations envisioned grows. All of this points out
the necessity for efficient, highly automated methods for
creating data base environments. Environments containing the
equivalent of up to half-million edges, or more, are now being
proposed. Advances in present methods of data base generation
are absolutely essential if environments of this complexity are
to be developed. In a like manner, we find that more efficient
utilization of capabilities of existing systems are demanded
as the range of applications of installed systems increases.

The need for improved data base generation methods was
recognized as an essential requirement for the AWAVS CGI system
procurement. Originally, the requirement for an off-line capa-

bility similar to those described by Sutherland(z) and

Schnitzer(3) was envisioned. Recently, a more highly inter-
active, on-line mode has been recognized as desirable and was
incorporated in the data base development facility. The off-
line mode is analogous to programming in assembly language
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using an interactive terminal. It is used in original data
base creation and digitization of maps and drewings. The on-
line mode provides an analogy to use of an interactive debug
package using a terminal and computer console, and is useful in
debugging and fine tuning visual environments on the real-time
system television monitors.

Off-Line Data Base Development Facility

The off-line facility will be used to generate original
digital data, manipulate and transform stick figure format
pictures, complete data base specifications, and compile real-
time data bases using the general purpose computer and a com-
mercial drafting system (APPLICON) digitizer and display termi-
nal. Changes to existing environments may be incorporated in
the off line mode through the terminal and then recompiled for
operation on the real-time system.

Two methods are used for generation of data base definitions,
One originates data from original form using the digitizer. The
other manipulates, modifies, rearranges, and organizes data
already defined with a data base management system.

Data in origine) form such as scaled drawings, sketches,
photographs, contour maps, tabular data, magnetic tape formats
are digitized into the APPLICON data base format. Commands
available f2r operator selection include display any of six
orthographic views, singularly or any two simultaneously, dis-
play isometric, dimetric, trimetric, and general axonometric
. projections or perspective views. Changes made in one view
are automatically made in all other views. Tablet commands
available include the ability to display a rectangular grid,
move indicated portions of a drawing, magnify or scale parts
of it, copy shapes, huild new objects from old ones, or work-
ing from two views, add shapes in one plane and move or rotate
them out of the plane to appear in any desired orientation.
Interpreting hand-drawn manipulation operations provides
customized operator controls. Textual data may be affixed to
shapes, components, vertices graphically for identification or
other purposes. Flying eye views of the 3D graphics may be
obtained under operator control.

The off-line data base management system has two libraries,
an object library and a model library, which are used to generate
environments. Basic obje.t definitions are contained in the
object library. New models are defined from existing object
data by reorientation, scaling, and modifying using the storage
display terminal and digitizing table., Much modeling time is
saved by providing random access of data records throuch indi-
vidual directories in each library. Programs are provided to
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copy complete files or lihraries from file to file or disk to
disk. Modeling is broken into 3 hierarchies: rbject data,
model definitions, and environment definitions. A model book
of previously created objects allows new objects to be gener-
ated by creation of a copy which then requires minimum specifica-
tion of new information. Model book objects are accessed by
page number and then spec.fied by dimensions, location, orien~-
tation and tonal information. Existing pages include cylinders,
cones, blocks, gable-roof buildings, shed-roof buildings,
pyramids, windows, doors, roads specified by center lines,
vertices width, etc. The operator needs no concern with any
bookkeeping functions, object topology, or call up from disk;
a2ll of which are handled automatically by the software.

The off-~line data base development facility hardware config-
uration is shown in Figure 4. Hardware consists of a 34x44
inch digitizing table with an electronic pen and digitizing puck,
a 19 inch CRT storage scope graphic display device with electronic
scan hard copy device housed in the keyhoard module, and alpha-
numeric keyboard with an audio confirmation of correct digitizer
instruction inputs. A summary of the off-line data base devel-
opment facility characteristics is shown in Table 2.

On-Line Data Base Develorment Facility

The On-Line Data Base Development Facility provides a real-
time data base debugging and fine tuning capability analogous
to the capabilities of an on-line debug package on a typical
minicomputer. The on-line facility uses the image generator
and console monitors to display and modify the environment data
base. Control of a pointer visible on the television monitor
by a joystick or by teletype alphanumeric input allows identi-
fication of models, objects, faces, or vertices by the console
operator. These entities can then be modified by software
programs according to operator commands input from the console.

Discussions with data base modelers have indicated the
off-line digitizing technique for data entry into the system
does not completely give a fully satisfactory man-machine inter-
face throughout the data base creation process. Visually veri-
fying the relative position or orientation of objects in the
environment and other fine tuning performed by the modeler re-
quires an ability to alter existing data bases without requiring
backtracking to the initial step of the off-line data base
creation mechanism.

Hardware mndifications to the special purpose Image Gener-
ator required to implement the on-line facility were incorpor-
ated into the AWAVS CGI system procurement. Those modifications
allow the general purpose computer access to internal image gen-
erator counts and address pointers. Data provided includes model
address, model number, level of detail, face number or pcint
light number.
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TABLE 2.

OFF-LINE DATA BASE GENERATION FACILITY CHARACTERISTICS

Tablet
Size
Resolution
Accuracy
Repeatability
Linearity
Repetition Rate

Graphic Display
Type
Number Display Points
Display Size
Storage Time
Luminance
Characters

Keyboard

Hard Copy

Interactive

View Modification

Model Book Provisions

Software—Digitizer
--Model Book

34 x 44 Inches

160 Lines/Inch or 0,00625
$0,003 Inch

$0,003 Inch

0,006 Inch

400 Coordinate Pairs/Second

Storage Tube

1024 x 1024

19 Inch Diagonal

1 Hour

5 Foot-Lamberts Minimum

94 Types With 2590 to 8512 Total
ASCII Characters

Yes

Yes

Rotate
Translate
Stretch
Shrink

Yes

Any Axis

Procured
Modify and Update
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The software required to implement an on-line facility has
not yet been incorporated into the CGI system contract, but
existance of the hardware hooks will enahle development of the
required programs. The software package would allow objects
to bhe identified, viewed, rotated, translated, geometrically
modified or color or intensity changed dynamically as viewed
during the real-cime mission.

Upon completion of the software package described ahove,
the AWAVS CGI system data base deve.ompment facility including
both on-line and off-line digitizing facility should give
the Naval Training Equipment Center the most flexible data base
generation tool in existance.

Some of the interactive features planned for the real-
time software package are shown in figure 5.

General Purpose Computer Equipment

Because of requirements imposed on the general purpose com-
puter equipment by the interactive functions of the Data Base
Development facility and automatic control functions of the
Camera Station, the general purpose computer and peripheral
devices supplied with the system take on more importarice than
primarily oackground functions required by flight simulator CGI
systems. A summary of the characteristics of the Digital
Equipment Corporation PDP-11T55 general purpose computer and
peripherals is shown in Table 3.

Real-Time Image Generator

The real-time CGI system in the CTOL phase of AWAVS will
be used as an alternative source of image generation for the
area-of-interest projection channel. It is a monochromatic
1000 edge system with characteristics shown in Table 4., During
the VTOL phase the CGI system will have color added and edge
capacity doubled since present plans call for CGI to be a
primary source of image generation. In the present configura-
tion, CGI is a secondary image source since the display system
for the CTOL phase was prinarily designed for a model board
image generator. Resolution of %he background channel and
area of coverace is too yross for effective use of the CGI
image generator since distortions on the spherical screen would
be too great. Keystone and horizontal spherical distortion
will be cocrrected fcr in the CGI area-of-interest mode.

During the early phases of the AWAVS CTOL operation, the
CGI system will be available for experiments in environment
mndeling and interactive software development for the on-line
data base development facility. Console monitors are adequate
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TABLE 3. GENERAL PURPOSE COMPUTER SYSTEM CHARACTERISTICS

Manufacturer/Model
Operating System
Active Memory
worst Case Spare
Clock

Processor

Lnader
Power Fail and Restart
Mass Storage

Moving Head Discs

Tape
Worst Case Spare
Line Printer
Card Reader

DEC writer II Terminal
Interface
I/0 Channels
I/0 Spare
Available Execution Time
Required Execution Time
Spare
Expansion Capability
Memory
Memory Cycle Time

Mass Storage

Moving Head Discs

Tape
Card Reader
Line Prin%er
1/0

DEC PDP 11T55

RSX11-9M

32K Bipolar 32K Core

25 Percent

Programmable Real-Time

Floating Point, Hardware
Multiply/Divide

Bootstrap

Yes

44M Word-28 ms Access
1.2M Words-70 ms Access

Yy Track
50 Percent
300 LPM, 132 Colurmns

EIA Standard 80 Column Cards,

285 cpm
30 Characters/Seconds
Direct Memory Access
20 Devices
40 Percent
16.6 ms
11.5 ms
31 Percent

64K 128K Words
980 Nanoseconds and 300
Nanoseconds

44M 320M Words
1.2M 9.6M Words

1 Drive 8 Drives
285 cpm 1200 cpm
1200 lpm 3000 1rmm
20 Loads 39 loads
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TABLE 4.

REAL-TIME CGI SYSTEM

Gaming Area

On-Line Data Base Storage

System Characteristics Lighting
Conditions

Processed Edges

Potentially Visible Edges

Variable Size Light Sources

Directional Lights

Scene Update Rate

Calculated Video

Resolution

Levels of Detail
Moving Models (30 or 60 Hz Update)
Total Objects per Scene
Maximum Edge Crossings/Raster
Line -System-Commensurate with
Video
Curved Surface Shading
Digital Edge Smoothing
Variable Fog/Fading
Aerial Perspective
Moving Clouds (Penetration and
Breakout)
Gray Shades (Color Hues with
Expanded System)
—Lights
—Models
Gray Shade Resolution
Available Hues
Channels—Implemented
—Growth
Field of View (Horizontal and
Vertical)
Computer Aided Diagnostics
Built-in Test Hardware

200 Nautical Mile x 200 Nautical Mile
10,000 Edges and 2000 Point Lights
Daylight, Dusk, Dark

. 2000 Edges

1000 Edges

2000

Yes

30 Hz or 60 Hz

499, 784, 973 Lines
524, 823, 1021 Elements/Line~
524, 823, 1021 Lines Horizontal
374, 588, 729 Lines Vertical

8

8

256 Objects

500, 300, 250 Edge Crossings

- -

Yes
Yes
Yes
Yes
Yes

16

64

256:1

16 x 106

2

5

Each Channe! Independently Variable

Yes
Unified Data Bus
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display facilities for these types of experiments. Later phases
will use the CGI as the image source for the area-of=-interest
projector for pilot evaluation experiments. A second series

of experiments similar to those performed using the model board
system are planned after the initial evaluation is completed.
Access to the CGI system for experiments in environment
generation is thus assured during the early period after
installation.

Modifications and Improvements

A group of modifications and improvements to the image
generator hardware have recently been incorporated into the CGI
system contract. The changes can he subdivided into increased
image generator capahility and provisions for future expansion
by field modification.

Image Generator Improvements (Added Capability)

1. Two viewpoint capability =~ the ability to partition the two
channels between two completely separate viewpoint definitions
can now be accomplished. Before this modification was incor-
porated, bhoth channels could be assigned to a single viewpoint
only. Applications such as air-to-air combat, LSO training,

or FLIR simulation can be implemented using two independert
viewpoints.

2. Face level of detail processing - the original level of de-
tail implementation provided level of detail changes on a model
basis. This caused unnecessary overloading of edge smooth-

ing processing because multiple face edges often intersected

the same line element since model level of detail only chanced
when the model approached element size. The new implementaticn
performs level of detail processing on a face hy face hasis aud
faces are eliminated from processing when the face size apprcach-
es an element in size. Improved edge smoothing and edge pro-
cessing loading should result from this change.

3. Blending ~ An objectional feature of the original level of
detail processing was the sudden appearance of models and ob-
jects which transitioned into or out of a visible level of
detail. The new implementation provides for a gradual blend-
ing of the color or intensity of faces toward a hackgrcund
color as they grow, or become small and appear or become
eliminated by the level of detail processing.

4, Collision Detection - This change allows the viewpoint to
be defined with size and shape of the viewpoint vehicle. These
pseudo faces are then tested for intersections with all faces
in the data base to determine intersections by the hidden
surface logic. When intersections are detected, an interrupt
to the general purpose computer is activated.
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5. Active Face List Ixpansion - FExperience with the GE Boeing
system demonstrated that dusk and low light level environments
experienced limitations by the 512 active faces allowed during
any displav cycle. Point lights are assigned with a limita-
tion of 32 point lights per face. Environments containing
high light densities coupled with visible faces encountered
overloads in this area. The new implementation provides an
additional 512 active faces to he exclusively assigned to
point lights.

6. Expanded Point Light Controls - This change provides more
flexibility in use of point lights in daylight texture patterns.
The modification adds two major functions for control of point
lights., Size limit programmahility and selection of a rate of
change in size curve may be assigned to each light.

7. Mach Band Minimization - Additional precision is included
in the fog and fading calculations to minimize the mach band
effect under low visibility and low light level conditions.

8., Increased Number cf Intensity Levels = The number of gray
shades for faces was increased from 64 to 256 and pcint light
intensities from 16 to 256. This change will also allow 256
color registers rather than 64 when the svstem is expanded to
color,

9, Distortion Correction - A technicque was incorporated for
distorting the computed image to reduce the horizontal key-
stone distortion which occurs in proijecting a flat screen

image onto a spherical display surface. The correction will

be done in a manner to allow dynamic updatinag of the correctior
process as a function of the npitch angle of the projector,

Image Generator Expansion Capahility

One of the original CGI system's specifications was that
space, power capacity, cooling and bhack plane wiring be in-
corporated in the real-time system design to allow field
modification of the image generator to add color by simple
addition of circuit cards. Similar recquirements were required
of the recent group of modifications pertaining to expansion
capahility.

1. Doubling of Edge Capacitv - Provisions were made for field
expansion of the system to double the number of active poten-
tially visible edges from 1000 to 2000 edges.

2. Doubling Number of Point Lights - Provisions were incor-
porated in the design to douhle the number of point lights
from 2000 to 4000.

3. Increased Scene Coloring - The number of colors available
3 in the system was expanded from 64 to 264 face colors and 16
to 264 point light colors.
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Conclusions

Recent image generator modifications have provided the AWAVS
CGI system the latest in hardware capability and programming
flexibility. Expansion capabilities incorporated into the
design will allow a fully expanded system to be developed with
minimal cost for use with the AWAVS VTOL system still in plan-
ning stages. Advanced characteristics of the e¢xpanded system
will allow the CGI system to remain current withi production
systems for some time yet to come.

The AWAVS CGI System will provide a research capability to
investigate real-time CGI image generation technology, on-line
and off-line data base programming, environment modeling tech-
niques, simulation of new hardware architectures, and non-real -
time image recording techniques. Probably the most signifi-
cant characteristic of the svstem will be its availability for
data base and environment modeling experiments. The ease of
access for environment modification provided by both on-line
and off-line interactive data base development facilities will
make experiments requiring immediate data base changes at the
operators console a reality. Problems in environment modeling
still remain as the most important single factor in achieving
full utilization of current CGI system processing capabilities,
Improvements in development of visual environments will provide
the realism and visual cues necessary for effective pilot
training.

The combination of advanced hardware designs and data base
develcpment facilities will provide the AWAVS facility a sound
basis for development of an R&D program supporting the require-
ments of future visual simulation systems,
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LEVEL-OF-DETAIL CONTROL CONSIDERATIONS FOR CIG SYSTEMS

ROBEKT W. RIFE
Systems Engineering Branch
Air Force Human Resources Laboratory
Williams Air Force Base, Arizona 85224

Computer image generation (CIG) visual systems for flight simulators
have various limitations relating to the detail of the visual scene, which
can be generated. The Advanced Simulator for Pilot Training (ASPT) system
at Williams AFB, Arizona, will be used as this paper's example of a CIG
visual system in a discussion of these limitations and techniques used to
prevent these limitations (capacities) from being exceeded. Definitions of
key words will be followed by a general description of environment pre-
selection and a discussion pertaining to edges and edge capacities. The
level-of-detail control and the overload algorithm used will be explained,
and some general comments pertaining to the problems involved with overload
detection will be given.
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DEFINITIONS

Edge: Straight line segment defined by two vertices.

Face: A closed convex planar polygon.

2-D Object: A set of non-overiapping coplanar faces.

3-D Object: A set of faces forming a closed convex polyhedron.

2-D Model: A set of 2-D objects.

3-D Model: A set of non-intersecting 3-D objects.

Environment: A collection of models.

Large Model: 3-D's over 400 feet wide; 2-D's over one mile across.

Small Model: 3-D's less than or equal to 400 feet wide; 2-D's less than
one mile across.

Viewpoint: The location of the pilot's eyes.

Frame: One-thirtieth (1/30) of a second.
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ENVIRONMENT PRESELECTION

The environment is a collection of models, covering an area of 1,250
miles square. Obviously, all models in the environment need not be pro-
cessed. Three stages of environment preselection exist.

The first stage involves defining two squares (100 mile and 36 mile)
around the viewpoint; those large models contained within the large square
and small models contained within the small square become candidates for
the second stage, while all other models are discarded. When the view-
point moves to within 15 miles of the small square boundary, the two
squares' locations are redefined.

The second stage of environment preselection is the level-of-detail
(LOD) processing. The LOD for each candidate is computed, and those models
which would be too small on the screen are discarded, leaving the potentially
active models. The maximum number of LOD candidates is 256, as is the limit
for potentially active models. A1l objects belonging to potentially active
models are called potentially active objects (1imit is 512).

The third state of environment preselection is performed on the poten-
tially active objects and is called channel assignment or field-of-view (FOV)
processing. Those potentially active objects which fall within the defined
FOV are called active objects (limit is 256). Any model which contains at
least one active object is called an active model (1imits are 224 for 2-D
models and 100 for 3-D models).

EDGES

The active objects are the end product of environment preselection,
and how these active objects produce edges depends on what is meant by
"edges." The general definition of an edge in this paper is "a straight
Tine segment between two vertices." In the ASPT system, there are basically
four capacities relating to edges.

The first is called the frame 2 edge count (FR2EDGCNT) and is computed
by summing the FRZ2EDGCNT of all active objects; the FRZEDGCNT of an active
object is the total number of edges (including hidden edges) of the object
multiplied by the number of channels in which the object is displayed. The
FR2EDGCNT capacity is 7680. \

The second edge capacity is thz frame 3 edge count (FR3EDGCNT) and is
the total number of potentially visible edges. The potentially visible edge
capacity of the ASPT system is normally the capacity of most concern, since
it dictatas how detailed the visual scene can be for a given field-of-view.
In most eavironments created fo. the ASPT simulator, this limitation (2500
potentially visible edges) has been met or exceeded more often than any
other limitations. To compute the FR3EDGCNT, all hidden edges within each
object are first eliminated. For a given scene, some objects may be completely
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masked or blocked from view by other objects. These objects blocked from
view will still have some potentially visible edges, so they will contribute,
as if they were visible, to the FR3EDGCNT even though they will not be
displayed.

The cube in Figure I, with its given orientation to the viewer, would
have nine potentially visible edges, if it did not cross any channel bounda-
ries. If the cube were to cross channel boundaries, then more edges would
be exhausted, as in Figure II. A two-dimensional rectangular object will
use four potentially visible edges, if it is displayed in only one channel,
seven edges if in two channels, and more edges if in more channels.

One example of how the FR3EDGCNT of one object can vary is a 25-sided
irreqular-shaped object used to represent a town in the ASPT Williams AFB
environment. From a distance, with the town in one channel, the FR3EDGCNT
is the expected value of 25, but when flying over the town (the object being
in many channels simultaneously), the FR3EDGCNT sometimes exceeded 100.

The third and fourth edge capacities are the number of edge crossings
per raster line for a given channel (limit is 256), and the number of edge
crossings per raster line for the whole system (limit is 1,024). These
capacities can be reached, for instence, when a grid or texture pattern is
oriented in such a way as to have many edges running approximately perpen-
dicular to the raster lines.

CUBE IN ONE CHANNEL
Nine Po. tially Visible tdges

FIGURE 1
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i toEL OF DETAIL (LOD) PROCESSING

As stated earlier, the second stage of environment preselection is LOD
processing. Here, for each model that is a LOD candidate, the appropriate
complexity of the model is selected consistent with its visibility to the
pilot. Use of this technique results in the elimination of objects or faces
too small to be perceived and reduces the chances of overloading the edge
capacities of the special purpose computer. Figure III illustrates this
process and shows three different levels of detail for a particuiar model.
The first level might be that processed for viewing from close proximity to
about 250-foot distance from the model; the second level might be used from
250 feet to 1,000 feet; and the third level from 1,000 - 4,000 feet. Beyond

4,000 feet, the model would no longer be selected for field-of-view processing.
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As Figure III illustraces, the ASPT software allows up to three levels-
of-detail for each model with LOD1 being the most detailed and LOD3 being
the least detailed. Which LOD a model should be depends, in general, upon
how many raster elements the model subtends on the screen. This value is
computed for each model as a function of the size of the model and its
distance to the viewpoint. The size of the model is computed off-l1ine and
is stored as part of the model's LOD information block (Figure IV). The
distance between the model and the viewpoint is computed by the special
purpose computer's dot-product calculation, using the model's location data
in the LOD information block and the altitude and location of the viewpoint.

Two equations are used (one for 2-D models and one for 3-D models) to
compute at which LOD a model should be displayed.

(1) R2 « Size ]2 for 3-D models
- K*N

(2) R2 < Zfiiie;ALT + Size2 for 2-D models
See the appendix for derivations of these equations.

RZ = Range squared between viewpoint and model.

Size = Model size.

K = ,001924 = tangent of angle subtended by one raster element.
ALT = Altitude of viewpoint.

N = Integer value defining minimum number of raster elements

a model must subtend to be displayed at some LOD.

Using the example described earlier (Figure III) and given that N equals
2, 8, and 32 for LOD3, LODZ, and LOD1, respectively, and approximating K with
.002, the specified ranges for LOD's of the car model (16-foot size) follow:

Size =16 ft _ X
K*N 5eq - 250 ft for N = 32 (LOD1)
Si = 16 ft
K‘feﬁ 576 - 1000 ft for N = 8 (LOD?)
Size = 16 ft
CEN  —oog = 4000 ft for N =2 (LOD3)
E
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For 2-D models, the equation used is similar to that of 3-D models,
except the altitude of the viewpoint is given weight. The level-of-detail
of a runway would tend to De higher for a given range, if the viewpoint
altitude were higher, which is consistent with "real-world" situations.

These values computed for each model which are compared to the view-
point's range to each model and define the three LOD thresholds are con-
stants for 3-D models and constants muitiplied by the viewpoint altitude
for 2-D models. However, if a model, object or edge capacity of the
system is being approached, these LOD threshold values must be adjusted
to effectively increase the number of raster elements subtended for a
given LOD of a model. Thus, the level-of-detail of the visual scene will
be reduced, and the overload problem will be prevented or corrected.

EDGE OVERLOAD

Edge overload exists when any of the edge capacities of the system are
exceeded and results in distracting streaks and/or "flashing” of the visual
scene. The ASPT hardware will generate the edges for Channel 1, Channel 2,
...Channel 7 in sequence and may, for example, exhaust the potentially visible
edges during one frame halfway through Channel 5, leaving part of Channel 5
and all of Channels 6 and 7 blank. The next frame this FR3EDGCNT may over-
Toad halfway through Channel 6 as the aircraft (viewpoint) orientation changes,
thus the flashing scene. Streaks will occur in the display, if the edqe-
crossing-per-raster-line limit is exceeded. In any case, edge overload re-
sults in a very distracting and certainly undesirable degradation of the
visual scene,

The prevention and cure of edge overload is attempted in the LOD pro-
cessiny stage of environment preselection by adjusting, when needed, the LOD
threshold values and thus reducing the level-of-detail (edge requirements)
of the visual scene. If this adjustment is done similarly for all models
without any prioritization scheme, then some models which are in front of
the pilot may change LOD before some models on the sides change LOD, which
would be more distracting than if the opposite were true. Also, some models

might be critical to the pilot (targets, for example) and may change LOD or
be deleted.

The current ASPT overload algorithm is designed with these two problems
in mind. Models are prioritized in two ways: (1) Model importance, and (2)
Channel prioritization. Models are given one of three priorities off-line:
(1) Critical, (2) Important, and (3) Standard. A1l models are prioritized
on-line, depending on whether they are in designated high priority channels
or iow pricrity channels.
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Equation 1 shows how the LOD threshold values are computed for 3-D
models. Actually, the equation is:

(3) R2 < ALPHAY [Size ]% where J = 0, 1, 2, 3,...
K* N
0 < ALPHA < 1

Normally, J equals zero, so equation (3) is equivalent to Equation 1.
However, when overload is present or approaching, J is incremented, thus
reducing the value of the right side of the equation. Consequently, the
number of raster elements that a model must subtend on the screen for a
given LOD increases, or, equivalently, the threshold range for a given
LOD decreases.

Table I indicates the sequence followed in adjusting the LOD threshold
values. The first pass after detecting an overload condition, the LOD
threshold values for all standard models in low priority channels will be
adjusted by incrementing J to 1 for these models. Some models may need
to change LOD on this pass (some perhaps due to the adjustment). After all
models that were to change LOD on this pass have been changed, then another
adjustment pass can occur, if the overload condition is still present. On
the second pass, J will be incremented to 1 for standard models in high-
priority channels as well, If this adjustment still does not solve the over-
Toad problem, more adjustment passes will be taken until the problem is solved.
Notice that critical models' LOD threshold values are never adjusted, so they
should be used sparingly. Once a stable state is reached with the overload
eliminated, the values of J for the various model prioritizations will remain
unchanged until either overload or underload occurs, causing J values to be
again incremented or decremented, respectively. A hysteresis effect is in-
cluded in the algorithm to prevent repeated changes of LOD near a threshold
condition. This is accomplished by requiring a few seconds after an LOD
change, before another LOD change for the same model is allowed.

The magnitude of the adjustment of LOD threshold values is regulated by
both ALPHA and J, so these variables should have values which will prevent
overload from occurring or at least correct the condition rapidly, if it
does occur. The values chosen for ALPHA should depend on the severity of
the overload problem and the speed with which LOD's of models can be changed.
To detect an approaching overload problem or judge its severity and then cor-
rect the problem is not a simple task. There is, to the author's knowledge,
no scheme which will work adequately for all environments or situations. The
ASPT software monitors the FRZEDGCNT and FR3EDGCNT, as well as cther counts
(object, model, edge crossings per raster line, etc.) that are relevant and
uses a simple scheme to judge overload.

Recall that the FR3ENGCNT capacity is 2,500 potentially visible edges.
When the rR3EDGCNT reaches 2,000 or 80% capacity, the overload condition is
met, and the LOD threshold adjustments begin. The adjustment passes continue

151



CR

IH

IL

SH

SL

SL(J)
ADJUSTMENT

_PASS

1
2
3

10
11
12

Critical model

Important wwodel in high-priority channel
Tmportant model in low-priority channel
Standard model in high-priority channel

Standard model in low-priority chanel

Exponent of ALPHA for standard models in Tow-priority channels

CR(J)

o O O O O O o o o o

o

152

SL9) SH) 1) THQY)
1 0 0 0
1 1 0 0
1 1 1 0
2 1 1 0
2 2 1 0
2 2 2 0
2 2 2 1
3 2 2 1
3 3 2 1
3 3 3 1
3 3 3 2
4 3 3 2

TABLE 1




until the FR3EDGCNT drops below 2,000 (overload condition eliminated). If
the FR3EDGCNT drops below 1,625 or 65%, then underload exists, and the ad-
justment sequence reverses itself until underload is eliminated. Conse-
quently, the algorithm attempts to hold the FR3EDGCNT between 65% - 80%
capacity bandwidth. This bandwidth can be raised, lowered, widened or
narrowed. If the bandwidth is too narrow, then the system may oscillate
between overload and underload and cause a distracting blinking of models

in and out of the display. If the bandwidth is too high, overload may not

be detected soon enough to prevent the true hardware edge overload (streaking,
flashing) from occurring. The worst case in the ASPT system is caused by
flying straight-and-level over a dense environment with a FR3EDGCNT at 1950,
for example, and then suddenly rolling to the left. This action changes the
orientation of the aircraft in such a way as to make many more active objects
out of what were only potentially active objects (FOV processing) before the
roll. The FR3EDGCNT can skyrocket to 2500-3000 edges in a fraction of a
second, and true hardware edge overload occurs. The overload algorithm can-
not react quickly enough, partly because the overload detection scheme is
perhaps too simple, but primarily because of computer and peripheral lTimitations.

A more complicated scheme of overload detection or anticipation will pro-
bably involve monitoring some combination of capacity parameters and weighting
} these parameters in some fashion based on experimental data. The ASPT system
is just now acquiring the capability to record in real-time all the para-
meters relevant to overload, and work will be done to improve its overload
detection algorithm by analyzing the recordings. However, regardless of how
sophisticated the detection scheue is, the primary problem will still exist.

The ASPT system can change the LOD of only one model per frame, so in
worst cases, hardware overload may not be prevented. Recall that if an ad-
justment pass is made to adjust the LOD threshold values, and five models,
for example, need to change LOD on that pass, it would take five frames
(minimum) to change the LOD of all five models. After this was done, another
adjustment couid be made, if needed. If the overload condition is examined
every frame with adjustments made every frame (not waiting until all models
related to a certain adjustment pass have changed), then an overrun condition
is likely to occur, probably causing too many models to be deleted or changed
to lower LOD's and causing underload.

Ideally, all models that need to change LOD on & given adjustment pass
should be changed on that pass (frame). This would require either much
faster hardware or much more memory to store all three LOD's of models in
the special purpcse computer simultaneously.

If this were the case, then the aircraft roll described above would pro-
bably not cause true edge overload, since enough models could be changed to
lower levels-of-detail fast enough to prevent it.




In summary, level-of-detail control and overload prevention is not a
trivial problem in the ASPT system. An inadequate overload algorithm can
cause as many distracting problems as it corrects, and designing an algorithm
which will perform satisfactorily for all situations will take more investi-
gating and analysis of all related parameters. The author feels that such
analysis is worthwhile, because regardless of the capacity of future systeas,
we will design and model environments which will turn on that red overload
light.
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APPENDIX

The following derivations are excerpts from a General Electric pre-
Timinary investigation release (PIR) written by William A. Kelly in June
1973. At that time the ASPT simulator was called ASUPT.

Basically, tnhe test for level-of-detail is based on a comparison of
range squared to a constant for each model to determine if that model sub-
tends a specified number of elements on the screen. The changing of level-
of-detail is then done when each model subtends more than some number of
elements. These specific number of elements will not be determined until
ASUPT is operational.

As background, the derivation of the testing algorithm will be shown
here, using the system constants from ASUPT.

Derivation:

Solve for the tangent of the angle subtended by one element.

w = width of one element (1)
d = half width of the screen (2)
Jy = elements per raster line (3)
Y, = angle subtended by one element (4)
P = distance viewpoint *0 screen (5)
B = angle subtended by half screen with overscan (6)

Figure A
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From Figure A

Width of one element

2d/
W=y (7)
tan y_ = w/P (8)
tan g8 = d/P (9)
d =P tan B (10)

Substituting (7) and (10) into (8) yields

2d, 2(P tan 8)/
tan v = JM = JM (11)
P P
2 tan B
tan Y, < JM (12)
In expression (12), each term on the right side is a system constant and
for ASUPT
g = 44934 (13)
JM = 1024 (14)
Therefore:
2(tan(44°34'))
tan Y, © 1024 (15)
= ,001924

Let RB = radius of ball enclosing model

Figure B

tan v = R (16)
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If the tan y is greater than tan vy, the model subtends more than one
element on the screen.

Test:
R
tan v, <tany= "/p (17)
)
where sz =x2 4y s 22 (18)
or:
Rp< M (19)
tan Y,
or

L
RS sH (20)
tan vy

The right side of expression (20) is constant per model as a function of
Ry, its critical radius, and tan y_, a system constant. Test (20) will
dgtermine if the model radius subtéends one element on the view screen.
For other levels of detail, the number of elements the model subtends is
again a constant (to be established on ASUPT).
Assumption: For N elements subtended
tan Ny = Ntany, (21)

so that in general the level of detail test for changing levels is

R

2
sz <[ Rg ] - 1 B (22)
v tan
N1 tan Yo Ni YJ

Ni = elements subtended for level i.

Surface 2-D Test

For surface models, 2-D, the test should be modified to account for the
altitude of the viewpoint above the surface plane. As the altitude de-
creases, the number of elements subtended ty the model decrease, even
though the model may be very large.
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Figure C

Law of sines:

sin y . sin(180-g) (25)
2 RB L

Using sin(180-8) = sin g
sin y = ZRB sin B (26)

2

Law of cosines:

cos y = v (ZRB)2 (27)
220"
Define y - angle subtends projected diameter of ball
tany = Siny _ 2R sing/ »
! cos v ) ? : _ (28)
(Q,Z + 9'¢ . 4RBZ)/2L£'
4R_2S1nR
= B

2 ‘2 2 (29)
¢ TQ' - 4RB

158




2 _ 42 2 _ 2 2 2
0= 7 4+ (RG- RB) = 1%+ Re" - ZRGRB + RB (30)
12 _ 42 2 _ 42 2 2
'} ¢ + (RG + RB) ° + RG + ZRGRB + RB (31)
Substitute:
tan vy = 4RBQSinB
272 + 2R2 + 2 2 - 4R 2 (32)
G B B
- ZRBQSinB
2 2 2 (33)
using sing = Z/Q
tany=2RBZ ) (34)
2 2 34
- + RG - Ry
. 2 2 _ .2
using 7 + RG = RV
define tan Y, minimum angle
RV?' -r . 2R (35)
B tan Y,
R2.2RZ g2 (36)

V U Ntany, B

The test (36) now consists of a multiply and a constant add per model as
opposed to the previous test (23). The angle (y ) is now defined as the
angle which subtends a diameter, rather than a rddius of the ball around
the model, still a constant.
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A FAST, FLEXIBLE MODEL TO SIMULATE
AIR FRAME DYNAMIC RESPONSE CHARACTERISTICS

by

J.L. Gross
IBM Federal Systems Division
Owego, New York 13827

ABSTRACT

This paper describes a fiexible, user-oriented simulation model comprised
of selectable linear digital transfer functions that relate control in-
puts to air frame dynamic resnnnse variabies. These transfer functions
can be specified by the user to relate any input to any response vari-
able, thereby enabling the simulation of any desired degree of dynamic
cross coupling.

1. INTRODUCTION

A new dynamic model was developed by the author for use in man-in-the-
loop aircraft simulators. The model, which provides a simplified digital
program for real-time simulation of aircraft dynamic response charact-
eristics, digital computer program consisting of user-selectable linear
digital transfer furctions that relate pilot control inputs to airframe
response variables.

This model was developed and used in the System Simulation Laboratory
at IBM Owego to support several alrcraft simulation exercises. It was
born from the need of creating a realistic afrborne environment for
experienced pilots or operators to "fly" while experiments in weapon
telivery techniques, display evaluation, or software validation were
being conducted. That need dictated low processing overhead within the
simulation computer and inherent versatility of the algorithms, to
successfully simulate the flying characteristics of several different
high performance aircraft. Although standard six-degree-of-freedom
software packages were available for this use, the requirements of
rapid execution and easy personalization could not be satisfied con-
veniently. Hence the modc?! was developed from the alternative per-
spective of capsulizing an aircraft's handling qualities with repre-
sentative transfer functions, to relate airframe behavior to pilot
control inputs. Personalizing the model's performance of typify that
of any specific aircraft is a simple matter of trial-and-error adjust-
ments of certain processing gains to align simulated airframe response
to a pilot's experience. This tuning procedure has proved to be rather
easy in past exercises, and good initial guesses of parameter values
are easily derived from off-line analysis without having to acquire a
substantial data base.
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2.  GENERAL

A pivotal element of an aircraft flight simulator is the mathematical
model by which the rotational dynamic response characteristics of the
aircraft-autonilot Toop are simulated. For simulators using real-time
digital computers, a typical approach involves the real-time solution,
by numerical integration techniques, 'of a complex, highly interactive
set of differential equations that characterize those dynamic responses.
The coefficients of the equations are, in general, functions of air-
craft aerodynamic stability derivatives, inertia characteristics, air-
craft flight conditions, and autopilot characteristics.

This approach just outlined generally has several drawbacks, as sum-
marized below:

° The formulation of the mathematical dynamic model requires
detailed and quantitative knowledge of the aircraft aerodynamic
coefficients and stability derivatives and also an adequate auto-
pilot dynamic model. That kind of detailed information is typi-
cally hard to acquire. The required data may, in fact, exist but
be considered proprietary; thus, unavailable.

0 Even if the necessary data exist, it is not unusual for the
corresponding mathematical model to become quite complex, involving
many terms, some of which may be parasitic or negligible in their
contribution to overall system dynamics. In an attempt to simplify
the model, the problem often hinges upon which terms can be safely
neglected. If all terms are retained, the program may exceed the
processing capacity of the object machine. That, of course, depends
on model complexity, the numerical integration algorithm, integra-
tion step size, ancillary per-cycle data processing, input/output
loading, and processor execution speed.

0 Probably the toughest problem relating to the above approach
is developing an adequate numerical integration algorithm, or
method, to solve the dynamic model in real time and achieve the
desired (modeled) dynamic response characteristics. Any digital
implementation is, in effect, a sampled data representation of

a continuous system and, as such, is afflicted with all the associ-
ated problems, stability being perhaps the most difficult.

. The traditional approach normally requires either seven or
nine numerical integrations per computation cycle to solve the
rotational dynamics and direction cosine matrix update, depending
upon whether quarternions (seven integrations) or direction cosine
derivatives (nine integrations) are used, as shown below:
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Transformation Update Method

Integration Direction

Variable Cosine Quarternion
Angular acceleration 3 3

Direction cosine time derivation 6 NA
Quarternion time derivative NA 4

Total Integrations 9 7

The new model represents a radical departure from the traditional method
Just described. It constitutes a simpler approach to the implementation
of the airframe dynamics problem, and depends on user-specified trans-
fer functions and corresponding steady-state gain coefficients. Those
are used to transform airframe control inputs (stick, rudder, and
throttle deflections) into airframe dynamic response variables.

Digital transfer functions can be specified by the user to relate

any input to its corresponding output. The rotational equations

and associated fixed-to-body frame direction cosine matrix requires

only one numerical integration per calculation cycle (that is inte-
gration of rcil rate), as contrasted with the seven or nine generally
required for the traditional approach.

The new model and the conventional method for simulating aircraft
dynamics are compared in Table 1.

3.  ASSUMPTIONS
The following were assumed in developing the new dynamic model:

. The earth is flat, nonrotating, and has a constant gravity
vector.

) The airframe behaves as a rigid body.

] Required aircraft response can be modeled by linear transfer
functions.

] Aerodynamic drag acts only along the roll axis and is a func-

tion of dynamic pressure (Q), control surface deflections, and
corresponding user-specified drag coefficients.
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° Accelerations induced by control deflections are proportional
to Q and deflection amplitude.

) A1l reference frames are right-handed and orthogonal.

4. SIMULATION FUNCTIONAL DESCRIPTION

A generalized aircraft man-in-the-loop simulation functional block dia-
gram is provided on Figure 1.

The simulation is comprised of the following functional elements (See
Figure 2).

Real World Image System

Provides a pictorial representation of the pilots 'out-the-window-
view in response to pilot induced control inputs.

Cockpit

Comprised of flight instruments driven by corresponding real-time
software models and engine and airframe controls which provide
inputs to ‘Realtime Equations of Motion' software, described
below.

Interface Equipment

Provides interface between simulation hardware (i.e., 'Real
World Image System, Instruments, and Controls) and Simulation
Software.

Computer/Program

Transforms control inputs into outputs which drive the 'Real World'
Image System and cockpit instruments via real time, iterative numerical
solution of:

a. The 'Equations of Motion' software which transforms control
inputs into airframe kinematic parameters (i.e., position,
velocity, and body attitude variables as shown in Figure 3)
and

b. The 'Instrument' and 'Image System' software which trans-

forms the airframe kinematic parameters into signals which
drive the 'Real World Image System' and Cockpit Instruments.
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Equations of Motion Software

The Equations of Motion Software is sequenced as follows:

Atmospheric Model - transforms airframe altitude and speed
into pressure altitude and dynamic pressure, 'q'.

Translational Equations - transforms applied control and
aerodynamic forces into three components of linear accelera-
tion which are transformed from body axes to earth axes and
combined with gravity acceleration, from which velocity and
position are generated via a total of six (6) real time inte-
grations (three (3) to generate velocity from acceleration
and three (3) to generate position from velocity).

The conventional method (See Figure 4) generates applied
aerodynamic force as a function of dynamic pressure, pitch
and yaw angles of attack in conjunction with (typically) a
complex aerodynamic equation set which requires (typically)
a correspondingly large number of aerodynamic coefficients.
Control forces are (typically) generated by another (typi-
cally) complex set of equations to simulate required auto-
pilot dynamics in conjunction with still more aerodynamic
coefficients.

In contrast to the conventional method, the new method (See
Figure 5) transforms control inputs into Tinear acceleration
via a set of user-specified gain coefficients thus eliminating
the requirement for either a complex aerodynamic or autopilot
model.

Rotational Equations - The conventional method of imple-
menting the rotational equations (See Figure 6) is to first
compute the net applied aerodynamic and control moment
(cenerated, again, by typically complex aerodynamic and
autopilot equations) which is multiplied by the inertia
tensor to develop three components of angular acceleration,
p, 4, *, as shown on Figure 7. These are each integrated
once to generate angular rate components (p, g, r) from
which the body axes to earth axes coordinate transformation
derivatives are first computed and then integrated to gen-
erate the required transformation.

hoie S o

165




A total of either nine (9) or seven (7) realtime numerical
integrations are required to generate the transformation,
depending upon whether direction cosines (2) or quaternions
(7) are used.

In contrast to the conventional method, which requires multi-
ple realtime numerical integrations to generate the trans-
formation, the new method requires the realtime numerical
integration of only one variable (See Fiaure 8). The body
axes to earth axes transformation elements are generated

as closed form. algebraic expressions (as contrasted by
realtime numeri:al integrations) of body attitude parameters.
These parameters are generated by user-specified, linear
digital transfer functions which relate control inputs to

the airframe rotational dynamic response variables.

Any desired degree of cross coupling can be simulated by
selective specification of non-zero values for cross-
coupiing coefficients in the rotational dynamic response
model.

The 'tuning' process by which the model can be experimentally
modified to align the dynamic response to a pilots experience,
involves 'tweaking' these coefficients between successive
simulation runs. Experience has demonstrated that Un's
process to converge rapidly to produce the desired 'handling'
characteristics.

Instrument and Real World Image System Equations

Transforms airframe position and attitude variables into drive
signals for Cockpit Instruments and Real World Image System.

COMPARISON

Significant characteristics between the new and conventional method
for simulating airframe dynamic response are summarized in Table 2.
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Figure 1. Generalized Aircraft Man-In-The-Loop Simulation
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{Up} .
2-Axis Attitude angles

Roll axis

Earth fixed axes \

X-Axis ~
Attitude ~
(East) Angles N o
S Y-Axis
<7 (North)
Figure 3. System Geometry
i Body to earth
Dynamic Control axes coordinate
Pmiurﬂ tnputs  transformation
Aerodynamic data .
Autop?lot data —_— Force/linear Gravity
Weight & balance data acceleration equations acceleration

Three components

.x.l ..l 2 .
x.v.2) of acceleration

Initial p| Three (3) real time numerical

velocity integrations
T
e Three components
(x,v.2) i of velocity
Initial Three (3) real time numerical
position integrations

(x,y,2) l Three components
of position

Total real time numerical integrations = 6

Figure 4. Conventicnal Translational Equations Summary
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Body to earth

Dynamic Control axes coordinate
pmsiure inputs  transformation
User specified , Linear acceleration Gravity
gain coefficients } equations acceleration
(%, ¥, 3) Three components of

v linear acceleration

Initial ; .
velocity — Three (3) real time numerical
ocity integrations

%,V 3 Three components of
x,y.2) linear velocity

Initial Three (3) real time numerical
position integrations
(x, v, 2) Three components
o of position
Total real time numerical integrations = 6 .

Figure 5. New Method Translational Equations Summary

Dynamic Control
pressure inputs

v

l —_— Moment/angular
‘ acceleration equations

Aerodynamic data
Autopilot data
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p,a,r) Three components of
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Three (3) real time numerical
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. &5 Three components of
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Six (6) real time numerical
integrations
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Total real time numerical integrations = 9 (directioncosine)
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Figure 6. Conventional Rotational Equations Summary
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(Not required for New Model)
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Attitude One (1) real time
parameters numerical integration

Attitude model

Body attitude data
{eg, body to earth axes
coordinate transformation)

Total real time numerical integrations = 1

Figure 8. New Method-Rotational Equations Summary
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Table 1.

Aircraft Dynamic Response Model

Comparison of New Dynamic Model and Conventional

Characteristic New Dynamic Model Conventional Dynamic
Model
Model type User-specified digital Interactive alge-

transfer functions relate
stick, rudder, and throttle
inputs to aircraft accelera-
tion and rotational response,

braic and differen-
tial equations

Form of data

Transfer function steady-
state gains, dynamic param-
eters. May require inter-
mediate analysis (root
locus, for example) of
analytical model to deter-
mine transfer function
poles and zeros.

Aerodynamic stabil-
ity derivatives, air
frame weight, balance,
inertia, autopiiot
parameters

Ability to simulate

Excellent Closed-1oop sampled
desired dynamic data effects make
response character- specified dynamic
istics response character-

istics typically
hard to achieve.
May be difficult
(1 not impossible)
even using digital
compensation methods.
Equation Stability Excellent Typically fair to
poor
Number of numerical One Seven or nine, de-
integrations per com- pending on direction
putation cycle for cosine update method
rotational dynamics
Flexibility, ease Excellent Typically fair to

of changing dynamic
models

poor, depending on

degree of difference
between new and old
system dynamic model




Table 1. Comparison of New Dynamic Model and Conventional

Aircraft Dynamic Response Model (cont)

Characteristic

New Dynamic Model

Conventional Dynamic
Model

Experimental deter-
mination of aircraft
dynamic handling pro-
perties. (usually,
experienced pilot-
analyst team uses
simulator, making
run-to-run
modifications to
dynamic model co-
efficients, to evolve
the required dynamic
response model.)

Excellent. The new dynam-
ic model provides for
"visualizing" dynamics

in terms of transfer func-
tion characteristics.

Generally poor,
since conventional
model typically
provides 1ittle in-
tuitive insight in-
to dynamic response
characteristics as
a function of math-
ematical model pa-
rameters

Relative execution
speed

Fast

Typically slow, de-
pending on step
size, integration
algorithm, and mod-
el complexity

Sensitivity to
numerical integra-
tion method selected

Relatively insensitive;
only one integration
(roll rate) required.
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TABLE 2. COMPARISON

Conventional New
Equations of Motion Model Model

Quantity of realtime numerical
integrations required for:

Translational equations 6 6

Rotational equations* 90or7 1
Detailed aerodynamics coefficients Yes No
Detailed autopilot model Yes No
User-specified transfer functions No Yes
Easy to 'visualize' dynamics No Yes
Easy experimental 'tuning' No Yes

Closed form solution of coordinate
transformation No Yes

*Typically seven (7) realtime integrations if the
quaternion method is used to generate the earth axes
to body axes transformation, nine (9) if the direction
cosine method is used.
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ABSTRACT

Many various flight maneuvers have been studied using flight simulators
with visual systems, but one which has not received much attention is the
flare and final touchdown. One criticism suggested is the lack of
adequate textural information in the visual scene which is needed to
provide good cues for depth percention., With the flexibility and rapid
variation of ,the visual scene content of a computer image generation (CIG)
system, a detailed investigation of these visual cues is both possible and
practical, The Advanced Simulator for Pilot Training (ASPT) has such a
CIG system with the capability to support this type of researcn. This
paper summarizes the engineering modifications to the CIG and Basic ASPT
systeTs and the data collection for the first study of runway textural
visual cues.

| INTRODUCTION
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»

Figure 1. Touchdown at Williams AFB
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There are several problems in developing an adequate runway visual scene
for a flight simulator. Many of the textural cues in the runway touchdown
zone are of irregular nature, such as the tire marks on the runway (Figure
1), and they are, therefore, difficult to vary or specify in an orderly
parametric system. Unless pilot performance or training effectiveness can
somehow be shown to vary along some dimension of textural detail, it is
difficult to convincingly demonstrate that runway texture has actually
contributed to pilot performance. Also, a generalized definition of
textural requirement for flight simulation is needed for decisions on cost
effective designs of future flight simulators. Subjective judgements such
as, "Our simulated tire tracks did or did not help," are not very useful
in this regard. Ultimately, simulated tire tracks may be used, but
probably after they have been related to a more general dimension of
visual texture. Also, due to the CIG edge consuming characteristic of
simulated tire tracks, there may be less costly ways to simulate runway
textures. Therefore, a grid pattern superimposed upon the touchdown zone
area appears to be a simple way to vary runway texture along a dimension
of coarseness, given ASPT's current image generation capabilities,

Assessing a flight simulation visual scene in terms of its adequacy for
touchdown and landing can be pursued in a number of ways ranging from
student training effectiveness to experienced pilot performance. The
criticism of touchdown visual information has often been stated by
experienced pilots and demonstrated in their performance by their
excessive vertical velocity at touchdown. Therefore, it would seem mos’
effective to initially investigate this phenomena in ASPT, using
experienced pilots who can be assumed to have reached a stable ievel of
performance in the T-37., Considering tne runway environment, this would
permit assessment of the relative transfer of pilot performance from the
airplane to the simulator. Next it would be informative to study the
extended simulator learning curves which other researchers have reported
for experienced pilots regarding the acquisition of simulator touchdown
landing skills using the most promising of the previously tested touchdown
zone configurations. Since learning studies are inherently time consuming
in terms of pilot and simulator time, it is best to perform these studies
using a minimum number of differert simulator configurations. Finally, it
would also be necessary to validate the training effectiveness of such
simulated runways with undergraduate pilot training (UPT) students having
limited flying experience. The preceding studies with experienced pilots
would be more pertinent to their profi~iancy maintenance requirements.

Obviously, the initial phase of runway touchdown zone evaluation might
consist of two or more iterative phases before suitable visual scenes were
developed for the later training studies. The current study will involve
only the first phase using Air Training Command (ATC) instructor pilots
(IP's) current in the T-37 aircraft.

Another consideration is the moiion cue at touchdown which is possibly one
cue which is quite important in providing the pilot with immediate
feedback information concerning his performance. Thus, it seems quite
reasonable to study the different runway scenes under conditions of both
motion on and off for at least the first study.
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GENERAL SYSTEM DESCRIPTION

The ASPT system consists of two T-378 simulator cockpits, each cockpit
with a 31-cell G-seat is mounted on a six-degree-of-freedom synergistic
motion base surrounded by seven cathode ray tubes (CRT's) with special
infinity optics providing a wide-angle, field-of-view (FOV) \ ‘sual
display. The visual scene is produced by means of a CIG technique which
provides a perspective two-dimensional image of an environmental model
defined in three-dimensional vector space and stored in computer memory.

Unique characteristics of this CIG system are:

1. Wide-Angle, field-of-view

2. Unrestricted viewpoint position and attitude

3. Unlimited number of environmental data bases which can be
modified, amended, and constructed with reasonable effort and little
expense.

4, Rapid change of visual environments.

Development of Visual Scene A

For this study, a set of six runways was developed; all, except the night
runway, without surrounding visible objects or texture. Five runways were
daytime scenes, and the sixth one was a r.ght scene.

The basic and least detailed runway (Figure 2) consisted of a 6,000 foot
Tong "bare bones" runway environment with the horizon, runway centerline
and edges, and an aim point marking 1,000 feet from the threshold which
demarks the runway touchdown zone. A1l surrounding visible objects and
texture were removed. The second runway (Figure 3) was comparable to the
ASPT "Willie" environment runway adding an overrun with markings and
runway stripes and numerals to the basic runway. The other three daytime
runways were the second runway adding grid patterns with three different
density or coarseness levels to the touchdown zone. Using three different
shades, the grid pattern was a variety of rectangular designs overlaid on
the touchdown zone. The rectangular designs were scaled to present
patterns of different textural edge densities. The base edge, i.e., the
shortest edge of the rectangular design for the third, fourth, and fifth
runways had lengths of eight (Figure 4), four (Figure 5), and two (Figure
6) feet respectively. The desired runway was selected for display by the
CIG control's edge setting switch, each runway corresponding to a
particular edge setting. The night runway (Figure 7) included approach
lights, touchdown zone lights, and edge and centerline lights. Some
lights around the runway were included to establish a ground plane and
horizon. This runway was selected using the night features of the CIG
control panel.
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Figure 2. Touchdown on "bare bones" runway

Figure 3. Toucndown on "Willie" runway
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Figure 4.

Figure 5.

Touchdown on 8-foot grid

Touchdown on 4-foot grid

rumway

runway




igure 6.

Figure 7.

Touchdown 2-foot grid rumnway

Short final on night runway
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Development of Performance Measurement

In order to get objective data from analysis of each runway scene, the
automated performance measurement (APM) system of ASPT was set up to
collect data for the final approach, flare, and touchdown. The APM
system samples various flight parameters at 3.75 times per second and
scores these against established desired base values with percent of
time outside predetermined upper and lower bounds. Also, a root mean
square (RMS), minimum and maximum deviation from the base value, is
calculated for each parameter being evaluated. The parameters examined
for this study were airspeed, centerline deviation, and glide path
deviation on final approach (Figures 8 & 9); airspeed, altitude, pitch
and centerline during the flare (Figure 10); and airspeed, heading,
vertical velocity, position from threshold, and position from
centerline touchdown (Figure 6).

Figure 8. One mile final on grid runway
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Figure 9. One-half mile final on grid rumway

cARY .t}i

Figure 10. Over the overrun on 2-foot grid runway
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Since airspeed, altitude, and pitch are constantly changing throughout
the flare, special analysis and development were required. To get an
idea of what these parameters do during a flare, a data recording of
several parameters was made and analyzed. From this data, graphs for
airspeed, altitude, and pitch against time were determined with the
following relationship., Using a start time of power reduction to idle,
thus starting the flare, airspeed changed linearly from 100 knots on
final touchdown airspeed of 75 to 80 knots. Altitude changed linearly
with two separate segments. The first started when power was pulled to
idle and went for 4,5 seconds. The second began one second later and
went to touchdown with the slope on the second shallow compared to the
first segment. Lastly, pitch changes resulted in a "S" shaped graph
starting at -1.5 degree pitch when time started and ending at approxi-
mately 10 degrees pitch when the touchdown occurred. The algorithms
for these graphs were programmed and used as base values for the flare.

Along with the above data, a smoothness profile was collected which
accumulated 19 pilot control inputs at a rate of 15 times per second.
These inputs are from the ailerons, elevators, rudders, and throttles
including selected power, RMS position, RMS movement, RMS rate, RMS
acceleration, reversals, and force data. A1l parameter and smoothness
data were saved on disc and tape for statistical analysis following the
data collection phase of the study.

Data Collection

For this initial study, ten experienced 7-37 IP's served as subjects.
Each pilot flew the six runway types five times with motion and five
times without motion. To eliminate the effect of order as much as
possible, the pilots flew the sequence of runways in a completely
random order with motion randomly varied within the sequence.

Each approach and landing started from a short final approach initial-
ization approximataly one miie from the runway threshold. From this
point, the pilot flew the final segment, flare and touchdown attempt ing
to land in the first 1,000 feet of the runway on runway centerline. The

exercise terminated when the simulator slowed below 50 knots on rollout.

Data Analysis

The pilots' performance scores in terms of vertical velocity at touch-
down and distance from the optimal touchdown point, and the variance of
these scores, will be analyzed for statistical differences between run-
way and motion configurations using a repeated measures factorial ANOVA
design. A large set of the touchdown performance measures will also be
subjected to a multivariate analysis of variance in order to determine
further differences in pilot performance during the touchdcwn maneuvers
due to runway or motion configurations.
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Current Status and Developments

In October 1976, engineering development started on both visual and
performance measurement with development completed the end of January
77. Data collection startea 16 Feb 77 with completion on 17 Mar 77,
Review of the data will start the end of Apr 77 with statistical
analysis due for completion by mid-Jun 77. Due to the large volume of
data, there are no preliminary indications at this time.

In regard to performance measurement of the flare, it was found that
each subject used different points to start the flare determined by
pullirng power to idle. This gave a wide range of flare scores which
many subjects commented on; therefore, the flare scoring is currently

being redeveloped with the possibility of using a distance from the
threshold as a starting point.
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DIGITAL IMAGE GENERATION:
THE MEDIUM WITH A MESSAGE

Dr, Edward A. Stark
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of training device requirements for new airborne and surface simuiation
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the design of a wide variety of simulation systems, and has perforued a
rumber of studies of training device concepts and requirements, and has
analyzed user requirements for their impact on device design.
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in 1955, and is a member of the American Psychologicai Association,
Pennsylvania Psychological Association and the Human Factors Society.

186




DIGITAL IMAGE GENERATION:
THE MEDIUM WITH A MESSAGE

EDWARD A. STARK
Link Division
The Singer Company

INTRODUCTION: Simulators provide synthetic information to
operator trainees, to permit them to develop the responses
appropriate to various patterns of information expected to be
encountered in real-world system operation. The information
provided is synthesized in the interest of economy safety
and convenience. These devices are called simulatcrs because,
traditionally they have attempted to provide information which
appears to be the same as that observed in the real-world
system environment. Realism has been a major design goal, in
the expectation that it will somehow ensure learning, under
appropriate conditions of practice. Many compromises have
peen made over the years, in the degree of fidelity incorpo-
rated in many elements of simulator design. Some of these
compromises have been deliberate, resulting from essential,
inherent differences between the real-world system and the
practicalities of system simulation. Others have been less
deliberate, amounting to acquiessence in the face of unalter-
able (at the time) circumstances. Some aspects of cockpit
motion system design are good examples of some of the compro-
mises made through conscious attempts to reconcile ground-
based simulator capabilities, human motion perceiving
capabilities and the dynamics of the flight system being
simulated. Subliminal washout schemes and recent develop-
ments in sustained-g cuing have seemed to provide useful
information for pilot training without resorting to the
duplication of aircraft excursions and accelerations.

Unfortunately, most compromises in visual simulation system
design have seemed to be of the other sort: compromises
have arisen from consideration of cost, the unique capabili-
ties of the approach in vogue at the time and the capacity
of the system designer for seeing realism in his own, but
not necessarily the pilot's terms.

REALISM IN SIMULATION: Realism, in the stictest sr se, is

too much to ask of almost any simulator, but tre definition
of realism varies markedly with the point of view and with
the competence with which that point of view can be
articulated. To the designer, visual system realism
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frequently means the incorporation of as much identifiable
information as possible, within the 1imits of the approach
chosen. For the skilled pilot, concepts of realism vary
widely with the flight task to be practiced and with the
nature of individual needs for fidelity. Many pilots hope
for simuiators with the same level of scene content and
complexity as is hoped for by the designer. Instructor
pilots tend to think in terms of the discrete cues they
point out to their students, while avoiding unreliable
"gouges" which could mislead the student in actual flight
operations. With experience, most pilots begin to identify
the cues they really need for effective practice, and this

usually does not include all of the information seen in
actual flight.

Students are rarely consulted about their perceptions of
reality in the flight environment, and pilots in general
have great difficulty in verbalizing skills which are
highly non-verbal and, at the higher skill levels, auto-
mated. As a result, extensive experience in a simulator,
and intensive thought are required, after the simulator is
designed, in gaining real insight into its essential
characteristics.

The operation of the human visual system and its correlation
with other sensory mechanisms is relatively obscure. As a
result it is difficult if not impossible, for training
system designers to specify visual cue requirements for the
support of practice in specific visual tasks, at specific
levels of trainee sophistication without making extensive
extrapoiations of available research and experience.

While realism has been an implicit design goal for many

years in all aspects of simulation, inherent limitations in
hardware and software and the rapidly increasing importance
of synthetic training settings are finally directing atten-
tion away from realism and toward the perceptual and learning
problems involved. Realism need not be abandoned as a goal
in simulator design, provided it is recognized that realism
varies with the student, the task and with the circumstances
under which the task is performed. In effect, realism must
be defined in terms of the perceptions of the trainee to whom
a given body of task information is important at a given time.

The novice pilot perceives little of the flight environment,
in the sense that he organizes the information it presents in
meaningful and useful patterns. Eventually he learns to
perceive selectively, and to time share his attention among
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elements and patterns within the environment, whose dynamics
define the flight control task at a particular time. As he
progresses, he Tlearns to incorporate more and more environ-
mental information in his perceptions so that eventually he
becomes capable of using, at one time or another, all of the
information available to him. It appears that this process
never ceases, since expert pilots continue to develop new
and refined capabilities with more and varied experience.

In effect, the demands of the novice for realism in the
training setting are limited by his ability to organize the
information available to the more skilled pilot in the same
setting. His demands are also limited, in most enlightened
training settiny:, by the performance requirements placed on
him, as a novice. Similarly, the demands of pilots at other
stages of their development differ with their ability to
perceive, and with the demands of various training settings
designed to develop their capabilities to the higher degree.

LIMITATIONS IN THE MEDIA: The media developed for the support
of synthetic pilot trainirg have rarely been designed to
influence specific perceptual capabitities in carefully-
defined training exercises. Instead, they have been designed
to do their best in il1-defined attempts at fidelity and
realism. Many of the visual systems developed over the years
have had the ability to pertray some essential aspects of the
flight environment, useful in some specific training situa-
tion, but in many cases, these systems have been evaluated
for their ability to contribute in settings which were
inappropriate to their unique capabilities. Each medium from
Flexman's blackboard to the most carefully-detailed camera-
model visual system has had unique capabilities and equally
unique limitations, when employed in specific training
contexts.

Many of the limitations of these systems have been inherent

in the basic technology employed. The blackboard, of course,
relied on changes in runway geometry to provide cues to the
approach flight path. It was not able to provide size changes
usually associated with reduced altitude, and it could not
portray changes in the visibility and motion of textural scene
elements, but at a particular staje in training, it permitted
the development of some important components of the landing
skill. The Cyclorama incorporated in the SNJ trainer, like

Ed Link's first trainer, was useful in a limited stage of
training, in supporting the development of a limited range

of skills having to do with the effects of the controls.
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Point light source visual systems have also been useful in

some phases of training, but each of these systems had the .3
advantage of such obvious limits that they were not expected ,
to be very useful in any but a very restricted set of task ;
contexts. -

Camera model systems have a unique disadvantage: their limi-~
tations are not so apparent as are those of the less

sophisticated approaches, because they seem so real. As a :
result, their application has tended to be broader than 3
their capabilities. :

The limitations of camera model systems stem in part from
their inherent realism. Very little is expected of the
obviously synthetic display. If it behaves like some dis-
crete element of a veal-world visual scene, in response to
control inputs, it can be accepted at face value as a way 3
of learning to operate the controls as they relate to that !
particular scene element. If a synthetic display looks

"real”, however, more may be expected of it than it can

manage. Good camera model systems provide geometric, size,

shape, parallax and interposition cues which are unexcelled

in portraying flight path information under certain simulated

flight conditions. Because of this, there is a strong

tendency to expect them to do other things which the real

visual world does, but which are beyond their capacities.

In landing, for example, and in very low-level flight, the .
presence of trees, buildings, and other detail features

develops an expectation on the part of the pilot for addi-

tional levels of detail which, currently, cannot be satis-

factorily fulfilled.

At some place along the landing approach, the aircraft (and

- the pilot) make a transition from the flight environment to
a the terrestrial environment. Vertical velocity suddenly
s changes from an instrument reading having abstract meaning
A to sink rate, with profound meaning for pilot comfort and
i survival. At this point in the approach, the pilot begins
bt to look for cues which can tell him where and how rapidly
13 he will make contact with the runway. Geometric cues,
b useful in maintaining heading and vertical velocity within

limits early in the approach seem less compelling at this
point, than those which identify the new environment for

what it is. Runway markings of known size, tire marks,
grass, pebbles and lighting fixtures seems to provide the
visual Gestalt needed to make the scene look real and useful,
unless it is a night scene or a water scene in which these
features are not expected. State-of-the-art camera model

(Gt i i
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systems do not appear to be able to provide this kind of
information due to problems in scaling and in depth of focus.

FIDELITY WITH MINIMUM REALISM: A number of synthetic visual

systems appear to provide useful cues for training pilots in
a variety of flight control tasks with an absolute minimum
of realism, in the classic sense. Regular checkerboards,
pseudo-random cornfields, abstract symbols and regular
horizon lines appear to fulfill basic visual cue functions,
within a limited range of flight task contexts; they:

1. Correlate with some relatively invariant real-
world scene element, capable of supporting some
aspect of flight control.

2. Respond to control inputs in the same way the
real-world correlate responds to corresponding
inputs. '

3. Are not complex enough to provide incomplete
information which leads to conflicting cues, and,

4. Do not suggest the ability to portray more complex
control events than those involving the discrete
cues they supply.

Even simple visual systems can produce anomalous pilot
responses, if they incorporate elements which conflict with
each other, either due to limits in the media, or to the
pilot's perceptual resolution of apparent illusions in the
display. In a checkerboard system, 1-mile squares dis-
appeared into the distance, near the horizon, but apparently
because they were sharply-defined even at extreme range,
they disrupted attitude control; the geometry was correct
for the distance represented, but the haze and diminished
clarity were missing. As a result, they seemed to appear

too close, and to move toc rapidly for their intended range.

More complex visual systems appear to be able to incorporate
more conflicting cues, in their basic structure than simpler
systems. Until more is known about cue priorities in various
flight tasks, it will be difficult to select visual simula-
tion media which appear as they should to adequately represent
important parts of the flight environment. Film systems were
especially attractive at one time because of their apparent
ability to provide a great deal of scene element resolution.
Experience with these systems has shown that they have great
value in limited applications; in areas outside their special
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and narrow bailiwick, they tend to develop response tenden-
cies which are inappropriate in the flight situation being,
ostenstibly, simulated. In general, film systems do not
portray correct relative motion among scene elements, their
resolution is inadequate for some tasks and their flexi-
bility is severely restricted with respect to many flight
operations.

DIGITAL IMAGE GENERATION SYSTEMS: Digital image systems, or
computer generated image systems have their own unique limi-
tations, but most of these are in the capabilities of the
display media available; data storage and processing limits
are not fixed by some inherent characteristic of the computer
but by and large, by the ability of the system user and its
designer to define the scene content and dynamics required
for effective practice, training and learning. The message
of the DIG system is relatively simple: "Tell me what you
want, and I'11 give it a good try." No other system has the
flexibility, the storage capacity or the dynamic range of
systems based on digital computation, and no other system so
clearly demands that data requirements be defined prior to
their mechanization. Camera model systems assume a parallel-
ism between the real world and a scaled-down version of the
real world; film systems assume a similar parallelism between
the 1ight reflected from a real world scene and the ability
of the pilot to perceive and respond to elements of the scene
constructed from the photochemical effects of that light.
Electronic systems begin to be concerned with task cue
requirements in which to apply their own unique and repeti-
tive expertise. Each system has, in effect, a simple message:
"Tell me what you need, and I'11 see if T have it." \Unwary
users receive another message as well: "If you don't tell me
what you need, I'11 give you what I have." To date, only the
digital systems can promise to supply most of what is needed
to support the range of practice situations required in flight
training, but digital systems also have another message:

“If you don't tell me exactly what you want, you won't
recognize what I give you."

A1l visual simulation media have always required, for even
minimal utility, that the training demands made on them be
pre-defined, but many of the definitions have been deficient
in one or more critical areas: they have failed, frequently,
to consider some relevant facts about simulation and training:

1. What instructors and test pilots see and respond to

may nct be what a particular type of student sees
and is capable of responding to.
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2. Pilots change in their perceptual tendendies and
capabilities, with training and experience; they
change in their ability to respond to visual and
other cues, whether they correctly portray a real-
world relationship or not.

3. Simulators do not automatically sense the intent
of the designer; they are more than capable of
bringing stimuli to training situations which the
designer did not really intend them to provide.
For example, systems which depend on the distortion
of areas parallel to the ground plane also distort
areas in planes which are not parallel to the ground
plane.

4. Visual simulation media universally leave out scene
elements and/or dynamics which are normally present
in the real-world correlate of the scene. The dis-
turbing aspect of these deletions is that, from the
point of view of the student pilot, they are
frequently irrational. A system which displays
buildings, but no windows, oceans with no waves
and ridges without occlusion have 1imited appli-
cability if these deletions are not to incite
unflight-1ike behavior.

These and other conditions concerning the practice and learn-
ing of flight control skills will require special and insight-
ful attention in the programming and display of digital visual
information. Even though these systems can (1) store and
display on demand thousands of discrete points, (2) connect
with a line those which need to be connected, (3) connect
lines to make surfaces, (4) shade, texture and color those
surfaces, (5) smooth the edges between surfaces and (6) hide
some points and surfaces behind others, they need to be told
in detail which of these things to do, and when and where to
do them.

No visual system can provide all of the information available
in many visual scenes observed in real-world flight. Each
system must delete some of the information which pilots
normally sce. Traditional systems delete what they cannot
portray. With few exceptions, digital systems need delete
only that which is not needed for a given training task.
Finally, the question of what is really needed must be
answered in detail. It can be answered experimentally, but
some insight and imagination should hte expended first. A
number of important questioas can be answered, given some
effort.
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1. What is it that digital image systems cannot do? In
general, they cannot match the resolution capabilities of the
pilot's eye. Like other systems, they probably cannot dis-
play images of the small scene elements the pilot sees on the
surface of the terrain, and in the surfaces of other aircraft.
In addition, digital systems are unable to represent the
almost infinite variety of shapes, colors and shadings typical
of real-world flight, especially at low level.

2. What do these limitations in digital image systems
have to do with their potential training value? At this point,
another series of questions must be answered, concerning the
specific percepts and skills required of the student at the
level of training under consideration, and the part played by
visual scene elements in both the practice and the learning
of those percepts and skills. So far little attention has
been given to the function of specific environmental informa-
tion in the exercise of control, and to the function of
various parts of the information available, in the learning
of control skills. Instructor pilots' insights are of value
here, as they search for ways to focus the student's atten-
tion on relevant information in various tasks and maneuvers,
and at various levels of training.

3. Since all visual cues cannot be provided, regardless
of the medium chosen, what will be the effect on learning of
the deletion of specific parts of the normally available
information? This is a difficult question to answer without
extensive experimentation, but insight can be gained by
reviewing the experiences of pilots who have flown in limited
visibility, over water, with restricted fields of view, over
deserts and snow and in other circumstances in which normally-
available cues were missing.

4. Can the effects of perceptual conflicts resulting
from the deletion of normal cues be avoided by teaching the
task in smaller parts than are usually approached? The
simulator provides such a unique teaching environment, that
it is unlikely that its most effective use will result from
its employment as simply an airplane substitute. It will be
found that many limitationsof the simulator in "simulating"
the flight environment are in fact advantages from the point
of view of systematic and progressive skill development.

TASK CUE REQUIREMENTS: While DIG systems have great capacity
and flexibility, they demand the definition of specific cue
requirements for each flight task, skill, skill level and
flight regime. In general, visual cues perform something like
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seven different functions in normal flight control. We do i

- not know all of the ways visual cues perform these functions, b

but before digital, or any other visual system can be effi- 4

ciently designed, it will be necessary to find out how the i

cues they can provide, can facilitate training in visual 7

flight tasks. @

b 1. Attitude Control - Extra-cockpit visual cues are 4

@; particularly effective in attitude control because of their §

b inherent magnitude and because they are available when the {

f pilot is not able to look into the cockpit, as in takeoff, :

k! landing and air combat. Visual cues in the periphery of the ;

i visual field are particularly effective due to the sensi- :
7 tivity of the peripheral retina to the relative motion of

visual scene elements,

" et .t ———

2. Geoqraphic Orientation - Generalized visual cues
are used in performing basic combat and aerobatic maneuvers,
in the control of attitude, heading, and flight path. Visual
cues on the terrain surface provide information about initial
heading, heading rate and terminal heading in straight and
level flight, turns, stalls, in recoveries from unusual ¥
attitudes and in aerobatic maneuvers. :

AT

3. Contact Navigation - Contact navigation involves
three basic task elements, each requiring the portrayal of
identifiable real-world visual features. First, the pilot
must recognize features and correlate them with maps and 3
charts of the represented area. Second, he must learn to
discriminate among features whose similarity could lead to
confusion. Finally, he must fly around the landmarks and
features in the navigational area, performing the flight
control, communications and planning functions associated 1
with visual navigation. In addition, contact navigation ]
requires training in various kinds of visibility conditions,
in which the pilot learns to discriminate among visual cues
when they are marginally discriminable.

N A e

4. Ground Velocity/Flight Path - In the takeoff,
traffic pattern and final approach visual cues to velocity
involve the breakout and relative motion of textural elements,
as observed in real-world flight. Motion parallax among
elements is important in representing ground speed and the
path of flight in the landing pattern, but at very low level
(0-200'), the pilot learns to judge speed and flight path
through the recognition of details and detail motions which
are unavailable at higher altitudes.
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Visual cues to velocity and flight path are used in flight
control and in short-term flight planning. Changes in
object size, surface detail and in the relative positions

of individual scene elements tell the pilot his heading,
bearing and distance from each scene element and, in effect,
the amount of time? and space available at any given time to
perform the tasks required at that particular time.

5. Altitude Rate - The scene elements providing
visual cues to altitude rate seem to vary with altitude.
At altitudes about 200'-300' changes in the apparent sizes
of terrain and cultural features provide gross cues to rate
of ascent or descent up to, perhaps 15,000 feet. These cues
are not adequate in controlling altitude, but do provide
confirmation of vertical velocity in aerobatic maneuvers,
as in the loop, split-S, immeiman and other maneuvers in
which altitude changes rapidly.

Low altitude cues to altitude rate include those arising
from changes in the apparent sizes of scene elements on the
terrain. They also result from the rates at which objects
in the foreground appear to move with respect to those in
the background, and from the rates at which objects

occlude each other. In addition, the appearance of objects
and surface details which are too small to be seen at higher
altitudes provides strong cues to altitude rate, particularly
in the landing approach. Geometric cues, resulting from
changes in the shape of the image of the runway are good
cues to altitude rate on final, but for many pilots, the
breakout of details appears to be a stronger source of
information about proximity to the runway and the flare
point.

6. Closure Rate - In taxiing, formation flying, air
combat and in takeoff and landings, visual cues provide the
information needed to establish the rates of closure between
two aircraft, the aircraft and in obstacle and the aircraft
and various points along its ground track. Cues to closure
perform four basic functions: first, they differentiate the
points in space toward which, or away from which the air-
craft is moving. Second, they provide information about the
rate at which relative motion is taking place and, more
important, they help to establish the amount of time and
space remaining in which the pilot must turn, slow down,
speed up, climb or descend.

Formation flight involves minute changes in visual informa-
tion resulting from changes in the distance and position of
the lead aircraft in the pilot's field of view. As the
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b Tead aircraft moves, its apparent shape and the spatial :
%g . re]qtions among elements of the aircraft image change. In ;
b addition, the visibility and legibility of surface details §

provide information about relative position, range and
closure rate between the two aircraft.

7. O0Obstacle Clearance - In ground operations and in
formation flying, visual scene elements provide information
needed in avoiding obstacles in the aircraft's path. In
real-world taxiing operations, the pilot regulates speed and
turn radius to avoid contact with obstacles along the taxi-
way, by noting the velocity with which surface features and
objects move across his field of view. He also watches the
motion of the wing tip with respect to obstacles and surface
features. Surface elements serve two functions in taxiing
; and obstacle clearance. The motion of surface features
' denotes ground velocity, and continuous features such as
concrete joints and taxiway paint lines are useful indicators
of distances to objects in the foregound. If a straight line
appears to be 50' from an obstacle in the distance, staying
on that line will assure that the pilot is 50' away when he
passes that obstacle.

s S SRR e S B S

B i R e L R e+ T R e o o 2 7

Object size and motion parallax among objects are also
unique cues; size cues are most useful when they are asso-
ciated with images which are recognized by the pilot as
representing specific real objects. During turns, relative
motion among objects in the foreground and the background
can be extrapolated to provide information about the posi-
tion of the aircraft with respect to other objects.

2 W SIGEAY NG Gt Sy L Ty

VISUAL CUE SIMULATION: Unfortunately, there are more ways

of representing the visual cues which perform these functions
than there are ways of simulating the visual environment of
the pilot. A great deal of experience exists in the simula-
tion of visual cues, which can provide some insight into the
most effective way of providing visual scene elements in a
variety of visual task training situations. Some of the

more general information available in the simulation of
visual cues is summarized as follows:

M e e e+ e

P PR

1. Attitude Control - Basic attitude control requires
a horizon line and some differentiation between the terrain
and the sky. Pitch and roll are controlled by comparing
reference points on the aircraft with the horizon. In
maneuvers requiring control of yaw, some discrete reference
is required on or below the horizon, although discrete con-
trol of yaw is frequently important in maneuvers where the
visual scene may include only undifferentiated sky.

197




o

Gy ro
i

PV SO S o R B St e R e o L N R T I O M B S e M T o S S 2 e S M SR L AT AN R A 2 L H L Wi T i St R i L SR L R
S e VL Ny BN PO O 2 LR e

SRR Chat s S -

Field of view is important in determining the effectiveness
of attitude cues; in most maneuvers, the horizon should
extend to at least 90° to one side of the pilot's normal
line of sight, to provide peripheral cues to roll rates.

Some terrain texture and some of the normal cues to distance,
in the form of haze and the change of size of terrain ele-
ments permit realistic interpretations of horizon motion in
terms of attitude rates.

A clearly defined horizon and a featureless terrain tend to
appear too close, resulting in inaccurate controls of roll
rates. When the terrain appears to be at a realistic dis-
tance, roll rates are more accurately perceived and control-
led. Terrain elements changing in size with range, and dis-
appearing gradually in the haze enhance the impression of
realistic distance relationships.

2. Geographic Orieantation - Visual cues to geographic
orientation do not need to be identifiable as representing
real objects or features. They do need to contain unique
elements which permit the student to align the aircraft on
a specific heading, to take up a reciprocal heading and to
align the aircraft on a heading orthogonal to the entry
heading. Unique, discrete features are also required to act
as points around which specific maneuvers are flown, as in a
barrel roll or lazy-8 or in flying a traffic pattern. Practice
at this stage of visual flight :9ontrol does not require the
portrayal of real landmarks fc¢~ "ocal area identification or
contact navigation.

3. Contact navigation training requires visual scene
elements representing major terrain and cultural features.
These elements must be recognizable as specific map features,
and must be complex enough to require specific training in
discriminating among similar features. They must be visible
at realistic ranges and altitudes, and they must vary in
detectability and recognizability with variations in visi-
bility and lighting. Surface detail requirements are minimal,
except in low-altitude pattern flying where the breakout and
relative motion of the surface details of familiar features
serves as cues to altitude and velocity. «olor is significant
in enhancing apparent contrast among features, in their detec-
tion and identification and in the estimation of range and
time-to-go with respect to features at the limits of visi-
bility, since colors tend to fade toward blue at extreme
ranges.
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4. Ground Velocity/Flight Path - At low altitude
(290'-2000') generalized visual cues to ground velocity and
flight path can be provided by simple objects which change
in apparent size and shape as they move around in the visual
scene. Three-dimensional objects provide additional cues in
the form of enhanced motion parallax cues and mutual occlu-
sion. At altitudes below about 200', as in landing approaches,
ground velocity and flight path cues are provided by the
appearance and aradually increasing clarity of details which
cannot be seen at higher altitudes. In the final approach,
the scene elements on the surface of the runway in the touch-
down area remain stationary. As the flight path is changed
to change the area in which touchdown would otherwise occur,
this area of stationary elements changes. As a result,
textural elements in the runway surface are useful cues
defining the touchdown zone.

Scene elements having known sizes and size relationships are
especially effective because when the element and its size
are known, its perceived size, and changes in its apparent
size provide information about range and range rate.

5. Altitude Rate - Familiar objects and features in
the visual scene provide cues to altitude rate, as they
change in size and orientation and in the amount of detail
visible at various altitudes. At high altitude, where
vertical velocity is incidental to the training task, simple
generalized shapes provide adequate altitude rate information.
At low altitude, detail and textural information become
important. Geometric cues, motion parallax among scene ele-
ments and the apparent velocity of scene elements as they
move into the foreground are adequate for simulator control
in the landing approach, but they are not adequate in assuring
skill transfer to the aircraft. 1In actual flight, more com-
plex cues to altitude rate are available and must be incorpo-
rated in the student's perception of the landing situation.
As a result, detail and textural cues portraying those avail-
able in the real-world must be introduced at some point in
the training situation.

6. Closure Rate - Cues to closure are prcvided in two
general ways. First, changes in the size of objects in the
visual scene denote rates of closure in relatively gross
terms. In addition, changes in the apparent velocity of
objects in the foreground and in the background provide
closure information. Perception of closure is somewhat more
accurate if the objects are familiar, and of known size. The
second general cue to closure is in the resolution of surface
detail in the individual elements of the visual scene, and of
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small objects which become visible only at close range. The
first type of cue (size change) is adequate for long range
(2000'), but both kinds of cues are needed to represent
relevant flight control tasks at the shorter ranges. When
scene elements are recognizable as representing real-world
objects, they must display at least some of the surface
details pilots learn to associate with them in the real world,
to avoid the triggering of inappropriate pilot responses.

When the scene elements do not represent real objects, pilots
can use them in learning to fly the simulator, but transfer of
simulator skills to the aircraft may be degraded.

The perception and control of closure rate in formation flying
requires both geometric and detail cues. The apparent shape
and aspect of the lead aircraft provides gross cues to rela-
tive motion, while detail cues operate in two general ways,

to provide information for fine control of relative motion.
The alignment and relative motion of components of the lead
aircraft image, much as the ailecron hinges, the canopy bow,
the pilot's head and the wing filler and the various surface
decals provided useful cues to the precise control of closure.
In addition, the relative visibility of these features is also
a useful cue to relative distance and to rate of closure.
Generalized cues can be used to teach the simulator skill, but
scene elements which are recognizable in the real world are
essential to optimum transfer.

7. Obstacle Cicarance ~ Three-dimensional objects of
known size and shape, having familiar surface details are
required for training on obstacle clearance during taxiing
and flight operations. In taxiing, surface markings are
required to permit accurate sensing and control of velocity
and turn radius, and to facilitate tae perception of obstacle
position with respect to the ground path. Visual cues to the
location and motion of the wing tip are desirable, but are
likely to exceed the minimum field of view required in other
more critical tasks. Without wing tip cues, simulator taxiing
should be limited to areas having widely-spaced obstacles, and
good surface markings. Obstacle surface detail markings should
be provided to denote obstacle distance consistent with safe
wing tip clearances.

In formation flying, size, shape and aspect cues are critical
in providing information about relative distance and flight
paths. Surface details are also important, in providing cues
to range and range rate. In all cases, cues must be recog-
nizable as familiar scene elements, to enhance transfer of
simulater skills to the aircraft.
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CONCLUSIONS: The major advantage of Digital Image systems

is their flexibility in providing almost any kind of visual
information required. Another equally important advantage
is the necessity of defining beforehand the infocrmation
really required in detail. Important training and opera-
tional economies can be realized if specific information
requirements can be defined for individual classes of tasks
and for specific task skill levels. More important, train-
ing effectiveness can be greatly improved, particularly in
landing and in tactical operations, if, finally, the visual
phenomena occurring in these regimes can be defined for
systematic development and incorporation in the response
repertoires of the flight crews whose success will depend
increasingly on the quality of the training process.

Knowledge and insight with respect to minimal visual task
cue requirements, the effects of perceptual constancies,
the origin and nature of visual illusions and the nature
of the interactions taking place among the various sensory
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modalities in manual flight control are currently incomplete.

Specific research in these areas is essential in optimizing
the design of any visual system. As data are collected to
indicate the best application or DIG systems, a better
understanding will be gained of the capabilities and limi-
tations of other approaches to visual simulation. The
result will be further economies in the allocation of train-
ing functions to all visual system approaches.
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COMPUTER IMAGE GENERATION USING
THE DEFENSE MAPPING AGENCY DIGITAL
DATA BASE

THOMAS W. HOOG and CAPT JOHN D. STENGEL
USAF Aeronautical Systems Division (AFSC)

INTRODUCTION

One of the most significant tasks in the production of a Computer Image
Generation (CIG) system is the development of the data base. This
effort is particularly difficult because many of the tasks the data
base supports require a high degree of ground truth. With the advent
of more and more CIG systems and the desire of the users to have
increased data base coverage, the problem of obtaining a high integrity
grgund truth source data base covering large geographical areas has
arisen.

This paper addresses this specific problem and offers a solution.
Futhermore, several possible methods for utilizing this data base are
suggested. A general approach is presented and problems unique to
specifir situations are not addressed. The methodology discussed in
this paper does not necessarily represent a complete ASD position nor
a recommended approach. This is left to the requirements for each
particular program. Also, this paper is written from a simulator
acquisition organization's viewpoint and does not necessarily represent
a DMA position or recommended apprcach. It should also be noted that
the DMA data base production specification is presently being revised
and thus only the basic elements of the data base are discussed. This
paper also addresses some long range possibilities regarding the use
of the data base and some of the implied data base content is that of
the authors.

PRESENT METHODS OF DEVELOPING GROUND TRUTH VISUAL DATA BASES

There are basically two classes of data base modeling problems. One
class is where the ground is unimportant such as air-to-air tactics,
refueling, formation flying, etc. The emphasis is generally on another
aircraft, and the ground, if modeled at all, is merely background.

This class of data base modeling will not be discussed further in this
paper. The other class is where the ground is highly important such as
takeoff and landing, air to ground tactics, low level navigation, etc.
In many cases it is also very important that the model represent

ground truth, because of the crew member's familiarity with certain
geographical areas and the need for the scene to correlate with other
sensors which do require ground truth information.
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The quality of the visual data base model is highly dependent on the
source materials available from which the ground truth model can be
developed. This material often consists of maps and charts; city, town
and air base planning documents; civil engineering drawings; etc.
Depending on the size of the required model and the number o7 models to
be delivered, the collection of the source materials can be a real
headache. Another significant task is the analysis of the source
materials to define the various features and the generation of the
visual data base. A1l these tasks are very time consuming and tedious.
In order to automate the job to any significant extent, a large capital
investment would be necessary.

The remainder of this paper will discuss a source data base currently

being developed on a world-wide basis which can significantly simplify

the problems stated above. We recognize that the DMA DDB is not

presently the complete answer to the source data base problem for visual

3¥stem?, but if used properly it can be a significant step in the right
rection.

ORIGINATION OF THE DMA DIGITAL DATA BASE
DMA's FUNCTION

The Defense Mapping Agency (DMA) is the DOD organization responsible for
Mapping, Charting, and Geodesy (MC&G) products for DOD. DMA was formed
in 1972 with headquarters in Washington D.C., the Aerospace Center in
St. Louis (formerly the Air Force's Aeronautical Chart and Information
Center), the Topographic Center in Washington D.C. (formerly the Army's
Topographic Command), and the Hydrographic Center in Washington D.C.
(formerly the Navy's Oceanographic Office). One of DMA's MC&G products
is a digital data base which is used to support a variety of DOD programs.
Presently, radar simulation programs have levied the largest workload on
DMA, accounting for 18 million square nautical miles of digital data
base requirements.

PROJECT 1183

Project 1183 is an engineering development of a Digital Radar Landmass
Simulation (DRLMS) system which is serving as an evaluation tool for
determining future ground mapping radar simulation and data base require-
ments. There are two major development efforts within the project.

One i? th§ DRLMS system itself, and the other is the DMA Digital Data
Base (DDB).

The 1183 DRLMS system consists of special purpose hardware, general

purpose control computers and software. The general purpose computers
control the radar simulation and flow of data. The special purpose
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hardware consists of four moving head discs which store the gaming
area, four fixed-head discs which store the potentially viewable
data around the aircraft, data retrieval, radar equation and azimuth
beamspread subsystems. The On-1ine DDB stored in and processed by
the DRIMS system basically consists of elevation and reflectance
v?lues formatted to be efficiently processed and displayed in real
time.

The On-line DDB (data processed by the system) is derived from a
source data base, the Off-1ine DDB developed by DMA, through a trans-
formation program. The purpose of the transformation program is to
format and order the data for real time use and assign reflectance
and clevation codes. The concept of a single source data base with
transtormation programs for specific applications is to permit the
s.rutation of individual radar characteristics, primarily different
resolutions, allow various design approaches and avoid all the
problems (especially cost) of developing a new source data base for
each program. This concept has been demonstrated by the fact that

at least three different radar simulation programs, Project 1183,

the A-6E Simulator and the Experimental Radar Prediction Device (ERPD),
have used the Off-line DDB in different ways.

The DDB production specification was originally developed by DMAAC 1
and ASD, published in May 1973 and was later revised in September 1974.
At the outset of Project 1183, ASD recognized the potential of the
0ff-Tine DDB to support other than radar simulation even though the
descriptors used were largely radar oriented. The Off-line DDB consists
of two multi-level files - a terrain elevation file and a culture file.

The terrain elevation file consists of three different levels of terrain
elevation values; i.e., three arc second spacing, one arc second spacing,
and one-half arc second spacing. This equates to approximately 300 feet,
100 feet, and 50 feet spacing respectively at the equator. Because of
longitudinal convergence, the earth's surface was divided into zones.
Therefore, the spacing is slightly different at the higher latitudes
although the linear separation is «pproximately retained.

The culture file has six different levels defined although the higher
resolution levels were used sparingly because of data base production
costs. The coarsest level of data exists everywhere with higher
resolution data produced only for areas of interest. Minimum size
criteria are generally a function of the feature's predominant surface
material. There are special criteria for unique significant features such
as bridges, isolated structures, radar reflectors, etc.
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A cultural feature may be described as a point (feature represented

by a single point, e.g. radar reflector), linear (feature represented
by two or more connected points in the horizontal plane, e.g., fence),
or areal (feature represented by three or more connected points in the
2o¥{zo?tal plane, e.g. building). Feature descriptors include the
ollowing:

a. Surface Material - Differentiates between features whose
surface is predominantly metal, wood, concrete, soil, vegetation, etc.

b. Feature Identification (ID) - Provides basic physical
description of what has actually been encoded; e.g., water tower,
office building, bridge, etc.

c. Orientation - The angular distance between true north and the
major axis of a feature encoded as a point.

d. Height - Feature height above or below terrain.

e. Percent Tree Cover - The estimated amount of tree cover
(foliage) covering an areal feature representing a group of individual
structures such as a mobile home park or residential area.

f. Dimensions - Length and width of a feature encoded as a point
(1ength and width of linear and areal features are inherent to their
encodement).

A single feature may be something as small as a radar reflector or as
large (several hundred square nautical miles) as the background for an
entire manuscript such as soil, sand, etc. Figure 1 provides an

example of how an Off-line DDB manuscript might appear and an explanation
of the data content. This 1183 0ff-1ine DDB cannot be completely 2
summarized in a small space and therefore is not addressed further here.

SOME PRELIMINARY DDB CONCLUSIONS

Even prior to the conclusion of the Project 1183 test and evaluation
phase, some preliminary conclusions are being reached, These are results
of actual radar scope photography analysis, comments from radar
navigation and weapon systems officers during acceptance tests and use
of the DDB during the entire development. Some apparent inconsistencies
in tie intensity of known reflectors have indicated a need to further
define individual objects through expanded use of the feature
identification and surface material descriptors. Dimensional criteria
for scme features will be modified - some tightened and some relaxed.

The user of the DDB should not be dependent on internal DMA DDB
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Normal Soil
Commercial Building
Lake

Antenna

Apartment Complex
Embankment

School

Substation

Power Pylons

Point Feature Example - Feature Analysis Code 114
Surface material, feature identification, height, orientation,
length/width, center coordinate

Linear Feature Example - Feature Analysis Code 116
Surface material, feature identification, height, directivity,
width, coordinates

Areal Feature Example, Single Structure - Feature Analysis Code 117
Surface material, feature identification, height

Areal Feature Example, Several Structures - Feature Analysis Code 115
Surface material, feature identification, height, percent tree cover,
percent roof cover, structures/square nautical mile, coordinates

Figure 1.  Sample Off-line DDB Manuscript
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production methods. This is necessary to allow DMA to modify
production techniques to take advantage of state-of-the-art
developments. The most important conclusion is that the concept of
using the DMA DDB does work. It has been used successfully by more
than one program. The revision to the DMA DDB production
specification will reflect many detailed findings.

UOCUMENTED APPLICATIONS OF THE DMA DDB

As was mentioned earlier, ASD had early thoughts of using the Off-line
DDB for other than radar simulation. The feasibility was demonstrated
through a small study effort which resulted in the simulation of some
infrared scenes of a portion of Las Vegas.® The study included a
comparison of actual infrared scenes with simulated scenes using a
simplified algo~ithm. This demonstration showed that the DMA DDB had
the potential of fulfilling the need for a multispectral sensor
simulation source data base.

Through the Advanced Systems Division of AFHRL, ASD cosponsored some
studies for infrared and low 1ight level television sensor simulation
using the DMA DDB terrain elevation file.* Two different approaches

were examined, a scan converted radar simulation and a CIG simulation.
This study also included a comparison of simulated and actual scenes.
Again the conclusion was that the DMA DDB had the potential of fulfilling
the need for a multispectral sensor simulation source data base.

Even though the DMA DDB was radar oriented, these studies along with
other independent developments showed that it was capable of supporting
not only sensor simulation but alsu visual simulation. It was recognized
that some improvements would have to be made, that the DDB might be used
differently than for radar simulation and that the data basc would have
to overcome the stigma of being called a "radar data base."

EXPANDED USE OF THE DMA DDB
FUTURE APPLICATIONS

With the maturation of DRLMS, the development history of Project 1183,
the demonstrated usability of the DMA DDB and an influx of many DRLMS
requirements, ASD undertook a detailed examination of radar simulation
requirements. This resulted in a new ASD general specification which
formed the basis for several recent DRLMS procurements, namely the C-130,
B-52/KC-135, and B-1. A significant part of this undertaking included
analyses of the DMA DDB and resulted in a more complete definition of

DDB requirements and expanded transformation program requirements.
Presently, we expect some further improvements for future DRLMS procure-
ments starting with the F-16.
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E The B-52 Weapon System Trainer (WST) program includes the development
P of the Electro-Optical Viewing System (EVS) simulation. The require-
E ments for this simulation include the need to simulate a large

b gaming area. It is required that the DMA DDB be used as source data
i similar to the way it is used for radar simulation. This means a

: transformation program is required to produce the EVS DDB stored in
[ the simulator. Since this EVS simulation will use CIG technology the
A results will be directly applicable to visual simulation.

J%{ ; To date, the DMA DDB has not been specified to be used in any ASD

Y visual systems. However, the C-130 visual system specification will
e { require the DMA DDB to be used in some form. Project 2360, Fighter
9 : Attack Simulator Visual System (FASVS), will also utilize the DMA DDB
%{ as well as other visual procurements.

b As was stated earlier the DMA DDB will not presently satisfy all the
3 requirements of a visual source data base. Furthermore, the DMA DDB

may not be available for some required geographic areas. Thus thece
is a need to be able to create visual data bases from both DMA source
data and other source data as well as to selectively augment the ' MA
DDB. Some of the cues needed in the resultant visual daga base are
discussed in another paper presented at this conference.

POTENTIAL IMPROVEMENTS

As experience is gained using the DMA DDB for CIG visual systems, it

can be expected that certain necessary improvements to the data base

will be identified. The structure of the culture file in particular

is such that a great deal of expansion and growth is possible.

Recommended improvements when identified can, therefore, be accommodated.
Several examples describing areas of potential improvements are discussed.

The feature ID descriptor provides the most amount of useable information
for any given feature. The present file structure permits up to 1023
different feature IDs to be assigned; however, based upon present
requirements, far less than 1023 are actually being used leaving
considerable expansion capability. For example, airfield control towers
in general are given one feature ID. Growth of the feature ID list,

however, could permit differentiation among different kinds of control
towers.

As previously described, the DMA DDB presertly consist; of two multi-
level files with specific dimensional criteria. Future requirements
defining the information density needed for individual applications
will provide the basis for revising the resolution and detail to be
contained. The information density presently being provided should not
be interpreted as being fixed and rigid.
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The production specification for the DMA DDB has provisions for including
unique significant features based upon special criteria. Up until this
time, the criteria have been based primarily upon radar significance.

It should be pointed out, however, that unique significant features
included for radar; e.g., bridges, islands, runways, etc, are still
important for visual, As visual data base requirements are more
precisely defined, the unique significant feature category could be
expected to grow.

CIG DATA BASE CREATION USING THE DMA DDB

ENHANCEMENTS TO THE DMA DDB

As previously stated, it must be understood that the DMA DDB will not
be self sufficient for supporting CIG requirements. However, there
are numerous enhancements that can be made.

Generic modeling is one solution to the problem of having to create each
cultural feature by hand as part of the data base creation effort. The
concept of generic modeling is based upon the creation by a CIG

contractor of uniquely defined cultural features to be contained as

part of a library collection. Each feature would correspond to a feature
ID defined by DMA. For example, a suspension bridge of generic design
would be created by hand, stored within the library, and assigned the
appropriate feature ID. However, the basic dimensions of the bridge;
i.e., length, width, and height, would be represented by variables.

Figure 2 provides typical examples of how generic features might appear.
When the transformation process of a specified gecgraphic location is
actually performed and a suspension bridge identified by its feature ID

is encountered, the generic suspension bridge model would be automatically
extracted from the library and inserted into the data base file. Based
upcn data contained within the DMA DDB, the bridge would then be assigned
a geographic location, orientation, specific dimensions, and a surface
material. There are severa® advantages inherent to generic modeling.

As previously stated this concept greatly reduces the need for continuous
hand modeling during data base creation. This, in turn, permits an
automated transformation program to be used and, therefore, reduces data
base creation time. However, several limitations must also be understood.
First, generic models are most appropriate for DMA cultural features which
represent a single real world feature, and not for groups of features
lumped together as an areal feature according to DMA's data base

creation rules. For example, it would be somewhat unrealistic to
represent a one square mile residential zone as a single split level

home with 36 million square feet of floor space. Second, unique, one

of a kind features, such as the Gateway Arch in St. Louis or the Landmark
Tower in Las Vegas would not conveniently fall into a generic
classification and would have to be hand modeled. Finally, if the data
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a. Industrial Building b. Hangar :
(Gable Roof and Monitor) (Curved Roof) ;

A : ~—

ey

c. Suspension Bridge d. Storage Tank
(Flat Roof)

Figure 2. Examples of Generic Figures
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base gaming area will cover a restricted geographic area within
which certain feztures may be well known to the pilot, such as

an airfield and local area, it may be desirable to spend more time
hand modeling features from an additional data source instead of
relying on the generic models.

Although the color of features is not explicitly included within

the present DMA DDB, the feature ID and surface material category do
provide a means for inferring color. For example, a feature identified
as a forest and one as a lake, might appropriately be assigned a shade
of green and blue respectively. A storage tank identified as being
made of metal might be assigned silver, and residential housing units
predominantly constructed of wood might be randomly assigned a variety
of typical colors. In addition, if seasonal effects are desired, the
time of year, as well as the feature ID or surface material would be
considered. For example, the difference between deciduous and coniferous
trees being represented in the winter could be accormodated. The
entire process of color assignment could be considered analogous to
reflectance code assignment for a radar data base.

Synthetic breakup is a concept presently being developed by ASD for

the enhancement of radar data bases. This concept, which could be
applied to the DMA DDB, is based upon statistically selected, randomly
generated synthetic features which are correlated with descriptors
contained with the DMA DDB. Synthetic breakup is intended to enhance
the larger DMA areal features representing groups of real world features
and could complement the procedure of generic modeling for CIG
applications as previously described. Figure 3 provides a two
dimensional example of how an areal feature could be synthetically
enhanced. Figure 4 provides a three dimensional example of how generic
modeling could be applied to the synthetic breakup. For those areas of
a CIG data base gaming area which do not necessarily require a precise
ground truth representation, synthetic breakup would provide an
information density to the data base which would then better support
CIG requirements. This in turn reduces the requirement for higher
level ?finer resolution) data needed just for the sake of increased
data content and, therefore, increases the availability for data for
large data base gaming area requirements. It should be pointed out,
however, that in areas of specific interest; e.g., target areas,
airfields, etc, the more precise levels of data would be required.

Techniques commonly used today for CIG system enhancements; e.g.,
texture, smooth/curved surface shading, etc., are still important
regardless of the data base source. The DMA DDB does, however, provide
information which can assist in deciding when and how these processing
enhancements should be applied. The spatial frequency, intensity, and
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a. Areal Feature Prior to Synthetic Breakup

b. Areal Feature After Synthetic Breakup

Figure 3. Synthetic Breakup Enhancement
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Synthetic Breakup With Generic Features

Figure 4.
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color of the texture might be varied as a function of feature ID t
and surface material category for features such as forests, oceans, 3
plowed fields, or flat surfaces.

Manual intervention during CIG data base gaming area generation can
be expected to remain an important procedure. Manual enhancements ;
to the DMA DDB as well as manual creation of specific features not ;
contained within the DMA DDB would be accomplished in essentially the :
same manner presently being employed for data base creation. However, :
due to the information content of the DMA DDB and the ability to use

an automated transformation program for initial data base gaming area

generation, the amount of effort required using manual techniques

should be greatly reduced.

DMA DDB_USE

The DMA DDB can be used as source data for CIG in a variety of ways
depending upon the system requirements; e.g., size of the gaming
area, training requirement, scene complexity, etc.

The most sophisticated method of data base generation would be to
develop a transformation program, similar in concept to those presently
being used for radar simulation which would transform the DMA DDB into
a form directly useable by the CIG system. Of particular interest is
the transformation of planimetry (culture and terrain). Both cultural
and terrain features would first take advantage of basic descriptors
such as geographic location and defining outline. Cultural features;
e.g., buildings, bridges, towers, etc., could be enhanced during trans-
formation by ihe insertion of generic models and representative colors
to either ground truth or synthetic features. This would be accomplished
as a function of the feature ID and surface material category.
Additional enhancements such as texture or curved surface shading would
then typically be added during processing. Landscape features; e.g.,
forests, lakes, rivers, fields, etc., would not usually require generic
modeling but would require the assignment of a color. Similar to
cultural features, texture and curved surface shading could also be
added to landscape features during processing if necessary, also as a
function of surface material category and feature ID.

Manual enhancements to the data base via an interactive CRT display using
photographs or civil engineering drawings as additional source material
would normally be made only as exceptions. However, the bulk of the

data base, including the terrain elevation, would be transformed
automatically in the described manner. This approach has the advantage
of requiring minimal manual intervention during data base creation and

of being capable of producing a large gaming area in a relatively short
amount of time.
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The most basic method of using the DMA DDB would be to use the
digital elevation data contained within the terrair elevation

file and the cultural manuscripts and listings as the basic source
reference in a manner similar to the way a chart is used.
Photographs, drawings, and additional high resolution charts would
then provide any additional detail desired for manual data base
creation. Even this method of using the DMA DDB has the advantage
of providing a single source reference for reliable, current, and
accurate data to be used as the initial starting place for CIG data
base generation.

As would be expected, many other options can be defined which would
fall in between the two described extremes. The training requirements
for the CIG might dictate the approach to be taken. For example,

if the required data base is relatively small and contains well known
and visually significant cultural featurns, it might be desirable to
use the DMA DDB only as the basic source reference and to put extensive
effort into manual creation. If, on the other hand, a large data base
containing cultural features of less importance is required, the
automated transformation approach would be desirable. For a data base
required to support a complete strategic or tactical scenario, the
approach might be to employ automated transformation of both culture
and terrain elevation for the entire data base, minimal manual
enhancement for enroute navigational portions, and extensive manual
enhancements in target areas. The potential for different approaches
using the DMA DDB for CIG gaming areas is limited only by the
creativity of those individuals who have undertaken the effort.

ADVANTAGES AND WEAKNESSES

Many advantages, as well as weaknesses, realized when using the DMA DDB
as a ground truth source reference for CIG data base creation have been
discussed up to this point. As more experience is gained using the DMA
DDB and as the DDB itself is refined and improved, the list of advantages
can be expected to grow and, hopefully, the 1ist of weaknesses to
decrease. The following is a summary of what is felt to be the
advantages and weaknesses as they are presently understood.

a. Advantages

(1) Level I data base should be available for virtually
complete coverage of Northern Hemisphere by 1985.

(2) Provides common source reference for the correlation

of all simulated systems (radar, electro-optical, visual, avionics,
threat environment).
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(3) Provide a sufficient information density necessary
as a start point for hand modeling and enhancement.

(4) Simplifies source data collection.
(5) Provides a current source of ground truth.

(6) Can be easily manipulated, updated, modified, and
enhanced using both computer graphics, displays, and tools, and
automated methods.

(7) Permits a virtually automatic transformation of data to
an on-line format compatible to be developed for CIG systems within the
limits of the data content and resolution.

(8) Provides a great deal of flexibility in use (terrain
elevation file, planimetry file, manuscripts, data listing, etc).

b. Weaknesses
(1) Lengthy time period required to produce high resolution data.

(2) Does not contain the detail needed to model the world at
all Tevels of perceptibility. In certain instances will require enhancement
from other sources.

(3) Limited availability of required data base areas. (Present
demand exceeds availability.)

SUMMARY

For any CIG system, a considerable effort must be expended to produce
the data base describing the area to be simulated. Much of this effort
involves the gathering of the ground truth source data and getting it
into a useful form for simulation usage. The potential application of
the DMA DDB as ground truth information for CIG systems has been
demonstrated and steps are being taken to improve the universality of
the DDB. It cannot be expected that the DMA DDB will, in the forseeable
future, he adequate for being used as the exclusive source of data for
CIG visual systems without further manual and/or automatic enhancements.
However, it can be expected that the DDB will go a long way in meeting
the basic requirements for CIG visual systems and, at the same time,
greatly reduce the effort previously required to gather ground truth
source data.
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Abstract )

A current problem facing the defense, scientific and general profes-
sional communities is the management, distribution, and access to an
expanding accumulation of alphanumeric and graphic information. This
problem subdivides into four interrelated problems of generation, storage,
transmission, and presentacion. Present research and development activ-
ities have focused considerable resources upon the storage and transmission
. aspect of the problem. It is our contention that powerful, personalized,
> intelligent terminals can reduce the current mismatch between the world-

. wide military data processing and communication facilities and the military
: user by the graphic presentation of information with auditory overlay.
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Background

Pieces of the electronic graphic mail concept have been proposed and
implemented over the last ten years. The collection of these pieces and
the incorporation of advances made in related fields to make an integrated
information service have not yet been done. The general shortfalls we
perceive in existing electronic mail systems are in the following areas:

. High communication costs,

Low graphic with audio-overlay support,

. Little real-time interactive capability,

. Negligible emphasis on human factor in system design.

PV S

A brief review of past and present electronic mail systems will demon-
strate these shortfalls. A proposed solution, based on a distributed network
of intelligent terminals follows the review.

The Picturephone experiment conducted by the Bell System is probably
the largest effort to date in interactive graphic/audio communication,
Although it was a failure economically, deeper insights into the limitations
of two-way video service are available as a result of the experiment.

Cutler (1975) summarized them as follows:

1. It is not much use until nearly ecveryone else has one.
I can't think of anything but the telephone that has
that characteristic,.
2. 1t requires an enormous investment in interconnection
facilities to make it useful.
3. It must provide a really useful service, not otherwise .
conveniently available,
4. Tts usefulness is a learned skill, and requires develop-
ment of new habits of behavior.
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Facsimile systems are currently the only commonly available means of
electronic graphic communication in moderate (4 minutes per page) amounts
of time. While the cost of a facsimile unit is fairly reasonable (under
$5000), it is expensive in time and communication cost. And, it cannot be
used in interactive environments where images appear in seconds with audio
overlays. The technology used in facsimile is compatible with techniques
recently developed at the University of Illinois in image compression,
error correction, and the incorporation of video images into man-machine
systems (White, 1975; Judige, 1974).

The United States Postal Service and various commercial service
agencies are developirg or have operational electronic mail systems. The
approach is to have a "store and forward" network for alphanum:ric messages.
There is not emphasis on graphic, audio, or interactive capabilities. These
agencies are dealiag with concepts such as data compression, storage and
transmission, and the security and privacy issues, which are real problems
for any electronic mail system.

Throughout the last several years a protocol has evolved on the
ARPANET for the transfer of personal messages or "mail" over the network.
This protocol defines only the transmitted form of the message, not the
nature of the human interface. Two major installations, those of Bolt,
Beranek, and Newman, Inc., and Information Sciences Institute, use the
same mail protocol and have become centers for this activity. The services
are also available at several other nodes on the ARPANET having similar
hardware.

In addition to personal mail, che ARPANET also offers a forum or
group mail file. With this, messages are sent to a general file and are
read by many users. This provides a medium for group interaction usually
on a single topic. These files have a tendency quickly to become too
large and disorganized for easy perusal,

ARPANET mail currently is limited to an alphanumeric format. The
University of Illinois has demonstrated the feasibility of graphic mail
by using intelligent terminals. The intelligent terminals code graphic
commands into character codes at the transmitting site, and the receiving
intelligent terminal decodes the commands for presentation on a graphic
display. There 1s work underway in ARPA to create a new graphic protocol,

In the mid 1960s, Bitzer and his associates at the University of
I1linois proposed a large-scale experiment in computer-based education
(Bitzer, 1968). The proposed system, called PLATO, has become one of the
most advanced visual communication systems in operation. In addition to
its primary task of computer-assicted instruction, PLATO supports a
spectcum of clectronic mail services and rudimentary forms of graphical
teleconferencing. Unlike the ARPANET, PLATO is a highly centralized
system. This has Implications for degraded-mode operations, security,
and comnunication costs to remote sites. Like the ARPANET, PLATO's mail
formar: is basically alphanumeric.
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Closely related to electronic mail is the concept of the electronic
office. The electronic office integrates facsimile, local copying, word
processing, and computer access into a single system. Large-scale research
and development efforts are currently underway in this area by the office
equipment vendors such as IBM, Xerox, and 3 M. The projected release of
these systems is in the early 1980s. The electronic office depends heavily
on graphic electronic mail. Emphasis should be placed on having the elec-~
tronic office integrated with the concepts of computer-based graphics,
interactive~communication, and management-information systems.

Proposed Solution

We believe that a solution to the problem cf creating an effective
electronic mail system is through a network of powerful personalized
communication terminals with graphic displays. The proposed system consists
of three components. They are illustrated in Figure 1 and listed below:

1. Personal computers with touch~sensitive graphic
and audio displays, and local mass storage.

2, A site controller with resources such as large
mass storage, group~level library, message
switching, and hardcopy-to-electronic/electronic~
to~hardcopy mail conversion capability.

3. An interface to allow access to existing communica-
tion networks, data services, and other remote-site
controllers. (See Figure 2 for a representative
interconnection using the ARPANET.)

This system design directly overcomes the previously mentioned short-
falls in the following manner. High communication costs are lowered by
sending information as encoded commands rather than raw data. This reduces
the number of bits required to describe a page and thereby decreases the
transmission time for a page. Major encoding is done using distributed
computing power to allow the user to create graphics at the terminal rather
than go from paper to electronic signals (facsimile). If facsimile must be
used, the electronic image is encoded as much as possible at the local site
via image compression before transmission.

Audio is converted to computer format at the local site and compressed
before transmission. Since transmission time is minimized, the ability to
carry on Interactive dialogue is enhanced. The ability to make the terminal
user-orientated is now possible given the man-machine interfaces ({touch
sensitive screen and graphic display) and large local processing power and
computer storage. The intelligent terminal will be able to prompt the user
in English, provide help sequences, and in general guide the computer-naive-
user by the hand through the intricate and varied possibilitles available
to him in the electronic graphic mail system.

222

,
@ﬁgg
it

i
AR,

sassnines Sla Y S

O = W

SR A by




YT e oo ey e

Remote Computer and Information Services

ERITEE

2 o & Garn T

L Information ARPANET .. Plato  Work/Study
Refrieval  Services Services  Unit &
‘ , Services ¥

R

T l
: Group Resource Controller :
t Mass Storage for Communications and

Data Base Management

: Intelligent Intelligent Intelligent
; Graphics Graphics Graphics .
Terminal Terminal Terminal ’

Figure 1. Graphic Communication Netwurk Professional Work/Study Unit

, Network Interface

O O O O

Graphic Graphic
Communications Communications
Sub - Network Sub - Network
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ILLUSION, DISTANCE, AND OBJECT IN COMPUTER-GENERATTD DISPLAYS

Malcolm L. Ritchie |
Wright State University

| noted with interest that Barry Goldwater was on the program yesterday,
and | am sorry | missed him. 35 years aqo today | was a cadet ot Luke Field
and Caoptain Goldwater was one of my ground school instructors, | wish | had
been here yesterday so | could have asked him what he has been doina since
1942,

| spent somethina like 1500 hours as a B25 flight instructor in the first
half of World War 1l, | made copious mental notes about the information process-
ina of my students - particularly in their sensina of motion as they learned ond
then mastered flinht by instruments. In later years those observations led to ex-
periments on "instruments-first" fliaht training (1, 2), and also to the automobile
driving experiments in which we measured lateral acceleration (3, 4),

| spent the last half of Worid War 1l as a Niaht Fighter pilot in the Pacific.
There | developed a practice of never usina landina linhts for landina. | used
the runway outline liahts only as the information for breaking alide and makina
contact. Once learned, this information was more dependable than usina the
variety of surfaces and textures which comprised our strips. And then, you
could land without callina attention to yourself, as | had to do once with fuel
spent ond enemy strafina planes all around. )

This landina technique was like the one produced at lllinois in the early
1950's with o Link-crab-mounted runway cutout movina anainst a point source
of lisht. It can be reproduced today with a comouter-aenerated visual display
showina only a runway, and perhaps a horizon,

We haod a qood radar set in the P61 with which my radar observer and |
used to practice low approaches to the runway, He would set the radar up so |
had a sood picture of the runway and the surroundina junale on my 2" by 3"
scope, As | flew instruments auided by the view of the runway, he called out
ranae and altitude, We practiced enouah with that radar view that we decided
we would land zero-zero if we ever had to choose to do that or bail out, (Inci-
dentally both of us later earned Ph, D,'s,)

| had done those thinas plus some theoretical analyses of the information
used in flyina tasks (5) before | aot called into the picture-drawina computer
business. When John Shinn and Mel Johnson of General Electric began teachina
me about computer-qgenerated visuals for fliaht simulation, they first had me
get in and fly the simulated A4 ot Kinasville, | made a number of landinas on
the Kingsville data base and on a Lexington-class carrier, then flew formation
for atout an hour. A lot of what | saw looked like thinas | had seen before,
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After | had arappled with the CGl beast at first hand they told me all the
problems of the acceptance of the machine in that setting and we beaan to work
out a cure for as many as we could. 1 think we did pretty well (6).

Some of the thinas we did to human enaineer the Kinasville system were
thinas that may be difficult or impossible to account for if you only consider the
picture. Considerina the pilot's task, his information processina, ond his per-
ceptual characteristics sometimes aet you into areas that are not very predictable
in other terms,

Fiqure 1 shows a view of a Lexinaton-class carrier as it had been prepared
from blueprints and color photoaraphs, Notice the dark-colored landina area de-
lineated by white marks about a foot wide. When seen at a distance of one mile
through the resolution of the raster scan display, these one-foot wide markinas
just could not be used to line up an approach,

We repainted the deck of the carrier as shown in Finure 2. The black deck
we made white and the foot-wide lines became light aray. The lines could only
be seen for the last few hundred feet, From a mile out you could now line up with
the larae white rectanale.

Probably > ~aal carrier ever looked like this. To casual observers we
may have seemed to Le distorting reality. But to our Navy pilots the visual dis-
play was now useful without any chanae in resolution. Not only did we not met any
complaints about our color scheme, one of our Navy pilot-enaineers went us one
better. When he learned to control the computer he chose an alternate color
scheme. His landing area was a dull red.

One of the complaints about the early Kinasville system was that the hori-
zon was too high, Very early | suspected that we had a aenuine illusion involved
and | am now convinced that such was the case. The diaital computer, of course,
locates thinas very accurately, | did a short experiment at Kinasville to demon-
strate that with only the visuals and without their flioht instruments, the Navy
pilots were pretty crude in their ability to find out where the horizon really be-
lonaed.

We cured the horizon heiaht illusion by putting in cerial perspective. Fia-
ure 3 shows the kind of scene you net when there is an increasina amount of at-
mosphere between eye and surface as the distance increases, In Fiaure 4 you
may see the illusion. With no atmospheric attenuation the computer will render
the color assignment very faithfully ond it will be exactly the same right up to
the point at which surface ends and sky benins, That, | believe, is what caused
the illusion,

lllusions may at times be pesky, frivolous, or deadly. They con be diffi-
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cult to predict and easy to desian into. When they occur the effects can be re-
markably consistent across a wide spectrum of observers, but difficult to relate
to the dimensions of the stimulus. Fiaure 5 shows the Muller-Lyer illusion,
This one has been studied by a host of experimental psycholoaists, The effeci of
the tails on the perceived lenath of the line has been related to the lenath of the
tails, their anale to the line, the area enclosed, and perhaps numerous other

thinas. None of them can quite precisely predict the illusory effects of this quite
simple fiaure,

There is a strong tendency in the human perceptual system to see objects.
If it is at all possible the visual field will be oraanized instantly into objects and
backaround, Figure 6 shows a demonstration of this principle. Ames (7) had
three different assemblaaes of objects in a box, When seen from the controlled
viewina window each assemblace was immediately seen as a chair. The picture
shows that two of them looked very different when seen from other anales, one
beina o aroup of elements not even connected to each other,

This tendency to see objects accounts for the perceptual phenomencn
which psycholoaists call "size constancy”. We ten to see a car as a car
through o wide range of distances and are not even aware or the size of the vis~
val anale it subtends in our field of view. The classical picture of the artist
holdina brush handle at arm's lenath and measuring the size of the imaae for his

painting, shows that even the person trained in perspective ccnnot readily over-
coms the size constancy effect,

The tendency to resolve a scene into objects can be illustrated in quite
another way. Fiaure 7 shows Picasso's "Woman with a fish hat", Nearly
everyone who looks at this picture will try to see a face with the eyes, nose, and
mouth in the customary positions for a face, They are not in those positions, so
they can't be resolved into an ordinary face, But the perceiver is unable to deal
with the picture any other way. He remains in a state of perceptual conflict. It
was undoubtedly the purpose of this painting to produce this sensation of conflict,

Metelli (8) has written a nice article describins the transparency illusion
as shown in Figqure 8, He describes a relatively simple mathmatical relation-
ship to describe the conditions under which these adjacent finures will be seen
as transparent and continuing over other bodies of different colors. The trans-
parency illusion, thouah thus simply accounted for, is analyzed after the fact.

It will be quite a different matter for a data base desianer to predict before hand
when these conditions will be satisfied at miven viewing anales ond distances.

Fiqure 9 shows an artist's example of the dearees of shading which de-
scribe a curved surface. This is a straishtforward relationsh:o and one which
can readily be reduced to computer calculations. But many of the other tools
in the trade of the painter are much more difficult to reqularize.
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Fioure 10 shows an illustration used by Gombrich (9) to discuss the prob-
lem of goina from stimulus to perception in the synthesis of pictures. He relates
charminaly how his teacher in Vienna drew a circle on the blackboard which any
Vienese boy could immediately identify as a loaf of bread. With the addition of
an arc he and his fellow students immediately recoanized a shoppina boa. The
addition of two little marks on top now made it into a purse, And finally a curved
line for a tail chanaed the picture into a cat, Writina many years aofter the dem-
onstration the recalled the wonder at the realization that each succeedina object
destroyed all former objects. Thouah he knew the picture of the purse, the ship-
pina baa, and the loaf of bread were all in the picture of the cat, he could only
see the cat,’

While it may be news to some in this audience it has lonas peen recoonized
amona painters that even the color of objects often depends more on the eye than
on the stimulus. Figure 11 shows clearly that o aiven color can be reaularly
seen as a different color dependina upon what else is shown near it,

Painters talk about "creatina space" in their paintinas. What | think they
mean by this is that they do those thinas required to brira the third dimension
into the flot convas, in Dali's "Crucifixion" (Fiaure 12) it is immediately ob~
vious that the artist is the master of the creation of space. Even in a stranae
end vnusual scena one has very little doubt about the intended position in space
of everythina the painter has put in place, Dali is well known for creatina strance
spaces, but it should be cleor that his ability to do that depends upon his beina
able 10 put thinas in whatever space he wishes.

It is widely aareed that photoaraphy as an art form has areatly diminished
the art of representational painting - the paintina of objects. In a very real
sense the enaineerina of picture-drawina computers is in the process of brinaina
back that art, And art it is. For the synthesis of pictures for predictable per-
ception holds many a surprise yet for data base desianers,

An artist who can choose his subject und his liahtina conditions can pro-
duce very realistic objects.In Fiaure 13 Caravaaaio used strona contrasts and
shadinas to make his fiaures stand forth. One of the most famous painters of
people was Inares, whose "The source" (Fiaure 14) shows a life-like fiaure
which many think has hardly been equalled for object quality. Inares is famous
for what he could do with a line. Now lines may be soft or hard or many arad-
ations between, and what happens to the perceived object is areatly offected by
whai the puinter does with his lines, The troublina thounht for many of us in

, this room ounht to be how much of all the techniques of the painters we will have

to leard™to build our pictures predictably. Will we be chle to do as well as Dali
(Fiaure 15) in locating and describina our objects in space?
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Let me describe an intriquing and troublesome sxperiment. Ryan and
Schwartz (10) asked their subjects to report the orientation of a hand which was
depicted in four different ways: a. a black and white photoaraph, b, a shaded
drawing, c. a line drawing, and d. a cartoon-type simplified drawina., The sub-
jects could make that response quickest and most accurately with the cartoon-
type simplified drawina. Let me leave you with the thouaht that sometimes we
may qget the most useful picture by deliberately departing from fidelity in per-
haps many yet-to~be~determined ways.

LIST OF ILLUSTRATIONS

Fia. 1. Lexinaton-class carrier derived from blueprints and color photo-
araphs by General Electric.

Fig. 2. Carrier revised by General tisctric to optimize information
transfer,

Fig. 3. Ocean scene with cerial perspective,

Fia. 4. Ocean scene without aerial perspective producing illusion of ele-
vated horizon,

Fia. 5. Muller-Lyer illusion.

Fia. 6, Ames chair demonstrations.

Fia. 7. Picasso - Woman with a fish hat - 1949,

Fia. 8, Transparency illusion = Metslli.

Fia. 9. Cooke (1972) - lllustration of five basic tone values,

Fig. 10. Gombrich (1961) - How to draw a cat.

Fig. 11. Adjacent colors,

Fia. 12, Dali - The Crucifixion.

Fie. 13. Caravaaaio - David and the head of Goliath - 1606,

Fig. 14, Ingres - La Source - 1856,

Fia. 15. Dali - Nature, death, and life,

Fia. 16, Stimulus conditions for experiment on speed of interpretation,
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Mr. James E. Brown is an Engineering Psychologist working for the
United States Air Force Tactical Air Warfare Center, Eglin Air Force Base,
Florida. He presently serves as technical advisor to the Deputy Chief of
Staff, Aircrew Training Devices (USAFTAWC/TN). His organization has
rasponsibility for acquisition, .iodification, and test of aircrew training
devices within the Tactical Air Command (TAC). He received a Master of
Science degree in Industrial Psychology from North Carolina State University
in 1962. Jim has over 18 years' experience in human factors and flying
treining research. Prior to joining USAFTAWC in 1976, he served as a
research psychologist for six years in the Air Force Human Resources
Laboratory, Flying Training Division (AFHRL/FT), Williams Air Force Base,
Arizona, and was employed in the aerospace industry for eleven years. He
has served as principle investigator and program manager for flight
simulation and flying trainin. research programs in industry and
government. Since his employment by the Air Force, he has worked on
development, test, and evaluation of fighter aircrew training devices,
improved visual systems for tactical aircrew training, Instructional Systems
Development (ISD) programs, future Undergraduate Pilot Training programs,
adaptive flight training systems for fighter weapons systems, and performance
measurement development. He was instrumental in the establishment of the
AFHRL operating location at Luke Air Force Base, Arizona, to perform
Tactical Aircrew Research in support of TAC. Jim has authored more thar
35 professional articles, research reports, and presentations,
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IMAGE QUALITY: A COMPARISON OF NIGHT/DUSK
AND DAY/NIGHT CGI SYSTEMS

R. A. SCHUMACKER and R. S. ROUGEILOJT
Evans § Sutherland Computer Corporation

Introduction

Computer generated images are now generally accepted as a -~

means of simulating out-the-window scenes for pilot train-
ing. Today there are well over 120 CGI visual systems
installed and cperating throughout the world. Tive years
ago there were less than five systems and these were in
engineering rather than training applications. Although
the vast majority of systems in the field today are of the
NOVOVIEW night/dusk class (Figure 1), it is significant
that day/night systems (Figure 2) have now achieved perfor-

mance which has stirred widespread interest in the simulation

ficld. Major strides are being made in both types of
systems at an increasing pace.

Daylight CGI technology dates back almost fifteen years. A
relative newcomer, the night system, originally based on
general purpose graphics technology, has developed rapidly
in less than four years into highly specialized equipments.
The night/du<k systems have undoubtedly been influenced by
daylight technology but they retain a quite different
approach to image generation which is the basis for their
relative simplicity and low cost.

Why are there now two viable approaches where a short time
ago CGI was merely a curiosity? There are many factors,
most of which are beyond the scope of this paper. But

to a large extent these factors are rooted in issues of
image quality. Image quality is an interesting discriminant
because the two approaches are fundamentally quite different
in this regard and scene fidelity is a paramount concern in
visual <imulation. We will look at the basic differences
between aight/dusk and daylight technology from the stand-

point of image qual‘ty, relate these factors to the
evolution of presen. .vstems, and Jdescribe some recent

developments in imagc guality imp-ovements.
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Relationship of CGI Systems

CGI systems can be classified within the framework shown
in Figure 3. The different approachey are distinguished
by the display technique employed. Day/night systems are
characterized by their exclusive use of a raster scan to
display the entire scene content. We will see later how
this property is at once responsible for its potential

for complex scenes as well as the source of problems which
have been frustratingly difficult to overcome.

The various night/dusk systems which exist occupy positions
under the calligraphic and hybrid headings. The common
characteristic of these systems is that the pictures are
drawn in a feature sequential manner rather than assembled
in parallel for output in raster scan format. Calligraphic
displays are capable of drawing light points and line seg-
ments and have been the mainstay of line drawing graphics
systems. Solid surfaces have been rendered by filling in
additional lines in the surface model but this has not been
very useful in simulation because such lines tend to con-
verge or diverge when viewed in perspective.

As solid surfaces such as runways and markings were intro-
duced into night/dusk systems the approaches clustered
under the hybrid category. In all cases lights are drawn

as individual points generally in their order of computa-
tion. The mini-raster approach to surfaces is an extension
of this philosophy wherein each individual surface is paint-
ed by a small raster sized to fit the desired perspective
image. The NOVOVIEW approach retains the daylight notion
of parallelism by scanning a single raster structure appro-
priately sized to include all areas of the display which
contain surfaces. This of course can include the entire
display for some requirements. It is important to note,
however, that the calligraphic display technique permits
this raster to assume different orientations and resolu-
tion quite easily -- a flexibility not found in conventional
tclevision displays.

Display Techniques

We have already separated the night/dusk and day/night
systems on the bLisis of display techniques. Let us examine
some of the impiications of the display devices and scan
methods on image quality.
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The night/dusk systems employ beam penctration displays.
The beam penetration CRT has the inhercent high resolution
properties of a black and white CRT but provides color
capability. Its two-color phosphor provides a spectrum
between red and green including a yellow-white. These
colors are well suited to the night/dusk application

but the absence of a blue component is a serious drawback
in representing daylight illumination conditions. Becausc
the various colors are ohtained by changing the cnergy of
its electron beam, rather than adding contributions of
scveral beams of different color, the colors produced are
free from convergence problems that result in color fring-
ing. White brightness of beam penetration CRT's has lagged
that ohtainable on full color devices by a factor of three
or four. Although it is possible to increasc thc brightness
this has not been practical because persistence characier-
istics result in image smear.

The featurce sequential scan used by the night systems

means that light points, individual surfaces, or groups

of surfaces can be displayed as they are computed -- greatly
simplifying the image generating hardware. Night systems
arc typically one rack including the general pur»ose compu-
ter versus about ten for daylight systems (of course therc
are scenc content differences too). The content of night/
dusk scenes has heen influenced principally by limitations
in display drawing speed. Although steps have bcen taken
to increasce the parallelism in the display of surfaces the
basic approach considering both lights and surfaces is
still scquential and drawing time requirements increasc
with scene complexity.

The day/night systems generally drive full color displays
laved on the shadow mask CRT, or the various color pro-
icotion devices. In all cases the resolution is substan-
tvally lower than that obtainable from penetration CRT's
because of physical structures within the device, spot
size, or the inability to support faster scan rates. In
additior , color convergence, color fringing, and color
separation problems are introduced. Although higher
brightness is always sought, levels adequate for daylight
scenes are achiovable.

The raster format employed by day/night systems permits the
parallel assembly of very complex scene information to
occur uncoupled from the raster scanning process. It is
the conversion of scene data into raster format that
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accounts for most of the bulk and complexity of this
system's hardware. Scene complexity is not limited by
the speed of the display but by the capability of the
hardware that can be focused on the image generation
task.

Resolution

The resolution differences between a NOVOVIEW and a day/
night system operating at 625 line television standards
are illustrated in Figure 4. The relative scale assumes
identical size CRT displays for the two systems. There
are two aspects to resolution important particularly in
the display of small objects such as lights. These are
the positional resolution (the least amount by which we
can move a spot) and the size of the spot itself. Calli-
graphic displays can achieve positional resolution equal
to a fraction of a spot diameter. Spot motion with no
discernible discrete steps can be achieved. The spot
size for typical scene lights can approach 1/2000 of a
display width. This translates to less than 1.5 arc-
minutes in typical visual system use.

The raster structure, by comparison, is quite large. Spot
size is usually not limiting and is generally made large
enough to reduce the appearance of raster structure. The
analog of positional resolution here is not as obvious.
One interpretation would be the pixel dimension, but this
is not quite correct. If we were to represent a light
point by a single pixel, it could indeed move only by
multiples of the pixel dimensions. As this would result
in objectionable discrete movement, the general approach
is to spread the light image over adjacent pixels in a
manner which improves the apparent motion smoothness.

The broader the image the smoother its motion can appear.
However, a compromise is required because the effective
size of the point has also increased. A reasonable trade-
off here might result in an apparent minimum light size as
indicated by the circle shown within the raster. We would
have to decrease the raster size by about a factor of four
to match the performance of the calligraphic display.
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Night/Dusk Systems

The "world" of night/dusk simulation typically consists

of lights, gross terrain and cultural features with low
detail and low contrast, and rather concentrated areas

at airports where faithful rendition of detail is impor-
tant. The scope of this problem is quite modest when
compared to the ambitious goals of daylight simulation.
The night/dusk systems can aim to approach the real world.
Certainly there are many more lights in a large metropoli-
tan area than can actually be shown, but sufficient lights
are available to represent the relative densities of lights
in a useful way.

Perhaps most important is the fact that the scene elements
that are displayed behave very much like their real-world
counterparts with very few artifacts to betray their com-
puted origin. Although achieving a high quality visual
system of this type is not trivial, its development did not
have to contend with fundamental display limitations.

Partly because high quality images and useful scene content
were achieved in early product versions, we find that sub-
sequent system development focused not only on increased
scene content but also on providing subtle refinements in
the visual cues. Examples include:

e Landing Light Lobes -- curved patterns can be
configured for different aircrafc and various
combinations of lights activated by the pilot.

® Low Visibility Effects -- including atmospheric
glare due to environment and aircraft lights,
and light halos,

e Light Directionality Patterns -- various pattern
shapes and widths can be assigned to lights;
attenuation is computed based on azimuth angle
to individual lights.,

e Curved Light Strings -- efficiently represent
certain features.
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e Special Effects -- such as bright strobes,
flares, lead-in lights, etc. Flexibility
of the calligraphic writing technique allows
increased beam dwell for high brightness
effects and manipulation of beam focus.

It is interesting to note that in a number of instances
night/dusk visuals have introduced features that have
later found their way into day/night systems. Field rate
update is one example. Updating the image at rates slower
than the refresh rate results in a double image effect
which was quite bothersome on the first night systems
produced in 1973. This was remedied by going to field rate
update. This same problem was hardly noticed for a long
time in daylight systems because it was masked by more
serious raster-related defects. A sensitivity to this
problem has developed only recently and a few daylight
systems now incorporate field rate update.

The scene complexity and illumination effects provided by
daylight systems have whetted the appetite of users and
stimulated the imagination of night/dusk system designers.
This has had the beneficial effect of accelerating develop-
ment, but some caution is needed. 1Image quality issues
should not be ignored in the zeal for more scene quantity
and a "lighter dusk".

Night/dusk systems are now capable of displaying more sur-
faces than the early daylight systems. In addition to
their light capability they can handle three-dimensional
fecatures, moving objects, and illumination effects; data
base management techniques extend the useful gaming area;
and an entire seven channel image generator can be housed
in two racks. So far, image quality factors have not been
a formidable barrier in the development of these systems.

Day/Night Systems -- The Aliasing Problem

Quite the opposite is true for daylight systems. Not only
do they have the ambitious goal of simulating portions of
the real world under the full gamut of illumination condi-
tions, but they are saddled with the necessity to use a
raster -- a discrete structure that is imposed on an other-
wise continuous scene. After the initial exuberance over
the ability to use a computer to produce solid shaded sur-
faces, the existence of raster-related problems was acknowl-
ed. The full implications were slow to emerge and may not
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be fully realized even today. The problems were identified
by symptoms such as jaggies, rastering, stepping, and scin-
tillation -- and the remedies are often more numerous than
the names. The general problem under consideration is
called "aliasing", a term which covers a multitude of
effects which arise due to quantizing and sampling at
various stages during the processing and display of digital
television images.

Until 1973 daylight systems in the field were producing
pictures of surfaces with edges that appeared as a series
of steps as shown in Figure 5. The steps appeared because
eac™ pixel was assigned a cnlor/intensity value based en-
tirely on a single sample of the scene taken at the center
of the element. The solutions to this problem were termed
edge smoothing, and sometimes qualified by the term "verti-
cal" or "horizontal' according to the slope of the edge and
its associated fix. An effective solution to this problem
is to display each pixel which is cut by an edge as a blend
of the colors within it, the percentage of each weighted in
accordance with the involved areac. A reasonable approxi-
mation to such a weighting for a long, near-horizontal edge
is to create a linear transition from one color to the next
which extends over the requisite number of elements. Near-
vertical edges result in a one-element transition. The
addition of edge smoothing made a dramatic improvement in
the appearance of the picture. It also exposed further
problems to be solved.

Figure 6 shows some additional effects which result from
quantizing vertices to the raster line boundaries. This
strategy was employed, not because it was hard to compute

a vertex properly, but because the scan line oriented pro-
cessing could not handle edges that started or stopped in
the middle of a line. The images looked quite good under
static conditions but movement of the scene was accompanied
by erratic behavior of the edges as vertex points independ-
ently shifted from one pixel to another. A partial resolu-
tion to this '"edge walk" problem can be achieved by accu-
ratecly determining the intersection of an edge with the set
of interior raster lines and computing the proper smoothing
transitions for these lines. The corners of the polygon
will still cause problems because they form complex regions
defined by two or more cdges which meet somewhere in the
middle of the scan line. A solution is to find representa-
tive area weights for the regions in the vicinity of each
vertex. Reasonable approximations to the weighting can be
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attained by substitution of appropriately shaped surrogate
regions which span the full raster line. This can be done
so as to achieve a consistent handling of adjoining poly-
gons. A related problem occurs when an edge is actually
horizontal. Here other means must be employed to avoid
the appearance of vertical stepping.

The trend becomes apparent when we examine Figure 7 which
shows several other more complex situations involving
small detail. Special case solutions abound but they are
only approximations based on limited data, such as inter-
sect points and edges slopes, obtained along the sample
line shown. It is not difficult to find situations where
these methods break down simply because there is not
enough information available on the single sample line

to solve the problem.

DIH Day/Night CGI System

It was at about this point in the solution of aliasing
problems that we embarked on a program with Redifon, in
1975, to supply a day/night visual system to Lufthansa
Airlines (DLH). Their overriding concern was that the
images be of the highest quality. Capacity was important
but definitely secondary. The visual was to provide
scenes for two independent and simultaneous cockpit
simulations. It would be integrated into their existing
complex consisting of four cockpits and two rigid-model
visual systems, and would serve any two of the cockpits.

The image quality issues were approached on three main
fronts. First, the surface processing would use the best
of the anti-aliasing strategies previously described --

but do the computations at four times the vertical
resolution. With references to Figure 7 this is equivelent
to running four sample lines within each scan line., The
results of these computations would then be averaged to
construct the actual video for the scan line. Secondly,
the special requirements of lights were recognized and it
was decided to perfurm more sophisticated processing on
them than could be achieved by the sub-scan line techniques.
Finally, new data base management methods were devised to
maximize the use of available display capacity and yet

make management a virtually invisible process to the user.
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[ The DLH day/night visual system has the following charac- E
b teristics: g%
o e Dual independent channels §
3 ® 625 line television standard :
i =
Vi . L
k¢ e Field update rate N
é_& P
13 e 1000 polygons and 2000 lights per channel §
% e 400 polygons and 4000 lights total display capacity %
- The results have been most gratifying and well received |
3 by those who viewed the system prior to its shipment to :
y: Frankfurt. Some of the more significant scene qualities i
B observed were: é
4 e Small detail emerges gradually from its background :
- and does not scintillate. :
' :
b/ e Long thin features such as runway stripes recede :
3 gracefully into their surrounds. !
3 e Scene elements moving perpendicular to raster lines ;
4 transition smoothly. ;
§ e Point lightc are well behaved under dynamic ,
S conditions.

e Data base management is effective but not observable.

These factors, in combination with careful model design

and management, contribute to the impression that a system
of this capacity and resolution can be a highly effective |
simulation device. i

We believe that this system will set new standards for
day/night CGI image quality. Yet this is not the end of t
the aliasing story.
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Recent Developments

Again, as in the past, each major reduction in aliasing
noise has uncovered still another distracting effect.

The images produced under static conditions and during
most dynamic maneuvers associated with transport aircraft
were hard to fault. However, certain pitch and (to e
lesser extent) roll motions performed at moderately high
rates induced edge effects reminiscent of improper edge
smoothing. This was most noticeable on edges which were
generally aligned with the raster lines and hence moved
through them as the scene shifted vertically. The
problem is related tc the interlace between successive
fields. Interlace is responsible for a well known but
not often observed phenomenon in commercial television:
vertical scene motion invites an observer's eye to track
the interlaced fields and it does so with very little
prompting. The result is that the two fields superimpose
on the retina producing the impression that the raster is
moving slowly in a vertical direction and that it contains
only half its proper number of lines.

The observed edge effect appeared to be more severe than
might be expected under these conditions. We were
fortunate enough to have the flexibility to do some
experimenting with the image processing algorithms in

the equipment. The effect occurred in spite of field rate
update and was worse at frame update rates. The problem
disappeared when we switched to a non-interlaced display
scan but the implications of this are formidable. Further
expelimentation with the image processing algorithms
demonstrated that substantial improvements could be
achieved while operating in the interlaced mode. This

too can be added to the list of aliasing solutions and
will likely be incorporated in future CGI systems.
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VISUAL CUE REQUIREMENTS IN IMAGING DISPLAYS

Stanley N. Roscoe
Professor of Aviation, Aeronautical
and
Astronautical Engineering and Psychology
University of I1linois

Education

Professor Roscoe received his B.A. in speech and English from Humboldt
State University in 1943 and his M.A. and Ph.D. in experimental (engineering)
psychology from the University of I11inois in 1947 and 1950.

Experience

From 1943 to 1946 he served as a pilot instructor and transport pilot
in the United States Army Air Corps. From 1946 to 1952 he was successively
2 Research Assistant, Research Associate, and Assistant Professor at the
Aviation Psychology Laboratory, University of 111inois, where he conducted
research on flight display principles. In 1952 he joined Hughes Aircraft

Company where he established a human factors research and engineering program.

He was Manager of the Display Systems Department at the time of his return
to the University of I11inois in 1969 to establish the Aviation Research

Laboratory with a staff of approximately 50, including an annual average of
about 25 graduate research assistants.

From 1969 through 1974, as the Associate Director for Research of the
University's Institute of Aviation, he developed and directed an inter-
disciplinary program of analysis, design, and experimentation at ARL. Since
1970, more than 50 advanced degrees in the behavioral, engineering, and
computing sciences have been earned by graduate students engaged in research
prog, ams for which he was the Principal Investigator. During the 1975-76
academic year, while on leave from the University, he was engaged in research
and design studies for NASA's Ames Research Center and the Naval Air Test
Center, respectively, as a Senior Scientist in the Display Systems Laboratory
of the Hughes Radar Avionics Group. He has more than 100 publications, and
his book, Aviation Psychology, is in press for 1977,

Awards and Affiliations

Dr. Roscoe is a fellow and former President of the Human Factors Society
(1960-61) and was a iMember of the Executive Council continuously between
1955 and 1971. He received the Society's Jerome H. Zlv award in 1960 and
1973 for the best papers published 1n Human Factors in 1966 and in 1972,
the Society's Alexander C. Williams, Jr. award in 1973 for his contribution
to the design of the Convair F-106/Hugnes MA-1 aircraft and weapon control
system, and the Society's Paul M. Fitts award in 1974 for his contributions
to the education of human factors scientists. In 1969 he was cited by the
Radio Technical Commission for Aeronautics for his contributions to the
advancement of airborne area navigation as Chairman of RTCA Special
Committee SC-116E. 1In 1975 he was made a Fellow of the Royal Aeronautical
Society of Great Britain, and in 1976 he received the Franklin V. Taylor
career award of the Society of Engineering Psychologists of the American
Psychological Association. He is a Technical Advisor to RTCA, NASA, and
the US Army, a consultant to the Royal Swedish Air Force, tne Allied Pilots
Association, and the Canyon Research Groun, and President of ILLIANA
Aviation Sciences Limited, a research and consulting group including present

and former staff of the University of [1linois and similarly qualified
scientists.
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VISUAL CUE REQUIREMENTS IN IMAGING DISPLAYS

Stanley N. Roscoe
University of Illinois at Urbana-Champaign

PROBLEM

Frequently during the technological explosion that has occurred since
the last World War a highly sophisticated technology has suddenly emerged
in the absence of a well defined statement of requirements or methods for
effective use. The ability to create and present dynamic, closed-loop
images representative of a contact view from the cockpit of a simulated
airplane is a typical example and one attended by the usual problems of
what to do to capitalize on the evident potential applications of the new
capability.

The "Detail" in a Visual Scene

One immediate problem in the application of dynamic visual systems
to synthetic flight training in simulators is to select specific values
from the wide ranges of available variations in the visible characteristics
of dynamic images that determine what is commonly referred to as level of
"detail" or "complexity" of the visual scenes presented. The problem is
comrlicated by the fact that "detail" means different things to different
peuple: to the terrain-board model maker, to the computer programer, to
the visual system engineer, to the research psychologist, the training
specialist, the flight instructor, and the flight student,

Furthermore, to the operational types (the last three of those just
mentioned) "detail" will be judged differently depending upon the training
application, specifically, upon the flight tasks to be learned in a simulator
and subsequently transferred to an airplane. Despite these complicating
considerations, if asked to compare or rank the relative levels of detail
contained in two or more representative examples of dynamic visual scenes
urder comparably structured training situations, qualified observers can
be expected to arrive at remarkably close judgments, even in the absence
of an explicit definition of "detail" or an identification of the physical
and informational variables involved.

A Taxonomy of Variables

Thus, while the concept of level of detail clearly exists and is
commonly referred to without discomfort by knowledgeable members of the
simulation and pilot training communities, the specification of the physical
and informational characteristics of a simulated scene and the prediction
of the resulting subjective judgments of level of detail present are not
completely within our present technological grasp. Clearly, the establish-
ment of lawful relationships among these display variables and their result-
ing effects is needed.
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The physical and informational variables that must be dealt with in
defining the visual characteristics of a dynamic imaging system may be
classified in various ways, one of which follows:

Enabling variables, such as:

o The limiting resolving power of each aperture in the
image transmission chain, including the human eye.

e The image contrast range or gray-scale rendition limit.

e The color rendition in terms of hue and saturation.

Object variables or '"ground truth," such as:

e The kinds of things represented (things in the real
world the pilot must learn to respond to).

e The sizes of things in the real world that are
represented in the synthetic image world (limited by
the resolving power of the optical system including
the eye).

o The numbers of the various things of various sizes
(complexity).

e The movement of things in the real world that may be
represented in the synthetic images, including the
attitudes, accelerations, and rates of other aircraft
(as in an ailr combat simulator) or of surface vehicles
(as in an air-to-ground attack simulator).

e The selectability of intermittently present things in
the real world, such as airport lighting systems, or
augmented juidance or flight-path prediction cues not
present in the real world but of potential training
value in the synthetic visual world, the appearance
and disappearance of which may be manually selectable
or automatically programed in accordance with some
adaptive logic.

Pictorial representation variables, ranging from skeletal outlines
or point patterns through untextured surfaces to textured
surfaces to colored textured surfaces of photographic image
quality.

Ambient visual environment variables, such as:

e Illumination representative of day-dusk-night conditions
and variable sun angles.

o Visibility representative of variable densities and
distributions of attenuating atmospheric conditions.

All of the variables included in this taxonomy are under the potential
control of the visual system designer and manufacturer, and while all
influence the eventual subjective judgments of visible detail, such judgments




will also be influenced by a set of variables not under the control of
the designer or manufacturer; these variables are associated with the

specific instructional application for which the visual system is used
by operational training personnel:

Operational task variables, such as:

o The type of mission being taught,

e The phase, segment, or specific maneuver within a
particular mission,

¢ The functional components involved in a specific flight
task: perceptual-motor (e.g., maintaining the proper
flight path and speed on the approach to a landing),
procedural (e.g., selecting weapons and weapon delivery
modes), decisional (selecting a course of action in the
presence of uncertainty as to the immediate situation
or in the absence of a predetermined procedure or
doctrine).

These task-related variables, in combination with the previously
enumerated visual system design variables, serve to influence the subjec-
tive judgments of the level of visible detail in the context of the
student's performance in the simulator during training. Related to but
not perfectly correlated with these judgments are the judgments that
would be made in the context of the expected transfer to the student's
performance in the airplane.

A Problem in Multivariate Judgment

From the above, it is clear that the rating of the level of "detail"
in a dynamic visual scene is a complex multivariate problem. Despite
this fact, the ratings of relative levels of detail by independent quali-
fied observers in a well controlled paired~comparison test could be
expected to be in reasonably close agreement, as are the judgments of
target background "complexity" by photo interpreters viewing aerial ground
maps under carefully structured task contexts,

The fact that the consistency of subjective judgments of level of
detail can be determined empirically by pyschophysical experimentation
makes possible the establishment of multiple regression prediction equa-
tions that relate such judgments to the measured physical and informational
variables embodied in representative dynamic visual scenes. The temporary
inability to define and measure all of the variables involved weakens but
does not completely invalidate such an approach; the consequence will be
merely that not all of the subjective response variability will be accounted
for by the variables that can be defined, manipulated, and measured,
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An Experimental Strategy

The practical application of this approach to the establishment of
lawful relationships among physical, informational, and performance
variables could be demonstrated by a brief and inexpensive experiment
involving subjective judgments of levels of detail embodied in represen-
tative visual scenes containing known systematic variations in a small
number of readily manipulable design and task variables. By holding
other less readily manipulated variables constant, a substantial portion
of the response variance could be accounted for, thereby validating the
approach and indicating the advisability of refining the prediction
equations through further experimental manipulations and measurements.

It is essential to recognize at the outset that the suggested approach
does not directly address the ultimate questions of the contribution of
visual image detail to the effectiveness of flight training in simulators
or the transfer of such training to piloting airplanes. The answers to
these questions will eventually require experimentation involving actual
training and transfer measurement. The purpose of the initial determination
of the dependence of judged levels of detail upon display and task variables
1s the screening of experimental variables to find out which ones are
responsible for substantial portions of the response variance; that is,
which ones can be expected to make an important difference to the student
pilot.

The validity of this approach to the economic screening of a manageable
number of visual image design variables to be included in subsequent train-
ing and transfer experiments depends upon the validity of our implicit
initial assumption that:

the visual image variables that contribute substantially
to pilots' judgments of levels of detail are ones that
also contribute to their ability to discriminate features
of the dynamic scene that are meaningful in the visual
orientation functions required in controlling and navigat-
ing simulators and airplanes.

No assumption is made or implied that increasing levels of the varilables
that influence such judgments necessarily yield increasing increments of
training effectiveness; indeed, the actual functional relationships in question
may be U-shaped rather than linear with intermediate levels of detail (or
complexity) resulting in the most effective discriminations and training.
What is implied is that the manipulable image variables that make large
differences in qualified judgments of ''detail™ are ones that should be studied -
first in training and transfer experiments of manageable and affordable size.

METHOD B

An example of how this approach works may be found in a study by Janis
Eisele (Eisele, Williges, and Roscoe, 1976) of the Naval Training Equipment
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Center, conducted while she was a graduate student at the Aviation Research
Laboratory of the University of Tilinois, Tn the case of Eisele's experi-
ment, subjects were asked to make objective judgments of their positions
relative to a nominally correct fina'l approach path, in response to a
variety of simulated airport scenes, rather than subjective judgments of
the "tevel of detail" represented, but the purposes and strategies of the
two procedures are similar,

In either case, the end products are regression equations that show,
by the sizes and statistical reliabilities of the coefficients of the various
terms, which variables make big differences in pilot responses. In Eisele's
experiment, the variables studies were what I have termed ohject variables,
as opposed to enabling variables or task variables, all of which Eisele
attempted to hold constant. Subject variables also were not investigated
systematically; her subjects were four relatively homogeneous groups of
eight flight instructors each, 32 in all. The object variables that she
manipulated in a mixed factorial experimental design were four prominent
real-world elements in airport visual scenes and one synthetic element not
present in the real world.

Image Variables

The visual scene elements in their various groupings are illustrated
in Figures 1-4, and their combinations are itemized in Table 1. The real-
world elements, in addition to an ever-present horizon and landing aimpoint,
included skeletal representations of: 1. a runway outline, 2. a runway
centerline, 3. the desired landing zone, and 4. a ground-plane texture grid,
The synthetic element was a series of four T-bars that, when present, defined
the nominally correct glideslope and localizer approach path to the runway,
a variation of the "highway in the sky" concept conceived in the 1950s by
Walter Carel during the Army-Navy Instrumentation Program (ANIP). Subsets
of these five elements in all their possible combinations were presented
to the four groups of eight subjects cach.

Experimental Procedure

Static images of the airport scene were projected onto a spherical-
section screen mounted in front of a Singer-Link GAT-2 trainer and viewed
from the pilot's seat in the cockpit, as shown in Figure 5. The images
represented views from the simulated airplane in 27 different combinations
of flight attitude and position relative to the nominally correct approach
path in accordance with a central-composite experimental sampling strategy,
as shown in Table 2. FEach subject responded once or more to each of the
eight combinations of display elements included in his particular display
group from each of these 27 different points of view.

The task was scelf-paced in that, following one response, the subject

initiated the presentation of the next computer-generated scene. The
subject's keybiard response alternatives included all combinations of high,
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Touchdown Zone Touchdawn Zone
Runway Centerline Runway Centerline
Texture Grid

Figure 1. Group I display elements: composite of all Group [ elements
(left) and composite of Group I elements with Texture Grid
omitted (right).
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Runway Outline Runway Outline
Touchdown Zone Touchuown Zone
Runwoy Cenlerline Runway Centerhine

Texture Gnd

Figure 2. Group IT display elements: composite of all Group IT elements
. (left) and composite of Group 1L elements with Texture Grid
1 omitted (right). .o
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Runway Centerline Runway Centerline
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Glideslope Localizer . Glideslope Localizer
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Figure 3, Group ITI display elements: composite of all Group TII
elements (left) and composite of Group IIL elements with
Texture Grid omitted (right).
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Runway Outline Runway Outline
Touchdown Zone Touchdown Zone
Runway Centerline Runway Centerlina

Texture Grid
Ghdeslops Localzer

Figure 4. Group IV display elements: composite of all Group IV
elements (left) and composite of Group IV elements with
Texture Grid omitted (right).
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TABLE 1

Visual Elements Present or Absent in Each of the Eight Displays in Each
of the Four Display Groups Presented to Independent Groups of Eight
Flight Instructors Each
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" Figure 5, Pictorial landing display simulation equipment.
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TABLE 2

Coded and Real-World Values of the Flight Position and Attitude Variables
in Accordance with the Central Composite Experimental Design

Coded Values

- -1 0 +1 +a
Position Variables Real-World Values
RANGE
(feet from aimpoint) 1000 2730 4460 6190 7920
VERTICAL DEVIATION
(degrees from glideslope) -1.0 ~0.5 0 0.5 1.0
LATERAL DEVIATION
(degrees from localizer) -1.0 =0.3 0 0.5 1.0
Attitude Variables
PITCH
(degrees from horizontal) 0 -2 -4 -6 -8
BANK
(degrees from horizontal) -10 -5 0 5 10
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on glidepath, or low, in the vertical dimension, and left, on centerline,
or right, in the lateral dimension. The airport scenes were magnified
20% as measured from the subject's task eye position to compensate for
the known perceptual bias in distance judgments with imaging displays
viewed from short distances. (No such bias was observed in this experi-
ment with the display magnification compensated.)

PARTTAL FINDINGS

Eisele's experiment yielded a giant printout of raw data and tests
of statistical reliability. Regression equations were computed for 21
dependent variables, only three of which are presented in Table 3 to
illustrate the applicability of the method to her complex, multivariate,
real-worid problem. Responses to images representing scenes viewed from
the five ranges from runway aimpoint called for by the central composite
design were grouped into three categories - Far, Medium, and Near - to
allow the three resulting equations to show the changing contributions
of the five display variables to the discrimination of flight attitude
and position as an airplane or simulator "approaches'" a "runway."

The three equations presented refer to the accuracy of such judgments;
other equations not presented here dealt with the speed, or latency, of
responses and a breakdown of correct and incorrect responses and their
associated latencies for both lateral and vertical displacements from the
nominally correct glidepath. TFrom the three equations presented in Table 3
can be seen the relative contribution of each display variable to the total
variance of correct and incorrect responses as a function of range from
the Touchdown Zone, or runway aimpoint., Tt is information of this type
that is needed if we are to establish the visual cue requirements for imaging
displays to be used in flight training simulators.

The specific implications of Eisele's experiment are that the pictorial
representation of synthetic guidance cues, such as a modified "highway in
the sky," within a dynamic visual display would enhance a student's landing
performance in a simulator. In the absence of augmented guidance cues,
the presence of a runway outline contributes most to correct responses at
Far and Medium ranges from touchdown, whereas at Near ranges the presence
of a runway centerline becomes the dominant basis for correct judgments,
Eisele's findings refer only to performance in the training device and do
not directly address the ultimate question of transfer of training to another
device, such as an airplane.
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EFFECTS OF VARIATION IN COMPUTER GENERATED DISPLAY FEATURES
ON THE PERCEPTION OF DISTANCE

BILLY M. CRAWFORD and DOMALD A. TOPMILLER
6570 Aerospace Medical Research Laboratory
and

MALCOLM L. RITCHIE
Wright State University

INTRODUCTION

Computer-generated imagery (CGI) is a product of computer and
cathode-ray-tube (CRT) integration., Essential characteristics of the
physical world are defined by mathematical models and programmed on
digital computers interfaced with CRT displays so that dynamic, high
fidelity visual representations are produced. The use of this tech-
nique of visual scene simulation for training and engineering research
has become widely accepted for aircraft and space systems.

The impetus for the research to be summarized in this paper was
derived from the part that one of the authors had in the refinement of
a computer-generated contact analog display developed for use by the
Navy in a digital flight simulator some four or five years ago (Ritchie
and Shinn, 1973). For that application the display was comprised of
three television~-type pictures projected onto seven-feet square screens
arranged to provide the simulator pilots a forward field of view 180
degrees wide and 60 degrees high. Two different scenes were generated
for use in evaluating the contact analog technique: (1) a runway
pattern including a 100-mile radius of surrounding territory and (2) an
aircraft carrler moving at 30 knots through open water and trailing a
characteristic wake. Surfaces and objects in the scenes were represent-
ed in true linear perspective in an effort to maintain realistic three-
dinmensional views. The display was recalculated and updated 30 times
per second in providing a changing scene consistent with the viewer
being transported along flight paths "flown" in the simulator.

Three major system limitacions acknowledged by the developers of
this visual display system were: (l) the 525~line resolution capability,
(2) a maximum contrast ratio of 7J:1, and (3) a computer capacity which
limited to 500 thke total number of "edges" which could be used in form-
ing objects and surfaces in the pictures. These limitations were
reflected in the following criticisms offered by experienced pilots who
were asked to evaluate the system as a flight simulator: (1) There were
insufficient cues for making judgments of altritude and velocity. (2)
There was insufficient resolution evidencec .,y the disaprearance of
small objects when the size of their images, as a function of increased
distance, became less than the spacing between raster scan lines.

(3) The horizon representation also took on a jagged, stair-step appear-
ance when in crossed raster scan lines at an angle: (4) The horizon
appeared to be higher than it should be.

As a result of the foregoing user criticisms, an attempt was made
to alleviate the impact of the associated shortcomings while remaining
within the physical ccnstraints of system capabilities. The techniques
employed in this effort were as follows: (1) The effect of aerial
perspective was simulated by generating and displaying a non-uniform
gray "fog" or haze-like density function so that colors were desaturated

271

[ A N v n e N e -

.

o

e cia

RS- R TR}

LTI e o




e ¥

and objects were less distinct with increasing distance. The effect
tended to obscure the horizon making the jagged effect less noticeable.
(2) Colors assigned to adjacent areas were selected to maximize color
contrast as a compensation for the lack of brightness contrast.

(3) The lack of a sufficient number of edges to represent complete
detail and numerous small objects was partially compensated for by the
use of "nested squares,' rectangles, and stripes to increase texture in
areas where low altitude manuevering occurred. Colors and desaturation
also were combined to add "realistic" texture to the trailing wake in
the aircraft carrier representation. (4) To alleviate the inadequate
resolution problem, images of small objects which provided critical

cues simply were not allowed to become smaller than the raster scan
line spacing.

The techniques used in the attempt to overcome system limitations
obviously include some distortions of reality. Nevertheless, simple
experiments and subjective evaluations by simulator users verified the

effectiveness of thé modifications in alleviating the noted deficiencies,

However, more systematic research 18 needed to determine the long range
effects of such distortions on simulator training effectiveness or,

perhaps, on the effectiveness of computer-generated displays incorporat-
ed into actual systems operations.

The number of CGI applications is expected to grow with continued
improvements in functional hardware and simulation algorithms and with
reductions in associated costs. In addition to their recognized
advantages over physical models for visual scene simulation in training
and research devices, CGI techniques promise significant advantages
over traditional visual displays for a number of operational system
applications, e.g., as instrument landing (Fig. 1) and targeting aids
(Fig. 2) in manned aircraft and for remotely piloted vehicle control and
targeting operations (Fig. 3). CGI techniquas offer the opportunity, in
combination with various navigation systems and pregathered intelligence/
ground truth data, to reduce band-width requirements for real-time
sensors since preprogrammed navigation data can be periodically matched
with sensor sampled data to emnable the CGI generation of the tactical
visual scene in real-time.

CGI techniques provide system designers with the opportunity to
take advantage of a wide range of human perceptual capabilities in die-
playing task related information. Potentially, CGI representations can
be of very high fidelity incorporeting true aerial and geometric
perspective, realistic color and minute detail, but not without cost.
The cost of CGI can be minimized by including only that level of detail
and fidelity essential to user needs, When additional detail only

decreases the signal-to-noise ratio, it should not be included. Moreover,

when true physical representations consistently produce perceptual
illusions which detract from effective user performance, systematic
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distortion may be in order. To illustrate, the tendency for an
object to be seeh as having the same dimensions even though its
distance from the viewer varies, and the size of the corresponding
retinal image changes is referred to as a perceptual constancy
phenoménon. However, there are data which show that there are,
indeed significant changes in perceived size as a function of the
retinal image variations. And, the relationship vetween distance
and the perceived size of a given object is actually a nonlinear
one (Postman and Egan, 1949). Hence, when size is used as the
primary cue to distance in CGI, it may be desirable to incorporate
computer processed corrections for the known nonlinearity in the
relationship. It is this kind of computer-driven CGI principle which
will allow the maximum exploitation of man-computer symbictics to
compensate for empirically based human perceptual biases,

Since current human engineering design principles and practices
pertain only to the more traditional display techniques and devices,
a research program was initiated by the Aerospace Medical Research
Laboratory to begin the development of a data base for CGI design
principles. The experiments to be summarized in subsequent sections
of this paper were a part of that program. More detailed reviews of
the program, which included a review of art history, with emphasis on
the synthesis of pictorial quality, and a summary of motion picture
animation techniques, are available in other sources (Nelson and Ritchie,

1976 and Ritchie, 1976).
CGI EXPERIMENTATION

Method

Stimulus materials for the experiments on computer-generated imsgery
were derived from the CGI facility developed by the General Electric Co.
at Daytona Beach, Florida. The required sequences of stimulus conditioms
was generated on the CGI system, recorded on video tape and played back
for presentation to subjects on the 4.5 x 5.5 ft. display of an Advent
Projection System (Model 1000A) at Wright State University. Hence, the
method represented a "poor man's" approach to research, but, nevertheless,
it provided useful preliminary data on the independent effects of
parameters from which complex CGI is synthesized.

The Advent is a color system using red, green and blue phosphor
projection tubes with peak wavelengths of 600 nm, 525 nm and 435 nm,
revvectively, The system operates from an external source with 525 scan
lines interlaced 2:1 with the 60 Hz field rate and the 30 Hz frame rate.
The Sony Video-Cassette recorder used for recording and playback was a
Model V-180J with 230~1ine horizontal resolution.

Subjects used in the experiments were seated 14 feet from the display
so that the visual angle subtended by the display was 18 030' x 22%0',
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Aerial Perspective Experiment

Subjects, Two groups of subjects, 20 naive university subjects
and ten experienced Air Force aircrew members (ACM) were tested.

Stimuli. The stimulus images, generated by the method previously
described, depicted uniformly green landscapes underneath a light blue
sky. Within each landscape, two dark blue "targets" were depicted as
they would appear from an altitude of 1,000 feet. The target dimensions
corresponded to structures of 100-feet height, 300-feet width and 10-feet
depth. One target served as a "standard" always appearing at the same
known distance, 2,000 feet, or about .4 miles, from the subject's
vantage point 1,000 feet above the "ground."

The second target provided the "comparison" stimulus, and was
presented at one of eight different distances on any given trial. The
eight distances depicted were:

Feet Approximate Miles
3,000 0.6

3,000 0.9

8,000 1.6
12,000 2.2
17,000 3.2
23,000 4.3
30,000 i 5.6
38,000 7.1

The principal independent variable in this experiment was the
aerial perspective-visibility factor. As previously suggested, aerial
perspective in CGI involves desaturation of colors, obscuration of
detail and increased blurring of the horizon with increasing distance.
In the General Electric CGI system to generate the color of an object
in aerial perspective '"fog," the following formula was used:




C0 = FC + (1-F)G
where:
Co = actual color
F = range factor, e h
in which k = attenuation coefficient,
and d = slant range to the object (at
which distance the object was 50 percent
the assigned color and 50 percent fog color)
C = assigned color with no fog

G = fog color

The density of the fog decreases with altitude so that in using the
formula one specifies (1) d', which is the distance at which the célor
of an object is to become desaturated to 50% assigned color and 50% fog
color at zero altitude, and (2) h, which is the altitude of the viewer
(always 1000 feet in our case). Then the computer calculates the slant
range to 507 desaturation of object color.

In this manner four levels of visibility were generated for study.
They were identified as 10,000-feet visibility, 18,000-feet visibility,
42,000-feet visibility, and "infinice" visibility (i.e., no aerial
perspective factor)

Procedure. Each comparison target distance was paired with each
visibility condition. Having been instructed that the nearest target
was always 0.4 miles away and that all targets were the same size, each
subject was asked to estimate the distance to thr second target to the
nearest 1/4 mile. Two juagements were obtained from each subject.
Stimulus conditions were presented in random order for 20 seconds each
with 10 seconds interval between exposures. The order of stimulus
condition presentation was reversed for the second runm.

Results. The results are depicted graphically in Figuvres 4 through
7. Analyses of variance applied to the data obtained from the naive
subjects showed the main effects of distance and visibility on perceived
distance to be significant (p< .001), There also was a significant
(p < .001) interaction between distance and visibility. There was no
significant difference between first and second judgements for naive
subjects.

The analysis for experienced aircrew members showed a significant
difference between first and second judgements. For first judgements,
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the effects of distance, visibility and the interaction between the
two proved statistically significant (p < .0l1). However, for second
judgement only the main effect of distance was statistically significant.

General Conclusions. The following summary statements reflect the
results of this preliminary investigation of simple computer-generated
imagery effects on perceived distance.

1. Naive subjects tend to grossly overestimate distances. The
error increases with the distance to be estimated.

2. Experienced aircrew members also tend to overestimate distance
but are much more accurate than naive subjects. Their error tended to
be greater through the middle range of distances investigated and was
relatively constant, on the average,(at about two miles) between the
slant range distances of 5,000 feet to 30,000 feet.

3. Simulated reduced visibility increased distance overestimation
error for both naive and experienced subjects. However, the experienced 1
subjects quickly adjusted their estimates to accommodate for the visi-
bility factor so that the effect was not significant on the second trial.

Texture Experiment

Subjects. Two groups of subjects, 20 naive university students
and ten experienced aircrew members were also t:ested in this experiment.
(No subject who was tested in the aerial perspective study was used in
this one).

Stimuli, The same targets, distances, and altitude used in the
first experiment were used in this one. The aerial perspective-visibil-
ity factor was held constant at the 42,000 feet condition. The 1
principal independent variable in this experiment was the landscape :
background or texture. One level of background texture was the uniform
green field used in the first experiment. This was referred to as "0
texture." Three additional levels of texture were produced by overlay- ;
ing "stripes" of two different shades of green at right angles to each
other in a random manner so as to create rectangular blocks. The three ,
levels of texture reflected different widths in the stripes depicted :
upon the landscape background: 1,000 feet, 2,000 feet and 4,000 feet. :

Procedure. The procedure was essentially the same as for the first s
experiment. N

Results. The results are depicted graphically in Figures 8 through
11. The analyses of variance showed the main effects of distance and
texture to be statilstically significant (p < .0l) for both naive and
experienced subjects., The interaction betweun distance and texture was
statistically significant only for the expsrienced group.
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General Conclusions. The following statements summarize the
results of the experiment on the use of artificial background
texturing in CGI displays.

1. Although both groups of subjects tended to overestimate
distances, the magnitude of the error on the part of naive subjects
was reduced apparently by the texture context of this experiment.
(Compare with results of the aerial perspective experiment).

2. The advantage of texturing is less apparent for experienced
observers.

3. No particular level of texturing appears to be more advanta-
geous than another. Of course, natural texturing, as produced by
forms and fields divided by roads as section lines separated by known
distances, would, no doubt, be another matter.
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THE FIDELITY ISSUE IN VISUAL SIMULATION

Milton E. Wood

Flying Training Division
Air Force Human Resources Laboratory
Williams Air Force Base, Arizona 85224

The issue of fidelity remains one of the more popular issues associated
with flight simulation. This will most probably always be the case because
fidelity is associated with cost. More fidelity: more cost. In fact, the
rule is often stated that cost is exponentially associated with fidelity.
Fidelity is also associated with training. It is generally agreed that high
fidelity gives good training while low fidelity offers poor training, no
training, or even training of a negative nature. Because high fidelity is
associated with good training, the immediate implication is that the quality
of fidelity and training increase at the same rate,

In the past, this line of logic has appeared valid; at least, many of
our modern operational simulators have become quite expensive and do provide
good training. But today, with the possibility of equipping next generation
flight simulators with visual systems that can recreate every detail of the
outside world, the cost associated with this level of simulation is such
that many would wonder who can afford a good training system if fidelity,
cost and training must proceed together; perhaps at some exponential rate!

This is a serious problem. And even though it can be argued that a
flight simulator can cost up to ten times that of the aircraft and still be
an efficient training tool, the relationships between cost, fidelity and
training needs closer scrutiny. The position can be taken, for example,
that fidelity, in the popular sense, is not the driving force behind
training and cost. To take this position, however, the definition of
fidelity must be examined as well as its relationship to training, cost and
visual simulation in particular,

The term fidelity, as we all recognize, is a very slippery term. The
connotation of the word, when used to describe various systems, is largely a
function of the speaker and his background. If, for example, an individual
with engineering background uses the term "fidelity," he is usually
describing one-to-one relationships between the simulator and that being
simulated. In fact, it is not only the engineer with his background in hard
sciences that attaches this connotation to fidelity, it is also the user
that finds this connotation meaningful. The reason for this is apparent.

In the case of the engineer, this definition is comfortable because .it is
his job to analyze and model physical reality. The user must also define
fidelity in this way because most of his experience has been based upon his
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perception of physical reality. To use standards other than physical
reality offers risks he is not willing to accept. But there are yet other
viewpoints concerning fidelity.

Considering the rather awesome fact that visual simulation offers an
opportunity to control up to 90% of the information man uses to construct
his perception of reality, it seems appropriate to return to one of man's
basic disciplines, that of philosophy, for some clues concerning the basic
nature of man. This discipline has something to offer because it was the
first to suggest that man's concept of reality is not based entirely upon
the physical world, but depends to a great extent upon man's interpretation
of those physical events which can be isolated, weighed and measured. The
discipline of psychology also shares this view. Research has shown time and
again the subjective nature of perceived reality and how man fashions his
own world based upon the remarkable capabilities of the brain and body to
process information received from the five senses. Without belaboring the
point further, the important distinction is that this concept of reality has
two major dimensions: (1) that dimension which is founded solely on those
physical events that are independent of man's interpretation; and (2) that
better known dimension which is man's interpretation of raw physical
events,

Following the same logic, the concept of fidelity in simulation can be
said to have two dimensions: (1) that dimension requiring a close
relationship between raw physical events and any synthetic model or
simulation of those events; and (?) that dimension requiring a close
relationship between man's perception of reality and that synthetic model or
simulation which produces an accurate illusion of that reality. The first
dimension can be referred to as an objective fidelity where emphasis is on
physical events., The second can be referred to as a subjective fidelity
where fidelity is person-centered and concerns only man's perception of
simulated events. It is this second notion of fidelity that has the most to
offer if we are to efficiently manipulate fidelity so as to optimize
training and cost. It is also a point of view which frees many of our
concepts regarding simulation and allows us to fully exploit the potential
of simulation in flying training. Without an operator-centered concept of
fidelity, it is tempting to think of a simulator as a simple extension of
the aircraft being simulated. Taken within this context, the potential of
simulation--by definition--is constrained first by the limits of physical
reality itself and second by the extent to which physical reality can be
simulated. However, when a subjective or operator-centered concept of
fidelity is used, simulation can be seen with all of its unique potential,
possessing a flexibility that is limited only by man's ability to exploit
complete control over the stuff that makes up a perceived or subjective
reality.

In the area of visual simulation, this flexibility goes far beyond the
usnal advantages of simulation such as problem freeze, reinitiation, record
and playdack, performance measurement and the like. It involves a full
manipulation of the operator's visual world with the opportunity to
concentrate on that visual informatior which is required by the operator to
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carry out a specific task at a given level of skill. This is a powerful and
key concept for visual simulation in the future. For, to the extent that

* necessary and sufficient visual information is not made available to an
operator at a given skill level, his performance will suffer. To the extent
that visual information exceeds that which is necessary and sufficient for a
given task and skiil level, dollar costs are incurred which are not likely
to improve performance or training. By tieing this basic caveat to the
fundamental requirement for an operator-centered or subjective fidelity, we
are then free to begin the task of defining what is necessary and sufficient
for both a training and cost effective simulation; a task that has only
begun for flight simulation in general, and for visual simuation in
particular,

Using this guideline, it is exciting to explore some of the unique,
operator-centeraed opportunities that visual simulation offers. Three
categories of opportunity which come to mind at once are: (1) the
opportunity to exploit the native characteristics of the operator; (2) the
opportunity to systematically manipulate visual représentations of the real
world; and (3) the opportunity to create illusions or other forms of
artificial reality which have the potential of enhancing training or
performance in general. Each of these areas is just now becoming the target
of systematic behavioral research.

Consider first the potential of visual simulation to exploit the native
or given potential of the operator. Among all of the opportunities that one
might think of in this regard, one of the most premising centers about man's
capability as a symbol processor and his ability to gcnerate expectancies
based on past experience. Give a man a symbol that has acquired some
meaning through previous learning and his mind immediately activates an
associa*ive chain which transforms that symbol into a meaningful and
detailed perception of reality. For example, the word barn, which is itself
a symbol, calls up the mental image of a barn which--in the mind of the
perceiver-~is most likely a red barn with a hip rnof situated on a farm with
cows, green grass, etc. It may even have a "Chew Mail Pouch" sign displayed
prominently on one wall. All of this detail comes from the four letter word
"barn." Consider now a line drawing with nothing more than a
three-dimensional cube topped with a few lines which represent a hip roof.
Go a bit further and imagine a visual computer image generated (CIG) scene
which includes the barn and sufficient detail to represent ground and sky.
At this point, you have a level of subjective fidelity that will allow an
operator to attack the barn or to use it as a navigational fix. It need not
be red or surrounded by cows unless that visual information is critical to
the task at hand. Let's assume now that the barn should be seen as a
church. A1l that may be required is to add a steeple to the barn and it
becomes a church. Similarly, the pilot is a simulated visual environment
accepts square wheels on a car or truck as being round. A grouping of boxes

‘ can be perceived as a town. And a series of inverted cones can represent a
forest. The list can go on and on. The point being that visual simulation
can and must take advantage of man as a symbol processor who has himself
encoded much of the real world in symbols, waiting only to be activated.
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A1l that is required is a proper visual perspective and that level of visual
information which removes sufficient ambiguity to get a job done. The
overall subjective experience of the operator and the training potential of
the visual scene itself will far exceed the one-to-one relationships between
the visual representation of reality and reality itself.

A second area of unique opportunity for visual simulation is the
capability it offers to purposefully vary the amount of visual information
in a real world representation. Acknowledging the fact that current
technology limits the amount of detail that can be brought to bear on a
given scene, and that the operator must "fill in" through past experience,
it is often desirable in a training situation to further strip away visual
information which is not of importance at a particular stage of learning.
This technique--easily accomplished with CIG--provides an opportunity to
highlight essential visual cues that might otherwise be masked by the detail
or visual noise of simulated reality. Future research may show, for
example, that learning to land an aircraft can be enhanced through a series
of graded visual presentations that systematically highlight the visual cues
used by the expert pilot. One could imagine a visual training sequence that
first pictures only the basic geometric changes of a runway as distance and
altitude vary on a final approach to landing. A second level of detail
could include those velocity, altitude and touchdown cues the expert pilot
uses for a proper landing. A third level of detail could include all the
detail or visual noise that every pilot has to deal with when landing at a
real world airfield. This general approach has similar application to many
piloting tasks. Consider the problems associated with target detection and
recognition or low-level navigation. Here again, the opportunity to
manipulate reality in such a way that control is maintained over the
internal or subjective mechanisms of the operator is indeed exciting.

A third example of the flexibilities inherent in CIG-type visual
simulation systems is perhaps the most fascinating: the opportunity to
complete’y depart from all real-world visual constraints. Within this
category of application, our only goal need be the goal of enhancing
training or performance regardless of the visual imagery required.

One such application found in the psychological literature is the use
of visual cues to provide augmented or artificial feedback. Using this
approach, additional information is presented in such a way that it makes a
task easier to perform during initial learning. As the student gains skill,
the artificial cues are removed. A rather far-fetched application of this
concept might involve the addition of a big white "X" on the end of a runway
which shows a student the proper touchdown point; or, a target made obvious
by a big circle. Almost limitless possibilities exist. Their utility
awaits only the proper research.

The opportunity to exaggerate reality is another important capability
of visual simulation. Little has been done in this area, but its potential
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can be seen when the need arises to capture the attention of an operator, to
emphasize some unique characteristics of an object, or to provide visual
information that is not normally available due to the resolution limitations
of a given visual system. Again, a whole array of opportunities can be
imagined from the simplest undergraduate pilot training task to highly
sophisticated surface attack and air-to-air training requirements.

I1lusion provides yet another example of how visual simulation can be
used outside of reality itself. It may be possible, for example, to enhance
a pilot's perception of the third dimension--using a two-dimensional
display--by manipulating the visual cues which create a sensation of 3-D.
How far we can go in this regard, no one knows.

A final example of simulation outside the realm of reality is
illustrated by the oportunity to create artificial tasks that &re specially
designed to train piloting skills. Imagine, if you will, an elaborate
series of canyons, spires and walls the pilot must learn to navigate to
demonstrate his flying skills. Similarly, tunnels in the sky could be
modeled which exercise the student in steep turns, climbs and descents.

With careful design of visual environments such as these, the pilot could
learn all the boundaries of his aircraft's performance and have a lot of fun
in the process., Research will ultimately show the potential of artificial
tasks for training,

In summary, an effort has been made to move beyond the popular
connotation of fidelity by differentiating two separate dimensions: (1)
that objective dimension requiring a one-to-one relationship between raw
physical events and the representation of those events; and (2) that
subjective dimension which produces an adequate perception of reality as
interpreted by the operator., The first or objective form of fidelity can be
quite costly and does not guarantee that quality of simulation necessary and
sufficient for effective training. The second or subjective form of
fidelity is a basic operator requirement which can assure a quality of
simulation needed for training, and can be less demanding costwise when an
effort is made to provide only that information necessary and sufficient for
the training tasks at hand, Several examples have also been given which
describe the unique potential of visual simulation to vary and control the
subjective world of the operator. Implicit in these examples is the
challenge to fully exploit the potential of visual simulation through
further research and development hoth from an engineering and training
effectiveness point of view.

If there is a bottom line to this presentation, it is this: Simulation
exists only for the operator. And because of this, simulation must be
designed for the operator. To remove the operator from the loo} or to
ignore his demands and contributions, is to hazard great inefficiencies at
great dollar cost.
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CLOSING REMARKS
1977 IMAGE CONFERENCE

Professor Robert M. Howe
Chairman, Aerospace Engineering Department
University of Michigan

When Eric Monroe asked me if I would agree to be the closing speaker
at the 1977 IMAGE Conference, I told him that I knew very little about
computer-generated imagery. He assured me that I should not worry about
that, since he and his people would help me prepare some closing remarks.
Well, he indeed did help me, by putting together an excellent program
over the past two days. As a result of this, I feel that I have learned
a great deal more about CGI, and 1ike the rest of you, I cannot help but
be impressed by the tremendous progress made in this field over the past
several years, much of which has been reflected in the Conference papers
we have heard here.

I suppose one of the reasons I was asked to be the closing speaker is
my chairmanship of the newly-formed US Air Force Ad Hoc Committee on
Flight Simulation Technology. In addition to being asked to comment on
the Air Force R&D program on fligat simulation, our committee has been
charged with advising whether or not current or future provision for
motion should be included in the A-10 and F-16 flight simulators. One
might ask what this has to do with visual displays, and in particular,
computer-generated imagery. Well, anyone who has ever sat in the cock-
pit of the ASPT here at Williams and experienced the tremendous motion
cues resulting from the wraparound visual system knows how important a
wide angle visual system can be in considering motion requirements.

At the present time, it is my understanding that the pacing factor in
computer-generated imagery, at least as far as cost and complexity of
scene is concerned, is the computer itself, whether it be general purpose
or special purpose. It also seems clear that if as much progress is
made in computer technology over the next five years as has been made in
the past five years, we will see further dramatic decreases in computer
costs and increases in computer performance. Thus, I believe that Stan
Roscoe's concern over our spending unnecessarily large amounts of money
for flight simulators with excessively elaborate visual displays will be
answered by dramatic decreases in the cost of CGI within a few years.

As this occurs, we are still left with two problem areas which have been
highlighted in papers at this conference. The first is the enormous size
of the data base needed for CGI involving large land areas. Continued
improvements in computer mass-memory technology will help solve this
problem. The second problem area is software, in particular, development
of compilers that allow automatic generation of computer code for image
reconstruction from photographic or other data bases, or simplified
source programs that allow easy manual construction of visual scenes.

This problem area will require a lot of effort for successful solution,
but I heli2ve success will indeed be realized.
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In listening to the conference keynote remarks prepared by Senator
Goldwater, I was struck by his concern for the tremendous cost of new
proposed flight trainers., You will recall that he advised simulator
advocates to have completed the necessary R&D proving the need for
costly features before asking Congress to provide funding for procurement
of such simulators. The truth, of course, is that we do not in fact
have at this time the R&D data base necessary for making wise simulator
procurement decisions as they affect simulator fidelity. Some of us hope
that we are beginning now to invest in the R&D needed to make wise
procurement decisions on simulators five years from now., 1 applaud the
concern of Congress over the need for adequate R&D before asking for
simulator funds. I hope they remember this when, in turn, they are asked
to approve the R&D funds,

Let me turn now to some wild speculation regarding the future
direction of computer-generated imagery. 1 believe we all agree that
continued quantum jumps in computer technology, especially in LSI
circuits, will inevitably bring us to "photographic quality" computer-
generated color displays. This, coupled with easily used software and
inexpensive data bases, has the potential of creating a whole new art
form. I can imagine artists using a computer-based system to synthesize
the equivalent of abstract paintings and other art forms. When he is
freed from the time-consuming task of applying paints to the canvas,
think how prolific an artist might be in creating new visual effects by
calling up and manipulating a vast array of computer-generated color
images!

In fact, an obvious extension would be to use CGI to create motion
pictures for theatre and home use. This has already been done for
cartoon-like animated movies. But with orders of magnitude improvement
in information rate capability of computers and displays, the synthesis
of photographic quality CGI motion pictures would be a logical develop-
ment. Now the writer could create visual representations of his charac-
ters as he imagines them, with virtually no limitations on the scenarios
in which they operate. No longer would the characters be tied to the
physical attributes of the real movie actors, as is currently the case.
1 don't suppose such a development would be gireeted with enthusiasm by
the actors guild. In a way, this would be a 1ittle bit akin to the
reluctance of pilots today to substitute simultator time for flight
time. One thing is certain, if CGI becomes a major and perhaps dominant
factor in the entertainment business, the resulting size of the market
would make flight simulation seem small by comparison.

Let me finish by saying how much I've enjoyed meeting many new
people and renewing acquaintances with many old friends at this con-
ference. I look forward to seeing all of you at a future IMAGE confer-
ence. On behalf of all of us, I'd 1ike to thank our HRL hosts here at
Williams Air Force Base, including our chairman, Eric Monroe, for their
wonderful hospitaiity, for arranging the outstanding entertainment last
night, and for putting togeiher an excellent conference program.
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Hughes Helicopters
Bldg 30S, MS T-1000
Culver City, CA 90230

USAAVNC
Ft Rucker, AL 36362

American Airlines, Inc
Simulator Engineering
American Airlines Plaza
i1 Worth, TX 75125

AFHRL/FT
Williams AFB, AZ 85224

AFHRL/FT
Williams AFB, AZ 85224
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(213) 391-1792

(202) 426-0952

(0234) 750111
Ext 281

(602) 988-2655

AV 487-4846

(303) 398-4213

AV 474-6604

(213) 391-1792

(205) 255-5619

(817) 283-4751

(602) 988-2611
Ext 6945
AV 474-6945

(602) 988-2611
Ext 2226
AV 474-2226



Cdr William C. Mexrcer

Henry Mertens

Major David L. Miller

Robert H. Miller

Eric G. Monroe

Lt Cdr G. T. Morgan

Charles Morrill

R. F. New

Ralph Nelson

Douglass R, Nicklas

Richard W. Obermayer

James J. 0'Connell
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AFHRL/FT
Navy Liaison Office
Williams AFB, AZ 85224

FAA, AAC-118
P. 0. Box 25082
Oklahoma City, OK 73125

AFISC/SES
Norton AFB, CA 92409

Systems Engineering Labs
AFHRL/FT
Williams AFB, AZ 85224

AFHRL/FT
Williams AFB, AZ 85224

U, S. Coast Guard
Aviation Training Center
Mobile, AL

Goodyear Acrospacc Corp
D/151
Akron, OH 44315

Singer Co., Link Div
Binghamton, NY 13902

Naval Education & Training Support
Center, Pacific

921 W. Broadway - Bldg 110

San Diego, CA 92132

Canyon Research Group
741 Lakefield Rd
Westlake Village, CA 91361

Navy Personnecl Research § Development
Center

Code 9311

San Diego, CA 92152

Singer Co., Link Division
Advanced Products

1077 E Arques Ave
Sunnyvale, CA 94086
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(602 988-2611
Ext 6945
AV 474-6945

(405) 686-4846

AV 876-4104

(602) 988-2611
Ext 6604

AV 474-6604
(602) 988-2611
Ext 6604

AV 474-6604

AV 344-2240
(216) 794-4361
(607) 772-3375
AV 933-8734

(213) 889-4750

(714) 225-6617
AV 933-6617

(408) 732-3800
Ext 126
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Capt Patrick E. O'Gara

1Lt Shawn D. O'Keefe

Jesse Orlansky

Cdr H. F., Orr

Kathy Parris

Ray Pawlikowski

Martha V. Pearce

R. A. Perutz

King Povenmire

Warren E. Richeson

Robert W. Rife

Eldon Riley
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Chief of Naval Education §
Training (N-4)

Naval Air Station
Pensacola, FL 32508

AFHRL/FT
Williams AEB, AZ 85224

Inst for Defense Analysis
400 Army Navy Drive
Arlington, VA 22202

U. S. Coast Guard
USCG Aviation Training Center
Mobile, AL 36608

General Dynamics
Central Data Ffstems Center
Mail Zone 2459

Product Programming § Development Dept

Ft Worth, TX 76101

Singer Co., Link Div
Binghamton, NY 13902

Arizona State University
Tempe, AZ 85283

Hazeltine Corp
Greenlawn, NY 11740

USCG Aviation Training Center

Mobile, AL 36608

AFHRL/FT
Williams AFB, AZ 85224

AFHRL/FT
Williams AFB, AZ 85224

Chief of Naval Education & Training

(N-4)
Naval Air Station
Pensacola, FL 32508
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AV 922-3608

(602) 988-2611
Ext 6604
AV 474-6604

(703) 558-1660

(205) 344-2240
Ext 224
AV 426-3635

(817) 732-4811
Ext 2110

(607) 772-3864

(516) 261-7000

(205) 344-2240
Ext 336
AV 426-3635

(602) 988-2611
Ext 2226
AV 474-2226

(602) 988-20611
Ext 6604
AV 474-6604

AV 922-3608



Malcolm Ritchie

S. N. Roscoe

Donald J. Rose

Robert S. Rulon

Theodore Rundall

R. Schumacker

Gordon N. Sheldon

B, John Shinn

James E. Smith

C. Allen Snow

William G, Spring

E. A. Stark
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Wright State University
Colonel Glenn Highway
Dayton, OH 45431

Aviation Research Lat
University of Illinois
Savoy, IL 61874

Aviation Research Lab
University of Illinois
Savoy, IL 61874

Grumman Aerospace
Bethpage, NY 11714

DOT FAA NAFEC
Atlantic City, NJ 08405

Evans § Sutherland

580 Arapeen

Box 8700

Salt Lake City, UT 84108

Naval Education § Training Support
Center, Pacific

921 W Broadway

San Diego, CA 92132

General Electric
Ground Systems Dept
Box 2500

Daytona Beach, FL 32015

AFHRL/FT
Williams AFB, AZ 85224

Systems Engineering Labs
AFHRL/FT
Williams AFB, AZ 85224

Northrop Corp

Aircraft Division (3845/64)
3901 W Broadway

Hawthorne, CA 90250

Singer Co., Link Division
Binghamton, NY 13902
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(513) 873-2476

(217) 333-7899

(217) 333-3162

(516) 575-3425
(609) 641-8200
AV 234-1596

(801) 582-5847

AV 235-3734

(904) 258-2904

(602) 988-2611
Ext 2226

AV 474-2226
(602) 988-2655
AV 474-2226

(213) 970-4037

(607) 772-3846
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Capt John D. Stengel

Harry L. Stevenson

Terrance K. Templeton

Lynn C. Thompson

George R. Turnage

R, A, Waldrop

Joe L. Walker

J. Scott Wall

Robert T. P. Wang

Maj William T. Washburn

Bill Welde

ASD/SD24E
Wright-Patterson AFB, OH 45433

Naval Education § Training Support

Center, Pacific
921 W Broadway - Bldg #il0
San Diego, CA 92132

AFHRL/FT
Williams AFB, AZ 85224

Systems Engineering Lab
AFHRL/FT
Williams AFB, AZ 85224

General Electric
AFHRL/FT
Williams AFB, AZ 85224

American Airlines, Inc
Simulator Engineering
American Airlines Plaza
Ft Worth, TX 75125

Vought Corp

Mail Unit 2-53340
P. 0. Box 5907
Dallas, TX 75222

Systems Engineering Labs
AFHRL/FT
Williams AFB, AZ 85224

Honeywell, Inc

Marine Systems Division
1200 E San Bernardino Road
West Covina, CA 91790

USAFTAWC/TNS
Eglin AFB, FL 32542

6570 AMRL/HEC
Wright-Patterson AFB, OH 45433
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AV 785-3908

(714) 235-3177
AV 933-3177

(602) 988-2611
Ext 6604
AV 474-6604

(602) 988-2655
AV 474-2226

(602) 988-1541
AV 474-6604

(817) 283-4751

(214) 266-2881

(602) 988-2655
AV 474-6945

(213) 331-0011

AV 872-2642

(513) 255-3438
AV 785-3438
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T. S. Whyte

John M. Wilson, Jr.

Lt Col W. H. Wittekind

Milton E. Wood

Robert H., Wright

Donald Vreuls

John L. Young

Anchard F. Zeller
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Naval Education § Training Support
Center, Pacific

921 W Broadway - Bldg #110

San Diego, CA 93132

ASD/ENETV
Wright-Patterson AFB, OH 45433

Dept of Academic Training
ATZQ-T-AT
Fort Rucker, AL 36362

AFHRL/FT
Williams AFB, AZ 25224

Advanced Systems Research Office

U.S. Army Air Mobility Research
& Development Office

Ames Research Center

Moffett Field, CA 94035

Canyon Research Group
741 Lakefield Road
Westlake Village, CA 91361

Vought Corp
P. 0. Box 5907
Dallas, TX 75222

AFISC/SES
Norton AFB, CA 92409

312

o 8 B BN 0 o

(714) 235-3745
AV 933-3745

AV 785-2431

(205) 255-5600
AV 448-5600

(602) 988-2611
Ext 2226
AV 474-2226

(415) 965-5740
AV 586-5655

(213) 889-5072

(214) 266-3786

AV 976-3458
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