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MULTLVLE FING SONAR DEMACEION

1. Introduction
The design of detectors for single ping sonar has closcly followed.

radar design principles, Matched Tiilers, optimum only for a stationary,
r Caussian noisc channel, are used for detection although ocean noise has

been shown to be neitler Gaussian nor stationary.. Although much has been

learned about the sonar environment in recent studies, more accurate design

and analysis of detectors must await detailed knowledge of the ocean medium

vhich is unavailable at present. The radar analysis and the design

X

rinciples derived therefrom are thus applied, essentially unchanged, to

? single ping sonar,
In the design of multiple ping sonar there is an additional caaplication
¢ which is not present in the analogous radar problem studied by Marcum
7 In the radar case all of the target's characteristics are
essuned to ;‘emain stationary for the duration of the pulsc train. . This is
& rcasonable assuaption since the entire pwlse train may last only micro-

' seconds., But in the 20 to 30 seconds between sonar pings the target locatica

end other characteristics can changs markedly. The problem, then, is to
detect the presence and estimate the location of a target whose path of

motion is subject to certain constraints but otnerwise unknown to the

observer,

In this report & formulation of the optimun multiple ping detector is

presentad which takes into account the stationarity differences between the

e

sonar problem and the ideal radar formulation by Marcum.

g

I ——————
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2.  Derivalion of Optima) Frocassor

Iet N be the total number of (discrcte) locations under surveillance
by the sonar system. By the Jth ping therc are vapossiblc paths which
the target may have traveled through the surveillance arca. The date

available from the last j pings is to be processed in an optimal fashion

to decide between the following 1+NJ hypotheses:

H(1): the target is present with path 71

H(NJ): the target is present with path #HJ

H(1+NJ): the target is absent

The data from ping k, 1 € k < j, can be surmarized in the vector
?k = (xkl’ coey ka) where an is the single ping processor output which
< -
corresponds to the nt‘n location on ping k. The true location of the target
at the time of the kth ping under hypéthesis H(n) will be given the symbol
a(k,m).

It is desired to process the data from successive pings in a way which
maximizes the probability of detection for a specified average nunter of
false alams, It is well knowm (see, for example, Reference 2) that the
data processor which accomplishes this objective must compute the set of a
postc;'iori probability density functions p(Z;, ..., ZJIH(m)), mel, coy 1+NJ,
and compare these with a threshold c which is inversely weighted by the

probability that H(m) is true. That is, if

. —. e
p(?rl’ seey ZJ }'(m)) > Pr { H(m)}




then H(m) is accepted whereas if

p(zl, eeey Z }{(m)) < —-—.-(:...__ -
J P { H(UD}

r
then H(n) is rejected.

We assume that the waveform r(t) returned by the terget consists of
the transmitted narrowband signal with envelope V(t), carrier frequency

'

& o, and randon carrier phase © plus additive, stationary, white Goussian

noise wl(t) of spectral density I :

r(t) = s(t) + “i(t) = V(t) cos (cuo t -0) 4 wl(t)

The single ping processor consists of & bank of N matched filter -- cnvelope
detector combinations, one for each location in the surveillance area,

Each of the outputs has the form:

Ts

I & 2
e ( r(t) v(t) cos wt at)
o

Tg

+ ( r(t) v(t) sin w, t dt)?'
4 ‘
where Ts is the duration of the transmitted signal.
If the target is not present the rcturned waveform consists of noise
elonc and the probability density function of X is given by (see Relerence 6

or Section 13 of the Appendix of this report, with Vo equal to 1):

: X
p(x) = it W, . e
<~
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R —

=

2 ) .
where - = Zﬁgaf‘ , B 1s the transmitled signal energy and W is
o

the RF bandwidth of the receiver. When the target is prezent the provability

density function of X is given by:

2 h
pX) =25 e ( -E21=) 1.
< 2:7’

That is, X has a Rayleigh distribution with 2 degrees of frecdom if the
target is absent and a Rice distribution with 2 degrees cf ficedom if the
target is present. The single ping processor outputs corresponding to
different pings &nd/or different locations are assumed to be independent,

The optimal data processor must compute:

Bz, o.ns 7y | ()

= p(xll, soey xlN., x21, ceey XaN, ceey le, esey XJN’ H(Tﬂ))

J N
TE 2 s o, »
Now ; 2

—.k.g exp - .x—kjlé if n yl 8.( ,Y‘l)
o’ 1=

p%y, [ () = e
X N
—52 exp ( - '}gl’~“’_°-' ) Io (xkn) if n = a(k,n)
=2 2 cr’

Toat is, 1f n corresponds to the true target location a(k,m) on ping k

under hypothesis H(m), m=l, soey NJ, then X is Rice distridbuted; otherwise

3

it is Rayleigh distributed. Under hypothesis 14NY (targst is absent), X has

@ Rayleigh distribution for all N locations and ell J pings.

.' " ——. o=



o
: Suhstituting (2) in (1), we have:
Bz, ..., Z |n(m))
J X 2-' X x2
N X : i
W ‘ }'2 exp - .,~k_n_,2. Ji)?_(}.’:z_.".,)_ exp (- ,_B‘;"l_(k_@%wf_“) Io(xk o)
k=:l n—l - 2(_-,/ < 2 —_— i sf
- n # a(k,m)
- L )
2 2
oy 4 | L X
=« exp (- 55— k
P 2 ) —“ —“1 ..Xlig exp - ""1'1*2’ Io(Xk,a(k,m)
k=1 n= o >
m = 1’ ce ey NJ
and for m = 1+IIJ:
- AR lH(m))
N 2
= .T’r ﬂ— ikn exp - —x}!‘_
Bel el ort s
-~
‘ Those factors of p(Zl, ""Z,j l H(m)) which are the same for each hypothesis

need not be computed since they will have no effect

magnitudes of p(Zl, ¥y ZJ l Rln)) for m = 3, veuy

constant factor exp - _Jo’f

~——

2

may be included in the

Taus, only the factor:

ﬁ; Io(%y,a(x,m))

on the relative
1+NJ. Similarly, thue

comparison circuitry.
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nust be computed by the data processor and compared with a threshold for

m = 1, ceey NJ:

.
Accept H(m) 1if: ;Ul L atem) > -5

8 { H( nif}

J
L
end reject H(n) if: 1!; ]o(xk,a(k,m)) &

FOCT. NS
. { H( m)}

If the test function does not exceed the threshold for any of tue
hypotheses H(n), m = 1, ..., NJ, then the target is declared to be absent;
that is, H(lﬂIJ) is accepted. Decisions based upon this test function
will have the desired optimal propertics,

Now that the optimal test function has been obtained, any monctenic

function of it may be used Jjust as well., For example,

-4
An k[--l-; Io(xk,a(k,m)) = i ﬁn Io(xk,a(k,m))

k=1

The decision criterion becomas:

Accept H(m) if: r'm (3) = }’: )Zn Io(xk,a(k’m)) + ,én P, {H(m)}),{.’n c
k=1 '

3
end reject H(m) if: r'm(J) = _ﬁn Io(Xg a(k,m)? * Ln P, {H(m)} <£}n c
. k=1

(3)
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The path which the target follows is selected by an intelligent
controller according to a plan which is unknown to the sonar coperator.
That is, increments in the target's path are deterministic and unknown
rather than randoa, The maximum amount that the target location can
change between pings is determined by the velocity and acceleration
limitations of the target. In the sbsence of further information the

target location on the next ping has a chance of being in any of the

o

positions neighboring its location on the last ping. The probability

P, {a(k,m) |a(k-1, m)} that the target will be in location a(k,m)

on ping k when it was in location 2(k-1, m) on ping k-1 will in gencral

~.-

be a function of both k and the hypothesis H(m).
We asswae that the target performs a random walk in the sonar

surveillance area., That is, increments in fhe targe£'s path from ping to

ping are independent, identically distributed, zero-mean, vector valuzd

random variables, Tnis may be considered a worst case situation as

regards knowledge of targeat behavior. Then:

Pr {H(m)}

I
o
L2 ]

{%(l;m), al2,m); o4y a(J,m)}
g {a(‘j,m) [a(l,m), CT- % I a(J-l,m)}

i {a(j-l,m) |atim, .., als-2,m} .. oBp {a(l,m)}

L |

R {a(,j,m)

u(,j-l,m)} P, {a(,j-l,m)

‘il {a(l,m)}
= .r}- X {:a(k,m)

9.(k-l.,m)}

&(J--’c‘,m)}




Substituting into (3), the test function becomes:

rm(J) = _; [,Zn Io(xk,a(k,m)) + In .}’r {a(k,m) la(k-—l,m)}] (%)

k=1

If the velocity of the target is constrained to some finite value,
SQy Vo, the target location on ping k must lie within a corresponding
nunber H of the (discrete) positions adjacent to its location on ping k-1.
(=]

The test function f:n(j) need not be computed for hypotheses which are

inconsistent with the velocity and acceleration limitations of the target.

That is, P

I_.[H(m)} = 0 for certain hypotheses under the random walk

assumption on target behavior. In view of the arbitrarily large and
negative term resulting from ln P <{ﬁ(m)} . [1n(j) for these hypotheses

cannot possibly exceed the threshold for any finite values of the dat=z.

—

Equivalently, hypotheses which are inconsistent with the target model can

be disregar@ed at the start., Paths for which the targst lies within range

of its preceding location on each ping will be called "consistent" paths.
Expressions are derived in the Appendix (Section 10) for the averags

nunber of false alarms ﬁfa (3) es a function of the number of pings J and

the probability of detection PD(J) as a function of j for the conditions

Just considered. It is also assumed for these derivations that the target
remains in the sonar surveillance arca for all j pings and that all
consistent paths are equrlly likely.
Thc terms false alarm and detection as used in discussions of system
g performance in this report, merit some further explanation. A false alara
! ( is said to occur if the test function r1m(j) corresponding to target path
: m (hypothesis H(m)) exceeds its threshold when the target has not, in fact,

occupied any of the § locations alk,m), kX = 1, ..., J, during 1ts path

e A e

‘ turough the surveillance arca or is absent entircly. Thus, the probability

m: ——“' ” I . 38




that H{m) will be erroncously accepted is equal to the probability that the
sun of j random variables with Rayleigh distribution exceeds a threshold.

A detection is said to occur if the sun of the j Rice distributed random
variables corresponding to the true target path exceeds its threshold. It
is clear that there are paths which agrec with the truz target location

on certain pings and not on others. It is shown in the Appendix (Seetion 11)
that the nunber of these mixed hypotheses which are consistent will be smzll

in comparison to

ey

the total number of consistent hypotheses and they will be
neglected in the derivations of expression; for system performance. Only
the expressions (16), (17), (24), (25) and (26) for system performance are
affected by this approximation, A modified definition of detection is
discussed in Section 8 of this report which takes these mixed hypotheses

into account.

3. Use of Doppler Information

The dzta processor can be modified to make use of doppler information
when it is available, We first assume that there is no error in the doppler

measurement., In this case Zk is redefined as follows:

Z, = (xkl, Dyqs weves Ty Dk”)

where Dkn is the (exact) value of doppler asgociated with the nth location
on ping k. For a target whose acceleration and turning rate are constrained,
the values of doppler on successive pings will be dependent., For simplicity,
this dependence will be assumed to extend back only to the last ping. Since
the noise is white, the distribution of measured doprler from non-target

locations will be uniform over the RF bandwidth W of the receiver, That is,




p(Dknl Dyps oes nk»], n)

rect (EEQ) it n # a(k,m)

==

e
o)
o]
!
2
-
&
-
\:/

p(D, | D )
= k“l k-1,n

1, ¢ < %
where rect (t) =
o, |t] > %

is Woodward's rect function (Reference 2). The values of doppler

corresponding to different locations on the samz ping are assumcd to be

(=)

independent of each other and of the amplitudes X iy Al e
& % kn) b 2
k=1, ¢eoy J. Thus, the joint prcbability demnsity function of the jN

values of doppler from N locations and J pings is given by:

p(Dll, vees Dyps wees Dypy enns DJH)

N N J

= ;'];j p(Dln) ee e, D.jn) = ;I]: kY p(D}:n Dk'-l,n)
-
J N D
B i _kn
=T om0 1, et
k £ a(k,m)
1 (N-1)3 i
. ;]Il p(Dk)a(kr") | D}"-l, ﬂ('x{-],'vl)) (5)
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The last relation in Equation (5) follows from the fact that all measured

AR s n
values of D will lie within the support of rect T

Then: M2, «.. Zj l H(m))

p(xll,n“,..., Xp10Pia e oo Xg1oD500 0005 XJN’D.]'N l H(m))

"
n

p(Xl],..l.,XlN,...,le,...,XjI‘,‘}i(m)) p(nll,...,nm,...,Djl,...u.‘. E(m))

2

= exp (- -Jv—(zl-?) II -IN‘l- X}"_‘ exp - ik_”..- TJr I
a k=1 n=1 0/2 2 0’2 k=1 o( “x - a( k, r".) )
(w-1)3
1
- (%) ;ﬁg P(Dk,a(k,m) D}:-]., a(}';—-l.,m)) (6)

Once again, those factors of p(ZI, Sy ZJ IH(m)) which are the same for

each m can be cancelled for purposes of comparison. Tne test function then
: §Y 1

1![1 I°(xk:a(k:m_)) Py a(x,m) | Pk-1, a(k-1,m))

which will be written:

J
JLEXCHRICN By

for simplicity.
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The test function is to be compared with a threshold inversely weighted

by the prior probadilities ]"r {I'(n)} -

J

& o B
1!-'1 Tl i |5 50 2 P {}I(ru)}

Ln 1 (%) - /u p(l)kl D)

J.
or: [l =>

k=1

+ jn P, {a(k,m) la(}:—], m)}‘! Z [n € (1)
The test function now contains the terns:

(D I =
In v, | Dyy) PO, ot m) | P, atie1,m))?

k=1, .ccp

which weight most heavily those returns which have doppler values consistent
with the last observed doppler and with the path being tested. Thz location

factor:

N

In {a.(k,m) la(}:-l, n)}

is large if location a(k,m) is easily accessible from location a(k-1, m)
in view of any available information concerning target behavior and is not
ny (18 &
dependent on the data, However, system performance can be improved by
1 y P ¢ v

updating these locatlion factors with the incoming doppler information.

That 1is, Pr {a(k, n) | a(k-1, n)} is replaced by:

R e g + B —————




el ol

r {f&(k,m) lu(k-l,m), Dyy eees Dk-l}

~ Pp {a(k,m)

a(k-1,m), Dk-l}

For the targets under consideration, this has the effect of reducing the
nunber of consistent paths, thereby reducing the averags nuiber of false
alarms. An example will illustrate the operation of the processor with
uniform location factors which are updated with exact doppler information.
Suppose that the target is treveling with velocity v along a straight
line toward the sonar. The maximum velocity and acceleration of the target

are assuned known and eaqu2l to v

p end & , respectively. If a(k-1, m) was

the distance between sonar and target on the last ping and T is the time

between pings, then, assuming that:

e T § Yo = Ve

the distance a(k, m) between sonar and target on the next ping must satisfy:
a(k-1, m) - vT - ;%am'l'af_a(k, n) < a(k-1, m) - vT + & a.m'l‘2

That is, a(k, m) is constrained to lie within an interval of length am_Ta
when the velocity (doppler) of the target is known exactly. Without doppler

inforration a(k, m) need only satisfy:
a(k-1, n) - v, T £ a(k, m) < a(k-1, m) + % 7

or a(k, m) is constrained to lie within an interval of length 2 Vg T+ The
ratio of the number Hd of consistent paths with doppler information to the

nurber H without doppler information is thus:




P

) .

H g 7T
—-g = "Pl“ _é_ 1
i 2 v,

Replacing H by Hd in Equation (16) results in a lower value of ﬁf&.

The probability of detection is thus higher when doppler inforration is

—

available ior a given value of N under these conditions., More
fa
complicated target behavior including target rotation can be treated

similarly,

k. Doppler Error

Let the measured doppler now consist of the true doppler plus

Dyn

the measurement error wkn:

2 -1
i Sl T

The JU quantities Yin? k=1, ¢eee, J5n=1, ..., N are assuned to be
independent, identically distributed random varisbles which are also

independent of the true doppler Dkn' The data vector Zk is now given by:

A A
Zk - (xkl’ Dk1: tesy XkN’ DkN)
Now:

A A
p(Dll, yuvy DJN l H(n))

N B, - i
i A1 9 |  recty P(B D
k=1 n=1 W W k=1 k,a(k,m) | "1, a(1,m), «-+,
n £ a(k,m)
D

k-1, 3(k-1,m))




J

1
= (1) A
D
W l[ el }:,E’.(};,m)

k-

A A
D ..
1, a(1,m)’ *ocr Dk, a(k-l,m)) (8)

which will be written

1
TSI o A A A
W l;] p(l)}; l l)] § - Eay Dk"l)
for simplicity. Conditioning on D we have:

k-1
A A A
p(Dk I Dll CALGEE | Dk’l)

A
/ p(Dk

W

D e R T IA B
l, L k_l, k_l p Dk_l Dl’ $eey Dk"l) d Dx_l

where the integration is over W, the support of p(hk_l). Then:

)

A A A A
p(Dkl Dy eees D gy Dk-l) ;:;p(Dk ,Dk-l

Dy.1)

= B0, + v | By) = (D, l D) * Pl
. p(DkI D.p) * pli) (10)

since w 1s independent of both Dy and D, _,. Substituting (10) in (9):

k g
ik .l

A A
. [}(nkl Dey) * p(vki] B(D IDl' cesy Do) @D, o
W

(9)
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. ; ~ A A
Approximating P(Dk~1 D.L' ssey Dk-l) by p(])k_] , D ) this becones:

k-1
A A
P(D, | D)y evey Dk_l)
(D, | D ) *p(w) ( ?)
N P kl k-1’ P wk' p'nk-ll k-l) de-],

W

which upon suhcotitution in (8) yields:

A A
My oo Dy | H(n))

-

i RO X
= (1) 1!]1 /[p(DKIDk-ﬂ *p(w)] w0, ?)k-l) S

=, w -

H(n)) by P(Sn, vEnp %nii H(m)) in (6) ena

Replacing p(Dy1, «ee5 Dpy

el

canceling common factors yields the test function which is to be compared

with a threshold:

qu I () / (20, [ By * 23] +tm,
W
or: .

[ () = i In To(%)

k=1

+fn /[p(nkl Dy) * p("k)] p(Dk-llgk-l.) 4 Dy
W

+ fn P {a(k,m)

A
) P i
y T S P {H(;-;)}

a(x-1, m)} 2 e (11)
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A .
The random varieble Dk vhose conditional probability density funclion is

given by the convolution:

b, = »D [v )

B0y | Byy) % p0w) = p(D, + v

has variance c-q_:'rl to:

Var (B | Dy = Var (D [By) + Var (o)

and nay be approximated by & uniform distribution about Dk-l with this
variance., The variance of a random variable Y with uniform probebility
density function p(Y) is given by:

2
Var (¥) = —35 (12)

where I is the support of p(Y). The support Ld of the uwniform probability

A
density function p(Dk le-l) is thus given by:

Ly = {12 [Var (Dy I Dk—l) + Var (wk)]} d

so that:
A ,I;k D
p(Dkl Dk-l) = L-]l rect —  E-1
d : Ld

If the measurement error distribution p(vk) is assumed to be uniforn

then it follows that:

A
A D - D
p(nk—ll Dk-l) 5 % rect -—15:'1—1:»--1(—'—]-‘-
v v

where Lv is the support of the probability density function p(wk).

S ——
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Then:
["(Dk lD}» 1) "(“'}:)] (D, 1’ Dyq) @D,
W
A A
B a1 e S 2o
(== rect "1 (L- rect T ) d B s
‘, ' d w
1{
1 ﬁ]{ + —]'J-d.
2 - D
: S W SR /\
- == rect L LA e
Ly Lw recs w k-1 La Iy
A Lg
e

Aol g Oh ® L, I,
Bhogoloog| mafh, -ghn, .5
so that: 1 :
r A d * L7 A A
min (Dk R P TR L,,) if D, >
| /\ o A at v o A A
$ ~ min (D_, - Dy + —";—” v ) i Ragh
: .
1 L.+ L A A
= min (_sl,é...u - I%-8.,] L)
i .
% Substituting in (11) and dropping the common term ﬂn L‘.‘1 L., the test
£

function becones:
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™~
J
= Lr 4+ 1
d 4 M
l"‘ (3) = } f,’n Io(Xk) + jn min ("2' TR ,Dk Dkﬁll ’ I'w)
n =
+ In P {a(k,m) ]a(k-l, m)}
¢ where, from Equation (12):
Lo+ 1 3
- i A
e {3 Var (v,) }
%
+ {3 [Var (Dk le-l) + Var (wk)]}
s P K - A A I
The second term of m(J) is undefined for values of | Dy 5 Dk»l.
greater than %(Ld + Lw)' This corresponds to the fact that paths for
which the measwred doppler from ping to ping varies by an amount greater
than %-(Ld + Lw) are inconsistent with assuned target limitations and doppler
measurement accuracy.
5. [Transient Target
” Up to this point it has been assum2d that the target remains in the
sonar surveillance area for the duration of the pulse train. The data
processor deccribed by Equations (%) or (7) is cptimm for this case; it
will produce the greatest probability of detection for J pings and a
spccificd average nunber of false alarms ﬁra(J).
In a realistic situation j will not be fixed beforzhand. The sonar will
(’} rather transmit pings at a constant rate for an indeflinite pericd. Thris

means that the threshold C = C(J) must Increase with the nuber of pings J

in order to maintain the specified average nu ber of false alarms. A




=00~
transient target which enters the surveillance area after a large number
of pings has been transmitted will thus have little chance of being
detected. In order to optimally process the echos returned from a transient
target it is necessary to restrict the attention of the data processor to
the last several, say M, pings., Assuning that a probability mass function
p( 8 ) is knowa for the lenglih of time § that the target spends in the
surveillance arca, M can be chosen to maximize the probability of detection
P(1M) of the data processor for a "window" of length M pings.

Conditioning on ve have:

oD

P(M) = Z P(MIX) p(§) (13)

§=0

where })(:-3‘3) is the probability of detection given thal the target remains

in the surveillance area for X pings. Now:

§<n

"

bp) =) T M > e}

r {r‘(r-x) > c(ra)} for § > M

Substituting in (13) we have:

P(M) = {r‘(m) D c(m)} P, {g S M}
M.
+§_P,{r<x> > c(m)} p(§)
§=0

The threshold C(M) is sct to establish a tolerable false alarm rate and is
implicitly defined through a rather ccmplicated expression (16). The optimal

window eize M thus cannot be determined analytically but must be obtained

by plotting the above expression for P(M) from curves of C(j) vs. J and

".'—" B e ——
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(r’(J) 5 0 vs. C and choosing the M £ r which P(M) is meximized.

The chief difficulty in this approach is the unavailability of p(g }. Ik
should be recalled, too, that data storage requirements increase exponentia

with M and may dictate that a suboptimal valuve of M be used.

©. Fading Target

The additive Caussian noise channel which has served as a model so far
in this report does not adequately represent a situation in wnich the targe
aspect may vary from ping to ping. The returned signal level from a grossl
non-spherical target will build up and decrease as the target presents now
& broadside, now a head-on aspect to the sonar. The performance of the
sonar system will be noticeably poorer under these circumstances. A simple
model for a target with unifornly varying aspect is a (two-direuszional)
rectangle which is orthogonal to the horizontal plene and vwhose angle with
the line between sonar and target is a random variable 1}( with protability

density function p(l}’) (see Figure 1).
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The returned wavefornm 1'(1,) under uniformly varying target aspect

(UVTA) conditions is then given by:
T(t) = (sin ¥ (1)) s(t) o (1) = w (t) o(t) + 3 (0)

The chanael model is seen to now include the multiplicative noise W?.(‘u)
as well as the additive noise '..'l("u).

The random variabdble 't}’ is assumed to be chosen from a uniform
distribution over the interval [O, 'ir] . Jalues of 1}/ are independent
from ping to ping and remain constant for the duration of the sonar pulse.
The random process \,ff (t) = ¥ (3) is thus continucus valued with discrete

parameter J. The probability density function of Vi = sin Y is shown in

: 0 <L s < L.

The resulting sin

fo
< o

~
distribution as before, but when the target is present, X now has a

probability density function given by (see Appendix, Section 13):

oD [ aiid
~ s ~ 2nt+l X
p(X) = 2 > Iﬁ(m,n) X exp - .'—)'(‘* R (1L

m=0 n=0 &

n

where:

(-1)™ (A" (1; 2; )

ﬂ(m,n) B n | (:;);3 (mfn)i 22:n03n

-~
le ping processor output X with target absent has a Rayleigh
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vhich will be written
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‘1 w0 n-0

for simplicity.
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e
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function: o

[ = > 2 > o flum) :«

J_ go oo
) % /n > > (1) (-“w___(] w?."m-n')- ,;En
k=1 n=0 n=0 m) (n!) (m+n). 22m+3n k
(%)

k=1

E

2
which is secn to vary with o~ = _Z2_.
2 W

.

The weighting function f'Kk) for UVTA conditions includes a constant term
which 1s obtained by setting Xk

(=]

Ny " ) s 2 m)

This constant can be iIncluied in the comparison circuitry; that is:

() = §: 7(%) > o)

k=1

is equivalent to:

5 [f (%) - r(o)] 2 c-J20) =¢’(3)
5 _




parameter. Itie lat e region of each of these curves, for whici
£(x) - £(0) has negligibly sma)l values, pay bo o
horizontal exis as is shown in Figure (3) for - = 4, Tnat is, the

optimal proc: r for UVTA corditions has the eflfect of thresholding
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A ..mka,ﬁg_ﬂ:.@td




SeaQi k1w BNiavd  @p3gwNn

DNILRBIIM IAOLINIWY W Lo (o)
3 J

. ,.-,-r._..-,-._i

|

T

e

AN}

Iy

- (.,V u,

-

———




AVIRLL IO VL CrAVWIXOYdEY. QI0RIIVWL

(b ='9)"

3 J<,>._n.rm0..|'|l“.,

- 5‘.7-!.!.4?"4\..
.

¢ b
!
a4 e
|
{
1
-z
|
|
!
= 91
| i
| :
| |
« l*
! 3
b L'r Sl 3
i !
H )
! 4
b ST
m i
i 3
I =
G $
\
i s
{
. :
! i
' .
’ .
=0k
|
i
i
i 4
[~ &h
.
-
A} -
|




. 4

-27-

One of the deteclion schemes which has been proposed for use with a

Al

fading target is the "r-out-of-j" processor (sece Reference 3). In this

scheme tne target is declared to be present with path m (hypothesis H(m) is

W

accepted) if r of the single ping processor outputs corresponding to the
J ocations of path m exceed a threshold c. This operation can be written
fonnally as follows:

J

Accept H(m) if: >.*- wXe - ¢) > r
k-1

J
and reject H(m) if: 2_ u(;k -¢c) €1

T
L and

where

u(X) =

The weighting function:
~
u (X - c)

corresponding to this scheme is graphed with ¢ = 2,0 in Figure (4) togother
with the optimal weighting function derived above for UVTA conditions with

& large value of the additive signal-to-nolse ratio (o-va = 10).
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Figure U

Both processors are seen to give very little weignt to weak returns
(Xk <c). However, thz optimal processor gives stronger returns a proporiion-
ately greater weight whereas the r-ouh-of-J processor weights strong
returns uniformly. The two processors differ more radically for lower
values oI‘» 0‘2 as can be daduced from Figure (2). For j = 1 the r-out-of-j
processor and the optimal processor are identical since both processors
merely compare the single ping processor output X with a threshold. It
-~ haé been shown in previous work (Reference 8) that the r-out-of-j processor
performs best when j = 1., From Figure T it is seen that the optimal processor
performance is enhanced as J is increased.
Expressions for the performance of a square law processor with
thresholded data are derived in Scetions 1l and 15 of the Appendix for the
conditions of additive noise and additive plus multiplicative noise (UVTA

conditions),

®
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T. Inta Storege Conslderations

— - e e e et e e Rerf setordloscsten

ned=

: 2 . . :
There are H extensions of the NI consistent paths on ping j-1

l-l - -
which result in the NH1 consistent paths for ping j. The nnj ! values

J=2

of [ (3) for ping J§ can be obtained recursively from the N values of

i s . . .
[ (3-1) on ping j-1 by adding the appropriate tera to [w(j-]). However,
11 J'-l CIpr I s . 4 .th " L
KH qguantities must still be stored on the jJ ping and so the storage
requirements increase exponentially with the number of pings.
Since it has been assumed that only one target lies within the
surveillance area, necessarily all or all bub one of the single ping

processor outputs corresponding to the H consistent path extensions result

from noise alone. It may be desired to evaluate the test function r1(j)

for only ¢ of thne H consistent path extensions and dump the data stored
for the remaining H- trr consistent path extensions. This will decrease

5 PO J-1 T o ! $hn
the nunber of stored quantities after j pings from NH to y/to ; that

-1 S
'*")’ « The _« path extensions are chosen according

is, bJ a facLor of (
to & maximun likelihood ranking procedure. This means that the 4 path

extensions which have largest test function fq(j) are retained. Expressic
for the resulting system performance as a function of H and _4¢ are given in
Section 16 of the Appendix for the special casé of uniform doppler and

location factors and for both the additive and UVTA chanr“l nodels.

8. Modified Definition of Detection

A "detection" has been defined to be the event that tie integrated
returns fron tﬂc true target path exceed a threshold. Other definitions
of a detection are reasonable., For example, if the threshold is crossed
by the returns from a consistent path which agrees wilh the true target

path at J-k points and differs from the true terget path at k points at




which it is within a specified dist: the true targe

may also be called a detection.
ccepted differs only sli
path).

More generally, a detection may be defined to be the
2

the test func

Cpd-?

crossing by tion corresponding

of the

U location

true hypothesi

to any element of

, then

hypothesis (path) which

(true target

original consistent hypotheses. In the example above,

> defined as follo Hypothesis H(m) is contained in LL 5r cocon point of H(m
is within €& of the true target location. The quantity € nmust be sm2ll
enough to insure thai all elements of L are consistent. ) has h° elements
under this definition where h is the number of (d:ncrg te) locations within
redivs € of the true target location,
9. Conclusion

¥ The form of the theoretically optimun data processor for multiple ping
sonar has been derived under certazin stated assuaptions about the channel
and target. Suboptimal schemes have been discussed and the rasulting
performance has been analyzed and presented in the Appendix of this report.
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10, Performance of Optimal Processor in Additive loise
Since all paths are equally likely, the optimal processor must
¢ only ccmpute:

>J An 1 (%)

9

F (3}

I

-

for all consistent hypotheses. For X << 1 the following approximation

is valid:

Lo 1(x) ~ & x®

.
That is, the optimal processor can be replaced for small X by a square
3 A 1 ’ : :
lav detector (the constant faclor i can be dropped since it appears in
the test function of each hypothesis). Tnis approximation is not valid
for large velues of X but will be used to sinplify the analysis., t may
be argusd that the degradation incurred by this approximation is less
L} o s
) inportant when X is large and detection is already assured. Thus:
' :
, . J.
- ... = 1 2
t O P@e Y LMt > x
1 -1
If noise alone is present X has a Rayleigh distribution and tne character-
! 2 .
: istic function of X© is (Reference 4):
1
, ) e i
f l - 2iucr

.

to ping and the characteristic function éﬁ [‘(') of f1(j) is given by:

; =, . ;
Since X is indepeondent from ping to ping, X~ is also inderendent from ping




J J

§ r,(u) = (i)(U) = —]~ _':1‘;05

Tais can be inverted by using Pair 431 of Refercnce (5) to obtain the

probability density function po(’) of F’(J) vhen noise alone is present:

po( X ) g e .,_.1__.-*--..-..‘ vj-l X
(? _?)J ( ])' b’ exp - ’----;r.; 3 )/ > 0
o o et X Y 20/ S
The probebility that P(J) exceeds the threshold C for & particular noise
path is:

=g x>

gAY hay = . R
e (2<-2)7 (3-1)! e R

C
-3 3{ g 45

2 +/ 5
where:

<

is Pearson's Incomplete Gamma Function Ratio.
J-1 " : ) .
There are IH{j consistent paths after J pings have been transmitted.
J-1
Since the test funclions Pm(,j), m=1, «eoy ¥ , corresponding to these

paths are approximately independent for large H, the provability that n of

these result in false alarns beconaes:




i

!

}‘I’ {NJ‘(!(‘]) = Il}
o L L - g
13t a 1

S S [J'r {f (3) >C} 1-2. 403 > ¢

The average nurber of false alarms is then given by:

o) Iu{‘j-l - 1

23 N B 8 :
e (N; Bl {F‘(J)>C} l-Pr{V(J)>C} (5

3= "
N I‘m'j_l n 2.3ZJ ]—:.
- > n(, ) |- (5, 5a) & SRR Y,

)

— n 20'2_\17 2(},2_\{'5: (16

foh

For the true target path X has a Rice distribution with mea: an
variance both equ2l to (Reference 6) and the characteristic function of

X° 1s (Raference )

N
1 iu Cff‘” E

é(u)'” Ry L o

1l - 2ivucr l - 2ivce—

.

from which we obtain the craracteristic funstion ot [ ()

e
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= .th s

Bessel function of J order. Then:

I = Y :
: (._j}i._) exp ( - ”l”é) I5-1 W y’) ay
2o

- where: A

4 (<,8)= |
th /6‘

exp (- —"é““) Ij—l (%) at

0 ' o . . . - = N ’ 2 . '

is Marcun's Q function. The probability of detection Pal j) is plott

- V5 he average muber of false alarus, Na,(3), with j as a parameter i
' ie t & 1428 - i A L ) “J." h y N o i 1

o SRRy
s
[
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11. HNurber of Mixed Hypothese:

e e e i et

A nixed path (hypothesis) is one which agrees with the

path on k pings

o)

nd differs from the true target path on j-k

pings

true targe

wie

: = o
1 < k £ j-1. There arc IH 1 consistent paths in all and (N-1) {(H-1

of these have no points in common with the one true target path.

e 3=l ; J-1
remaining I - (N-1) (H-1) - 1 paths have one or more

-

Iet N be the nuiber of mixed paths. Then:

T omP oy it
nd-1

£ 5 -1
XH _7(1\-])(11)‘j r.— H-1,J-1
~o -
» g st i i)

For large H:
J-1 j-1
) ~ 1-"§

so that:

53..1. P s T o
) ) ol

;\‘

since N is large. In this case

(%)

o

is the same as the length of the window M of Section 5.

points

Data storag

L

The

in

o

1
“

re

)J-l

J is the number of pings being processed and

requirements will limit § to a value of 10 or less and H will typically bte

equal to 100 or more. Thus:




12. Distribubion of w

i

Ict

G{*) be the distribution function of ¥, and F(*) the distribvution
function

of ‘I . The random variable \{ is uniforuly distributed on [O,'}J'J
= sin \,' .
2

I

= }‘r {\}’ < .,m-l w} ik {44/ 2w - sin-l w}

-~

- -1
=F(sin1w)+1-F(’h’-sin ¥ly D& w3,
The probability density function of w, is ti

o 1s then given by:
d
| . p(wa) AT Sesent

d .','2 G('\le)

il

2, L
v (1 - “2 ) s y 0L v, £ 1.

13.

-

Distribution of Single Ping Processor Output under UVTA Conditions

The returned single ping waveform is given by:

T (t) = v, s(t, ©) + wl(t;)
L

Iet R be a vector whose components ere the time sample valuecs

Sinilarly, let 5(@) and Wy be the

t
time sample vectors of s(9,t) and w (t).
Iet K be the covariance matrix of the time samples o

& $ha
of the additive
1

wl(t). Then (18) can

nolse
be written in the form:
~
R = wpy 5(8) + U

R L
‘ 5




Now:

]

Iet Vc

where (

“ - independent.,
¥ When the target echo is prcscnt‘ﬁ = WQS(G) + Wy and in this case, for a
#*”Té glven value of Wy, We have: S
~/ -1 ; : / -
: E (RK ™ Vo) = E(w, 8(0) + W) K™ v,
/ -1
= v, 5(0) KV,
5 (ﬁ‘
5.3
R
.
i RR——— B e " R

8(t,0) = V(t) cos (Wt ~ 0)

[V(t) cos (Jot-l cos © [V(L) sin éOoEJ sin ©

V(t) cos © + Vs(t) sin ©

=]

respectively. The single ping processor consists of a matched

Tacd

-~
processor is R, the output X is given by:

Nl

~ ~l . (o) ~ o
X = R K * ¥e) +{8 X 1 v,)2

/
) denotes transposc,

-

~

¢

- Since they are Gaussian random variables, they are therefore als

3

4

lter

followed by an envelope detector. When the input to the single ping

The quantities R K’lvc and R K’IVS are linear combinations of

(19)

and V_ denote the vectors of time sampled values of VC(L) and V_(t),

Gaussian random variables and are therefore Gaussian, From Equation (19)

we see that they are 90 degrees out of phase and are thus uncorrelated.




and

ek / 5
ERKYv) = v, 8 (0) K 1y

¥hen @ = 0 degrees, 5(0) = V, and:
/ -1 :
vy S (0) K™V, =w YET N,

=V2cf2

2

. /- / - . ; . ot i
where o = Vc K 1 Vc = VS K 1 Ve. ©Since the noise is white with

S

spectral density I.‘0 ve have:

Fre 1

No W
where W is the RP bandwidth of the receiver.
Thens '
O_/ = — .ﬁ = ——*z}w = ,__v. ———
N NO 2 No W

where E is the energy of the transmiited signal.

/ -1 "
was(o)h Vg= V. K"V, =0

;'-.—'ol*;z- Ry

- since Vc is orthogonal *o Vs (see Equation (19) ). Vhen 0 = 90 degrees,

L s
L

s(e) = Vv, and:

/ -1 X
wzs(e)x Vg = W Vo K7 Vg = vy r

s
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Thus, the means are proportionel to (f«? and 90 degrees out of phase

O .

The variance of R K-]’ Vc with target present is:

Var (KK v,) =

() e SR e UL S NV t
=E (KK v, - ERK " V) (x(h]\/c—El(K']'Vc)

n

N | /o) 2
E (‘“1 K vc) (V) K7V = &

n

ﬁ:/ ~1
Var (I\ X VS)

The square root of the sun of the squares of two Gaussian random
veriables with equzl variance and means equal to a sin ¢ and a cos ¢,
respectively, has a Rice distribution (Reference 7) wita probability
density function equal to:

¥ f_i’,&z_ ey
p(y) = Vo 7) exp ( -3 Var(y)) I, (Var G))

~
the probability density function of X given L) is thus given by:

gl e e s e X
p (X |w) = 5 exp = ¥ 1,1 2
o 8 o
X 4+ w
= -—--x-—é exp (- ___-_.2.2...%_ ) Io (W2 X)
a e o




O

~4o-

and so:

1
p(X) = / p('“;]wz) P (wz) d w2

o}
1 ~
X ( X2 4y e 4 " - |
= S e T e T X1~ ) AW,
o o’ > P o'z 2 2
T
> o m o\nm-1
T N sl O gimelle o %2
= AR m' (HJ)Q (m!n)! 22m~!jn exp '2
m=0 n=0 g 2c
where:
(— 1 if wn=0
mtn
(1; 2; mtn) = 4 = e g
3 < lr l+2(r-—l) if mwmin #0
r=1
Ietting:
(D (=™ (15 25 win)
ﬂ (m,n) = ! (n!)2 (mtn)l  52m + 3n
this becomes:
— ' D s
~ ~) 2“"1 s 2
p(X) = Z >.- g (mmn) X exp - X
n0 10 S (20)
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14. Performance of Thresnold-Sauvare Lav Processor in Additive Noice
The single ping processor output X is thresholded at c; that is,
only those outputs which exceed ¢ are pasced on for nmultiple ping process-
s (&}

ing. The probability density function of tne thresholded random variable

X is given by:
A D 3 A A A
3 () =», {x <c} R +pmulE- o

where p(*) is the probability density function of X before thresholding,

8(') is the Dirac delta function and:
1 ify >0

u(y) =
0 ify £0

A>
Let G(+) be the distribution function of X<, Then:

(%) = r, {xz_g_‘g} =pr{§f_g_\/’?§""

,
0 1f‘€_go
b {XS_C} 1f0</§ < ¢

—

P {x_g__\/'gﬁ} if ¢ ¢ \t; (21)

A
The probability density function qf*) of ™ E is obtained by

differentiating (21):

g — U ————




3 oo R S

) = .d .
Q(E) d; (,l\g)

E IIr {X_{_ c} g(%)4 '2—{%' I'(“[‘év')u ({%‘,-C)

2)

n

1 —— 2
. D - PR TR e
=*r{>(.<-c §(E)+ = p W) u (- ) (
When the inpul to the single ping processor consists of noise alone,
X has e Rayleigh distribution:
2

X
p(x) = — 2 exp - —-——x~-§
- 2o

and so:

-

¥ i xe
o¥) = <2 ew(-—"5)ax| §(§)
o

1 ~E b . o2
+_é__-f____%_.;_ —j—e (exp-__.g-.,é) u(%-C)

20”
(1 c? ) 4 - =
i il 2)8(§)*"“"§(exp-——-§'--?-)u(%-c)
- 2 o 2 ..
L0
The characteristic function of X is then:
; Ao
G =Eewm (1uk?) = [ ep (1 u¥) a (k) ek
(o}
2
1 c 2
=1 - exp (- ~~c'~’~-) o e e YR - < - c—— (J‘ - 2i0 -
2(1‘2 1l - QiUCf‘Q 2 (1“'2 )




Since:
\"J" o
A2
Frm =~ ) x
=1k
the characteristic function of P(J) is equal to:
- 3
OROER IO
S
~ 2 13-k k
= ﬁ ( J) 1l - exp = 2o SR i i c? 2 ]
0 K 2 g2 it A EEE Lfeen (] o Biue) )
k> Y < . 1 - 2iuveo 25-°
This can be inverted directly to obtain the probability density function of
NEE
J J-k
h 4 T uati
P : 2 . 2
\ Z< ( k ) 1l - exp = ’.'C.-. exp (._ k CE'E i )
e P PO .‘._‘,-.._._.
(2)" (k-1)!
i k-1
2
k ¢“ - 2 2
exp (* -?r) Y-ke¢ ’ Y>ke
go” f
Then, for & particular noise path:
t
o
g P> e} - [ ay

g 13-k

s 5 g
= ( ;1 ) 1l - exp - ...Q-,.?. exp (- }_(~C‘5
k=1 2er 2 cr”
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2 ke

where s
i o b’
C = max {C, ke j‘

The average nuiber of false alarms is given by Equation (1‘)) and is

repeated below:

e L
B NH e -n -
T, (9) } s it [1 [r>cpl |1-z Msc) (24)
n=X - :

vhere now P {P(,j) > C} is given by Equation (23).
When the terget is present X has a Rice distribution:
2 1
4

e aE e
p(x) = 7 exp (- ) 3%

< 2 o

end for this case, from Eqguztion (22), the probebility density function of

No -
X~ = % is given by:

c 2, b
qf k‘) = / :)f:’a exp (- Z;;)/Cg‘") Io(x) ax S (‘ﬁ)
o

1 & + c-’h i
¢ oS -5 ) Lik) u(E" - e

2(/ ? O’

. (1 (e, = )] B (k)

Woie
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"unction of X

(e

ﬁ) (u) - exp (1 v Z )

is then:

a(§)atk

2 5
=1-Q(, c/co”) + exp]| - -(1?<- _02(1 w B0 .
2 o
oo k
— = 2, AT
- > 1ofE > w8y
_ B 2 =
k=0 k. r=0 (}:-r)! (1 - 2iu (1‘2)

from which the characteristic function of F(J) is obtsined as:

Pl - [(}5 <u>]J

This can be inverted directly to obtain the probability density function

of ['(J):

J.
p(¥) =§_(i)[l— e,
50 -

(ca/h)kl-' eee ko

e e ———— e e e e

2 -
kl! e o o }'h! (2(./’ )n r1-0

D

(exp - =55) (¥ -ned)?

2¢r

" o S < on i

C/C/) >‘—-‘ « e }‘__

kl=0 kn=0

o
s > c'?(rl" e I’n)
r;:O. (kl-rl)’, ...(}.n-:'“)!
+ l'0+ r + n’l
n
’ x >n (‘?

2
exp - nc” /2

e i+ ———— -t ot e o . et =

(rl+. oty n-1)!
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Then

n-0

R Sy ]
C-nc
A e pros o B Ltn- ) (25)
2o ,/ eis? 1“ S ag)

~

2 e L :
where C = max {C, uhe o The probability of detection, }’L(J),

plotled vs. the average nunber of falsec alarms, II_.a(,j), with ¢ as a paracete
4
. ~
in Figure 6.
15' !.:‘:f.‘). eI .o.“n.j_”.". :‘ﬂ:\],d- al TLaw Processor Undar UVTA Cond

The average nurber of false alarms under these conditions is given by
Equation (24). The singile ping processor output with target present under
UVTA conditions is denoted X and has probability density function (see
Equation (20)).

p(X) = > 2 B (n,e) P 3»—25

m=0 n=0
A ~
Iet X be the output of a thresholding device whose input is X. The
A
probability density function of X = %’ is obtained from Equation (22) and

is given by:
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The c act tic function © XQ is then
’ - f\' . . L
i:&u) = E exp (iu X°) = exp (111%) p(E) 4 ¥
(¢}
oo - 2 2
Sty i 3 0
I(m,n) 41 gy ’C*/:::_ i
= >~‘- b 75 2 n ( < ) I ( -\/IHJA ’ n)
0O n=0
- ilu < c? c?
" [ L - ’-_ =
+ Z —ﬂ.e.r;’.ri- exXp ( 5i 2 )
- - o o5
n=0 n=0
n n-r
5 ALY B R
. ) 6:373 poo Ly —— r+]
. (-lu t 2(4/? )

The charecteristic function of r1(j) will then be:

. J
$ (W - [?;;(u)]

which can be inverted using Pair 431 of Reference 5 to yield:
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where:
o
Ale) = Gith) &
e E X\ w,n) I ( L s n) ,
v n=0 n=0 2 o 4/ ntl
n 2yBF 2
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2 o ’2
n+l
§(m,n) = 2% o-9)""" (nl) £ (n,n)
and f;(m,r) is defined in Section 13,
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C‘; = pax {C‘;, k¢ } . The probability of detection, PD(J), i

2

plotted vs, the average number of falsc alams-in Figure T for o =1

and in Figure 8 for -~

100
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path extensi

become:

t
: ¥ (J)

Now:

Pr {trwf target path is not dwr

)

to be dwaped.

= PD(J) s Pr {tru: t’.;rb,'t»

= 1- P, {/L or morecf H-1 independent Rayleigh random variables

excecd one Ric

tion with Da

[1(J) is to be

The

TP $eoian By et vy et
;s Lrue Larget pavn 1s

-50-

S
ovnez

¢ £ \
ty of detection }'D(J,

functions for
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true target path is
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7
pm{}
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¢ random varia‘;lc}]

H-k-1 J-1

-

k
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where )ﬁo bas a Rayleigh distribution and X; has & Rice distribution:

o2
X X
I’O(XU) e “'Q",, exp = —9”?'
- b 2o
1
& 74 o :
Blly) » e e = R L ) (22)
o i 2

Iet I"o(‘) denote the distribution function of Xj:

X
Fo(x) = P, {XO = x} =/1‘0(1’) av
(o]

2
=l eexpy - =

2@'2

Conditioning on X, we have:

1

i ,
e {X0>X1} =/ P 4{:x0>x1|'/_:L =>(} p(X) a X
(o]

=/ [1 - Fo(x)] p, () a x
(o}
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Substituting in (27) we obtain:

Pr {tn:": target path is not dl:vnp:al}
<

. H-1 » e E
= |1 H-1y o2 . 2 H-%- B I)( 3)
= b __“( k )(“ Cxp - i ) (L - exp - e ) i) .P._(-,\
k:/‘.(/ DJ/

it —

P
Under UVTA conditions, X is replaced by X and 1\1(><) ol Equation (28)
is replaced by (see Equation (14)):

(=] (=l

e 2n+l 2
py(X) = }: plon) X exp - ,Dﬁ_é

n=0 n=0 2

Then:

P, {x0>'§1} . / [: . FO(X)] (%) ax
Yo

e 2 <> <0
i 5 2n+1l 2
= (exp - ———DE--b F i ;__ }w lg(m,n) X €xp - ._2(;.é) dx
o 20/ i _-.O n::o 2 C'f
O oo

a % GO (eA™ (15 23 mm) (29)
o 2n+3n+1 e =

n n m! n! (mm)_l 2

(@]

Substituting (29) in (27) we obtain: S

Pr true target is not dumped under UVTA conditions}
H-1 :
H-1, X gax-2f ¥
= 1l - (k)p‘(l'l‘f)
ooy f
k=0

fol)

P(3)
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The degradation factor I’D(.l)/l D J) is plotted VG, Mt Ji with
0,2 as a parameter for additive noise conditions in Figure 9 and for

UVTA conditions in Figure 10.
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