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ABSTRACT

In order to be cost-effective, digital <circuits

implemented in MOS large scale integration(LSI) are designed

with close regard to optimality. Three criteria - power
dissipation, chip area(cost), and speed - are balanced to
produce a final circuit. Current practices involve a

significant amount of simulation to determine the most
satisfactory trade-offs. This project is concerned with the
preciction of optimal values of certain design parameters

for a given function of the above three criteria.

This paper first develops a simplified model for
MOS/LSI circuits. Using this model, equations are derived
for circuit speed, power dissipation, and area. These
equations are expressed as functions of the channel
dimensions of the MOS transistors and of the degree of

pipelining of the circuit.

These three equations, and their pairwise products, are
then optimized. The relationships hetween the eaquations and

the parameters are examined. The effects and trade-offs of

particular design choices are described.
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1. INTRODUCTION AND BACKGROUND

1.1 Introduction

In the design of a digital circuit or system, many
alternatives exist for implementation. Large Scale
Integration (LSI) is an implementation technology which is
being used increasingly. Metal Oxide Semiconductor (MOS)
devices have been a dominant technology for LSI for manv
years, boasting extremely high densities (gates/intepgrated
circuit) and low production costs. In addition, in density
and cost-effectiveness MOS technology has maintained a rapid
rate of improvement ever since its inception. The process
considered here is N-channel MOS with depletion loads. All
logic is assumed to be ratio logic. The results also hold
for P-channel but they do not apply to complementary MOS
(CMOS), because ratio loric, while predominant in N and P

channel circuits, is not utilized in CM0S. The depletion

load appears to be the dominant choice in current
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single-channel (P or N) devices.

Once the decision to implement a given circuit in
MOS/LST is made, the circuit designer has many decisions to .

make., For some systems, the logic will not fit economically

onto one integrated circuit (TC) and must be partitioned
appropriately. When the circuit designer is finallyv reedv
8 to implement a given logic circuit within an IC, there are 3
r )
| still many parameters with which fto be concerned. These lj
: fall into three major categories - 1) pnarameters related to kv
the processing to he used, 2) parameters related to the 1
E _ intended operating environment of the IC, and 2) parameters i(
i over which the designer has direct control. L;
“ f
Process narameters dictate tc the desicner the minima ;
3 and maxima imposed to achieve respectable vields or the IC f
rroduction line. These include such things as minimum metal ]
g line widths and minimum transistor-to- transistor spacing. j;
B )
-:fl Fnvironmental parameters dictate the required interface 4
gi:i from the IC to the outside world., They include temperature
ﬁ} J ranges, and signal requirements for btoth input and output,
;I Power supply voltages are often specified, although the }
1 circuit designer may have some discretion in order tc meet ;
,1.
performance criteria. Process and environmental pararmeters 5

are constraints and bovnds from the circuit desioner's noint

of view.

I
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The remaining parameters are the primary tools of the
circuit designer. Thus, the number of parameters which are
totally at the designer's disposal is aquite small. In
MOS/LSI, they are effectively only the channel dimensions of
the MOS transistors. These directly affect circuit speed,

power, and area, which is related to circuit cost.

All of the above parameters are utilized to achieve
some design goal - minimum cost, maximum speed, minimum
power dissipation, or some combination of these. This paner
deals with the relationships bhetween the various roals as
evidenced by their dependence on the channel dimensions of
the transistors. In addition, the effect of pipelining is

examined as an additional tool of the circuit designer.

As the semiconductor industry considers much of its
data proprietary, raw numbers are not available. It is the
intent of this paper to provide a first order, or
approximate, characterization of MOS/LSI. Thus, the results
will include coefficients which are unevaluated. Comments
and conclusions on the form of these results are presented,
including the trade-offs implied. Readers with access to
the actual figures in the industry should be able to
calculate values for the coefficients and obtain first order

numerical results.

The Jogic design of the circuit to be implemented is
considered to be frozen, as the optimality of a logic design

is not within the scope of this paper. Civen a particular

b Gt e
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logic circuit, ¢then, how can a circuit designer choose
appropriate channel dimensions and, pnossihly, the degree of
pipelining desired? In the remainder of this chaper,
necessary background in MOS digital devices is nrovided.
Theses topics include MOS transistor cperation, MOS dirfital
inverters, the Reta ratio concept, multiple innut digital

gates, and layout considerations.

Then, in Chapter 2, a simplified nodel of MOS digital
devices is developed. The model is first used to describe a
single MOS inverter. The speed, area, and power dissipation
are then specified for the model. . MNext, arguments are
presented to extend the model to represent more complex
circuits, up to an entire integrated circunit. Models for
storage devices are developed, whkich also model the degree

of nipelining of a circuit.

Chapter 3 uses the model develoned in the preceeding
chapter to ascertain optima for the three operating
parameters - speed, power, and area, individually. With
these in mind, the BRBeta ratio constraints are used to

simplify the model further.

Chapter U4 presents more complex optima, those involving
two of the operating parameters at a time. Among these are
speed=-power product, speed-area product, and power-area

product. Also, optimum power dissipation and ontimum area

are each examined assuming a bound on the sneed.

. !
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Chapter 5 presents two numerical examples to

demonstrate the methods developed.

Chapter 6 is a short conclusion.

1.2 Operation Of MOS Transistors

For our purposes, a detailed description of the
operation of the MOS transistor is not needed. The model
used here is a2 simple one, and details may be obtained from

the references.1'2'3

The MOS transistor may be thought of as a voltage in,
current out, three terminal device (Fig. 1% The
transistor gate appears as an extremely high resistance, and
may be modeled as a capacitor(There is a certain ambiguity
associated with the word "gate". In this paper, "transistor
gate" refers to the terminal of a MOS transistor, and
"digital gate" or "logic gate" refer to a combinational
logic gate.). The source and drain are identical, but the
one whose voltapge is most negative is labeled as the source
(in N-channel). A voltage applied to the transistor gate
must exceed the source by a threshold voltage, Vi, or more

to turn the device on. If V the gate-to-source voltase,

gs’
is less than Vi, the device is off and the drain and source
are electrically isolated (no current). On the other hand,

the more Vgs exceeds Vt, the lower the impedance between

drain and source. It is useful to define Vi ,,, the turn-on

 — TS
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voltage, as the amount Vgs exceeds the threshold, Vt. Thus,
a negative V.., implies that the device is off, and the
value of Vi.,,, when positive, is a measure of how hard the

device is turned on.

The transistor's operating characteristics, when on,
may be modeled in two regions, saturation and
non-saturation. The boundary between these regions occurs

when

Veon = Vds 0

where Vds is the drain-to-source voltage.

The region known as saturation occurs when Vton < Vds'
while Vi, 2 V4s implies non-saturation. The drain current

(=the source current) is

= ,’(’l 2

Iy — Vton
for saturation and
& W 2
Id - K'T ( 2Vtoans —: Vds ) (1-3)

for non-saturation.u Here K' is a constant coefficient and W
and L are the channel dimensions (width,length) of the

device.

For transistors which are enhancement mode, the
threshold voltage, Vt' is 2 positive non-zero cuantity. So,

for Vton=

T A T T N
e 5 Ao aren's A sy Bl
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Vtone = Voo = Vi ¢ i tet)
For depletion mode devices, the threshold voltage is

actually negcative, sc a V of zero is already in the on

Tas

region. It is customary to define
V = - ‘]+ (1-5)

for depletion mode transistors. V,, the pinch-off voltarge,
T
represents the amount of voltagse which is turning the device

cn when the gate-to-source voltage, V is zero. SoGor

g7

depletion mode transistors:

Vtond = \Y o+ Vq . (1—6)

A zero Vyq results in a positive non-zero Vi, so the device
is normally on (enhancement devices are normallyv off). It
would be necessary to apnly a2 negative Vgs eaqual in
magnitude to Vp to " Gurn it off. However, this 1is not
normally done. The depletion mode transistor as used in
this paper has Vps = 0, 80 1t ‘never turns off. It may then
be used as a resistive device, whose resistance varies with

its drain-to-source voltage, V,q.

1.3 Digital MOS Gates

Each MDS digital pate, using ratio loeic, consists of a

single depletion mode transistor, called the load

transistor, and one or more enhancement mcde transistors,

e ek e —

e
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called the driver transistors. Ratio logic refers to the
fact that a logical zero is the result of a voltage divider
consisting of the load transistor and the driver
transistors. The simplest confipuration, an inverter, has

just one driver transistor and is shown in Fig. 2.

1.3.1 Inverters -

The load transistor, since it is depnletion mode, always
remains on. The driver, though, may be turned on or off by

its gate vcltage, V Actually, the transistors are all

in*
continuous devices. For a given Vin’ vout may be determined
by setting the two Id currents equal (taking into account

the saturation or non-saturation of each device).5

A more intuitive approach is taken in this paper. The
drain-to-source impedance of the depletion-mode load device
can be viewed as a somewhat constant resistance, certainly
within an order of magnitude or so. On the other hand, as
Vin goes from zero to +V, the drain-to-source impedance of
the driver will decrease many orders of magnitude. The two
devices, then, may be viewed as 2 voltage divider to

determine V

out:*

A T A

N —

g ——T AT
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Figure 2, MO3 Inverter
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1.3.2 Beta Ratio -

A useful tool for denoting the relationship between the
two resistances of ratio logsic (load and driver sections) is
the Beta ratio. It describes the static or steady-state

operation of a digital gate. Beta ratio is defined as

(—_Ydriver
L

Beta’ = = (127
(—Tf-)load
WL
= wdll i (1-8)
Sld

Since W/L appears explicitly in the current equation for
each device, Beta measures the "strength" of the driver
transistor with respect %to the load transistor. For
instance,for small values of Reta, the "resistance" of the
driver may never become as small 3as that of the load. In
this case, the output would remain near +V for any value of

v between zero and +V. Alternatively, if Reta is large, a

in

very slight increase in V just above Vt’ would cause V. .4

in»
to change from near +V to near ground. Here, the
"resistance" of the driver becomes very much less than that
of the load with only a very small value for vton' These
results are graphicallv depicted in Fiag. 3. MNote that Vout

never changes until Vin exceeds Vt' This occurs hecause

Vton for the driver is neeative for Vin < Vt, makine the

driver off and its '"resistance" practically infinite.
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The net impact of Beta ratio is a bhound on the
relationships of the channel dimensions of driver
transistors relative to their load transistors. If the V/L
for the driver section is tco small relative to the VW/L for
the 1load, the 1logic gate will be unable to achieve a
satisfactorily 1low voltage or =zero output (even in the
steady-state or D.C. condition). Since there are physical
minima for channel dimensions imposed by the production
process, Beta may be increased bheyond a certain amount only
by increasing Wy or L; above their minima. This increase
obviously increases the area of a logic gate, so

unreasonably high Beta values are to be avoided as well.

1.3.3 Multiple Input Gates -

More complex logic gates than the inverter are achieved
by making series-parallel combinations of driver
transistors. Examples of possible configurations are shown
in Fig. 4, The circuit in Fig. Uda represents the NAND
function for positive logic while Fig. 4b is a NOR circuit.

Fig., U4c realizes

Output = (( Ing AIny )V IngV Iny ) . (1-9)

In other words, 4c is a three-input NOR logic gate in which

one of the inputs is actually the AND of two inputs.

e A B - N By 9

B
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These and other similar configurations comprise the
usual combinational logiec gates in ratio logic. Although
bridges and other more exotic configurations are possible,

their occurence is assumed to he infreguent.

1.3.4 Layout -

The physical 1layout of the digital gates is an

6,7 The

important topic, as it relates to the ares.
transistors are basically surface devices, so the logie
gates and circuits may be described in two dimensions.
Furthermore, a circuit is usually laid out in a bus-oriented
fashion to facilitate distribution of power, ground, and
logic signals. A representative section of logic 1is
pictured in Fig. 5. 1In this figure, four inputs enter the
section of logic on the left, while four outnuts and two
inputs exit on the right, for use in succeeding logiec. The
dashed regions represent the areas occupied by the load and
driver sections of each digital gate, while an X denctes a
connection between an interconnect line and a digital gate.
As can be seen,much of the area is occupied by the busine of
logic signals, power, and ground to appropriate logic gates.

The remainder 1is occupied by the actual trensistors and

interconnections of each logic gate.



LSS s

FP-5422

Qutput 3
Output 2
Qutput 1

[ |
> |
e

X e—

e o
|
|
‘|
|
|
SOy~ |
L1 K Output4

rr1-++1-1-
|
|
|

Load 3] Load4 ]

I"_"—,—'l

Load 17 Load 2—
l"'—"j:l f""J—1
| MERYSCMRRCIS .
‘Z"——\_‘—‘ll__@:
1=k
=
i _I]Z
E T
X1
_-__.\_] 'L____\_..._.__J
Driver 1l

L_...‘J

Driver 3& Driver 4l

b o e e

Driver 2l

Typical Section of Logic Layout

|||||| 1 - -u-!. §
I
f “ N M i
| [}
I | -
tttttt 4 4 w.o
ol
[
+ 5 5 5 5 S
S
s - e

- ot o .
.q:!r;.mw f { B i

SERRPERPIE T SISO SIS S S S SIS TR SRR T e s aliin A




2« CHARACTERIZATION OF A STMPLIFIED MOS MODEL

En.“this- chapter “ithe simplified ‘description tof @ MOS
devices is used to develeop a set of equations which describe
three operating functions of the channel dimension
parameters: device speed, circuit area, and device nower
dissipation. These functions are first devised for a single
MOS inverter and then extended ¢to model more complex

devices. Finally, the characterization of storage elements,

£ 3

% »-r b;-«_‘ﬂ il 0 o

or registers, is introduced and the eauations are altered to

reflect the effects of pipelining.

-3

2.1 Characterization Of Inverters

2.1.1 Inverter Speed =

The speed of semiconductor devices is generally

presented by describing the inverse of speed, time, as in

the speed-power product which has the units of watt-sec (not

watt/sec). Therefore, this paner uses a function related to

Edohis. L s,

Y B o pa




18
device delay time to characterize device speed.

The speed of an MOS inverter could be represented by
the rise time or by the fall time of the device. The value

chosen here is the sum of these two:
+ Tf . (2-1)

This choice is made since the values of rise and fall times
are usually quite different, so neither zlone is an accurate
measure, Furthermore, all MOS logic sates have a single
inversion embedded in them. Thus a signal which propagates
through two or more levels of Jlogic has bhoth rising and

falling delays.

The rise time of a digital inverter is dependent only
on the load transistor, since the driver transistor has just
been turned off (The time to turn the driver off is included
in the time to turn the previous digital gate on.). Given
that the transistor is driving a purely capacitive load, the

rise time is inversely proportional to the drain current:

1
oL = -2
Ty = (2=2)
Also, from equations 1-2 and 1-3,
W
I; « —- (2-3)
Ll

Therefore,

o

e

St
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where k1 is a constant coefficient.

The fall time is more complicated since both load and
driver transistors are on. This situation may be modeled as

in Fig. 6. This means that

Toge = =E¥; =13 ) (2-6)

and that the fall time is inversely proportional to the
difference of the two device currents. For the device
output to fall at all, I4 must be greater in magnitude than
I. The steady-state requirements mentioned in the Reta
ratio section of Chapter 1 are such that I4 must be
significantly greater than Il in order to obtain a
satisfactory zero level out. Thus, = for @all practical

purposes,

= -Id

In a manner analogous to the rise time, the fall time

Tp K e
5 Id
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Tf = k2 Smem—— .y (2"9)

2.1.2 Inverter Power =

The power dissipation of an MOS inverter is relatively

simple to evaluate. When the driver is off, there is a

virtual open circuit between +V and ground, so no power is

% dissipated in the static case. On the other hand, when the
driver is on, the output voltage is near ground (as a2 result

of the Beta ratio criterion). Thus, almost all of the power

is dissipated in the load transistor. Power is then

P iy , or (2-11)
E < e 1

2 R e , (2-12)
>

o

R where k3 is a constant coefficient which includes a factor
E

E - for the duty cycle (percent on time) of the device.

The above equation for the static pcwer dissipation is
in fact the total power dissipated by the device. The
output 1load on the inverter is assumed to he purely

b 14 i
k> capacitive. Therefore during any complete 0 to 1 to 0 (or 1

_ﬂ ."1'.' P BN Tt S
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to 0 to 1) cycle, the total energy sunplied to the capacitor
is zero. Effectively, the capacitor may be removed for a
power consumption model. Then the logic gate in the model

switches in zero time and the power is as in eaquation 2-12.

2.1.3 Inverter Area =-

The area of an MOS/LSI integrated circuit is a useful

cost-related measure.

For a single MOS inverter, only part of the area is
related to the channel widths and 1lengths of the two
transistors, As shown in Fig. 5, a significant portion of
the area of an IC is occupied by power supply lines and by
signal lines., These area components are a function of the
logic equations bheing implemented and of the skill of the
layout designer. For this paper, the loesic equations are
assumed to be in their final form, hopefully near optimum.
Also, the assumption is made that the layout is well done,
with very 1little wasted space. Changes in the area of
certain portions of the IC are assumed not to affect other
areas to any great extent. In other words, the layout is
considered to be plastic such that changes or alterations in

certain places do not cause inefficiencies or wasted space

elsewhere,

i oo e
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With these assumptions in mind, the area can be
considered as the sum of the area directly affected by the
channels and of the remainder, or overhead. This assumption

results in the formula

A = ky + kgWiLy + kgWylg (2-13)

|

where k) is the overhead area,gand kg and kg are constant

coefficients of the two channel areas.

The characterization of a single MOS inverter is
summarized in Table 1. Here, the speed, power, and area of
the device are represented as functions of the four channel

dimensions - Wy, W4, Ly, and L,.

2.2 Characterization Of Complex Gates

The parametric equations presented to model a single
MOS inverter are also valid for more complex pgates, with
some further assumptions. After all, a complex gate is only
an inverter with additional driver transistors in series or

in parallel.

For example, the speed of a complex gate may be made
comparable to that of an inverter by appropriately picking
the channel widths and lengths. In general, the chanrel
widths and lengths may bhe chosen to create faster or slower
rise and fall times independently. Whatever decision is

made, however, the speed of the complex gates can be easily

T UGS ———— -
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related to the speed of the single inverter. For example,
the doubling of the speed of the inverter by changing

dimensions could be matched by changing the dimensions of

| the complex gates by a proportional amount. This 1linezr

relationship results from dependence on the same operating

equations by all logic gates.

In the case of power dissipation, an even simpler
| relation exists. The power is dependent only on the 1load
transistor, and all logic gates, regardless of complexity, 1
have only one 1load transistor. Therefore, the power
dissipated in a given complex gate is the same as that of
the standard inverter, with the same load transistor channel

dimensions. ]

The area of complex gates is, in general, greater than
that of an inverter. In effect, the area of a complex gate

is composed of the same components as in Table 1. ky

remains the "overhead" area, which may be increased due to

- the additional interconnection needed for the additional

_ycfu -y ®

# 3

inputs. The area of the driver transistors is a multiple of
the driver transistor area for an inverter, with a possible

factor for differences in channel dimensions. As before,

the area of complex gates is 2also linearly related to the :

area of an inverter. ' !

The linearity of the relationships between all logic

~§’ gates yields a useful result. A percentage change in any of

‘ the four parameters = W,, Wy, Lyy Ly - applied universally
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to all gates on a given IC would result in new speed, power,
and area specifications. TIn fact, if the coefficients in
Table 1 are altered to model the averare logic gate on an
IC, then they would describhe the operation of the entire IC.
For instance, a 10% increase in the Wy of every driver
transistor on the IC would alter the specifications of the
IC as predicted by the Table 1 equations, modified to
describe the average logic gate. W4, Wy Ly, and Ly now
each describe the average channel dimensions on the IC. In
the speed equation, k; remains the same, while ks> includes a
factor related to the average number of average drivers in
series, i.e., the slowest path. In the power equation, k3
now includes a factor for the average number of load devices
in the ON state. In the area equation, k; adds all of the
interconnect and periphery area - output bonding pads and
of f=-chip drivers, This area is related to environmental and
processing parameters which are unavailable to the designer.
kg is unchanged since there is exactly one load device on
each logic gate, and k6 includes a factor for the average
number of average driver transistors in the average 1lorgic

gate.

2.3 Storage Registers

This section deals with the insertion of storarce

elements or registers. Ip to this point, the discussion has

been restricted to combinational lorfic. First, a register
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model is developed. Then this model is used to extend the
parametric equations to sequential machines and to more

general multi-stage pipeline machines.

2.3.1 Register Model -

In MOS, many implementations of storage elements exist,
such as two-phase, four-phase, ratio, and ratio-less.8’9
Rather than try to model the specific differences azmong 211
of these, a generalized register model is used. Given any
one register type, its delay or speed is assumed to be a
constant. Its area is also a constant which takes into
account the average numbher of bits in a register and the
area per storage element. Likewise, the power dissipated in

each register is modeled as a constznt, dependent on the

register type and the average bits per register.

2.3.2 Pipelining -

Pipelining is a style of logic architecture in which
computation throughput is increased by allowing overlap in
the processing of successive tasks. The logic is divided
into stages, and the degree of pipelining, m, is equal to
the number of stages. Each stage consists of some amount of
logic followed by a register to buffer the stage outnut, as

in Fig. 7. The 1logic in each stage may be of arbitrary

complexity. The registers are pgenerally gated or clocked at
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regular intervals which are preater than the maximum of the
delays of the stapes. In a nipelined implementation, new
input operands may be presented at each rescister clock time
and outputs appear at each register clock time. The total
time from input to output is generally greater than in the

nonpipelined case, but the system throughout may he rreatly

increased.

2.3.2.1 Degree 0 Pipeline =

A pipeline of degree 0 has, effectively, 0 staces. The
pipeline of degree 0 is taken to represent an MOS circuit
which is entirely combinational with no recisters. For this

case, the parametric equations in Table 1 2re sufficient.

2.3.2.2 Desree 1 Pipeline =~

The degree 1 pipeline consists of a single (arhitrarily
complicated) stage of combinational logic followed by a
register. The pipeline of depree 1 1is analofous to a
sequential or finite-state machine. In this case, the

equations bhecome:

Speed:

T = Combhinational delav + Resister delay (2=14)

L 24
= k1 -‘:’—1'- + :(2—.;'—(1- + l\’.7 y (.?-1.5)




Power:
wl .
P = k3~q + kg , and (2-16)

Area:
A - ku + kswlLl + "{6wdl..d + kg y (?-17)

where k7 is the delay of the register in use, kg 1is the
power dissipation in the register, and k9 is the register

area.

2.3.2.3 Degree M Pipeline =

In general, a pipeline may consist of any number of
stages. Also, the degree of pipelining of a given circuit

10,11 For a

may be increased by subdivision in many cases.
finite-state machine (degree 1) such as Fig. 8a, where the
combinational logic consists of several levels of logiec, the
compipational section may be separated at aporoximately the
mid-point‘of delav, and a register inserted as in Fip. ARb.
The tétal delay thkrough the machine is increased by one
register delay, but the throughput is definitely increased
because new input operands may be introduced after the
previous inputs have passed through approximately one-=half

the combinational delay instead of the entire combinational

delay as before.

In actuality, the subdivision process need not be done
in two parts. Any number of registers may be inserted, up

to a maximum of one after each level of logic. In these
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cases, the optimum clock interval is the maximum of the
delays between the regicsters. In general, the system
performance increases asymptotically toward a maximumrm value
as the degree of pipelining increases. Simultaneously, the
system cost increases in approximately linear fashion with

an increase in pipeline degree.TO

A finite-state machine with feedback is depicted in
Fig. 9a. Here, pipelining by subdivision may be
accomplished in the same manner as hefore. The
combinational 1logic is cut at the half delay point and a
rerister 1is inserted as in Fig. Qh. However, in this
instance new operands may not necessarily be introduced at
each clock interval. The circuit has a deleyv or time length
of two clock intervals. Thus two separate tasks may be
resident in the machine at any given time, with one task
occupying each half of the circuit. New operands for each
task are presented every other clock interval. As bhefore,
the finite state machine mav be subdivided into m staces.
In this case, new input operands for each task are presented

once every m clock intervals,

The parametric eocuations for the m stage pipeline are
slightly different from bhefore. The speed of a nipelined
circuit is defined as the effective throughput delay(e.s.,
the time between tasks rather than the delav of a sgingle

task). So, the time is set equal to the combinational delay

of the non-pipelined case plus m times the register delay,

Desex
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"all divided by m.

L L
1 d
ks Ko mpe & The
T 8 - (2-18)
: Ly s Lg
¥ o (o "o
= 1 ¥y 2 Ry + kq ; (2-19)
m

where kg 1is the average delay of the registers between
pipeline stages. Thus pipelining by suhdivision into m
stages reduces the combinational delay by a factor of m and
adds one register delay( over the 0 degree nipeline).
The power dissipation for a pipeline is
W

1
P = Kkg—+—= + kgnm (2-20)
3T, A

where kg is the average register power dissipation.
The area of the pipeline circuit is now
A ; ky + kgWjly + kgWalg + kgm . (2-21)
where k9 is the average register area.

The parametric equations for the different classes of

circuits are summarized in Table 2.
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Table 2.

Characterization of MOS Circuits

Function Degree of Pipelining
m=0 m21
Ly L

L L k + k

Speed [ kq —% + kp -9 B e e ek
1 Vg m
P b il
ower _— iy s A m
3 Ly 3 T, 8
Area

ku + kswlLl + kﬁded

ku + kswlLl - k6ded + k9m
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3. OPTIMUM CIRCUIT SPEED, POWER, AMND AREA

Given the model and parametric equations developed in
Chapter Two, it is now possible fto investigsate the
dependence of MOS/LSI circuit speed, power, and area as
functions of the channel dimensions and of the degree of
pipelining. The conditions for optimizing each of the
circuit functions individually is explored first. Then the

effects of Beca ratio are examined.

3.1 Circuit Area

The area of an MOS/LSI IC is directly related to its
cost. Fairchild Semiconductor has presented a qualitative
estimate of the cost per unit area for MO0S devices(Fig.
10).12 This curve may be further approximated by a piecewise
linear fit, also in Fig. 10, The left-hand segment has a

slope near zero, so cost and area are related by a constant

coefficient. Most MOS design occurs in this reesion, so this

T i £ T MWV ST TR T T S R
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Figure 10. IC Cost per Unit Area as a Function
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paper will simply be concerned with optimum area. For
larger ICs, the right-hand portion of the curve sugpgests a
more complex relationship between cost and area and 1is
beyond the scope of this paper. Rut in either case, an
objective of minimum cost implies minimum area. From Table

2,

A = ku + kSWILl + kﬁded + k9m . (3‘1)

Obviously, the minimum area is achieved with minima for
all four channel dimensions and for the degree of
pipelining, m. The environmental and processing parameters
dictate the minimum values for the channel widths and
lengths. In the case of m, a value of one would be used for
machines which include storage elements, while m equal to

zero applies to purely combinational lepgic.

3.2 Circuit Power

The power dissipated on an IC, from Table 2, is

W
Piais k3-l.._i:_; + kgm : (3=2)

The minimum power dissination results from a minimum
for Wy, a maximum for L,, and a minimum for m. W, _ and
it min

Ll are set by the environmental and processing
max

parameters, which are dictated to the designer. The value

of m is either zero or one depending on the c¢ircuit in

gt
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question, as in the case of minimum area.

3.3 Circuit Speed

Also from Table 2, the speed of an IC is given by the

formula
L L
k1“'il + k3 :
G gt 1 3 “» k7 X (3-3)

The minimum time of the circuit is obtained with minima
for Ly and Ly, and maxima for Wy, W4, and m. As before, the
bounds on the channel dimensions are pre-determined by
processing and environmental parameters. For m, the maximum
value is a function of the original 1logic. First, the
circuit must be in a form which 1is pipelineable. The
simplest pipelineable circuit is one that is entirely serial
in nature. Tasks flow from one area of logic to the next
with no feedback from a2 given area to a previous one. To
pipeline such a serial circuit, registers may be inserted in
the combinational areas between 1levels of loric. The
maximum number of registers to be inserted is limited to the
maxi%ﬁm numbef-”of logic 1levels between two =successive
registers in the original 1logic times the number of
combinational sections. The time delay equation, 2=-3, is

valid only in the region m=1 to m eaqual to the upper bound

just mentioned.
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Many circuits which are not strictly serial are still
pipelineable, Finite-state machines may be pipelined in
much the same fashion as serial machines, as described in
Chapter Two. Circuits which are combinations of several
serial or finite-state machines 2re also sometimes
pipelineable. For example, each section of a circuit which
is a recognizable serial or finite-state machine may bhe
pipelined independent of the rest of the circuit. Selective
use of this technique could improve circuit throurshrut when
applied to the "bottlenecks"™ or slowest sections. However,
the designer must take care that the time dependencies

between the sections of the circuit are maintained.

3.4 Reta Ratio Considerations

Each of the parametric equations - circuit speed,
circuit area, and circuit power dissipation - have been
optimized as functions of the four channel dimensions and
the degree of pipelining. However, it is common industry
practice to select both wl and Ld to take on their mnminimum

¥alaes, wlmin S Ldminv respectively. For the discussion

of more complex optimality criteria in Chapter 4, Wy and L

will be considered as constants.

Several observations may be made concerning this
choice. First, from Chapter Ty the steady-state

requirements of a logic gate create a minimum accepntable

Beta ratio. Recall that




41

W,L
Beks wdll ] (3-4)
1*-d

In general practice, the minimum required value of Beta is
greater than that value achieved using the minima for the
four channel dimensions which are dictated by the processing
and environmental parameters:
W I '
~ dmin Imin 1

ey (3-5)

*min

Betag i,
min

In order to achieve the necessary Beta, either W4 or Ll or
both must be increased above its minimum, even if the
minimum values of W; and L, are chosen. Of course, if W, or
Ly is greater than its minimum, W, or Ly must be increased

even further.

From Table 2, the equation for circuit power varies
directly with W, and inversely with L,. Here, an increase
in Wl above its minimum would require a proportionate

increase in either L, or W,, so the power could at best

e

remain the same, or at worst increase with the increase in

. y‘w -y

Y o Wl.

From the area equation in Table 2, increases in either
Wl or Ld would increase total area. The accompanving

increase 1in Ll or wd required by Betamin would further

increase area.
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So, for both power and area, it is obvious that the

optimum choices for wl and Ld are their minima.

In the equation for speed in Tabhle 2, both W; and W4
appear in denominators, with L, and Ly in numerators. An
increase in Ly requires a‘ proportionate increase in the
product of Ll and wd.' At hest, this would leave speed
unchanged, and at worst increase Ll and Ld by the same

amount, thus increasing the delay time,

Concerning Wy, an increase above its minimum would

reaquire an increase in the product of Ll eﬁd.wd. But here,

; if the increases were only applied to Wy and to Wq, the
minimum Beta bound would be éatiﬁfied and the delay time
would decrease. In the extreme, this implies that it is
possible to grow wl and wd without hound in order to reduce
the delay time. However, as @& channel width increases
beyond a certain 1limit, the simplified MOS model fails and
the delay time actually begins to increase with increasing };

channel width.

R o e T
& ‘- ." e »
T g N 4

In effect, the kq term in the speed equation is the
only one which does not categorically support the choice of 5;

Wy and Ld P For a particular case, with assigned
min

min
values for the k;'s, the simplification, fixing W, and Ly to /4

their minimum values, should be reexamined. \'
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i Choosing W,y and Ld - sreatly simplifies the
‘min min

E p parametric equations. Let

(3-6)

~
—_
-
L]
-
=

ko' = koly ' (3-7)

P ———

k3' = k3w1 y (3-8)
keg' = kgWy , and (3-9)
kg' = k6Ldmin : (3-10)

With these substitutions, the equations appear as in Table

, 3.
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Table 3.
ér Simplified Characterization of MOS Circuits
3
? Function Degree of Pipelining
1
B | m=0 m>1 !
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4, OPTIMA INVOLVING TWO CRITERIA

Although speed, power, and area 2re each of interest to
the circuit designer, it is usually some combination of
these that is the objective to he achieved. in this
chapter: five objective functions are examined for the case
of m>0, i.e., sequential machines. These include the three
pairwise products of the parametric equations - speed-power,
power-area, and speed-area. Also, both minimum area and
minimum power are derived assuming a required circuit speed.

In addition, optima for the pairwise products are derived

for m=0, or purely combinational lorgic.

4,1 Speed And Power Optima
4,1.1 Speed-Power Product -

The speed-power product is a function mentioned often,
especially when comparing various IC processes (TTL, ECL,

MOS,  ete.). As mentioned hefore, the speed eaouation

actually represents a delay time. Although some references
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are made in the literature to the power-delay product this
paper uses the term speed-power product, which is more
common. Also, pipelining, a factor not usually consicered,

is included in this analysis.

Multiplication of the power and speed equations gives

1 1
e

k'
PT = ( T + kgm ) (—— soler Y1)

3 1

= k1'k8Ll + k7k8m +

ko'ka! ka'k ko'k ka'ksy!
CHiac IR e i SR el T e SRR T
delm Ll Wd m

From the form of equation 4-2 several observaticns can
be made. First, the speed-power product is inversely

related to Wy, so minimum PT implies maximum W,.

Optimum values for m and L; may be obtained by taking

partial derivatives:

koa'kqy! leqtks!
BRL s k7k8 e 3? s18l ?3 , and (4=3)
5.m Wdle~ M=
2 4 kq'kg - k2'k3' & k3'k7 ; (4=4)
bLl deL12 le

These two partial derivatives, when set equal to zero,
provide two simultaneous equations with two unknowns.
However, substitution of one equation into the other results

in a fifth order equation, for which no algebraic solution

has yet been found.

W oar o T
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It is still possible to derive optimum values for m and

Ly, assuming that one of them is fixed. Setting equation
4-4 equal to zero and solving for the positive value of Ly

yields

Solving equation 4-3 in a similar manner gives

'\,:-,(2'.;(3' + 1~'1 'kB'WdLl

m
’ k7k3de1

opt

These two values are graphed in Fig. 11,

A more reasonable method of minimizing the speed-power

product is one of the many known methods of iteration.

Either equation

4-5 or U4-6 might be used, in conjunction

with 4-2. Such an approach reguires values for the constant

coefficients (ki's). Since these values are unavailable for

this paper, it is only possible to make comments on the form

and shape of the speed-power product.

Since W4, Ly, and m are all physical quantities, it is

only necessary to examine positive values for them. The

general shape of PT with respect to W4, L, and m,

individually, is depicted in Fig. 12. As mentioned bhefore,

the optimum value for W4 is a maximum, independent of the

values of Ll and m. The 1labels m,.¢ and Llopt are the
values derived in equations 4-5 and U-6,

TN R
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Figure 11. Ll.opt and mopt for Minimum Speed-Power Product
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Figure 12. Speed-Power Product as a Function of W
and m, Individually

d’

FP-%429

p————— T




50

Optimum values for L, and m, however, are highly
interdependent, In Fig. 13, the shape of PT is shown as a
function of both L, and m. Since the shape is a
hyperboloid, it is straightforward to iterate to the minimum

value for PT once the coefficients are evaluated.

The shape of Fig. 13 suggests an optimum that takes
into account both inherent device speed (through Ll) and
speed enhancement with pipelining (through m). However,
this optimum may be unattainable for several reasons. For
Ly, the optimum may require a value too large or too small
with respect to processing or environmental restrictions.
Likewise, the optimum value of m may be less than one or
greater than the maximum possible degree of pipelining for a
particular circuit. In any of these cases, it is only
possible to choose the permissible values of Ly and m which

yield a figure for PT as near to the minimum as possibhle.

4,1,2 Minimum Power For Specified Speced -

Often, a circuit designer has 2 predetermined design
goal for the speed of a circuit. This then becomes a
constraint with respect to other design objectives. The
particular obhjective function examined in this section is
the ontimization of power dissipation, assuming 2 bound on

the circuit speed.
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PT

FP-5430

Figure 13. Speed-Power Product as a Function of
both L! and m
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From Table 3, the speed of a circuit is given by the

formula

o sl ) . (4-7)

Now, assume that the circuit in question must meet the

requirement
T8 e, . (4-8)

It is now possible to relate the degree of pipelining, m, to
Ly, W4, and tp by setting equation #4-T7 equal to ty and

solving for m:

k!
=2
k1'L1 + Tﬂ;
M= T ! . (4-9)
0 e

This value for m is then substituted into the ecuation

for P from Table 3:

k2'
+ k8

i (4-10)

™
[

tg = kg

A maximum for Wy leads to a minimum for this equation. This
equation may be further optimized bv taking its partial
derivative with respect to Ll:

2 P & k1'V8 3 k3'
. 2 .

= (4=11)
bLl to - k7 [‘1

Setting this equation equal to zero and solving for Ll,

PR
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which must he positive, yields the result

L = o ! —em—— 3 (4=12
lopt <3 k1'k8 )

This equation represents the optimum choice of L, in
order to obtain minimum nower dissipation, for 2 specified
bound on speed, tg. This value for Ly may then be

substituted into equation 4-7, giving

V to - k7 - k2'
kq'ka! '

opt n tO ¥ k7 . (4-13)

m

Equations 4-12 and 4-13 now provide the optimum values for
L, and m as functions of a speed bound, t,, as shown in Fig.
14. The optimum Ll increases monotonicallv proportional to
the square root of to-k7. In other words, as the speed
bound is relaxed (larger to implies a slower requirement),
Ll is 1larger in order to achieve the minimum power.
Likewise, m decreases monotonically with 1increasing t,
(eventually proportional to the inverse of the square root
of to), because the degree of pipelining required to achieve

a slower speed is less.

In the case of minimum power with a speed bound, it is
possible to calculate the optimum values for Ll, wd, and m
algebraically. Iterative techniques are not necessary.

" These optimum values may then be substituted into the

equation for power in Table 3 to provide the minimum power

8 e 1 B S AR, 1 B AT
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for the specified tg.

It 1is interesting to examine the case where the
designer is restricted to a degree one pipeline, or m=1.
This represents a simple finite state machine approach,.
From Fig. 14b, it is obvious that for to greater than or
equal to x, the optimum choice for m is indeed one. Rut for
any choice of ty less than x, m>1 is optimum. So in this
range , a restriction of m=1 will yield a value for power

which is greater than the best obtainable.

4.2 Area-Power Product

Multiplication of the area and power equations yields

the formula

k ]
AP = (ky + kg'Ly + kg'Wyq + kgm ) (-Ef- + kgm ) (4=14)
w ?' x k3'k5' & k3'k4 » k3'k6'wd " k3'k9m
= L1 Ly L1
-
} + kykgm + kg'kglim + ke'kgWgm + kgkgm? . (4=15)
W
4
u'! A minimum for this equation requires minima for both W,
: and m, as they appear only in numerators. To obtain the
proper value for L,, consider
3 AP 2 L k3'kl| + !(3'k6'wd + k3'k9m i (u-16)
3L, 5 78 1.2
1
Ll
B

% | Setting equation 4-16 to zero and solving for Ly, which must
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be positive, yields the formula

»
L ]

3 k3'ku + k3'k6'wd + k3'k9m

Li s T . (H=17) }

[ '

The variation of the area-power product with respect to

each of the three variables is demonstrated in Fig. 15. As

il

mentioned before, the optimum values for Ll, wd, and m may
not be physically exactly realizeable. Interestingly, the
restriction of m=1 yields the optimum value of AP, as shown
in Fig. 15¢. An increase in the degree of pipelining is
useful to increase speed, which is not considered ip this

| section.

hpemrd | e Mo e

4,3 Speed And Area Optima

B ey

4,3.1 Speed=-Area Product -

[ The product of the speed and area equations is a design

criterion of great interest. Often, the speed of a system

<
R i

;.;I

;5_ is used to denote its performance. Also, in this case, area

%,‘ is related to cost. 3o, speed-area is actually a measure of

‘;( a circuit's performance-cost ratio, since speed is

; characterized by its inverse, time. A minimum speed-area
product is related to minimizing both time and cost,
providing the maximum performance- cost ratio.

g |
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Slope = e + kg kgm
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Figure 15. Variation of Area-Power Product with Respect

to L,» Wy, and m, Individually
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Multiplication of the speed and area equations from

Table 3 gives the equation

k1'L1 k2'+k7
m *TWgm Y ky + kg'Ly + kg'Wy + kgm ) (4=18)

TA (

kuk7 + ( k1'k9 + ks'k7 )Ll + k5'k7wd + k7k9m

2
ko'kg ko 'kg' ' kq'ks "Ly®
P s, T S Nl -+ Pl ]
Wy m e m

k1'k6'de1 b k2'k5'Ll 5 k2'kq
m wdm wdm

+

. (4-19)

In equaticn 4-19, Ll appears only in the numerator, so
minimum TA implies minimum Ll' Both wd and m appear in a
more complex fashion. Their optimum values might be

attained by taking partial derivatives:

ks'k k5'k Kq'ke'L o'k 'L
:TA 4 k6'k7 e 29 R 2“ £ ;e L R I iy , (H=20)
wd Wd wd m m dem
and
; 2
i 1 S SRS - N s A R s SRR
am = He e W gm2 we
kq'keg'W,L ko'ke 'L
3 il 62 - st S~ A~ 21 (4=21)
m Wym

But, 1like optimum speed-power product, the optimum
speed-area product dces not lend itself to algebreic
solution, However, optimum values for W, and m may be

obtained if one of them is considered fixed, following the

example 1in section 4.1.1, When values for the various
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constant coefficients are available, iteration to the

minimum value of TA may be used,.

The variation of TA with respect to each of the three
parameters individually is depicted in Fig. 16. Since W g
and m have optimum values whiech are neither mwinima nor
maxima, the optimum choices are interdependent, as
illustrated in Fig.17. This relationship demonstrates the
tradeoff between device speed (via wd) and speed enhancement
through pipelining (via m). Of particular interest is the
location of the m=1 plane in Fig. 17, which specifies the

available values of TA without pipelining. Several

possibilities for the location of this plane exist.

.If the m=1 plane intersects the hyperholoid at its
minimum point, then the optimum performance-cost ratio may
be obtained by simply choosing the appropriate value of wd.
If the minimum value for TA cccurs at m<1, then the optimum
performance-cost ratio is unattainable, and m=1 should be
chosen. Then the optimum value of W ; for m=1 should be

selected.

Finally, if the minimum value for TA occurs at m>1,
then an optimum performance-cost ratio mav only be achieved
with the aid of pipelining. A choice of m=1 restricts the
value to the minimum point on the TA surface which

intersects the m=1 plane.

_ —
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Figure 17.

FP-5434

Speed-Area Product as a Function of Both

m and wd
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4,3.2 Minimum Area For Specified Speed -

An optimum performance-cost ratio, as presented in the
previcus section, 1is not always desirable. There often
exists a bound requirement on the performance, or speed, of
the circuit. In this situation, it is useful to calculate a

minimum area, or cost, as a function of a speed bound, tg-.

In section 4.1.2, the equation for speed was set equal
to tg. Then, this equation was solved for m in equation

4-7:

ko!

T R
1hiah Wy

{ m = a (u-22)
to-k7

It is also possible to solve this equation for W4.

Ky

Wd =

LS

Now, the dependence of Wy and m on to is graphed in Fig.

18. As to increases the circuit is slower, so either device

it b
3

Bk T

speed or pipelining, or both, may be reduced.

To obtain a minimal area, either equation %-22 or 4-23
may be substituted into the equation for area from Table 3.

Using equation 4-22,




R g sl sy

RO I

(o}

L)
w
o
)
=1
o
e
-
3
=1
<]
<)
w
©
=
o
=
<
)
=
Y
)
o
o
el
4
(1]
o
~
&)
=
©
-
]
-
3
o0
ol
=

.

s A 4 VS A
S

At....»...z




.‘::“‘w"" \ .
¢ Tf e

e &
SR S S e

64

KAl
2
kq'Ly +—gg
A = ky + keg'Ly + kg'Wy + kg—— (4-24)
’4. B 6 "d 9 tq - kg
= ky + kSJLl * kg Wy o+ ty - k7 * Wy ( tg - k7 y - (4-25)

As before, area is directly related to Ll and minimum area

implies a minimum for Ll.

The term £h = k7 always appears in a denominator so A
varies inversely with the speed bound t, (In the speed
equation in Table 3, ty is always greater than or equal to
k7, so ty - k7 is always positive.). On the other hand, Wy
appears in both a2 numerator and a denominator, so the
relationship between A and wd is hyperboliec. These

dependencies are shown in Fig. 19.

The optimum choice for Wy may be obtained by partial

differentiation:

s kp'kg
( tg = ky ) W48

X (4-26)

Equation 4-26 is set equal to zero and solved for wd, which

must be positive, to yield

ko'kq
B 22 . tu=2T)
opt kg' ( tg = kg )

Equation U427 is the value of wd which minimizes A for a

speed bound of tj.

g

g

BT Rt e et
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Now, equation 4-23 is substituted 1into the area

equation:

k6'k2'
m ( to - kT ) o k1'L1

A = ku + kS'Ll + kgm + . (u-28)
Both Ll and to exhibit the same effects on area as in
equation 4-25 and in Fig. 19. The variation of A with
respect to m is hyperbolic and is depicted in Fig. 20. The
value of m which produces a minimum for equation U4-28 is

achieved by a partial derivative:

k2'k6' ( to - k7 )

% Rg's (4-29)

¢ mty = Ko ) = leytly )7

Setting equation 4-29 equal to zero and solving for m

provides the optimum value for m:

kq'Ly I, kg !
! = > : 43-30
mopt to - k7 ;V;q ( to - k7 ) ( 3 )

From equation 4-22, the restriction of speed equal to
to requires that the degree of pipelining exceed
kq'Ly/(tg=kqg). Note that when m reaches this value,
infinite area 1is required (see Fig. 20), corresponding to
infinite Wy. If this value is greater than one, then the
speed bound is unobtainable without a higher degree of
pipelining. And, as before, even if m=1 is available as an

option, it may severely increase area if Mopt in equation

4-30 is significantly greater than one.
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4,4 Optima For Combinational Logic

The set of equations in Table 3 for m=0 describe the
model for purely combinational logic. In this section, the
pairwise products of these functions are optimized -
speed-power, Dpower-area, and speed-area under an m=0

constraint.

4.4,1 Optimum Speed-Power Product -

Multiplication of the speed and power equations for m=0
in Table 3 yields
k2'k3'
PT = kq'ksl %573~ . (4-31)
e Llwd

As is obvious from this equation, PT increases linearly

with reciprocals of L; and Wy Therefore, PT is minimized

by choosing maxima for L; and W4. Of course, environmental

and processing parameters place upper bounds on both of

these channel dimensions.

4.4,2 Optimum Power-Area Product -

Equation U4-32 shows the power-area product for

combinational logic.

et Ot --——4

»
| —
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| AP = katke! 4Ty & o (Ha32)

AP grows linearly with W, and with the reciprocal of Ly. In

this case the optimum Ly is 2 maxirum while the optimum Wy

is a mimimun.

4.4.3 Optimum Speed=-Aren Product =

The speed-area product is a2 measure of the performance

cost -‘ratior ‘of the eircuit. For striectly combinational

logic, this product 1s:

| TA = k2'k6' o+ k]'kuL] <+ k1'k5'Ll? + k1'k6'L1wd
k')'i‘(u k?'Ks'f..l
e . (4=33)
Wy g 3
; ! T4 increases linearly and quedractically with Ll' so a

minimum fer L, is desired. With respect to W4, however,

i - neither a minimum nor -a-maximum is the optimum. As before,
W
fj} the optimum is achieved bv taking a partial derivative and
;x solving for the positive root:

aliky + Xo'ke'L

25l SRS

Wy T e . (4-34)
opt '(1 kf Ll

k|
'?ki
2
1

——————

Ao ————
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This value for wd minimizes TA for purely combinational
logic.

Table 4 provides a summary of the results of the

optimizations in chapters three and four.

|
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Table 4.

Optimal Values of Wy, Ll, and m

Function Ll wd

m21:

Area i min
Power : no effect min
Speed min max max

Speed-Power intermediate”-A max intermediate™-A

Power-Area 7 K3'Kytk3'kg'Wy+k3'kgm min min
ks'kem

*
Speed-Area min intermediate -R intermediate*-B

Power (T=t) k3'(t0"k7)i max 4k1'k3'(t0'k7) g XD
: kq1'kg t kg Viq

(to=ks)
Area(T=tg) i v kp kg kq'lLy +1} ko 'k
1% '(to-k7) tn-l7 'k9(t0-k7)

m=0:

Area min min

Power max no effect
Speed min max
Speed-Power max max

Power-=Area max min

Speed-Area min Ko ' ky+ko kg 'Ly

| Ki'ke'Ly

* - No closed form, numerical solution easilv obtained
A - Solve equations (4=3) = (U4=4) = 0
B - Solve equations (4-20) = (4-21) = 0




5. NUMERICAL EXAMPLES

In order to illustrate the decisions and trade-offs in
the design process further, two numerical examples are
presented in this chapter. Tﬁe equations used are those in
Table 3 for m>0, and the methods of optimization are

detailed in Table 4.

The values chosen for the ky's are arbitrary, since the
actual values depend both on the circuit under consideration
and on proprietary process parameters. It should be noted
that the particular values used were selected to illustrate

certain points.

In addition, arbitrary bounds are selected for the
parameters. Ly will be allowed to range from 1 to 10
inclusive, and Wy from 0.1 to 5 inclusive. Also, the degree

of pipelining, m, may vary between 1 and 5.

}
4
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5.1 Example One

For this example, the k:'s are assigned values =as

follows:

k1' = 4 k[_; =v< 10 l(7 =5 5]
k2' = 1 kS' = 1 kg = 1
ky' = 2 e g T R R

‘Using these values and Table 2 and Tahle 4, optimum values

are calculated for speed, zrea, and time as well as their

pairwise products. The results are presented in Table 5.

Each row of the table presents the equation which is
optimized, the corresponding values of W, Ll, and m, and
the values of all the pertinent eqguations. The optimum

value for each objective is circled for clarity.

In the cases of optimum speed-area(TA) and
speed-power (PT) products, the desired value of m 1is less
than one. Since a pipeline of degree one represents a
finite-state machine, one is the minimum useable value for m
in a2 finite-state machine. The 1lower section of Table 5
shows the optimum TA and PT for m restricted to one. This
provides the minimum obtainable values in cases where tte

values computed are unrealizable,

The entry for optimum speed(T) with m restricted to one
shows the best obtainable without pipelining, i.e., 15.2.

This can be contrasted with the optimum with pipelining,

1148, The maximum value for m is used because area and

T T e
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Table 5.

Numerical Example 1

Optimized
| Function m Wy Ly A P it TA P AP
: TA | 0.815 0.84 1.0 20.0 2.82 17.4 [3W73 48.9 56.3
PT 0.862 5.0 . ,:2.37 303 4.7V 22,80 %600 B0 SUM
AP 1.0 0.1 6.2 0 @5.4 138 W58 MH3.B0E- Rah
A 1.0 0.1 1.0 2008 3.0 2540 ‘505, 5.0 60.6 ;
P 1.0 0,1 300 -29.2 (1.2 B0 TR 782 350 |
T 5,0 5.0 1.0 66,0 7.0  [11.8 781, 82,9 #E2, }:
N m restricted to 1
TA 1.0 0,815 1.0 . 21.6 30 (168 3500 NET B
PT | 1.0 .. 5,0 2,37 3%.4  1.B4 . 20T, Bug, SRR 578
T 1.0 5,0 1.0 30,0 3.0 {15.23 #56. M5.6  90.0
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power are not considered. For this example, speed is the
only equation whose optimum suffers by restriction to

non-pipelining.

It is possible to solve for an ohjective which takes
into account all three functiqns: speed, opower, and areas.
For instance, one might wish to minimize the speed-area
product under the constraint that power must not exceed some

maximum value, P The power equation from Table 3 1is

max*
solved for one parameter, say L,y. This ' formula -is
substituted for L; in equation U-19, The resulting formula
for TA is 2 function of variables W4 and m and the constant

P Iterative techniques are now applicable, as in

max*
Chapter 4, It should be noted that this procedure is only
valid for those values of P,., which are less than that
achieved when simply minimizing TA without regard to power,
or 2.82 from Table 5. The results for minimum TA with a

power bound are presented in Table 6. As the maximum power

is decreased the minimum achievable TA increases.

5.2 Example Two

This example is presented to show an example in which

pipelining 1is attractive. The ky's are assigned the

following values:
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Table 6.

Minimum TA for Specified Maximum P

) 4
Fony Wi dED RUES A B ST e i}
18
2,75 1:0 - 0.80% 1.14--21.8 46,8 366. “46.2 59.8 .
| 4
2,5 10 6789 1.3321.9 11.6" 386. "4 o 54.8 )
206 L H05 W 606 oR KB AN BT N0.8
200> G0 Ao THI R Do R0 T s TR Y s
175 1.0 210,007 2067 23,9 23,1 5330 Hp.4 up.%
15 L ¥.0 0U653°8.0 243 2B.5 693428 36,5
1,25 1.0 0.56 8.0 28,1 W8 1259, 56.0 35.2 4
: /3
3




Ky

2 kg
= 4 kg s (5=2)
Using the equations of Table 3 and the methods of Table 4,
the results are generated and are shown in Table 7. In this

example all functions dealing with speed (TA, PT, and T)

benefit from pipelining.

In the case of optimum TA, nipelining provides a 27
percent decrease over non-pipelining. The decrease for PT
is almost 6 percent, while T decreases by 4G pvercent. The
trade-off is essentially between the delay in comhinational
logic and the area and power required by additional
registers. For speed, T, the maximum allowable figure for m
is chosen because area and power are not considered.
Incidentally, the optimum values for TA and PT in Table 6
are the best obtainable with integer values of m. The
equations yield optimum m values of 3.29 and 1.78,

respectively.

As with example one, it is possible to find the minimum

speed-area product(TA) subject to an upper bound on power,

P In this case the value of Pmax must stay less than or

max*

equal to 5.0, from Table 7. The minimum TA is shown in

Table 8 for various values of P As before, the optimum

max:*
TA increases as the power bound is tightened or 1lowered.
However, minimum TA does not change monotonically because L,

is bounded by 1 and the optima using Pp., values of 4.5 and




Table 7.

Numerical Example 2

Optimized
Function m

TA 3.0 : 11 B0
PT 2.0 < ; T
1.0 ; s dis
1.0 : : 15.4 3.
33.4 (1.2

B

0 7.0 (b.28

m restricted to 1

18,5, 3.0 4232275, 369

s

35:8 2,65 .17 013 13055

35.0 3. Mo.4 364, 31.2




Table 8.

Minimum TA for Specified Maximum P

s
<5
i,
.5
.0
.5
.0
.5
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3.5 occur with L, less than 1. In effect, increasing Ll

above the optimum choice forces m, an integer, to change
value which in turn forces TA to take on a higher minimum
value. In addition, the degree of pinelinine, m, is forced

lower by the decreasing power bound.
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6. CONCLUSION

In this paper, 2 simplified model was devised for the
logic in MOS/LSI circuits. First, a single MOS inverter was
modeled, and its speed, power dissipation, and area were
expressed as functions of transistor channel dimensions.
This model was then scaled to represent the combinational
logic of an entire circuit. The channel dimensions in the
equations became the effective or average dimensions for the
circuit as a whole. A register model was introduced and the
circuit model was extended to reflect the effects of
pipelining. Then, the speed, power, and area of the circuit
were formulated using the parameters of the model: channel
widths and 1lengths and the degree of pipelining. These
equations were expressed with unevaluated constant

coefficients which deoend on proprietary industry

information and on the specific circuit beine analyzed.

[ e ———————————————




s 3
N e i

82

The equations describing the —circuit were then
individually optimized with respect to the parameters.
Minimum area results from minimization of all of the
parameteres. Minimum power requires maximum load channel
length, minimum load width, and minimum pipelining and was
independent of the driver channel dimensions. Optimum speed
(minimum time) requires minimum channel. lengths, maximun

channel widths, and maximum pipelining.

After these observations, the model was further
simplified to facilitate the study of more complex and more
interesting optima. In this model, the éircuit functions
were dependent only on load channel length, driver channel
width, and degree of pipelining, with load channel width and

driver channel length set to their minimum values.

The first function considered was the product of speed
and power. Although a <closed form solution was not
obtainable for the optimal parameter values, each optimum
parameter value was expressed in terms of the other
parameters. These equations could then be used to iterate
to the minimum for the speed-power product. This procedure
will succeed since the shape of PT is a hyperboloid. In
addition, power was minimized assuming a bound on speed. In
this case, the optimum values for the parameters were

derived.
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Next, the product of area and power was considered.

Here, optimal values for all three narameters were attained.

Optima involving speed and area were dezlt with next,
The minimum speed-area product, like speed=-pcwer, could not
be solved in a closed form. However, since it was also =2
hyperboloid, iterative technijues would succeed. Also, area
was minimized for a bound on sreed, and optimal values were

obtained for all parameters.

For those circuits whieh are purely combinational,
optimal parameters values for single and pairwise products

of the objective functions were also derived and tahulated.

Finally, two numerical examples were presented to
illustrate the rethods involved. The unevaluated

coefficients were assigned arhitrary values.

The models and circuit functions derived are useful in
describing the nature of the various trade-offs and
sacrifices inherent in MOS/LSI circuit design. With them,
it can be shown whether a circuit would benefit from
particular design choices, involving verious channel
dimensions and the use of pipelining. If the constant
coefficients are evaluated using the knowledge of a MOS/LSI

semiconductor manufacturer, then near oontimum design choices

may be made.
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