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THE DERIVATION OF SIMPLE POLES
IN A TRANSFER FUNCTION

FROM REAL FREQUENCY INFORMATION

Abstract

This report is the third in a domain data. A predictor—correlator

series of three that evaluate a procedure for using spectral data and

technique (frequency—domain Prony) library pole sets for this purpose

for obtaining the poles of a transfer was developed. Also studied was an

function. The main objective was to iterative method for reducing the

assess the feasibility of classifying effects of noise and a technique

or identifying ship—like targets by based upon magnitude—only spectral

using pole sets derived from frequency— data. ~

Introduction

A technique for using real— this work , our main objective was to

frequency data to obtain the simple assess the feasibility of classifying

poles of a transfer function, and the and/or identifying radar targets by

results of its application to real use of pole data derived from

electromagnetic (EM) data were frequency—domain information. We

described , respectively, in two pre— assumed the problem to be one of

vious reports.”2 The procedure was estimating whether an unknown object

referred to as frequency—domain Prony belongs to a class of concern

because of its close similarity to a (classification) and if so , which one

method of extracting poles from time— of that class it is (identification).

domain waveforms based upon Prony ’s After obtaining some pole results

technique.3 First applied to spec— derived from frequency—domain Prony

ified pole sets to evaluate its char— for simple ship—like objects , we

acteristics~
’ it was then used for attempted to use such pole sets to

real EM data to provide a more rel- establish which target from a library

evant test of its poterttial.
2 

Some of pole sets is most like an unknown

variations of the basic technique target whose scattered field spectrum

were also studied and described . In has been obtained .

—1—
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Results pertaining to 1) a 3) a pole extraction technique

“shifting” procedure applied to based upon magnitude—only data

ncisy data; 2) a van —linear are discussed in the text and

frequency—domain predictor; and appendices.

Pole-set Results of Simple Ship-Like Models

In the first part of this study, We observe that: 1) the greatest

before frequency—domain Prony had variations in pole values obtained

been developed , pole sets were derived for the two angles of incidence occur

from applying time—domain Prony to the in their real (damping) components;

computed transient waveform of several 2) quite good agreement exists in the

ship—like targets of increasing com- imaginary components of most of the

plexity . Because of various uncer— two pole sets for the same target;

tainties encountered in this ef fort ,
4 

3) some poles do not appear in both

it was deemed necessary to consider sets , even though their invalidity is

less—complex , targets while still not indicated by either a small resi—

retaining some features characteristic due value or large negative real com—

of ships. ponent; 4) the smooth pole trajectory

Consequently , the series of simpler of the straight wire is changed con—

targets depicted in Fig. 1 were siderably by addition of the wires
*

modeled in the frequency domain , and used in models 1—3; and 5) significant

their backscattered fields were differences are also discernable in

obtained. Frequency spectra were the backscatter—field spectra. These

calculated for two angles of m ci— results demonstrate that the pole sets

dence, 300 and 60°, with respect to do contain potentially useful infor—

the long axis of the wire models mation for classifying and/or iden—

(Fig. 2). The straight wire was tifying radar targets but not without

included for reference purposes at an some uncertainty caused by possible

angle of 60° only. The results of discrepancies arising in the pole

applying frequency—domain Prony to extraction .
these spectra are summarized graphi— The actual poles of a given object
cally and numerically in Fig . 3. are uncertain primarily for two rea-

sons. First , without knowing apriori

* what number of poles will contribute
Since frequency—domain Prony

had been developed in the interim, to the transfer function over a given

—2— .
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fr~quency interval, we over—estimate uncertainty in the location of that

the number in the data when using particular pole. Although not devel—

frequency—domain Prony . This produces oped sufficiently for use in this

some curve—fitting poles which may not study, some preliminary results of

all be recognizable. Second, some utilizing this technique with

pole locations may vary due to numer— frequency—domain Prony are described

ic’tl inaccuracy as the problem param— in Appendix A. Our previous obser—

eters (e.g., angle of incidence) are vation that the greatest variance in

changed, while others may totally pole location usually occurs in the

disappear from the data because they damping component is confirmed by the

are riot excited for a given set of results of Appendix A and theoretical

parameters. Noise, while not a factor analysis as well.5

in the computed data presented here , It is interesting to compare the

can also be responsible for such lowest frequency poles for the four

effects, objects studied above. While the

One approach to this problem that straight wire has a jw—axis component

has worked especially well for noisy of 0.792 MHz , a lower value of
data in the time domain, should be 0.758 MHz occurs when an appendage is
equally useful for reducing the effects added near one end of the wire (ship—

of parameter variations as well. By model 1). However, when the wire

varying the parameters of the extrac— appendage is added at the center (as

tion process we can derive several in ship—model 2), the resonance

sets of poles from the same data and (0.788 MHz) is only slightly lower

then plot them on a single graph . than the wire—only value because the

When this is done, the valid poles appendage has little influence on the

are found to occur in clusters , and even current distribution character—

their positions can then be estimated izing the lowest—frequency resonance.

by computing the mean coordinates of For ship—model 3, the (average) reso—

each cluster . In addition, the nance (0.751 MHz) is the lowest of

standard deviation of the points in the four because of the combined

each cluster can help to indicate the effects of both appendages.

Use of Pole Sets for Objec t Classification
and/or Identification

GENERAL the poles of radar targets is their

A major motivation for studying potential use for classification

—3.--
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and/or identification (C/I) independ— pole set will be derived from the

ent of aspect and polarization . As spectrum of the unknown target.

we have seen above, an appearance of Because we have found the pole

aspect dependency can occur because extraction procedure may be numeri—

some pole responses may not be excited cally inconsistent, computation of the

at certain aspects and the computed pole set from measured data is not

locations of those that are excited always advisable. In addition , using

may vary slightly with the problem the Prony technique requires substan—

parameters. This indicates an inher— tial computing capability , and without

ent uncertainty of indeterminant mag— access to a large computer , a near

nitude no matter how the poles or real—time target C/I may not be

information derived from them might achievable. For these and other rea—

be used . Noise , of course , can be sons, the direct use of the poles for

expected to increase this uncertainty. C/I may not be the most useful

In any case , it would be expected that approach to take.

a common element of any pole—based C/I

approach would be a pole—set library .

A PREDICTOR-CORRELATOR APPROACH

POLE—SET CORRELATION An alternative has been tested in

a transient format,
6 
which involves

Perhaps , the most straightforward the concept of a linear predictor of

way to use the pole sets in a C/I the form

exercise would be to correlate

directly the poles obtained from the N 
ri+l

scattered field of an unknown target f(t) ~~ 
a
N f l

( l)  f( t — n ~
with each of the pole sets in the n 1
library . This might be done opti— t > N ~ t , (la)
cally, for example, by the use of

transmission filters where the

target—pole set is overlayed with where N is the number of poles in the

each library set , and the relative response. The predictor provides a

correlation is established in propor— way to obtain sampled values of a
tion to the amount of light trans— transient signal for all t > T in

mitted . A digital correlation tech— terms of the given samples in the

nique could also be easily conceived , interval t < T, and a set of coeFfj—

but this approach presupposes that a cients a
N f l  

which are defined by

—4—
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spectral data , such an extra step

II (s + e — seems unnecessary . It would be more

N direct to confine the process entirely

+ ~~ ~~~~~~~~ (lb) to the frequency domain and find a

c~=l frequency—domain equivalent of the

linear predictor .

where sa is the c~th comp lex resonance Although a direct frequency—domain

(or pole). Note that for the predic— analogue of Eq. (1) does not seem to

tor to be applied to a given f(t), exist , a procedure can be identified

the set of poles for the object that that operates in a strikingly similar

produced f ( t )  must be available, way . To appreciate this , let us f i r s t

Suppose , however, that the object examine the application of the time—

is unknown and to be determined . If domain linear predictor [Eq. (1)] in

a library of pole sets is available, more detail. First , it requires a

where one may correspond to the object Certain minimum amount of information

from which f(t) has been obtained , before it can be implemented. For an

then the coefficients of Eq. (ib) for N—pole system, the N—pole values are

each library pole set could be tried needed , which amounts to 2(N/2) =

successively in Eq. (la). In each N—real numbers since the poles occur

case the known signal fk(t) would be 
in complex conjugate pairs . Second ,

used on the right hand side of the the N—resonance amplitudes , or their

equation , which would lead to a set equivalent, are also required to

of computed signals fc(t)~ 
Upon corn— specify the system fully. This intro—

parison ~f fc(t) with fk(t) to estab— 
duces additional N—real numbers for

lish the pole set that minimizes their a total of 2N. In Eq. (1), these

difference , the reference target most resonance amplitudes are not explic—

like the unknown could be identified. itly involved but enter implicitly

This procedure would thus allow an instead through the initial samples

identification to be made without the of f(t). Thus, from these 2N—real

necessity of finding the poles from numbers we can obtain all other values

fk(t).
6 of f(t).

The predictor just discussed is Now let us consider what is

based on transient data while we are required to develop an analogous pro—

interesed in the use of spectral or cedure in the frequency—domain .

frequency—domain information . Because the same amount of informa—

Although a transient signal could be tion is involved , 2N—real numbers

derived by Fourier transforming the will still be required . Again, this

— 5-,
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might include the N—pole values , given N
by N—real numbers , while the other N F(jw) = 

~~~~~ R~/(jw — s~~) .  (2a)

numbers could come from the aml

N—resonance amp litudes. Alterna—
where the corresponding time—domain

tively , as in Eq. (1), they could
expression is given by

come from samp les o f F(~ ). From this
N

data , other F(~ ) values could be V ~F( t) = L R e . (2b)
derived for any w value in the fre-

quency range over which the 2N—real

numbers were obtained. In this sense, Proceeding as for the time—domain

a frequency—domain linear predictor linear predic tor, assume that the

differs from its time—domain counter— N—comp lex—conjugate s~ are available.

part , which applies for all subsequent Then given N—real numbers from samples

time . Of course , if all sys tem pol es of F(w), Eq. (2a) provides the basis

were available and used , then the for computing the as—yet unknown R

frequency—domain version would also Suppose , f or examp le , we are given

app ly f~ r all frequencies . Note also 
measured real—frequency , comp lex sam—

**
tha t success lil application of the pies of F(ju

k
) = k 1,... ,N.

time—domain version does require that Then from

al l  poles contributing to f(t) he N

included in the linear predictor , so = ~~ x~~ R~~~ , (3a)

that use of the linear pr~ Jictor for c~=l

all time also requires all contrib—

compute the vec tor R(i) whereuting poles.

A frequency—domain linear predictor

could be written in the same way as — 

(j~~ 5(i))_l , (3b)kc~Eq. (1); whereby , all F(w) for w >

are given fri terms of F(w) samp les
* any N of the 2N—data points provided

for ü) < 
N • However , this is unnec—

by the N—comp lex samples M(jw
essarily restrictive since we can k~ 

may

be used , and the superscript i den otes
generally predict and samp le at rela—

the library pole set being emp loyed.
tive i v arbitrary frequenc ies over the *

spectrum of concern.~ Theref 
It should be noted that R = R 

/ 2 ’ore , we * * 
c~. c~+N

simply use 
S
~t 

= 5
c~+N/2 and M.~ = M

k+N/2
. If this

__________ 

process is performed for each of the
*
This is shown in Appendix B. **

t
Th actual u used 

Frequency—domain Prony currently
mu’t satisfy requ ires both phase and amplitude

the appropriate sampling criteria, data in general; see Appendix C.

—6—
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M—pole sets in the library , then M pole set from which they were obtained

vectors ~~~~ i=l,..., M will be is most like the unknown target , with

obtained . They by using the remaining statistical analysis necessary to

N data points provided by the measured establish confidence and probabi l i ty

results F(j
~ k

), compute bounds. The advantages of this

approach are several:

R 
(11 ~~~‘ ~~~~ — 

~~ 
1/2 • No pole sets need be derived

I k=l ~~~~~ 

) , (4a) from measured data obtained in
~~~~~~ L.~

an operational mode .

where • The library pole sets required

N can be es tablished under more
= 

~~~~~ R~~~/(1w 
— ~~1)), (4b) favorable laboratory conditions.

c~=1 • The excitation of all poles is

and ~~~~ and its complex conjugate unnecessary for the predictor—
correlator to work,

are both used.

• The entire operation is per—We refer to the overall process as
formed in the frequency domain ,a predictor—correlator. The subscript
and generating time—domain

xi denotes R as a measure of simi—
informa tion, either via trans—

larity between the unknown target x
forms or direc tly, is unnec—

and library entry i. The smaller Rxi essary .
is , the greater the similarity, and

• It is well suited for analys is
vice versa. A normalized version of

from an information—contentR that varies between 0 and 1,xi viewpoint thus provid ing an
where the latter denotes perfect cor—

oppor tuni ty for better under—
relation , is perhaps more conven—

s tanding and more eff iciently
tional , and we def ine it by

utilizing the data.

1 Some numerical results ob tainedR 1 l + R  
(4c)

xi from Eqs. (3) and (4) are summarized

Thus , by using part of the measured in the next section .

data to find a residue vector R
(i)

corresponding to each pole set , we SOME NUMERICAL RESULTS

can predic t the response at the other
measured points and compare it with The procedure discussed above , as

the actual values. The results giving given by Eqs. (3) and (4), was applied

best agreement with the measurements to some of the ship—model data previ—

(smallest R ) establish that the ously presented in Figs. 2 and 3. For
xi

—7—



this test , the backscattered field of these two sets interleave in fre—

each ship—model was used successively quency , i.e., every other data point

as the unknown target return , while is used for the residue calculation ,

the library consisted of the pole with the in—between points subse—

sets of all three ship models. We quently emp loyed for the predictor—

used poles obtained for an incidence correlator. Following these plots

angle 8
1 

= 60 ,° while back scattered are graphs that pertain to each pole

data for 0
~ 

60° (case A) and 30° set and show the predicted response

(case B) were employed for the and the difference in magnitude

predictor—correlator. The results between the predicted and actual

are summarized in Table 1. result , IM~
1
~ — M~~ . The latter ,

Some representative graphical data specifically , is useful in showing

which depict the steps involved in where , in the frequency spectrum

implementing Eqs. (3) and (4) are cover ed , the differenc es between M~’~
shown in Fig. 4 for Case A. Plotted and are largest , and thus where

there is the total input data spectrum the discriminabilitv ~,etween the

for ship model 1, as well as those various targets may he greatest. The

points used for the residue calcula— possibility for establishing a measure

tion [Eq . (3)] and the predictor— of information content per—unit—

correlator [Eq . (4)]. Note that frequency interval with respect to

maximizing differences in target

observables along these lines is
Table 1. l’arget correlation matrices

interesting and deserves further
xi

examination.
Case A

_______________________________________ Results for the correlation stud y

R . 8
Poles = 60°; 8Rc5 = 60 ° are summarized in Table 1. We observe

x/ i 1 2 3 the R ., has a value of unity for all

1 1.000 0.329 0.637 three cases (i.e., j = 1, 2 or 3) in

2 0.316 1.000 0.701 which the same 8
1 

is used for the

3 0.523 0.536 1.000 pole and field calculation (Case A ,

Case B Table 1). This shows that the pre-

dicted return matches that measured ,
8 — 60 0 . 9 — 30°
Poles 

— 
‘ RCS 

— 

when the pole set which corresponds
x/i 1 2 3

to the target is used in Eq. (3). We
1 0.760 0.330 0,389

expected this because the same target
2 0.235 0.561 0.340

data was used to compute the respec—
3 0 .461 0.531 0 .736
_______________________________________ tive pole sets and the correlation

—8—



number R
31

. The corresponding R1., tions (as discussed earlier). }iow—

i ~ j values for this case , however , ever , we s till f ind that ~~~ for each
exhibit values that vary between ‘~O.3 target spectrum is largest. Presum—

and ‘O.7 , which es tablishes a measure ably, by develop ing an internally
of the dissimilari~y be tween the consis tent averaged pole se t for each
three ship models. Note that the library entry, such angular—dependent

smalles t R~~. values occur when the variations could be reduced .

single—masted models are compared , Although the technique presen ted

which is a reasonable result when above appears to have some potential

the geometrical differences be tween for targe t C/I , considerably more
the three models are considered , effort would be necessary to make it

Correlation of the two one—mast practical. The effects of noisy data ,

models with the two—mast model re— aspect variations , accuracy of the
suits in the larger 

~~~

.. values, library pole sets , etc., all need to
Agaic., this agrees with what we be considered , in addition, other

might expect . ways of computing R ,, f or examp le

When the data used for the pole using the step—wise predictor de—

calculation are different from those scribed in Appendix B as an alterna—

to which the predictor—correlator is tivc. to the approach described here ,

applied , then no R .. values are unity should be evaluated . More funda—

(Case B, Table 1). Evidently , this men tally,  the information content of
is because of the slight variation in the available data should be exp lored

the poles which characterizes the as a means of establishing data re—

different incidence angles , and quirements , error estimates , C/I con—

occurs from current numerical limita— fidence , etc.

Summary and Conclusions

This report is the third in a by use of radar returns relative to

series of three which present  r e su l t s  the complex resonances tha t  char—

obtained from the initial phase of a acterize them.

program entitled “Radar Target Char— Present test data do not confirm

acterization via Complex Frequency the feasibility but are highly encour—

Resonances. ” Our ob jec t ive  was to aging . The basic tools required fo r

assess the f e a sIb i l i t y  of classif ying this app lication, such as the pole—

or identifying (C/I) ship—like targets extraction (frequency—domain Prony)

—9—
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technique , and the predictor— Significant results , observations

correlator , have been developed and and conclusions include:

s u f f i c i e n t l y  tested to show that  the • Up to 20 pole pairs  can be

fundamental concept is still sound extracted from spectral data.

and potentially viable for the • Valid poles can be obtained

intended application . Significantly , from band—limited—type data.

workable solutions and approaches 
• Frequency—doma in Prony is use—

appear to he available for resolving ful for interpolating discretely
questions that directly concern the samp led data.
C/I application (as outlined below).

• A fairly wide , dynamic range in
Major accomplishments of the study 3

residue amplitude (>10 :1) and
include:

damp ing constant (>10:1) can be
• Development and extensive test—

handled.
ing against both analytically

• Near— and far—radiated fields ,
specified data and computed EM

sca tter ed f i e l d s , and surfa cespectra ot the frequency—
current and charge can be used

domain—Prony technique .
to extrac t the poles.

• Extension of the above for

application to magnitude—only • Comparison of measured and pre—

data. dicted results indicates the

• Development and app lication of most useful frequencies for

a frequency—domain—predictor discriminating between targets .

correlator for C/I. • When a predictor—correlator

• Demonstration that iteratively approach is used , d irect pole

processed data permits more extraction is not necessary ,

accurate determination of real However, it might be preferable

poles as well as separation of when only a few poles are being

curve fitting and noise poles excited for any angle of

(Appendix A). incidence.

Recommendations

We recommend the following areas is affected by noise , source var-

for further study: iations , band limited data , etc.

• Continue evaluation of frequency— • Continue evaluation of  predictor—

domain—Prony pole extraction as it correlator strateg ies.

—10-
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• Study the information content • Examine the feasibility fo r

of scattered data from the direct inversion of pa ttern

viewpoint of optimizing dis— data by using a modified—Prony

criminability among targe ts of technique to de termine rad iating

a given set, source locations in space.

• Examine the utility of pole—set In closing , it is worthwhile to

data and the predictor— comment generally on target C/I and

correlator for developing a particularly on pole—descriptions in
similarity index between terms of their relationship to infor—

targets. mation theory. First , let us con—

• Test the pole extraction pro— sider information in a more general way

cedure against experimental than it is in communications theory ,

data by using the itera tive as “knowledge acquired from data.”
7

moving—window scheme . How the data is processed to develop

• Investigate the possibility for that information and how the informa—

determining the information tion is subsequently used provide the

rank of spec tral data and how cr ux of the C/ I problem .
that might be used to make C/I We have seen that EM spectrum or

more effective, waveform can be analytically expressed

• Compare the use of poles in a in simple terms of poles and residues.

predic tor—correlator sense as It may be conjectured , indeed , that

was done here , or alternatively the pole—residue description repre—

by extracting poles from mea— sents the irreduc ible , minimum—

sured data for direct compari— parameter description of the spectrum

son with a library pole set or waveform , and hence the EM char—
via , for examp le , an op tical acteristics of the object to which

correlator. they belong . In this sense , it is

• Quantify the information con— interesting to speculat~ tha t a given

tent of frequency , transient spectrum or waveform possesses a rank

and angular data. or ditnensionality associated with the

* 
number of parame ters involved in the

Information content might be quan—
pole—residue description. If this istitatively defined as the data—rank

times the number of parameters—per— true , and the rank or the equivalent
rank times the number of bits—per—

information content of the data underpara meters , for a specified pole set. 8 9For sampled da ta , we migh t use the cons idera tion can be es tablished ,
number of nonredundant input samp les 

the imp lications for the C/I problem
times the number of bits known—per—
sample. could be profound. For example , the

—11—
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EM rank of the data would determine information—content sense, analytically

how many poles and residues it con— convenient, which is why it is espe—

tains, or how many fea tures it could cially useful , besides being physi—

yield in a more classical approach.1° cally meaningful. Because the inf or—

In either case, its EM rank imposes mation of the time—and frequency—

an upper limit on the information domains is exac tly equivalent , they

that can be extracted from the data, should be viewed as complimentary

As we have seen, noise can reduce the expressions . The coice of one or the

rank of the data , as demonstrated by other should depend on the best method

the decrease in number of poles that for acquiring and processing the data.

can be extracted from it, Because most data available to use
However , if the problem is one of in the real world are obtained in the

imaging rather than merely C/I, the frequency domain, transient wavef orms
EM rank must then equal or exceed the can be usually obtained only by trans—

*
object s geometrical rank for the forming frequency—domain data . This

goal to achieve an image that is con— fact alone favors the frequency—domain

gruent with  the actual geometry . technique for subsequent processing.

Without restrictions on the geometry , In addition , the frequency—domain

the required information may be una— method for prediction and correlation

vailable from finite data , i.e., the is straightforward and makes it pos—

inverse problem could not be uniquely sible to quantitatively determine fre—

.solved,
11 

but the EM and geometrical quency intervals most useful for C/I.

ranks should not generally be expected In summary , we have 1) developed

to he equal. In any case, we intu— and validated a technique for

iti.vely expect that if C/ I is the frequency—domain pole extraction ;

goal as opposed to imaging , the 2) demonstrated an iterative pro—

information needs should be less cedure for reducing both the pole—set

demanding . In other words , if we ambiguity due to noise and parameter

have some idea of what we ’re looking variations ; and 3) shown the potential

for , the set of objects of concern of a frequency—domain predictor—

and the required information are correlator for C/I. Much work remains ,

reduced, but progress to da te provides

Thus , the concept of information justification to continue ,

content in data would seem to be a

central one in c/ I. The pole—residue *
At best , the transform to the time

descr iption provides a charac terization domain can only preserve the infor—
mation content , and may actually

that is interpretable in an decrease it.

— 12—
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Fig. 1. Stylized ship models used to test the identification
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Fig. 2a. Backscattering spectra of ship—model 1 for 30° and 60 0 incidence .
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Fig. 2b. Backscattering spectra of ship—model 2 for 30° and 60° incidence.
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60° i nc i dence

~ ~
I i

LI ~~I
I

~~ ~~~~ 
.
~
, ,
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Fig. 3a. This series of figures shows the poles and residues set found when
the frequency—domain Prony is applied to the backscattering data f or the
ship—models shown in Fig . 1 and spectra shown in Fig. 2. The data are
presented in three separate formats: 1) a Cartesian plot of all left—hand
plane poles; 2) an isometric plot of the “good” poles in the second
quadrant; and 3) tabulation of the poles and residues. The data shown
here are for ship—model 1 at 30° incidence.
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Fig. 3b. Same as Fig . 3a , except for  ship—model 1 at 60° incidence .

—18—



- ,,‘- - ~~~~~~~~~~~~~~~ _ ,-

.00  - 
. .

I .~ 

. i t\,~j 1
-0 5 0 ’  

. 
‘

~ Il~ 3, 

TN
:\I\

I
I

~ Isometric p lo t of cal cula ted poles
?s< 1344

Calculated pole positions

05 , , 6* ’ . ’  ‘‘0 ~* I ’  95* ,, P0’ . 5*0’ PA R’

- ‘ 2 66 .5621 ’  5. - 98 3 991 ’OS I ‘ 8 34, 1 9 5 . 0 3  -7 1 5 5 1 3 0 1 . 0 !
2 ‘2 66.5231.35 ‘ 88 ’3 861-05  2 1 0 3 6 0 4 9 5 . 0 3  ‘ 530095.03

- l  5 2 6 3 6 3 1 . 7 5  3 , 2 4 5 99 1 . 3 0  3 5 9 6 3 < 5. ’ - 5. 4094 20 5.0 3
‘I 5263 .3? - . ’ 1.,2’.599’[ 06 4 5 963’:01<.2 ‘5 4 0 5 4 3 9 5 - 0 3

5 -3 “ ‘92 8 . 0 5 .  2 . 1 8 4 3 5 5 0 . 0 6  5 ‘ 1  0560331.05 5 “ 32 9 : 1 .0 1
6 ‘5 .  .. ‘ 0 . 9 1  - 0 ’  -? i8435&’OS 6 ‘ 4 56’ 335 .09  ‘5 “32’90 . 3 3
7 “ “ .6695’ ‘75  2 .803185.06 7 I 5 04 4 0 1 5 . 0 3  -6 4783695.03
8 ‘. ‘.555 1 . 0’  -2 ‘ 5 3 3  91 06 8 0 . 5 0 4 9 4 3 5 . 0 3  5 9 ’ 8 3 6 ’ 5 .0 3
9 ‘9 .5768,1,75 3 9997925.06 9 4 3574990 .02 ‘‘1 “ 899875 ‘02

8 0  ‘9 4 3 2 6 9 4 1 ’ S  - 3  •9W3925~~05 0 4 .3 5 7 5 3 3 5 ’ 0 2  7 7900596 .02
I I  - 6 155’5’35 ’05.  .0358’1.0? I I  2 50’305C.03 ‘I 1 15 9 2 6 1 . 3 ’
2 ‘ 4 65’5.*1.05. -, 0 36975<5 2 2 ‘ O ’ C 1 F 1 . 0 1  1 1159? ’5’0’
3 - 8 66 9 94 1 , 0 5 .  9 ‘926591 06 ‘ 3  ‘ 4 ‘ 3 30 5 8 1 . 0 .  2 .326 1 295.04

— ‘9 56 9 4 1 . 0 5  ‘4 2 5 5 9 5 - 0 6  1, ‘ 9 230550.05 -2 , 326 0 266.04
IS ‘I 9349 901<? 5 5536 .f1.)5 IS 2.25038?t ’ .09 ‘I 2 0 3 3 0 3 6 . 0 4
IS 95.99-1.:; 5 ”5.35, . 5 ’ 0 5 .5 2 2505925.09 I 21332 35.04
: 7  - 6 9 9 1 ’ I I . S  5 ‘63 951.35 I ’ 3 4956 1 35 .0 3  I ‘ 3 1 3 7 0 . 0 ,
8 ‘ 6 ’99359 ~~. ‘ 5. ‘5 “63 ’ 951 ’05  II 3 4956 1 35 .03  I ‘ <3 21’24
2 - ,  3940545 ” 6 ‘5. 6351 .05  9 3 5649595 .03 4 9069450 .0 3

- - I  794 6 9 3 . 6  -6 ‘ 5 . 6 3 4 1 <6 . 20 3 5645261103 -5 906982 5 .03
2 ?  -, ~~~~~~~~~~~ 

- .2:521.06 Pole data Residue data 2 3 :908’5[ .03 - I  2593085 .09

22 ’39851.’,5 - ‘8152< .06  22 3 . 1 4 0 9 3 0 5 . 0 3  I 2543035.04
23 - I 16095 1 0’ 8 3252 ’ ? .0 6 23 1 93 45 < 8 <3  ‘ 4 3575836,53

2’. ‘I 1605200.06 -8 025271.06 24 I 939 48 5 .1 , 53  4 05769 3 5 . 03
75 ‘ 8 390 5 “ 8 , 8958961.06 25 -2 0551655 .14 ‘ 4 , 9597831.03
25 ‘ L . 3 4 2 ’9 1. _ S ‘9.99589’0.06 26 ‘2 0550135 .09  9565581.03
2’ ‘ I , 0 6 ’ 8  ‘ ‘0 5  9 I 096995 06 7’ ‘9 8 28935.04 -3 .2599 1 5, 04

25 ‘0 6”’1 “1 ‘9 1086485.06 29 ‘4 .8 ’ , 985( ’09 3 , 26 96545 ’S”
29 I 9 i 9 ’ ’41’75 0006601.0’ ‘9 ‘ .4 0 9 0 4 .2 1  -2 < 0 9 5 9 8. 0 3
t 3 9 . 9 . 5 <  ‘05 - i  00065011.< 30 - 4 0 17 5 . 1 . 0 7  2 ‘‘‘ ‘33 1.03

CURVE 0 , ’ ’  A ’  ‘ A  _ I l 0 , 1 I i ’ ’ ’_ S O I I & .

S 9 6 3 . - ’ I . ’.F c ,~4 i _ C1 .05  3 :  1,4,6 > 1 .0 4  5 1 , 4 3 9 1 . 2 9

37 9 ‘ 9 ‘6’. .34’ :9 1 ‘0? .3 5 32 . f”.hF5.? ‘:“ -4 3495835.0’
1! . 4,94.0.3 09 3 58 38.35 33 , ‘ h, ’ 3 8 4 ’ ? . l ’ S  ‘ . 6, 0 9 3 , . . 0 3
I4 , 5 S’ . .’ .06 3 :58 ‘ 3 1 . 3 9  34 ‘ 2 6039800.03 5-. , ‘ 3 8 5 . 0 8

85 I ~, < ‘ ‘5’ — i  29”09I.,75 I” 7 ’ 0 ’ 8 1 ’ ? - C l  - 7 4 ,” P ’ S l - O’
35 4 , > 5 € ’ O S , 8 9 ” ’ ’* ’ S  35 ~~~~ 4,, ’ ,65 , S I  2 — , 5 2 , ’ 9 1 ’ 0 3

3’ ‘ 4 4 6 4 9 8 . 0 ’ ‘ ,‘11 0’ ..’51 ’ ’ ~ 3’ 8650 ‘SI ‘ I ’S 9 . 4 8 4 ’ O f  -

38 0 4 ’6’ .3’ 1 .1 — “ 2904295.38 8~1 - 1659’ .’l . 5 ?  -9 ‘4 3’221 3 ?

39 I P,?85’ I  .1IS II 85 ’  ‘ 19’ 1 ,9 5 . 5 2 8 8 8 8 ’ 2 3  ‘3 53<390? ‘ 0 3

00 3 0 2’S’I’ ’? 151 8? . ’ ? ‘.1’ ‘ 8 <“‘I .0 !  3 5 3 ’ 9 3 9 5 . 0 3

Fig. 3c. Same as Fig . 3a , except f o r  ship—model 2 a t  30° incidence.

—1 9—



- - “'—.‘ ._- ‘ -.~~~~~~~~~~ — ‘, - ,~~~~~ --~~~~~~~~~~~~~~~~~~~~~~ -- - . -‘ .- ‘ - - - . -~~~~~~~ -“ -“-- , ‘-

0 2 5 ;  
‘

.. 
. 

‘
~ ~

,

‘ 

l

~ 

I

0 0 0 — . , 
S

S

3154 , s1- Is ometri c p lo t of calcula ted poles
Calculated pole positi ons

‘2  99< 0 1 , 0 1  7 89,9’95.35 8 5. ‘ 0 ’ ’ 3 . 1 . 3 2  - I  9 ’55061.03
2 ‘2 0~ - 5. ‘ 8 6 ’ 8 ’ 9 f . 7 5  2 5 “ i ’ 3 5 ’ 33  9794045 .0 3
3 ‘ 4  ‘<3,191 ’ 5. 1 , 5 . 1 0 5 3 1 , 7 5  3 ‘. 2 2 — 3 : 9 5 . 4 3  5.288’76C<3

‘ I  ‘ ‘3 .3 91 .05 .  0 5 1 0 6 3 1 75 ‘8 4 2243205,03 -3,2997791.03
5. ‘6 55 9961 <5. 2 .24~~’61 ‘5 5 ‘2 9 5 3 0 4 9 5 , 0 3  ‘8 .9555331.03

‘6 5’ 2? 11 ’05  ‘2 . 8 9 5 ’ S ? . ’? 6 ‘2 9330361.01 8 . 4555550.05
II’321 ‘‘5. 2 ‘ . 2 2 8 5 1 - 3 6  ‘1 5 0’3399’35 ’03 ‘< . 9329605.00

9 -S ‘I’ ’I. ’i ‘75 ‘2 44 22255.06 8 ¶ < 5 5 , 0 1 . 0 ’  9323590.04
9 ‘8 02’9 -i - 0 5 .  3 - 99921 .06  9 I “ -6’ 991 ‘1. 4 4643891.03
0 ‘8 ‘ :‘3 - 0 . 0 5  -3 ‘ 89821 . 0 5  00  ‘ I  ‘46’ 4 8 5 - 0 4  ‘4 . 2923755.03

O ‘S 91’- “ ‘ ‘“ S 1 0 0 0 ’ ,35 ’2 5  II I 250 10  I ’ S ”  ‘ 4 , 3933011 .04
5 04,. ’ ’ . ’’ . 0 ‘ ‘0 31 ’  1 2 . 2 5 . 3 3 < 3 1 . 5 4  9 , 3933031.04

I .8 891 . 15 — “179,1 <1 3 ‘5 16 1 5 9 2 1 ’ 0 2  2 0872945.04
‘I 41 395.39 - ‘ ‘, I 3 . . [ .Ø5  4 ‘ 5 , 1 6 ’ 5 1 ” 5 - 5 0  -2 0 8 0 2 I , ( . O l

I S ‘ 95 .’ I ’ OS 5 ¶ 9 2 9 4 . 1 . 36  :5.  529 3 091 ’c e 5 . 6828”I(’04
IS 0’,4~~. 06 ‘5 58204,1.04,  6 - 0 2 9 3 0 8 4 - 2 5 .  -, 6829341.09
:7  - 94 ’S * 0 1 5 3 ‘59.’’.,.05 I’ I .9326 358 ‘04 ‘5 6724050 ,04
15 ; ~~‘ . . ‘ ‘ ‘75 5. “9 . <I’ l l  9 I 9328 511<”  5.6773861.04
, -1 1 ’ - ’ ? S ’ l <S 5 ’ . 9 ’ ’ 7 5 ’ ’5 ~ ,J 59 ~ .J A 35 IV  ‘< 0 8 4 8 2 ’ I . 0 5  1.0092931.0’.
20 . 3 6 , , , -  ‘5 ‘. 0 0 0 2 1 . 06  rO i e ua La rses 1 uue ua La 20 - l  0949255.05 - I  0082835.04
2 0  ‘ 8 ‘<<“<333 ‘ . 99651 ’S, 21 2 0217525.24 -5 1301591.05
22 ‘‘ ‘9529’0’05 ‘ 4 99961.75 22 8 0817611.04 3 1301691.2’ .
23 ‘I 2 9 5 2 1 8 1 ’ S  8 i 2 0 5 2 ’ O .O S  23 4 3659295.03 ‘2 8083625.05

‘ < ,‘5 P 203275-05 29 9 3597935,53 2 8083875.04
75 - “ I’1151 . , I, 9 9829245 . ’6 25 5 7381911.04 l , 7255841,,05
26 - I 9539385.06 ‘8 9’405.. ”.1’”. ,‘F ‘ 5. 7679905.09 ‘<7255 1 30.05
2’ . 7 ~. 5 9 . ‘ - . 8 4 4 1 ’ 5 ’  8’ S’SOI’ . l .,” ‘2 3295810<”.
00 “ -8’ . ” 361 ’ 15. .9 : - 1< - “ 29 4599’.’15..”. 2 9795551 .34
09 ‘ ‘ 9’0, 1’<335  1 ’ ’ ‘ ‘68 ’ ’ - “~ 1 004339<3C5 7 0 7 321 ’l.>

0 , ? ’  ‘VI ‘0 ’  ‘‘ ‘ I  0643325 .06 ‘3 023 0 4 : 1 . 0 9

.46, 1 I ‘‘  ‘IL ‘ * 1  5 9  - . P4I  I I ‘ .95. A

8 5 “187 I .3 5 ‘ 04,6<1? - ‘1 3 1  6 5505 ,35? . 1 1  - I 628993A . 0 . 3
32 ‘0 67 3865.06 ‘5 261 501’ 5 1? 91 05I” I61 .03 I 6293583 ‘ 0 3
I’ 5 ‘58”08 ‘1’? ‘2 ‘ ‘ 8 9 5 7 1  ‘ 75  8, 3 ’ ” .’. ‘ I5 ? .1. .4 8 1 ‘.504
I’ . 5 ‘ “ 1 ‘ 4 1  36 2 ‘: 111631.5 “ ‘ ‘‘ . 7 ‘ S  I 9 I ‘‘.05’ . - 8
35. I .5’ .’ 3. ’ . .49 5 74”’193 - ‘‘ 35 9 “55 199* .11; ‘ <01461

‘1 , 17,06 “~~ ‘“~~~‘<3 36 2 , ‘. e ’ 2 6 ? - 1  ‘ 9 1 8 7 5 , 1 . 0 3
‘1113 ‘ 1 ‘ “ 908954 59 ‘‘ 4 1,5.3254 - l  6 6 1 .5596 <.2S “I 64 .05  6’ ”4.’ 1 ~~ 111 2 04 60831 ‘0 ’  S 9 1 9 5 0 0 1  ‘ 0 1

‘9 064 ‘ 5 0 A ’ 0 8  ‘ ‘~~“54,75 ’’I5 34 . 18’ISOI ’85 9 <2.1.05
.0 ‘ ‘503<9 I - ‘ I  “5 - 1 , 86  4.1 I 3870745.06 5 ‘1 26961.05

Fig. 3d. Same a~ Fig . 3a , except for  shi p—model  2 a t  60 ° incidence .
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Fi g. 4a.  This series of f i gures  shows the resu l t s  ob ta ined  when the
p r e d i c t o r — c o r r e l a t o r  a l g o r i t h m  is used to iden t i f y a sca t te red  re-
spo nse by th ree  se ts  of stored library poles. The backscattcred data
shown in this figure are for ship—model 1 at 60°. -rhe three sets of
library poles used in the identification algorithm are for ship—
models 1, 2, and 3 at 60° . This figure shows the magnitude data of
all points used for both the calculation of residues and the sub-
sequent identification calculation,
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I’ig. 4b. The magn i tude  plot  of the sca t t e red  response shown in Fi g. 4a
f o r  the po in t s  where the residues wi l l  be ca lcu la ted  is shown .
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Fig. 4c. The magnitude plot of the scattered response in Fig. 4a at
those points to be used for identification is shown .
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Fig. 4d. The magnitude plot of the calculated identification response
for ship—model i is shown . This response is found by using the stored
library lIs l i t o s for ship—model 1 and the data in Fig. 4b to calculate a
set of rt,osidues. This set of residues and the stored pole set are
then used to calculate a response function at the identification points .
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f~~. ~e. The magni tude plot  of the d i f f e r e n c e  between the measured and
calculated responses at the i d e n t i f i c a t i o n  points  is shown . This
f u n c t i o n  is found b y s u b t r a c t i n g  the response used to f ind  Fig. 4d
f r o m  ‘l9e response used to f ind  Fig . 4c. The id e n t i f i c a t i o n  number
~Eq .  ( 4 a ) ]  w i t h  shi p—model 1 is equal to 0 .0 .
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Fi g. 4 f .  The magni tude  plot  of the  calculated i d e n t i f i c a t i o n  response
f o r  ship—model 2 is shown . This response is found by us ing the s tored
l i b r a r y  poles for  sh ip—model  2 and the da ta  in Fi g. 4b to calculate  a
set of residues.  This set of residues and the stored pole set are
then used to ca lcula te  a response function at the identification points.
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Fi g. 4g. The magni tude  plot  of the  d i f f e r ence  between the measured and
calculated responses at the identification points is shown . This
function is found by subtracting the response used to find Fig. 4f
from the response used to find Fig. 4c. The identification number
[Eq . (4a)J with ship—model 2 is equal to 0.156.
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Fig.  4h. The magni tude plot of the calculated i d e n t i f i c a t i o n  response
f o r  ship—model 3 is shown. This response is found by using the stored
library poles f or ship—model 3 and the data in Fig. 4b to calculate a
set of residues. This set of residues and the stored pole set are
then used to calculate a response function at the identification points.
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Fi g .  -~i. The magni tude  plot  of the  d i f f e r e n c e  between the measured and
calculated responses at the i d e n t i f i c a t i o n  points  is shown . This
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f r o m  the response used to find Fig. 4c. The identification number
[Eq . (4a)J with ship—model 3 is 5.’I~u ,i l  to 0 .122.
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Appendix A

Repeated Processing Cluster Plots

The presence of curve fitting and/or noise poles due to overdetermining

the sys tem is difficult to de tec t in a s ingle calculation from a given data

sample. If additional sample sequences are generated from the same waveform

(time—domain Prony) or spectrum (frequency—domain Prony), it appears fe as ible
to differentiate between real poles associated with the object and anamolous

poles generated by the process.

The additional sequences might arise in several ways . Perhaps the sim-

plest in the frequence domain is the addition to random numerical noise to

the original date to generate a new sequence. The invalid poles presumab ly

would move in response to the noise more than would the real poles , thus pro-

viding a means for separating them. Repetition of this process several times

should produce c lusters of real poles and expedite locating them . This tech-

nique could tend to degrade the overall process however , and would have to

be exercised with care.

An alternate procedure more analogous to what has worked in the time

domain would be to develop the addi t ional  samples b y moving the f requency

interval over which the poles are calculated . Again , by repeating this proc-

ess some number of times , we can identify the valid poles ~a1ling in the fre-

quency range overlapped by all intervals .

A third approach possible in the frequency domain would be changing the
angle of incidence and/or viewing angle. An advantage of the former is that

poles not appreciably exc ited at the f irs t angle of incidence chosen would be

less likely to be missed . The clustered poles that result should be repre-

sentative of a truly aspect—insensitive pole set , and thus minimize the cor—

relator uncertainty discussed relative to Table 1.
Examples of some of these possibilities are shown in Figs . A—i to A—3 .

In Fig. A—i , we present the clus ter plots that occur from a fixed bandwidth
window being systematically shifted through the spectrum being processed.

The target in this case was ship—model 3 for 0 = 60 ° , with data available at

0.125 MHz intervals from 0—10 MHz . A b andwidth of 5 MHz was emp loyed for the

pole calculation, resulting in 40 c omp lex da ta p oin ts and 20 pole pairs.
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The poles were derived from ten separate calculations by using the fre-

quency intervals 0.125(1 + 1) to 5 + 0.1251 MHz , I = 0 ,.. .,9. Figure A— i

shows the po le sets ob tained, where the pole locations are designated by

A ,..., .3 corresponding to i = 0 , i = 1 Most of the poles actually present

in the spectrum are well defined by clusters whose size is that of the indi-

vidual letters . There is greater variance in some locations , such as for

~ 5. Evidently , they are initially outside the window of data. Curve—

fitting poles usually seem to scatter rather randomly abou t the s—plane.

An example of varying the incidence angle , again for ship—model 3, is

shown in Fig . A—2. A bandwidth of 0—5 MHz was emp loyed , with 40 fr equency
samples at 0.125 MHz intervals and 20 pole pairs being extracted . Incidence

angles of 0 = 25° to 65° in 5° s teps were emp loyed , and the corresponding pole

locations designated by letters A ,... ,J. For those poles whose location are

given by letter—size clusters , the agreement with Fig. A—i is essentially

exact. Curve—fitting poles are made rather obvious by the randomness of their

locations.

As the last example of cluster plotting given here , we present in

Fig. A— 3 , the results of using a shifted—frequency window for data contamina-

ted by noise (ship—model 3 at 0 60°). Cluster p lots are shown for three

cases of addi tive , white noise having a maximum value normalized to the peak

of the spectal response of l.25%, 3.75% and 11.25%, respectively. With

increasing no ise levels , the locations of valid poles become more uncer tain,

but the effect depends strongly upon the residue magnitude associated with a

given pole. Naturally enough , those poles with the largest residues are least

sensitive to a given amoun t of noise , while poles having residue values near
the noise level may disappear. In other words , when the noise is c omparable
to the magnitude at which a given res onance is exc ited , that resonance becomes

unrecoverable from the data. The rate at which information is lost from a

spectrum or waveform as noise increases would be useful to establish in a more

quantitative sense. For the shifted—window approach to be successful , uncor—

related noise or a valid noise model is required. This is also true of otb I~~r

“i0 ’ch ods s~r processing noisy ddta. The repetitive processing of such data

“tively increases the amount of information available , and thus improves

the numerical results that can be obtained.
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Appendix B
Frequency-Domain Predictors

(E.  K. Miller and R. M. Bevensee)

A time—domain linear predic tor , as expressed b y Eq .  ( 3 ) ,  requires  as

data N—constant  coef f ic ien t s  aN , 2 , which are determined b y the sys t em poles

and N—pas t  samples of the t ime—varying waveform . Once the necessary informa—

tion is available to put the predic tor  into  operat ion , all f u t u r e  values of

f ( t )  can be found from repeated appl ica t ion of the p red ic to r . As used in

R e f .  6 f o r  object C/I however , only measured data  are inser ted in to  the pre-

dictor while the computed value at the next time step is used only for corre-

lation . In this way the data used for the prediction are continuously up dated ,

and computation of future values of f(t) involves extrapolation over only one

time step . This tends to give equal weight  to all the measured d a t a .

A frequency—domain predictor ’ s concept and u t i l i t y  are  not so obvious .

It is possible to obtain (at  least implici ty) , a f r equency—domain  p red ic to r

that operates  in the same way as Eq .  (3) . The impor tant  d i f f e r e n c e , however ,

is that  i ts c o e f f i c i e n t s  depend upon f requency ; thus , it may be termed a

vary—linear predictor ( to borrow from system ’s nomenclature). I t s  development

is indicated below .

First  note  that  the time—and f requency—domain  exp l ic i t  pole representa-

tions are

N 
~~~ ,

~~, N

f ( t )  = R e ‘ F( j W )  R / ( j w  — s ) (Bi)
- 

ct=l

In a similar fashion, their corresponding predictor or implicit repre-
sentations take the form

F(t )  = ~~~2
( s 0 ) f ( t  - 2~~t) ~~F(jw) = 

~~~l 
~~~ 2

( w )F ( j w 2) ,  (B 2)

where the right hand side of Eq. (B2) has yet to be derived.

There may be several ways to accomp lish this. We choose to employ the

right—hand side of Eq. (Bi), and to ob tain the R
2 

from samp les of F(iw
k
) =

k = 1 , . .  . , N .  Thus ;
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R
k 

= 

~~~~ 

M , (B3a)

where

Y = [K]
1 

and 
~~2

= 
~~~~ 

— s ) ~~~. (B3b)

Formally , this  leads to

F(j~a) = 

k=l or=l 

Y M 2)/(J~ - s
k

) ,  (B4)

which becomes , upon in te rchanging  the order of summation ,

N N

F(~ ’a) = 

~~~ 

- S~~~ M
2~

Thus , f rom Eqs. (B2)  and (B5) ,

= 

k=l 

Y~~~/ (j w  - s
k

) (B6)

Clearly , is f requency dependent , due to the ju.~ term in its denominator.

In addi t ion , we observe that since X depends upon the sequence W
k~ 

k =

any change in the data vector  N
k 

(which thus changes the ak ) would resul t  in

a new m a t r i x  X and thus a new inverse Y . From a computat ional  viewpoint , the

l a t t e r  could be the mos t cos tly ef fe ct of updating the data since it varies

as N
3
; whereas , a chang e in ~‘a results in a N— or N

2
—upda tirig process , depending

upon whether an explicit [Eqs. (Bl) or (B4)] or implicit [Eqs. (B2) or (B5))

form is used. It thus appears that an M—point computation using Eq. (B2)

could involve from MN to MN operations , depending upon whether M
k 

is up dated

for each computation or not.

However , if the updating is done in a sys tematic , stepwise fashion , the

order of the computation can be decreased. For example , suppose the ini tial
da ta vector is M~~

’
~ (k = 1,. ..,N), the second is (k 2,.. .,N + 1), ...,

(k = j,. ..,N + j  — 1), where the superscript denotes the step number .
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Then , the matrix equivalent of Eq.  (Bi) at step j is

~~ X~~~ 
R~ ’~ CD ~~~~~~~~~ (B7)

where depends implicit ly upon j through u . But when 1 j + 1, we no te
k2 k

that X is simply changed by dele t ing the top row (k 
~old~ 

and adding  a new

bot tom row (k = j + N — 1).
new

Suppose then the original matrix is conce ptually depi c ted as

11 12 lN
~~( l)  (1)

21 22 2N
-ID
’I -...,, (B8)

(~) ~~ (1)
XN1 N2 ...

and is solved by Gaussian el imination to obtain the fo rm

(1) ’ 0xll
=( l ) ’ (1) ’ (1) ’
X = X .)1 X ,~~ (B9 )

‘-IL.
I ID

’..I IL_
IL,-

(1) (1) ‘-.. (1)
XMl XN2 ...

from which the ~~~ element can be found by back substitution . If we now

introduce the k = N + 1 equation while dropp ing the k = 1 equat ion , we obtain

(1) ’ (1) ’
x
21 x22
(1) ’ (1) ’  (1)’

x3l x32 x33

=(2)
X = (M O)

(1) ’ (1) ’ (1) ’
XMl XN2

(2)  
X~

2
~ X

(2 )
N+l , 2 N+l ,N

Upon completing the diagonalization , we f ind
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0
11
(2)’  (2) ’

x2l x22
IL

’’

I ‘- —

X = 
I 

“-..‘,-, (Bli)
-
‘IL.

(2) (2) ‘“- (2)
XM+l,l XM+l,2 

. . X
N+1 N

a process which involves ~N
2

/2 opera t ions .

By induction , we thus conclude that  N solutions of a 2N )< N system in

terms of sequential N X N subse ts will involve ‘4N3/3 operations in total

rather  than ‘~N 4
/3  which would resu l t  f rom not exploi t ing their  c ommon

equations .

We can summarize the order of the predictor process as follows :

Exp l ic i t  Implici t

Updated Not  up dated Up dated Not  up dated

Time domain 4N
3

/3 N
3

/3 N
3

/3  N
3

/3

Freq.  domain 4N 3
/3 N

3
/3 4N

3
/3 N

3
/3
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Appendix C
Pole and Residue Extraction from Magnitude Data

A method to extract the poles and residue from only the magnitude data

of some system response is presented in this appendix . This method is based

on the assumption that the response function is causal and positive—real.

The positive—real function has all poles and zer os in the l e f t — h a l f  p lane .

The assumption of a positive—real response is only app licable when the system
response are from driving—point impedance and admittances . The numerical pro-

cedure will first be derived followed by some results of computation.

The response function for an object having only poles and res idues can

be wr itten as

N R
F(s )  = 

t— l 
(s — s 2

) 
(Cl)

For the case of casual response , the residues , R , and poles , s , occur in

complex—conjugate pairs. It has been shown in Eqs. (3), (4) and (5) of a

previous repor t2 that (Cl) can be written as

N-i
V a

F(s)  = ~~ O 
, (C2)

B s2

where A and B are real numbers , and B CD 1. An a l te rna t ive  fo rm of the same
2 2 N

f u n c t i o n  is

N- 1
d fl (s — z2)

2=1F(s )  =

N , (C 3)

fl (s — s )
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where z are the zeros of the response and
a

d A
1 N—l

In Eq.  (3) of the previous repor t 2
, i t  has been shown that

s . (C4)

T h e r e f o r e , f o r  casual sy stems , the A~~ 1 
are nega t ive  real numbers .

The magn i tude  square  of the f u n c t i o n  can be found  b y mu l t i p lying (C3)
by its complex conj ugate  to obtain

N—i

~, a,~( ,j- ’.)
2 =fl IL

IF(j4.) 
I = , (C5)

~~ 

b2(j:~)
2
~

where b
N 

= 1. The (jo,o) has been s u b s t i t u t e d  fo r  s in the above equat ion  since

the f requency  response is known only  along the jw axis . The a and b a r r

real coefficients since the A and B were real .
a

Note that

2
d
1 

= A
1 N l  

(C6)

A different representation for the magnitude square can be found by multi-

p ly ing (C3) by its complex conjugate and substituting j~~
’ for s. This new

equation is

d~ fl [(jW - z ) (j;~ + z)]

= ~=l — . (C7)

fl [(j~o — s )(j~, + s)]
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It  can he shown from the derivation of (C5) and (c7)  t h a t

a ( 1~~) 22 
= -d~ fl [ ( jw - z )  ( jw  + z *) J ,  (C8)

and

= [(j~ - s ) ( j w  + s)]. (c9)

It  is obvious from the two above equat ions  that  the  roots  of the two polynomial

equations will yield the poles and zeros of the original function . To obtain

these roots requires the knowledge of the coefficients in the polynomials .

The coefficients of (C5) can be found by writing this equation in the

I
’ o rrn

N— i N-l
2 . 2a . 2a 2 2N— l F ( j ~

) I b ( 3w) + a
~~

(J w ) = I F ( j~) (ju) . (ClO)

By evaluating this equation at 2N points along the jw axis the coefficients

can be expressed as the fo l lowing  Set of a linear equations .

[A] [C]  = [G] , (Cli)

where

f o r  q

p l ,2,...,N

A = !  (C l2 )
qp 2 (p—l )—2N

(~ oi
q
) , for q = 1,2... ,2N,

p = N+l,. .. , 2N;
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l b  , f o r q 1, . .. , N
q

c = ‘4~ (Cl3)
q I

a , f o r  q =
q-n

and

Gq 
= (j~~)~~ IF(jw )P; q = l ,2 , . . . ,2N. (Cl4)

The F(j~ )1
2 

are the values  of the  m a g n i t u d e  square  at the frequence test

point ~~.0i which is assumed to be given. The coefficients are found from

inverting this set of linear equation.

Once the c o e f f i c i e n t s  b are known , t he e q u a t i on
a

= 0 (Cl5)

can be solved for the unknown roots which gives the poles . For causal

responses the poles of the response are in the left—half p lane . It is

obvious from (C9) that the roots of (Cl5) will be the original , poles p lus a

reflection of these poles across the j~ axis . Therefore , the o r ig ina l  poles

can be found by choosing only those left—half plane poles from the set of all

roots of (cl5)

Note that up to this point in the derivation only , the only assumption

used is that the function is causal. Therefore , the poles of a causal func-

tion can be found from the knowledge of magnitude—only data.

Once the coefficients a are known, the equation

a ( j~i)~ = 0 (Cl6)

c.’ln he solved for the unknown roots which gives the zeros . For a p o s i t i v e —

real responses , the zeros of the response are in the left—half p lane . It is

obvious from (C8), the roots of (Cl6) will contain the original system zeros
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plus a r e f l e c t i o n  of these zeros across the j u axis.  The or iginal  zeros can

be found by choosing only those left—half plane zeros from the set of all

roots of (C16)

When the poles and zeros of the f unct ion are known , the residues of t h e

function remain to he found. To obtain an expression for the residues , begin

by equating Eq. (Cl) and (C3) to get

N — i

N d f l  ( s — z 2)
R~ 

~~~~~~ . (c17)
— 

( s — s )
a 

fl (s s )

By mul ti plying both sides of the above equation by (s — s ) and l e t t i n g  s = s

we can express the residues as

N— 1

d fl (s — aIS )

R = 
__‘00=l , (Cl8)

— s )
q 2

where the supscript in the product means the deletion of this term when a = q.

Note fro:n (C6)  that d
1 

= —
~~~~~~~~~~

‘

~~~~ and the  term aN_ l  has been found in the

invers ion of (Cl i ) .

Before the numerical results of this method are discussed , a possible

l i m i t a t i o n  due to the algebraic s t ruc ture  of the method should be presented .
2

In a previous report where a method was developed to extract poles and resi-

dues from the magnitude and phase of the frequency response function , it was

shown that the defining equation used to find the coefficients were in powers

of n. The similar equation for the magnitude—only method (presented in (d O))

is in powers of 2n.  The previous method
2 

was shown to work fo r  only 2 0.-pole

pairs due to the large dynamic range of the scaled system of linear equations .

Since the defining Eq. (C1O) is in power of 2n instead of n , the dynamic range

of the magnitude—only method should be twice as large as the dynamic range f or

the method using the magnitude and phase data. Therefore , the magnitude—only
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program developed in this appendix should be expected to extract the poles for

response that have up to only 10—pole pairs.

A program based on the above was written and tested. The linear

Eq. (Cli) is solved for the coefficients following which the poles are found

by solving for the roots of (Ci5) , and the zeros are f ound by solving for the

roots of (C16). The residues are then found by using Eq. (Cl8). Some results

obtained from this numerical program will not be discussed.

The program was first tested by using a 2—pole—pair , positive—real

function. The results for this 2—pole—pair test are shown in Fig . C—ia. This

figure shows the given and extracted spectrum and the isometric plot for the

given and extracted pole—sets. Also shown in this figure are the tabulations

of the given and extracted poles and residues sets. It is obvious from this

figure that the technique does work.

The case when a 10—pole—pair , not—positive—real function was used as

input data is shown in Fig. C—lb . From this figure one observes that the

correct poles are found , but the correct residues were not extracted. Since

the response function was causal , the correct poles are expected to he f o u n d .

The residues found from this program are the residues that fit the poles and

coefficient of (Cll) in a positive—real sense. This test shown that the

method can be used to extract the correct poles from a causal function that is

not positive real.

The program was then used to extract poles and residues from the numer-

ical generated data for the driving—point impedance of a 50—meter wire driven

at the center. The procedure failed to extract the correct poles and residues

from the given data . It found some correct poles ; but it also found many

incorrect poles. A preliminary investigation into this extraction procedure

seem to indicate that the difficulty lay in the root—finding routine. The

present root—finding routine is of the type known as Muller ’s method. This

method searches in the complex plane for  a roo t in a ra ther rand om fash ion ,

then defla tes the original function by the newly found root. The newly

defl ated function is then searched for a new root. It is suprising that this

method of root extraction does not work , since it has been used wi th grea t
1.2

success in the previous reports. In these previous tests , the function

used had roots only in the left—half p lane , but now the function has roots in

both half planes. This abundance of roots seems to be confusing the

numerical—search procedure used to find the poles and zeros .
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A new numerical root—finding routine was obtained that finds roots by

method developed by Jenkins and Traub .
12 

This method searches in the comp lex

plane for the root with the smallest modulus , then def1;~tt’s t h e  original

function by the newly found root. The newly deflated function is sea r ch ed

for its root having the smallest modulus. The procedure used to search for

the roots in this method is different from all pr ’v uo; methods and may he
13

superior. The Jenkins—Traub root—finding routine was in the process of

being substituted for the Muller routine when the project terminated .

This appendix has presented a method fo r  extracting the po1~’s 
‘m a  mag-

n i tude  of causal responses and the  poles  and r e s idue  fr mi m a g n i t u d e  of  i ~~~ i—

tion real f u n c t i o n .  This method should he v a l i d  fo r  e x t r a c t i n g  up to 10 pole—

pairs. The method was tested and shown to work for given data , ‘u t  failed t’ ’

work on numerically generated EM data. The latter problem apparentl y stems

from the method by which the roots are extracted 1rom the polynomial .

In the future the new Jenkins—Traub root—finding routine should be sub-

stituted for the routine using Muller ’s method to find the roots.

L R S / a f / jn /v t/ j  f
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Isometric plot of given poles Isometric plot of calculated poles
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Fig. C—la . This series shows the results from testing the magnitude—only
frequency—domain Prony . This specified transfer function along the ~~axis and pole location in the o—ju plane (with the residue value indicated
by the vertical lines) are included . The data shown are for a 2—pole pair ,
causal , posit ive—real funct ion .
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Fig. C—lb . Same as Fig.  C—la , except  the da ta  shown here are fo r  a 10—pole
pair , causal , not positive—real function .
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