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feature analysis to generate the symbolic description of the regions and image, use of
knowledge to guide the segmentation and symbolic registration procedures, and lastly
change analysis itself. -~We--preeeM ~~~~~~~~~~~~~~~~~ (house, cityscape, satelli te
Images, aerial images, and radar images~,’eacltof whtch has a task description and a

S predefined set of knowledge elements, and will show how several different tasks can
be performed with a general change analysis system.

L .

Early segmentation techniques were either designed for specific applications or

k were very expensive. The - segmentation of an image into regions by a histogram
r - based region splitting procedure has proved to be useful over a wide range of images,

but also tends to be expensive (Ohlander, 1975). In order to~~~j~ this pr9~edure
more eff icient, we—heve---ineorporated. the use of “planning’/into the s&~menTation
processing. This use of planning means that the segmentation is generated in about a
tenth (or better) of the time required without planning.,~~ js segmentation method was
originally developed for use on color (i.e. multi-sp~~t’)~ l) images, but many of the
images which we must analyze are monochromatic. We wiR.~present severa l alterations
to the general segmentation method to use it on a wider range of scenes, including
monochromatic images. The primary alterations are the addition of a few specific

t - textural measures to aid in the segmentation of regions with certain textural
ç properties, and use of special heuristics in the segmentation process so that partial

segmentations are possible for the monochromatic images.

We present a set of features which can be used for symbolic description,
.1 matching, and change analysis. The fea tures are grouped into classes of featu res

similar to those used in human image understanding. These classes include: size,
shape, color, position, etc. The set of features is by no means complete, but the
addit ion of new features is straight forwar d. -

The feature based descriptors of regions in two images of the same scert e are
used by the symbolic registration procedure to identify corresponding regions in the
two images. The matching procedures uses a feature based distance metric to find the
region in one image which corresponds to a region in another image (symbolic
registration). For stereo pair analysis and symbolic matching tasks this is sufficient

- since only symbolic registration is required. For change detection tasks , further
processing is required to generate the change information.

The tasks presented here range from a simple symbolic registration task to a
Complex task of the computation of the change in the number of occurrences of a

particular type of region (i.e. the number of occurrences of a particular object). We
present the results of symbolic registration for the six scenes. The results are not
perfect , but most of the matching errors are traceable to the initial segmentation of
the image. We also present alterations to a general segmentatkn method which
reduces the time required for segmentation with this method by about a factor of 10.
Several other alterations are given so that this procedure can be used effectively w ith
monochromatic images. We present a method for symbolic change analysis which
solves many of the problems encountered by signal based change analysis systems. -

The problems include the analysis of images with changes in the point of view of the
observer, analysis of multi-spec tral images without a corresponding increase in the
complexity of the analysis, arid effec tive analysis of the detected changes in the image
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Change Detection and Analysis In Multi-Spectral Images

Keith Price

S
S This thesis describes research toward the development of a general image

understanding system. Our system has been directed toward the problem of the
comparison of pairs of different images of the same scene to generate descriptions of
the changes in the scene. Unlike earlier work in the change analysis area, we have
performed all the matching and change analysis at a symbolic level rather than a signal
level. To facilitate this symbclic analysis over a wide variety of images, advances in
several other areas of image analysis were also required. These areas are:
segmentation techniques to generate the basic units used in the symbolic analysis ,
feature analysis to generate the symbolic description of the regions and image, use of
knowledge to guide the segmentation and symbolic registration procedures, and lastly

S change analysis itself. We present several diverse scenes (house, cityscape , satellite
images, aerial images, and radar images), each of which has a task description and a
predefiried set of knowledge elements, and will show how several different tasks can
be performed with a general change analysis system.

Early segmentation techniques were either designed for specific applications or
were very expensive. The segmentation of an image into regions by a histogram
based region splitting procedure has proved to be useful over a wide range of images,
but also tends to be expensive (Ohlander, 1975). In order to make this procedure S

more efficient , we have incorporated the use of “planning” into the segmentation
processing. This use of planning means that the segmentation is generated in about a
tenth (or better) of the time required without planning. This segmentation method was
originally developed for use on color (i.e. multi-spectra l) images , but many of the
images which we must analyze are monochromatic. We will present several alterations
to the general segmentation method to use it on a wider range of scenes, including
monochromatic images. The pr imary alterations are the addition of a few specific
textura l measures to aid in the segmentation of regions with certain textural
proper ties, and use of special heuristics in the segmentation process so that partial
segmentations are possible for the monochromatic images.

We present a set of features which can be used for symbolic descri ption,
matching, arid change analysis. The features are grouped into classes of features
similar to those used in human image understanding. These classes include: size,
shape, color, position, etc. The set of features is by no means complete, but the
addition of new features is stra ight forward.

The feature based descriptors of regions in two images of the same scene are -
used by the symbolic registration procedure to identify corresponding regions in the
two images. The matching procedures uses a feature based distance metric to find the
region in one image which corresponds to a region in another image (symbolic
registration). For stereo pair analysis and symbolic matching tasks this is sufficient
since only symbolic registration is required. For change detection tasks , further
processing is required to generate the change information.

The tasks presented here range from a simple symbolic registra tion task to a
complex task of the computation of the change in the number of occurrences of a
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particular type of region (i.e. the number of occurrences of a particular object). We
present the results of symbolic registration for the six scenes. The results are not
perfect, but most of the matching errors are traceable to the initial segmentation of

S the image. We also present alterations to a general segmentation method which
reduces the time required for segmentation with this method by about a factor of 10.
Several other alterations are given so that this procedure can be used effectively with
monochromatic images. We present a method for symbolic change analysis which
solves many of the problems encountered by signal based change analysis systems.
The problems include the analysis of images with changes in the point of view of the —

observer, analysis of multi-spectral images without a corresponding increase in the S

complexity of the analysis, and effec tive analysis of the detected changes in the image. S
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S 1 The Problem

To date, computer scene analysis has been direc ted either toward the
development of a general system for image understanding comparable to the ability of
a human being, or toward the use of a computer to solve a specific well defined
problem. This work is intended to be a step toward a general image understanding
system rather than a method for the solution of a specific problem. We will describe a
system for the analysis of multiple views of a scene to determine what changes have
occurred between the views. This work is motivated by the fact that human vision
analyzes a dynamic world in order to make changes in the observer ’s model for what
is seen, based on changes in the actual visual world (Gibson, 1950).

This work in change analysis differs from earlier computer change analysis
work in the use of symbolic analysis of the image to detect and express the changes
which have occurred. Earlier efforts in the change analysis area (Quam, 1971;
Lillestrand, 1972; Allen et al., 1973) used correlation guided matching to establish a set
of corresponding point pairs. These point pairs are then used to transform the second
image so that it is precisely aligned with the first. The aligned images are subtracted
and changes are indicated by a large difference in the intensity value of the point in
the two image5. That is, two images are processed to produce a third image which
indicates possible changes. We propose that change results should be presented

• symbolically. Rather than generate a symbolic description of the difference image,
which is not always reliable, we also propose that the initial matching should be done

• symbolically. The use of symbolic analysis is intended to expand the class of images
which can be successfull y analyzed for changes compared to the class of images
processed by techniques depending on point to point matching and global
transformations.

Correlation guided matching has also been applied to many other problems
such as stereo analysis (Hanna, 1974; Levine, 1973), and tracking weather echos
through many sets of radar data (Duda et al., 1972; Blackmer et at ., 1973). The work
of Balder(1975) on symbolic motion analysis used completely and correctly segmented
images (i.e. done by a human operator , not by machine). We will be using “real” images
which wilt require the generation of the symbolic descriptions in addition to the
processing of the symbolic descriptions.

Before the symbolic analysis can proceed, we must first produce the suitable -
symbolic descri ptions of the image. A symbolic descri ption of an image is composed of
the regions which make up the image, and the features which describe the regions.
There have been several systems designed to segment “natural” images into separate
regions. Two of these techniques, region growing (Barrow and Popplestone, 1971;
Yakimovsky, 1973) and region splitting (Ohlander , 1975) have been applied to different
type of images. The region splitting technique uses less outside knowledge about the
content of the scene for the generation of the segmentation. We will use the basic
region splitting tec hnique for segmentation, but because this technique is “slow”, we
will propose several alterations to this method so that it will be more effec tive. The
major alteration is the use of “planning” (Kelly, 1971). The planning method is also
based on the structure of the human eye where the peripheral area guides the
detailed processing (by the fovea) by larger scale processing. In this same area, 

-~

Hanson et al.(1974, 1975) are extending the planning concept to all the processing
done on the image. 

• ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ • • ~~~~~~~~~~~— 
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The Problem 2

• The use of symbolic methods for the analysis of images is not new. Many
systems have worked only with the symbolic descriptions (Guzman, 1968; Balder ,
1975), but we must derive the symbolic description from the segmentation. Features
for describing the regions should be features which are useful both for expressing the
change results, and for matching or recognition processing. Since these are features
which could also be used in a general image understanding system, we feel that the
features should be the same type that are used by humans for the same type of
processing (Akin and Reddy, 1976). These feature classes (size, shape, etc.) will be

• used as a guide to describe the actual features which we will compute. The particular
• - features which we use are derived from many sources, especially from Tenenbaum et

al.(1974, 1976) and Duda et af.(1972). There are other methods for the symbolic
description of three-dimensional objects and scenes. We do not intend to generate a
three-dimensional representation the objec t which was the goal of the research by
Agin(1972) using data generated by a range finder or Baumgard (1974) using
controlled multiple views of simple objects.

1.1 Organization

• The next chapter will discuss the above research in more detail. Much of the
work of these researchers will also be discussed in later chapters, but there the
emphasis will be more on their approach, what they accomplished, and how we used
their work.

Next we describe the images which will be used for analysis, give the tasks to
be performed on each image, and the type of outside knowledge necessary to perform
the task. This chapter also discusses the hardware and software used for this work.

The fourth chapter discusses the segmentation of images of natural scenes into
their basic reg ions. Several examp les are presented with summaries of the
computation times required.

The next chapter discusses the types of features which we use in the anal ysis,
and the methods for the computation of these features.

~,T. 
• 

Next we describe our method for the symbolic analysis of multiple images.
Several examp les are given which will illustrate the matching process for simple well
segmented scenes with a few regions (around fifty), and the matching of more complex
images with many, sometimes sirniliar, regions.

The final chapter gives a summary of the important results and describes
directions for further research.

The appendices contain descriptions of some of the programs and operators
which are mentioned in the main body of this thesis. The times required for certain
operations and other informat ion which may be useful in understanding various -
operations is also presented. The appendices also contain a detailed description of the
processing required f or the performance of one of the tasks. We will also present
more details of the matching and change results , showing wha t exact features were
used and how these features contributed to the matching opera tion, and how these
features changed. 

.-~~- S - - - • 
- -~~~~~ 
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Figures are numbered sequentially within each chapter. References to a figure
within the chapter are by the figure number atone (e.g. Figure 17), and references to
figures in other chapters are by both chapter and figure number (e.g. Figure 19.17). 
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2 Background

This chapter will present a survey of the past work in computer vision which Is
relevant to this work. This includes work in the segmentation of natural images,
symbolic description of images, and change analysis.

- _ 2.1 Segmentation

The segmentation of “natural” scenes (e.g. houses, roadsides, people , animals,
etc.) presented problems not encountered in the analysis of block-tik’, images which
thus required the development of new techniques for image segmentation. Unlike block
scenes, “real” world scenes contain many distinct regions, with many different shapes,
with few straight edges (except for man-made objects), and with highly textured areas.
Two of the new techniques for the segmentation of natural scenes are region growing
and region split ting. We will present several segmentation techniques which have been
used in the past for a variety of images.

Roberts (1963)

No discussion of past work in computer scene analysis is really complete
without a mention of the work of Roberts. Research in the analysis of three -
dimensional scenes began with his analysis of block-like objects. Many successfu l later
efforts used methods and systems very similiar to those of his early effort. The
Roberts system is an example of a complete computer scene analysis system - it used
pic tures for input, applied preprocessors to detect the important features, recognized
the objects, and manipulated the final recognized objects.

The important feat ure of block-like objects is the edge (change in intensity)
between two faces of one block, two faces of different blocks, or between a block and -
the background. The edge is important since blocks can be easil y and simply
represented by line drawings with lines representing edges. The preprocessor , which
indicates that an edge may be present, is imperfect (partly because the data itself is
imperfect), and extra edges may be located and some edges may be missing. Because
of this, the edge data must be processed to collect groups of edges into lines, remove
small segments, and extend longer segments until they intersect. This processing will
produce a complete (or at least suff icient) line drawing of the scene.

- - The line drawing is then processed to extract the three-dimensional objects in
the scene. The representation of the scene is compared with models of the possible
objects (cubes, wedges, and hexagonal prisms). When an object is recognized, it is
removed from the representation of the scene so that it will not interfere with further
matches. The models can be rotated or scaled in any dimension so that they will match
any similiar object. The final three-dimensional representation can be displayed
graphically, and individual objects manipulated (moved, removed, etc.) by a graphics -

~

system.

Many later researchers have developed one (or more) of these areas - by
finding better line drawings, by processing line drawings to recognize objects , or by
ex tending the manipulative capabilities of the computer system (e.g. robotics) - with
most of the later efforts in block-like objects patterned after Roberts’ work.
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Waltz (1972)

Waltz also worked with line drawings of blocks, but these drawings could also
- 

- include shadows. Waltz classified all typos of possible vertices to indicate the possible
Interpretations (i.e. which faces were in the same or different blocks). The program
started by assigning all possible interpretations to one vertex. Then it made an
assignment of all possible interpretations for an adjacent vertex and eliminated all
inconsistent interpretations (those that were included in one, but impossible for the
other). This “filtering” step is continued at all successive adjacent vertices until there
is an assignment for all vertices and all inconsistencies have been eliminated. This
procedure can possibly yield two or more interpretations, in which case the figure is
ambiguous and both are returned.

1: This program showed that the segmentation of perfect (or nearly perfect) line
drawings of block—like objects could be reduced to an algorithmic process. This
program is the culmination of the effort in analysis of perfect line drawings of block
scenes and leaves very little left undone in this area.

Barrow and Popplestone (1971)

At the University of Edinburgh, Barrow and Popplestone studied nonpianar
objects while working on the robot project. The initial analysis produces a set of
regions with a small range of brightness values. The final regions are grown from the
initial regions by adding small regions to larger regions, and by combining adjacent
regions with low contrast at their common border.

The objec ts are recognized by comparing features of each region with models
of the known objects. The models are derived by processing scenes containing the
object in the same manner as the processing required for recognition.

The generation of good regions is limited by the quality of the input (shadows,
occlusions, etc.) and will work with single objects only.

Yakimovsky (1973)

While studying the general problem of navigation of a vehicle on an outdoor -

— roadway, Yakimovsky developed a system to understand single road scenes. The basic
method used was the generation of regions with similiar features and the
interpretation of these regions based on a world model.

The regions were grown from original seed regions created by simply dividing -
the picture into small squares. (Except for time and space limits a one pixel seed
region could be used.) Boundaries between regions were eliminated if the “difference”
between the two regions at that boundary was below some limit. The difference is
calculated both from the difference in image information (such as color and intensity)
between the two regions, and from the length of the boundary between the two
regions.

The final merging of reg ions and the assignment of meaning to the regions is
based on the probability that a region is par t of a particular feature using the
information in the world model.
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The basic system was sufficient to use on road scenes and, with a different
model, on cardiac angiograms, but there is still the need for a training session for each
new type of picture to put new probability distributions in the model. The system had
no provisions for intergrating a sequence of images of a scene into one representation,
but the new probabilities determined by early images in the sequence could be used to
aid in the interpretation of the later images. Because of the necessity to divide the
picture into basic i~egions which are larger than one pixel, small thin features may be
missed and an edge finding step was needed to obtain an accurate outline of each
feature.

Tomita et al. (1973)

Researchers at Osaka University in Japan explored a method of segmenting
scenes based on the st ructural analysis of textures. The scenes studied were
artificially constructed by arranging simple black patterns (squares , dots, triangles ,
etc.) on a white background. The preprocessor extracted all these basic regions which
are then used in the fur ther analysis. Larger regions were then extracted by
removing groups of similiar basic regions. The properties for segmentation were
selected by analysis of the histograms of the features of the basic regions such as
size, density, and shapes.

Ohlander (1975)

At Carnegie-Mellon University, Ohiander did some preliminary work on the
development of a general image understanding system. One of his main areas of
research was one of the major problems in understanding natural scenes: the
segmentation of the image into meaningful objects.

About thirty pictures of six different types of scenes (indoor scenes, people,
animals, houses, cars, and cityscapes) were photographed and one of each type was
selected for experimentation. Each of the scenes was digitized to about one half
million points for each of the three colors (red, green, and blue). Initial 

-

experimentation showed that techniques which produced results in scenes with blocks -

- break down completely in natural scenes, which contain few straight lines, many -

heavily textured areas , and indistinct edges.

One featu re of natural scenes is that an natural “object ” is usually
homogeneous in some propert y such as textural characteristics , color , surface -

orientation, or depth. Ohlander developed a method to use this property of
homogeneity to split the image into separate regions, which could then be associated -
with objects. By plotting a histogram of the distribution of values for the various
features, objects appeared as peaks in the distribution for some feature. The 

-

separation of objects by peaks in the histogram is easily seen in simple scenes (e. g.
surface orientation of blocks), but in complex scenes the feature values overlap and
several objects may have similiar values.

The primary method used by Ohlander was to split the picture (or subpicture)
into two parts , one of which represents the peak of some feature , and the other , the
remainder of the picture (or subpicture). Then the points corresponding to the peak
are further analyzed to determine if this region can be divided in the same way using
one of the other available parameters. In many cases , multiple objects that have 

~~~~~~~~~~ -~~~~~~~~~ - --— -~~~~~~~~~~~~ ————~~~- - -——--~~~~~ --~~~~~~~
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simillar properties can be separated by spatial analysis (i.e. they form several distinct
regions). The separation continues until there are no features with more than one
peak, or until the regions generated are below a threshold. Each of the separated
objects (and intermediate segmentations) is represented as a bit mask that indicates -

which points in the picture are contained in the region.

On many (lightly textured) scenes this method works very well as is, but a
tex tured area will usually exhibit a distribution that indicates a possible region split ,
but does not yield meaningful connected regions. For example , a bimodal distribution
can be caused by the two or more colors (or intensities) that generate the textural
elements. To avoid this problem, he introduced a texture measure which indicated
those areas which were heavily textured. These areas could be either separated by -
texture (i.e. one or more textured regions in a relatively homogeneous region), or
subdivided by other parameters after further processing such as smoothing to
eliminate the effects of texture.

This system was able to obtain good segmentations of several very different
natural scenes, but the system as presented required considerable human interaction.
Most of the required interaction involved peak finding and selection, the selection of
connected regions, and the maintenance of the data base - all of which computers
should do well, so that human interaction can be limited to verification and guidance in
new (or difficult) situations.

Another source of the cost (time) required for this algorithm was the use of
large pictures. Large pictures are necessary for textural information and for accurate
location of objects. Ohlander also discussed that if a general description of the large
objects is all that is desired then it would be reasonable to use reduced pictures. The 

-

reduced regions (a “plan”) can then be used to obtain accurate definitions of the object
in the original picture.

Lastly, Ohlander also described problems concerning shadows (or highlights)
and occlusions, principally the problems of detection and removal of these distortions.

Kelly (1971)

Kelly developed a sys tem for distinguishing pictures of people, using a picture
of both the face and the entire body. The system worked by first finding the most
obvious feature - the body or face outline. This feature location is then used to locate
the next most obvious feature , and so on, until all desired features are located. The
identification is then based on the feature locations (or rather the distances between
feature locations , or the size of the features ).

The location to the individual features is done by special heuristics using
knowledge of the appearance of the feature. For example, the mouth is located with a
simple line-finding algorithm which locates the dark line between the lips, and the eyes
are located by the intensity of a scan line across the eye (the dark iris is surrounded
by the lighter white of the eye-ball and the white of the eye is then bordered by the
darker skin of the face). The program depended heavily on the location of the early
features for the application of heuristics for the later features.

An important aspect of the feature location was the use of “planning”. To 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
_



~T~~1ii i ~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~

-----—---

~~~~~~~~

-— - -  

~~~~~~~~

- -

~~~~~~

--- .—

~~~~~

-

~~~~~~

- - - - -

Background 8

locate the outline of the first feature, the head, a reduced picture is used to obtain an
approximate location. The reduced picture allows the program to do searching and
backup without incurring a heavy time penalty. The reduced picture also smooths out
small defects in the input picture due to noise, lighting, or background objects.

This program depended on a reasonably clear picture of a person which
conformed to the expected model (i.e. no glasses , hair not too long, no beards for some
features). Because of the use of special heuristics, it would be difficult to extend the
program to handle pictures which do not conform to the current model.

Hanson et al. (1974, 1975)

There is a current effort at the University of Massachusetts to develop a
system to analyze natural scenes. The principal paradigm is to apply an operator on
one image to reduce its size (for example, by half in each dimension) and to use results
derived on the smaller images as guides for locating the features in the larger images.
Other functions, or even the same ones, can be applied at a single level, or on several
images at one level (this is called an iteration stem). Possible operators include a
gradient operator , average of a window, maximum in a window, minimum in window,
normalize three-color image, generate color features (hue, saturation, and intensity),
etc.

The application of several of these operators is used to locate relevant
fea tures in the image, such as lines, edges, spectral feature values, textures , and
regions. Regions grown in the smaller pictures are then projected back to the larger
images.

Models from Human Vision

The human eye has two types of receptors , rods and cones. The rods are used
for black and white vision and react when one of their rhodopsin molecules is hit by a
few photons. Rods are distributed very unevenly on the retina , with the greatest
density near the fovea (there are no rods in the fovea), and rapidly decreasing
densities away from the fovea. Cones are used for color vision and are concentrated
in the fovea. There are three types of cones with red, blue, and yellow —green
sensitivit y peaks.

Visual acuity is best in the foveal region, caused not only by the increased
density of receptors, but also by the increased number of nerve cells (bipolar and
ganglion) per receptor in this region. Since acuity is relatively poor in the periphery,
the eye must be moved so that areas of interest are projected on the foveal area for
detailed analysis. The peripheral area is sensitive to motion and changes, and directs
the eye to study areas with many edges. 

~

- -:

2.1.1 Scgvnenuuion Sam-mary

We will be using the region splitting techniques described by Ohlander. This — 

-

method was originally developed for color images and is very slow. We will modify the
segmentation procedure to operate on monochromatic images by the use of simple
textura l measures. Planning techniques will be used to make the segmentat ion
computationally more efficient.

-.
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2.2 Features and Symbolic Descriptions

In the past , symbolic analysis has been extensively applied to simple block-like
objects and, to a lesser extent, with natural images. The symbolic representation can
either be a feature based description as used in human vision, or representational as a
set of simple three-dimensional objec ts as is used with blocks.

Akin and Reddy (1976)

At Carnegie-Mellon University there has been some research into what
features are used by people when analyzing scenes (images). These experiments used
recorded protocols of human subjects analyzing an image. The subjects worked under
many of the same constraints that a computer must work under. The subjects did not
view the image directly, but were allowed to ask the experimenter questions about the
image, which the experimenter answered by looking at the image. In each of the
experiments there was a particular task which provided some guidance to the subject.
Some of the tasks were to describe the scene; to select the picture from a set of
twenty pictures; and using a map and questions, to find a location on the photograph
which the experimenter selected.

The experiments showed that people commonly use a limited number of feature
extraction primitives in classes such as size, shape, location, quantity, color , and
texture to analyze the scene.

Tenenbaum et al. (1974, 1976)

At the Stanford Research Institute there has been research on the design of an
interactive system to be used for research in scene analysis. One class of scenes that
has been used in this work is office scenes. The system allowed the user to
interactively select portions of the scene which have certain features , and to generate
descriptions of the object from these featu res. Possible features are color and
intensity information, height, depth, and surface orientation. The system is not
designed to identify all objects , but merely to locate specified objects.

The description of the features of the object includes information about which
features are the most important for the location of the object. By using an easily
found fea ture first , the potential search space can be greatly reduced, and the object
might even be located by this simple feature. After this initial feature location, the
selec ted object or objects are then verified using the more expensive features.

In addition there has been other research at SRI on a procedure for the
interpretation of scenes using a “filtering” technique similiar to what Waltz used on
blocks. The filtering process is combined with a region growing procedure to generate
a segmentation and interpretation of each scene. Initial regions are generated by
grouping all identical adjacent points into an initial region, these regions are assi gned
possible interpretations (e.g. all interpretations). The filtering step is applied to
eliminate inconsistent interpretations. After each application the the fi ltering
procedure, all adjacent regions w ith identical interpretations are merged together, then
the filtering is applied again. 

~~~~~~~~ - - —-~~~~~~~ -~~ - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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An interactive approach such as this easil y allows the development of models
of possible objects , the testing of ideas of how to recognize objects, and the -

exploration of the recognition of objects in a limited environment. This type of effort
can lead to a better understanding of what is required for the analysis of natural
environments.

Agin (1972)

Agin worked on generating three-dimensional representations of simple objects -

(a doll, glove, toy horse) using a laser ranging system coupled with a TV camera for
input. The resulting representation consisted of circular cross sections about several
axes.

Baumgard (1974)

Baumgard studied the generation of three dimensional representations of
simple objects by using the intersection of several conical representations of the
objec ts. Each conical representation is the locus of all possible objects which could
generate one of the two-dimensional images. The se t of images was obtained by
placing the object on a turntable and taking several lateral images at different
rotations.

Several other areas of research had to be explored before this work could be
done, including the generation of object outlines, the matching of features of the
outlines, and the generation and manipulation (computation of intersections etc.) of
polygonal representations of solids.

2.2.1 Fe at u.re Summary

We will use features of the same type that are used in human analysis of two
dimensional scenes (Akin and Reddy) rather than the three -dimensional representations
of Agin and Baumgard. The actual measures which we will use to represent features in

- 

- 
these classes are derived from many different sources. Some of the feature measures
are obvious, such as the size of the segment. Many of the measures were taken from
Tenenbaum et al. where they were used as descriptors for individual textural elements.
Other measures were taken from Duda et al.(1972). This last reference is discussed in
the next section on matching.

2.3 Matching and Change Analysis

All the past change analysis systems which use image data have used signal
based matching techniques, and have produced an image as the change result.
Symbolic change analysis has been restricted to the analysis of scenes which are
already segmented and described (i.e. correctl y represented symbolicall y).

Levine et al. (1973)

Another project in computer vision prompted by the needs of space
exploration is the Mars rover project at the Jet Propulsion Laboratory. This vehicle
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must operate for extended periods without human guidance and must be able to travel
between two points autonomously. One of the important features for navigation in the
Martian environment is the distance from the rover to points on the surface in front of
it. This distance (range) information can be used to detect cliffs (extreme distances)
which must be avoided, rocks (large and small) which may interfere with travel, or
relatively smooth areas which are good for travel.

JPL’s method uses the parallax shift determined from images from fixed stereo
cameras to derive a depth map for the scene in front of the vehicle. Since fixed
stereo cameras are used, the search for corresponding points can be reduced to a
search along one scan line in the television image of the second view. To eliminate the
fruitless matching in large homogeneous regions, only points in the first image that are
along edges (e.g. between a rock and the background) are considered for matching.

This research has been directed more toward a reliable solution to the
navigation problem than toward basic research in image understanding, but the
analysis provided by the stereo camera system can be used in a more complete image
understanding system.

Hanna (1974)

After the results of Quam and others showed that computer matching of
pictures was possible and useful, it became important to consider more efficient -

methods to derive this match. Hanna discussed several different matching functions
(correlation, RMS error , etc.) but it is apparent that the best way to improve efficiency
is to reduce the number of matching operations that are required.

Hanna explored several methods for this. One is to use a fast pretest for a
likely match in a neighborhood (e.g. by comparing the variance or average values).
This will eliminate obvious mismatches and can also be used to sort areas by the
likelihood of containing the best match.

She also discussed growing regions of constant (or near constant ) parallax by
testing points adjacent to known points for the same parallax shift , These regions of
constant parallax can be used to hypothesize surfaces and objects. The camera
location can also be used to restrict the search to a single line through the image (as
was used by Levine et al. (1973)).

Since the camera locations may not be known, she also explored the derivation
of a camera model from a set of corresponding points. The program iterated on the
camera model try ing to reduce the error between the expected and actual point
locations. The derivation of the camera model is not as reliable and accurate as would
be desired, however , for depth calculations.

One area left to future researchers was that of matching regions in the picture
rather than of single points.

Duda et al. (1972, 1973)

A group at the Stanford Research Institute has applied pattern recognition
techniques to the problem of tracking storm cells in digitized weather radar data.
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Some of the problems studied were the consistent extraction of individual cells in a
line of storm cells, matching cells in consecutive images , and forecasting the position of
the cell in the nex t image.

The cells are located by apply ing a high threshold to the image (the echo
intensities range from 0 to 9), and then extending these cells to include adjacent points
with a value one less than the initial threshold. These initial regions are merged into a
single cell only it the extension step causes them to add the same point; therefore two
ce’ls may be adjacent. This procedure proved more reliable than simple thresholding
for this task.

The matching procedure proceeds in two steps. First all echos are translated
by their expected motion and then a global correction is determine d by searching for
the best correction, using a simple cross—correlation method. Then each echo is
translated for a best match within a neighborhood of the location given by the global
correction. This limited search is used to prevent two echos from matching the same
echo in the new image.

The prediction program uses the past velocities to approximate the new
locations. Because of fluctuations in the velocit y values and the unresponsiveness of
arithmetic smoothing to sudden changes, they used an exponentially weighted
averaging method. New echos receive an initial velocit y based on nearby echos with
more weight given to older echos.

The earlier repor t also discusses echo descript ion, particularly the descrip tion
of the contour. The contour is represented as two periodic functions, one for the X
coordinates and one for the V coordinates. The functions are then represented by
Fourier approximations , which take less space to store than the entire contour.

— 
Quam (1971)

With the space program came a need for the anal ysis of many pictures. To aid
this , Lynn Quam worked on a system to compare two images taken at different times or
different locations by the Mariner spacecraft in orbit around Mars. This comparison
causes some features to become more apparent that they were in a single image.
Features such as cliffs , canyons, etc. may not be readily apparent in a single image, but
could have a very different appearance in two different images. Because of the
conditions on Mars at the time the pictures were taken, there were also changes due
to dust , from a dust storm , settling around various features.

As a firs t step, a set of corresponding points in the two images is located. The
program used points on a grid in one picture and found the best match in the other
picture using the correlation coefficient of the neighborhoods of the points. The two
images were known, a priori, to be of the same general area and initial transformations
were applied to one image by using the known satellite locations and camera
transformations , but the orbit locations were not known well enough to use this
transformation as the fina l result . Based on the discrepancies determined in the match,
a final transformation (rotation , translation , etc.) is calculated to minimize the error
between the two pictures.

By making a difference picture (between the initial image and the transformed
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second image), the areas that are different in the two views can be located. Most of
-the two images will be approximatel y the same (a difference close to zero), but some
features may cause areas of change and these areas will have large difference values.

This system was intended to aid a human in studying the pictures from Mars, so
there was no need for completely autonomous image analysis and no need for real time
results.

Lillestrand (1972) and Allen et al. (1973)

At Control Data Corporation, there has been work in developing a computer
system for the detection of changes between two images of the same area. The basic
sys tem is a collection of special processors connected so that the two images are
processed in a pipeline. Each stage of the pipe does one major operation, such as the
search for corresponding points, transforming the images , subtraction , etc.

The differences between this system and Quam’s is primarily in the method of
transforming the second image. The CDC system transforms smaller portions of the
image separatel y. A quadrilateral in the second image that corresponds to a square in
the first image is located (by finding the corresponding points for the four corner
points). This means that the picture can be processed sequentially in one pass
through the pipeline.

The base image and the transformed image are subtracted and differences are
analyzed by a human operator. Some differences can be automaticall y analyzed and
noted as being uninteresting because they are shadows or highlights.

This method depends on a spectral match of the two images and on a global
transformation of the data. Because of relative position changes inherent in near and
medium field multiple images, a global transformation of a picture or a portion of the
picture to align it with another image would not produce meaningful results.

Balder (1975)

Balder developed a system to produce a linguistic description of the motion in
a sequence of images. The input is a sequence of images, which are already
segmented into primitive regions and objects. This initial data base also contains
feature locations and relations which might be derived from a single image. From this
sequence the system produces a correc t English language conceptual description of
motions in terms of trajectories (translations) and rotations of the objects or the
observer. The resulting motion descriptions and relations in the data base are simp le,
but sufficient to describe the sequence. The motion of objects is restricted only by
the fact that the objects are natural , the scenes were taken on the earth (so gravity
affects motions), and that the observer is passive and human-like.

A description of the motion differs from an explanation of the motion or an
understanding of the sequence in that an understanding requires high level knowledge
about the type of scene, the environment, and the intended use for the exp lanation of
the sequence.

Balder made several assump tions about the type of scenes that the system
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would handle. The sequence consists of discrete , static images. This is a practical
restriction; it is difficult to obtain, store, and process continuous pictorial information.
The sampling rate of the discrete images restricts the maximum frequencies of
oscillations that can be correctly detected and analyzed. The sequence contains only
recognizable objects in natural environments (i.e. there are no tigers in offices; no
optical illusions). The allowable motions are only rigid motions (rotations and
translations of the object or a subpart of an object), but the observer is also allowed
to move. If observer motion is not known, it can be deduced from the movement of
fixed objects. Likewise, the fact that an object can move may be contained in the
description of the object , but it may also be derived from the movement of the object.

The representation of motion uses the same type of structure as the
representation of objects. Models of all objects are represented as a graph structure
with the nodes representing parts of the object (or entire objects) and edges of the
graph representing relations between objects; if an edge begins and ends at the same
node, it represents a propert y of the object. Object properties and relations include
the type, the subparts, the location, the orientation, and the size of the object.

Motion in the scene is represented as “events ”. Each event represents one
sequence of continuous motions (or repetitive motions). Event properties include the
subject and agent of the motion event (which object moved or which was moved by
another object), the direction, trajec tory and axis of the motion, and possibly an
indication of the next event in the sequence that is needed to describe the motion.

This initial event structure is much too long and repetitious for the purposes of
a simple linguistic description of the changes. This description is condensed by the
use of “demons” which are activated by the presence of certain preconditions and
transform the representation in various ways. By the use of these demons the event
descriptions are simplified by changing the long descriptions into more natural English—
like sentences by modifying the event descriptions into verbs and adverbials which are
commonly used to describe motions and directions in English.

This system was able to describe the motion in several sequences in correct ,
relatively concise English, but because of the first assumption (that the scene was
already segmented and recognized), it has little immediate application to the analysis of
“live” dynamic natural scenes. It showed that motion can be detected and described in
an already well-understood set of images (as Guzman(1968) and Waltz have done with
blocks), but does not address the problems of using the motion and change information
to reduce the processing necessary to understand a sequence of images of one scene.

2.3.1 Al caching S u m m a r y

The corre lation based matching and change analysis systems perform well on a
limited set of images. But, when the images are taken from very views , the correlation - -

matching is unreliable, and when there are changes in the number of objects in the 
~~

- :~scene (new or missing objects) the matching is impossible. Many changes that occur in
a scene require higher level processing to analyze. Because of these problems we will
attack the matching and change analysis problem at a symbolic level rather than at the
image level. Balder has shown that understanding (in a limited sense) is possible with
completely and correctly segmented scenes , but these results wilt not necessarily
apply when there are errors in the machine generated segmentation.
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3 Data and System Description

This chapter describes the images which are used for analysis, the tasks which
are to be applied to the sets of images, and a description of the outside knowledge
necessary for the tasks . The chapter also describes some of the hardware and
software support for the work.

3.1 Images

3.1.1 Repr~~ msation

We represent images as a mat rix with an arbitrary number of rows and
columns where each picture element (called a pixel) can be from zero to thirty—six bits
long (limited by the machine word size) and pixels are packed as many as possible into
a word. Each image also requires an indication of the relative of fset from the original
image, if it is really a subimage. The top left point in the image is pixel(1,1] and the
bottom right point is pixel[number of rows , number of columns). Picture points are
referenced to by “I” and “J’ coordinates , i.e. pixel(l ,J).

Since images are an arb itrary size , it is not usually possible to hold the entire
image in primary memory. Thus we have implemented a system where portions of the
picture (individual rows) are read from secondary memory when needed. The system
autoniaticafly decides if it is necessary to page the picture or if the picture can be
maintained in primary memory. A small number of recently accessed rows are
maintained in cor~ and are written back on disk (when removed from core) only if
changes have been made.

3.1.2 Scones so line1 yze

A short description of all the images used is given in Figure 1. This figure
shows the amount of data for each scene in terms of the number of rows , columns , the
number of bits per pixel, the number of spectral bands per image, and the number of
images per scene. The types of camera induced changes are also given.

Scene Name Rows Cols Bit Band Images Distance Camera Motion Figures

House 725 748 8 3 2 12 M 3 Meters to the left 2,3
Cityscape 725 748 8 3 2 1 Km 50 Meters to the left 4,5
LANDSAT 2400 3200 6,7 4 2 900 Km 18 Days in orbit 6,7
Rural 2000 1900 6 1 3 -- Rotation 8,9,10
SLR 2000 1800 6 1 2 -- Translation 11,12
Urban 2000 2000 8 1 2 -- Trans lation and distance 13,14

Figure 1 Image Descriptions

_ _ _-
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The I-louse and Cityscape scenes are digitized from color prints ’. These
pictures were made specifically for the purpose of studying changes between images
which are introduced by a change in the camera location. The house was selected
because is is not surrounded by trees and is clearly visible. The cityscape is of a
portion of downtown Pittsburgh. These scenes contain large (relative to the image
size) and generally well defined regions with varying amounts of textural information -
the cityscape scene has much more textural variation than the house scene. The three
spectral bands for these images are the red, green, and blue intensities in the color
image. The digitized images do not include the entire photograph as shown in the
figures; in all four images the left edge of the image is cut off (the house image ends
at the left window and the cityscape just beyond the left edge of the large building in
the left center of the picture).

The LANDSAT scene is of the Wind River, Wyoming area 2. These images were
generated by the multi-spectral scanner (MSS) of LANDSAT 1. This satellite completes
its coverage of the earth every eighteen days, so that these images are of the same
area but there are some differences in the area covered since the satellite position is
not that precisely controlled. Each pixel in the image corresponds to a 50 meter by 80
meter area (about one acre) on the surface. The four spectral bands of these images
correspond to green, red, and two infra~-red ranges. The two images are printed (see
Figures 6 and 7) so that they line up with the surface , but are stored as rectangular
arrays. 

-

The rural scene is represented by three monochromatic aerial photographs3.
i hese images contain several large, smooth (untextured) reg ions, and many more small
bright regions. Unlike our other images , bright points in these images have values
near zero rather than near the maximum value. The first few columns on the left side
contain dark points which will introduce spurious information when histograms of the
entire image are generated.

The ~~~ (side looking radar) scene introduces a completely different spectral
domain. A SLR image is bright where the surface reflects the radar signal back toward
the source, so the image will tend to get darker further away from the source (i.e.
from the left to the right in the image). For examp le, a smooth water surface reflects
the radar signal very well so that it will be bri~ght when directly under the source and
dark away from the source. Most of the points in these images (especiall y the first
one - Figure 11) fall within a four bit range rather than the entire six bit range, so

- 
- that the processing is more sensitive to the noise in the image.

The final scene is the urban-industrial scene. These images have many more
distinct objects than the others. In addition to the translation differences encountered -~ 

-

in other images , there is also a scale difference between these two images.

‘These images were digitized by the Image Processing Institute at the Universit y of L
Southern California.

2These images were provided by Albert Rango at the Goddard Space Flight Center.

3These images , and those of the next two scenes were provided by the Digital Images
Systems Division of the Control Data Corporation.

ilL~iiI~L 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ‘~~~~~~~~~~~~~~~~~~~~~~~ -- ‘ - -— -~~~~ - ___lllll~
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3.1.3 Tasks for Scones

Image Task

House Segment the large clear regions in the two images. Illustrate
symbolic matching by finding the corresponding regions in the two
images.

Cityscape Segment the large regions. Illustrate symbolic matching in images
where the segmentation has more differences than the House scene.

LANDSAT Segment and match certain constant features (the lakes) in the two
images. Find snow cover changes in one area.

Rural Apply the matching process with images that are rotated with
respect to each other. The three images allow matching at an
intermediate rotation and a more extreme rotation.

SLR Segment and match several regions in a different spectral domain. -

Urban First: Segment and match certain anchor features. Second: Analyze
the changes (missing or new objects) in a given area of the image.

Figure 15 Tasks.

The tasks to be used for the analysis of the given scenes are outlined in
Fi gure 15. A task description is necessary to determine what processing must be done
and to allow some evaluation of the results. All the processing of the images
representing the scene is done within the framework of the performance of the task.
The imposition of a task on the processing is not new; usually computer image analysis
systems are designed fur one particular task and are unable to perform any other.
The task description will control the type of regions which are segmented, the type of
regions that are matched, and what change information is desired.

The house and cit yscape scenes have few changes between the images so that
the primary task is to illustrate the symbolic matching procedure with a simple scene
(the house) and a more complex scene (the cityscape).

The LANDSAT task is a simple example of symbolic matching for use in the
registration of two images. The differences in the location of the lakes in the two
images can be used for transforming one image to correspond to the other. Once
several regions are matched, their locations can be used to guide the matching of the
larger snow regions. - 

-

The rural scene will be used to show symbolic matching in the presence of
rotations. This scene has three images, so that matching and change analysis can be
performed on a pair with a small rotation difference , and on a pair with a larger
rotation difference . This scene wilt also be used to introduce many of the problems of - -

processing large, monochromatic , aerial images (and how they are solved). :~
The SLR images will be used as an example of segmentation and matching in a

very different spectral domain.

- - ~ -~~~~—~~~- --- —-- ~~~~~~~~ -~~ 
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The urban-industrial images have the most complex tasks: the detection of new
or missing objects in a given area of the scene. Since this requires limiting the area of
the two images being analyzed, and determining the size and position differences , the
first task is the location and matching of several specific anchor reg ions in the two
images. Since the final task is to determine the number (change in number) of ships in
the pier area on the right hand side of the image, we will need to determine whether a
region is a ship, water , or pier region rather than whether the region matches another
unidentified region.

3.1.4 Knowledge for the Tasks

For any computer solution of any significant problem in image understanding,
some outside knowledge is necessary to guide the processing. This knowledge is -

implicit in the statement of the task and description of the data , or is implicitely
required for the completion of the task. This subsection will describe the knowledge
which has been assumed by the task description, or is required extra knowledge not
given in the task statement. The external knowledge necessary for performance of 

-
‘

these tasks can be loosely divided into knowledge for segmentat ion and knowledge for
matching or change analysis (see Figures 16 and 17). The segmentation
knowledge indicates what type of regions are necessary for the execution of the task ,
and how they may be derived. The matching knowledge indicates which features in
the scene are expected to change, and which are expected to remain constant.

3.1.4.1 Segmentation Knowledge -

Scene Segmentation Knowledge

House Large regions, need a complete segmentation with a general
segmentation method

Cityscape Large regions, need a complete segmentation with a general
segmentation method

LANDSAT Lakes: low intensity and small reg ions (1000 out of 6 million points),
snow: high intensity and large regions

- Rural Large smooth areas (no edges), bright regions are very small (250
7:- points out of 4 million), some dark regions correspond to image flaws

SLR Smooth reg ions, general left to right intensity gradient, textures
offer the best chance for segmentation

Urban - Small bright regions for the anchor regions, ships are regions with
many edges, piers are dark and untextured, water is untextured,
general model of pier area

Figure 16 Segmentation Knowledge

In general, the segmentation knowledge is simply an indication of the type of
regions desired, such as the “large reg ions” for the house and c ityscape scenes , the
small regions (1000 points out of 6 million) of the LANDSAT scene, and the bright
and/or smooth reg ions of the three monochromatic scenes. This type of knowledge is 

- 
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used to control the segmentation procedure by limiting the type of regions selected
(bright, smooth) or by se tting the minimum size of acceptab le reg ions. This type of
knowledge can be represented as procedures acting as knowledge sources which can
force the segmentation procedure to extract the proper regions, or as parameters to
other general programs (such as the size of acceptable regions).

In the LANDSAT images , the lakes will appear as dark regions in the fourth
band (infra-red) since the water absorbs the infra-red frequencies. The snow surface
reflects all frequencies so that these regions will be bright in all bands. The urban—
industrial task will also require scene dependent knowledge about the appearance of
the wate r, pier, and ship regions so that they may be easily segmented. This scene
will also use procedural descriptions of the pier area to limit the area of the image
analyzed for the change processing.

3.1.4.2 Matching and Change Knowledge 
-

Scene Matching and Change Analysis Knowledge

House Few changes
Cityscape Changes in the relative UJ position of regions

LANDSAT Small translational changes for the lakes , snow areas change size and
shape

Rural Rotation difference , with minimal location diffe rence at the center
SLR Translation changes, image intensity differences
Urban Scale , location, absolute brightness differences , different ships and

different number of ships 
. 

-

Figure 17 Matching and Change Knowledge

The matching and change analysis knowledge is used to control which features
are to be used for matching and what types of feature changes are desired or likely.
This knowledge can be represented with lists of features showing which features can

- or cannot change. For examp le, in the house scene there are few changes expected so
that all featu res can be used in matching. In the cityscape scene there are some
changes in the “.1” position (left to right) of the objects so that all but the features

- 

- 
dependent on the UJI, position can be used. The LANDSAT images have small
translation changes so that the absolute location features can not be used, but the
relative positions of the objects remains constant. A lso the shape and size of the
snow reg ions changes between the two images , so these features will not be useful to
find the match. The rural images are rotated with respect to each other so that
orientation and location are likely to change and are not very useful for matching. In
the urban scene there are scale , location , and absolute intensity changes so that these
features can not be used for matching. But the sca le and location differences are the
same over the entire image so that these differences (once they are computed ) can be
used to adjust the feature values for further matches. In the final urban ch?n~;e
anal ysis task there will be changes in the number of objects (some appear and some
disappear) so that there will be regions in one image without a corresponding region in
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the other image. These changes will also cause the size and shape of the background
reg ions (primaril y the water) to change size and shape.

3.2 Computer System

Most of the procedures discussed in the next chapters have been implemented
in SAiL (VanLehn, 1973) on a POP-b with 256K words of primary memory. There has
been no effort to maximize efficiency by resorting to machine coding of the inner
loops, but there has been some effort to implement relativel y efficient algorithms in
SAIL.

All but a few of the preprocessing routines have been incorporated into one
interactive program to aid in combining various operations into useful sequences. This
program has facilities for running in an automatic mode or a manual mode for testing -

new operations. Timing information , giving the runtime for each routine (or part of a -
routine) is collected for each run of the program. The POP-lO (a KA-lO processor )
performs about 0.3 million operations per second and alt timing information in the later
sections will be presented in terms of the number of operations. These operations
counts will be derived from actual timing files , and are not necessarily the ideal
numbers given in Appendix 3, since the number of operations reflects one
impementation on a particular machine. Some individual operations may require ten or
more PDP— 10 instructions. Special purpose image processing machines are capable of
the equivalent of many millions of POP-lO type operations per second, but only for a
restricted set of operations. Since this is a research effort , we cannot commit major
portions of the computation to special purpose processors , but these processors are
necessary for the implementation of a practical (i.e. commercial) system.

3.3 Data Storage

The information which is used in the matching process and generated in the
segmentation operation must be stored in core when being used, and on secondary
storage between runs. We have implemented a set of programs which allow the data
base in memory to be dumped onto secondary storage (in a text file) and read from

• - this file back into memory. Figure 18 is an example of the disk file version of the data
structure.

While in core , the information structure is stored using the SAIL LEAP facilities ,
which provides the mechanisms for the manipulation of sets , lists , and “relational
triples°. The triples are defined as an expression: propertyereg ion~value which is
read as: the property of the reg ions has some value. A list is an ordered set so that
entries can be referenced by the position in the list. Each image is stored as a list
wit h each region being one entry in the list , and rela tions between reg ions (or
features of regions) stored with the re lationa l tr iples. The values of the properties -

can have many different types, such as strings , a r r a y s , integers , real numbers , or other
regions. There is a set of properties provided by the system , but these can be
increased by the user. 
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4 Segmentation

Image segmentation is a transformation from a multi-dimensional point by point
(iconic) representation of an image to a representation of the image as a collection of
regions which are homogeneous along some dimension. An object In the scene may be
represented by one or more of these regions. Segmentation of a scene has little use
by itself , but it is required before further symbolic analysis of the image can be
attempted. The separate regions will be the basic units used in the symbolic analysis
of the image. These will be the units used in feature extraction discussions in
Chapter 5 and in further analysis of the image in Chapter 6.

We begin this chapter with a description of a basic segmentation procedure for
use with multi -spectral images. We then introduce modifications to this procedure to
reduce the time required for the segmentation operation, and to extend its usefulness
to monochromatic images. The final section presents results for all of the images, with
an evaluation of the accuracy of the segmentation and the time required.

4.1 Segmentation Method

The basic paradi gm for the segmentation of images is ‘the splitting of a region
of the image into smaller reg ions, each of which are homogeneous in at least one
spectral -based parameter . This basic technique was developed by Ohlander (1975).
The operation of splitting a region is simply the app lication of a threshold on the
feature values. The threshold limits are selected through the analysis of histograms of
all features and the selection of a “good” peak. The use of histograms has long been
used in computer analysis of images for the selection of the optimal threshold for the
separation of various reg ions from the background (Prewitt , 1970).

It is easier to understand how this works by looking at a very simple examp le.
For this example we will use an image that is blue on top and white on the bottom (one
of the simplest two region natural scenes , Figure 1).

blue

white

Fi gure 1 Simple Natural Scene

Ideall y the histograms of the various feat ures would show that all the points in
the white reg ion have one value and all the points in the blue reg ion have another (or
the same ) value (Figure 2), but, generally, the noise in the image will cause the
values to be distributed about the mean value of the feature (Figure 3). In this
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Red Blue

- Figure 2 Histogram of Simple Natural Scene

A A  A
Red Blue

Figure 3 Modified Histogi ~m

example the “good” peak is in the red histogram (either peak), with the lower peak
-

. corresponding to the blue region and the upper peak corresponding to the white
region. This examp le also shows that feature values may overlap in one feature and
not another (the white region must have equal values for red and blue, or it would not
be white). The complete histogram of an image can be thought of as the sum of the -
histograms of alt the segments of the region. Thus an Image with two regions should

r have two separate peaks in the histogram for some feature , one with three regions
should have three peaks , etc. But as the number of regions increases and the
similarity of regions increases, the overlap of the peaks for the different regions also
increases so that an individual peak in the complete histogram is really the sum of the
peaks for several regions. As the number of regions increases even more, the valleys
between peaks wifl be filled in by the values for these new regions.

In more detail, the segmentation procedure works as follows (see Figure 4 for
a flow chart of the procedure):

*1.

1’
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1. Compute the histograms for all the available features (e. g. the
spectral features such as color and texture , and others such as
depth if it is available), over the current portion of the image
(the entire image, a previously segmented reg ion , or a left over
portion). Smooth the histograms to eliminate small variations
which might be detected as narrow peaks (especially by the
automatic peak selector). Figure 5 gives a set of histograms for
the entire second house image.

2. Select the best peak in the set of histograms. Generally a
“good” peak is one that is separated from the other peaks in
the histogram for that feature. Using a separated peak usually
means that two peaks must exist in the histogram before
segmentation can continue. When the histograms for all the
features contain only one peak (each), then the segmentation
for this region is completed and the process continues at step 1
with the next region. The general criteria for a “good ” peak are
given in Figure 7 and more detailed information is in
Ohlander(1975>. Irs this example the best peak irs Figure 5 is in
the Density (intensity) feature with threshold limits of 205 and
227.

3. P~pp ty the threshold limits computed in step 2. This divides the
image into two parts — all the points with values inside the peak
and all the points outside the peak. Figure 6 shows the regions
segmented by the thresholds given above.

4. Smooth the resulting regions to eliminate small regions, small
holes, thin connections and small bays. Appendix 2 discusses
this operation.

5. Remove each of the spatially separate regions from the
smoothed image, using a size criterion to eliminate other small
reg ions. If no regions which fit these criteria are found, then
this region has been segmented.

6. Add these regions to the list of regions to be considered for
further segmentation. This step implies that regions are
checked to see if further segmentation is possible with a
different (or the same) spectral band.

7. Continue at Step 1 with the next portion of the image to be
considered.

A complete segmentation of this image will be given later. Several of the
operations in this segmentation process are very expensive , especially when applied to
very large pictures. One of these is the histogram computation which is applied to all
the input parameters (in this case nine of them: red, green, blue, density, hue,
satura tion, V, I, and 0). Appendix 3 tabulates the number of basic operations used
per pixel for many of the segmentation operations . Other expensive operators are the — —

refinement (smoothing) of the thresholded image and the removal of each of the
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0: Extreme intensity peak (bright or dark)
1: Ve ry low minimum between two peaks, one larger than other
2: Less strict version of 1
3: Bimodal distribution
4: Peak in low saturation range (where applicable)
5: Single peak with large number of points in tail

Figure 7 Peak Precedence Criteria

regions. There is little chance to attain a significant speed-up of this process by
merely modify ing the programs, but there are modifications to the algorithm which
offer substantial speed-ups due to a reduction irs the use of these expensive
operations.

4.2 Faster Segmentation

The path to a faster segmentat ion seems to be through the application of the
expensive operators to smaller areas of the image. Several techniques offer potential
savings:

1. Ordering of spectral bands by the likelihood of use in
segmentation.

2. Selection of thresholds for the entire image based on
histograms of a portion of the image.

3. Segmentation of important (large) regions using a reduced

- 
version of the image.

The first technique is applicable only to the segmentation of many similiar
images. The experience gained through the segmentation of similiar images would
allow the selection of the most likely spectral features (and possibly even thresholds)
for several steps of the initial segmentation without analysis of all spectral features.
This technique would require modificat ion of the segmentation algorithm to look for a
potential split in the more likely features , and to evaluate the other features if no
divisions were located. This technique will not be explored further ; it is only
mentioned as one possible extension.

The second technique is feas ible when a small area contains many
representative regions. The regions also must be small with respect to the image,
which is true of images taken a great distance f rom the scene such as satellite and
aircraft images. An extended version of this technique will be discussed later irs this
chapter under the topic of monochromatic images.

The third technique can be applied to images which have relatively large
reg ions. The reg ions must be large enough to be meaning ful in the reduced image.
This p lan generation uses the same segmentation procedure as described above, arid
will be discussed next.
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4.3 Segmentation by Planning

Planning consists of the reduction of a problem to a manageable size, the
generation of an approximate solution to the original problem (a plan), and the
extension of the plan to an accurate solution of the original problem. In computer
vision the scale of the problem is usually reduced by finding the solution in a smaller
image.

The human visual system uses a type of planning in determining what to look
at. Since the receptors of the eyes are concentrated in one area (the fovea> the eye
must be directed to interesting areas by the gross level processing in the periphery.

Kelly (1970) applied planning to the analysis of pictures of human faces. By •

using reduced images, his programs were able to find the outline of the head by
searching the image and by using backup when errors were found. This approxi mate
outline was then used as a guide to locate the outline of the head in the full size
image.

Hanson et al.(1974, 1975) are working on an image analysis system in which
most of the image processing involves the application of an operator which reduces
the size of the image (by a factor of two) or the application of an operator to project
information gathered (Or regions segmented) on a reduced image back onto the larger
image. The step by step reduction and processing causes plans to be generated in a
reduced image which can be used to guide processing in the larger image.

A set of reduced images can be used to generate a plan for the segmentation
of the full size image. At worst the plan will contain only the large, clear, and may be
important regions. The procedure for segmentation which was described above can be
used with few modifications.

The planning process can be extended to many levels of reduction (as is used
by Hanson et at.), but our use of planning will be limited to one level, usually a
reduction by eight and sometimes by four. The same segmentation procedure is used
on the planning images as was described above for full size images.

4.3.1 Pta, Gnneration Rewita

We applied this planning technique to generate a plan for the four images in
the house and cityscape scenes . In this subsection we will give a detailed discussion
of only one of these images (the second house image), and will present the
segmentation of the other three images at the end of this chapter. With some
modifications which will be discussed later , this planning procedure was also used for
the other scenes.

We reduced the original red, green, arid blue paramete r images by a facto r of
eight in each direction (the total size was thus reduced by 64). The amount of
reduction depends on several factors including: the size of the desired regions (the
reg ion must be large enough to be extracted in the plan), and the total image size (it is
desirable that the reduced image be small enough to completely fi t In primary memory,
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i.e. at most about sixty thousand words are available for images). The reduction
program gave more weight to the points in the center of the window than to points on
the edge, and produced a variance image in addition to the mean image. The center of
the window is weighted more heavily than the outside as a compromise between
reduction by sampling and reduction by averag ing. The weights are computed as
2-(d~stance from the center)~ Figure 8 gives the weighting values which were
used. The weights are scaled to make the mean and variance computation easier (the
values in the figure are rounded). The other color parameters (Density, Hue,
Saturation, Y, I, and Q) were then computed from the reduced images (see Chapter 5
for a definition of these features). Each reduction operation for the house scene (One
operation for each color of the three color image) requires about 78.33 million
operations (about 140 operations per pixel of the original image) for a total of about —

234.99 million operations to reduce all three colors. -•

.003 .005 .007 - .008 .008 .007 .005 .003

.005 .008 .0125 .016 .016 .0125 .008 .005

.007 .0125 .022 .0315 .0315 .022 .0125 .007

.008 .016 .0315 .058 .058 .0315 .016 .008

.008 .016 .0315 .058 .058 .0315 .016 .008

.007 .0125 .022 .0315 .0315 .022 .0125 .007

.005 .008 .0125 .016 .016 .0125 .008 .005

.003 .005 .007 .008 .008 .007 .005 .003

Figure 8 Weights for the Reduction Program

The plan generation procedure started by segmenting the bright intensity peak -
from 205 to 227 (Figure 9). This selected the sky region above the house (Figure 10).
The next peak is also in the intensity parameter from 24 to 51 (the dark peak)
(Figure 11); this segmented some of the bushes in front of the house (Figure 12). The
next peak was in the Red parameter from 62 to 131 (Figure 13); this selected the roof ,
lawn, window, and door areas (Figure 14). This continues for several more steps until
the image is segmented. Most of the regions are completely segmented on the first
pass and do not require further segmentation. One of the reg ions that required
further segmentation was the lawn area which was segmented on the third iteration.
Even though red was used in the original segmentation, it is not used irs this second
segmentation (Figure 15); the best peak is in the 0 parameter from 220 to 260. The
comp lete plan for the house is given in Figure 16. There are 21 basic regions in the
plan (plus eight which were segmented further). The histogram peak selection was
used to find a split nine different times.

4.3.1.1 Plan Timing

Figure 17 gives the timing summary for the plan generation (in millions of
operations) of the house scene. The total computer time was a little more than two
minutes (the real time was about 54 minutes, and included time for graphical displays
arid saving intermediate results). These times were summarized from the computer
generated timing files and do not include some of the times for overhead operations or
the times for operators that required much less than one percent of the total time (the I’

~
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• timing overhead is normall y less than 27.). As can be seen from this summary, the most
expensive processing operation is the histogram generation which takes about 56’Z of
the time, but only half of this proces&ng depends on the picture size; the other half is
histogram array processing (smoothing the array) and depends on the size of the
pixels (byte size). The peak selection takes about 201. and also depends only on the

• number and range of the parameters. About 237. of the time is consumed by steps 3
to S (threshold, smooth, and region extraction ) of the segmentation process. The times
for these operations are dependent on the picture size.

• Operation Millions of Percent of Number of
Operations Total Times Used

• Histogram Computation
Generation of array 10.64 26.7 117
Smooth array 11.37 28.5 117
Other 0.29 .7 13

Peak Selection 8.18 20.5 13

Threshold 1.38 3.4 13

Smooth 3.27 8.2 13

Region Selection
Initialize 3.28 8.2 13
Select a region 0.61 1.5 22
Save masks 0.33 2.1 32

Total 39.84 --
Figure 17 Timing Summary for Plan Generation House 2

4.3.1.2 Plan Evaluation

The plan generation was intended to segment the major (large) reg ions in the
• scene, which it does well. The time for the plan generation alone is significantl y less

than the time for a complete segmentation of a full size image.

Because of the smoothing of the image in the reduction operation , many of the
textured regions in the full size image will be relativel y homogeneous in the planning
image. Thus we are not confronted with some of the problems that such ~busy ”
regions caused Ohiander .

The smaller images caused some problems in the region splitting analysis. The
regions that were extracted could be small (35 pixels or more), so that the histogram
of such a segmented reg ion could have many false peaks because the values in the
region are scattered throughout the entire range of the threshold used for the
extraction ! which could easily cover 35 or more dif ferent values. This degeneracy of 

•~~ •_~~ . - - •  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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histograms also occurs during the segmentation of the whole image, so that many
regions are left as unsegmented areas of the image , after the application of the plan
generation.

4.3.2 Expansion

When a plan is generated there must be a method for transforming the plan
into a segmentation of the full size image. An approximation of the full size region can
be generated by expanding the plan generated mask by the reduction factor , but this
will not produce an accura te segmentation. Therefore , the expanded segmentation
mask must be refined by using the same threshold parameters which were used to
generate the plan mask. The following procedure has been implemented for this
purpose. Figure 18 gives a flow chart for this procedure.

1. Generate
Plan

2. Select
Region

3. Enlarge
• Mask by

Smoothing

4. Threshold
in Full Size
Image

5. Select
Largest Region

- ~n Binary Image

Figure 18 Expansion Flow Chart

1. Begin with the plan - a partial or complete segmentation of the reduced
scene. Figure 16 shows the outlines of the reg ions in the plan (the
second house image).

2. Select the next region in the plan (starting with the first reg ion) which
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is not further divided rnto smaller regions (i.e. a region that has no
descendants). Figure 19 shows such a region (the scale is selected so
that this figure shows the region the same size as it will be in the full
size version); this is reg ion number 8, the roof , in the plan.

3. Enlarge the binary image (mask) in the plan by adding a layer of pixels
(of “1”’s) on the outside of the region. This is necessary to allow for
the nonexact alignment of the plan region with the full size region.
Figure 20 gives the enlarged mask. This enlarging is done by the
smoothing operator as discussed in Appendix 2.

4. Expand the plan mask by the same factor that was used in the
reduction of the image. Thus, if the reduction factor is eight, then
each point in the plan mask is duplicated 8 by 8 (i.e. 64) times in the
expanded mask. This mask is not the final result; it needs to be
refined. Using this expanded mask , apply the same threshold to the
full size image as was used to generate the plan. Figure 21 shows the
resul ts of applying this threshold (Density from 62 to 131) to the
applicable area of the image.

5. Select the largest reg ion in the resulting picture. Many times there is
only one region in the thresholded image, but if a second region is
relatively large (compared to the first image), it should also be
retained as a separate reg ion. This step is primarily intended to
eliminate the small regions near the main region which may have the
same spectral characte ristics , or pieces of other (large) reg ions which •

are near enough to be partially covered by the expanded mask.

6. Continue at 2 until there are no more regions. Figure 22 shows the
final expansion of the regions in Figure 16.

4.3.2.1 Expansion Timing

Figure 23 gives a summary for the times required for the generation of an
expanded segmentation from the plan for the house segmentation. As would be —

• expected, the operations on the large masks consume most of the time. The smoothing
operations are applied to remove small indentations and small regions from the mask.
This operation could be eliminated; this would generally affect only the shape of the
resulting regions. Elimination of the smoothing would also mean that the reg ion
extraction procedure would need to expect more regions and thus might need more
temporary space.

4.3.3 Ov.,ra lt Sognuiiitatio ~z Tinie s

The plan generation and expansion operations , combined, take about 12.5
minutes of computer time. This - is equal to about 226 million operations for the
segmentation of a picture with .5 million pixels (with the 9 parameters it is about 4.5
million total pixels) or about 450 operations per pixel.

-S 
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Operation Millions of Percent of Number of
Operations Total Times Used

Enlarge Small Mask 1.19 .6 21

Large Mask Threshold 23.44 12.6 21

Smooth Large Mask 116.72 62.7 63

Extract Regions 44.92 24.1 21

Total 186.28

Figure 23 Expansion Timing House 2

4.4 Using Knowledge in Segmentation

The segmentation procedure as described so far attempts to completel y
segment the image without relying on outside knowledge. In a general image
understanding system, this complete segmentation would rarel y be required as the first
step. Generally, the extraction of several large general regions, or reg ions with

• certain characteristics , or the continuing of the segmentation of large general regions
is more important than the generation of a complete initial segmentation. The
segmentation procedure we described above can be used for this type of partial
segmentation with very few modificat ions~ those would be in the outer level control of
the procedure. Segmentation based on specific characteristics requires an alteration
of the peak selection procedure to look for the specif ic peak and no other (e.g. only
bright peaks in red, the biggest peak , etc.). When looking for a specific peak the

~ constrai nts on the “goodness~ of the peak for acceptance may be relaxed. Large
- 

general regions are extracted by applying the basic segmentation procedure (possibly 
-

with altered peak selection priorities), but eliminating the requirement that all regions
must be checked by the segmentation procedure for further segmentation. The fi rst
two scenes (the house and the cityscape) did not require any of these modifications
because a near complete segmentation was desired, but the other scenes , as will be
seen, use specific knowledge about the task to determine how the segmentation will
proceed.

For examp le, in both of the LANDSAT images (Figure 3.6 and Figure 3.7) the
task , for the segmentation step, is to locate (i.e. segment ) several lakes in the two
images. The outside knowledge also describes the spectral characte ristics of these
lakes as the darkest regions in the fourth spectral band since the water absorbs the
infra -red radiation. Given this knowledge, it is necessary only to compute the
histogram of the band tour data and to determine the upper threshold of the peak at
(or near) the zero intensity level. The use of this knowledge means that it is • •

~

necessary to compute only one histogram and there is no need to anal yze any of the
other three spectral bands. For another task , one might use another band and ~~no her
peak might be specified. 
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In this scene , the peak was located at the ‘ero intensity level, wi th the upper
threshold given by the minimum between this pt ak and the large peak of medium
intensity values. This minimum value occurs at about 6 (this histogram is given in
Figure 24). As before , the segmentation procedure is applied to a reduced image

• (hence a plan is generated) , rather than to the full size image so that the small
sha dows are not segmented. The expansion procedure , described above, is used to
expand the plan regions. The lakes (and other reg ions) in the full scale image are
shown in Figures 25 and 26. The two large lakes near the left edge are segmented in
both images along with several long thin lakes near the center of the images (below
the white snow area). In the first image , another large lake (above the snow reg ion) is
also segmented , but it is obscured by clouds and is not segmented.

The LANDSAT task also requires the location of snow cover reg ions , which are
defined as the large high intensity regions in the image. The bright regions are given
by threshold limits of 34 and 63 (in the fourth band, see Figure 24). The larger
regions generated with this threshold are shown in Figures 27 and 28 (the plan) and
Figures 29 and 30 for the full size segmentation (which includes the lakes).

The use of partial segmentations will be very impor tant for the matching and
change ana lysis discussed in Chapter 6 since many of the less important (less likel y
to match) regions are eliminated from t~~ anal ysis by the simple process of never
generating them.

4.5 Segmentation of Monochromatic Images

When a segmentation procedure has been developed for one type of image , it
is usually not the case that the procedure will work on very different types of images.
The region growing system of Yakimovsky(1973) was app lied to two very different
types of data by using a different world model for each type of image (outdoors and
heart angiograms). But, t his system required a learning phase to generate the world
model for the different scenes. Our segme ntation procedure was ori ginal ly developed
for images of natural scenes with many spectral bands , large reg ions, and oblique
views , and might not be expected to work very well on monochromatic aerial images.
In scenes with many small different objects (as is the case with aerial photograp hs), -

the histogram will generall y have only one peak because the range of intensities for
eac h object will probably overlap w ith the ranges for other objects. Because there
are no other spectral inputs that are directl y avai lable , we can not combine several
inputs to generate other spectral features (such as is done to get Y, I, and Q from red,
green, and blue).

As expected , when the orig ina l procedure is applied to the large black and
white aerial images , a “good” segmentation is limited to partial segmentations of the
type discussed above (e.g. the very bri ght or very dark reg ions or large varied
regions), but even these peaks for the partial segmentation may be obscured. Thus
our monochromatic images introduce two new problems. First , there are too few
spectral bands for adequate separation (i.e. only one). Secondl y, there are t oo many
small regions w hich cause all the sepa rate peaks to blur into one.

We attack the f irst problem by the introduction of simple “textural” measures
which can be used to generate the reduced image instead of the sim ple wei ghted 
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Segmentation 63

averaging procedure. These “textural” measures can then be used as if they were
ordinary spectral features. The second problem is attacked by partitioning the image
into subimages and using the histogram of each subimage as a different spectral
feature. These two methods will be discussed in the following two subsections.

4.5.1 Tn~. tv, .rni Moa.xurni for  Sogrncn t@ti.on

• In the original descr iption of the general segmentation method (Ohlander , 1975;
and modified here) a simple “textura l ’ measure was used to classif y cer tain areas as
very busy (containing many edge elements in a given size window) or nonbusy
(containing few edge elements in the window). These different textured areas were
then processed in special ways. Our use of “textural” measures is intended to be more
ti ghtly integrated into the overall segmentation procedure.

Textural measures which can be used in the plan type segmentation procedure
include: number of micro-edges in the reduction window (for one of the many possible
ways to generate micro-edges see the subsection on textures in Chapter 5), the
max imum (Or minimum) value attained in the window, and the range of values
(excursion) within the window. Textural measures used for the segmentation of an
image should be expressed in the same terms as the other features used for
segmentation (i.e. as another spectral input). Thus, we are not interested (at this
stage) in a single textural description of a large region of the image.

The histogram of the edges in window measure generally has a single peak at
zer o edges or sometimes at one edge (even when the window size is 8 by 8) , and
decreases smoothl y as the number of edges in the window increases.

The rural scene gives a chance to illustrate the use of this simple “tex tura l ’
measure in the segmentation process. The outside knowledge indicates that the
segmentation of the large untextured (no edges) regions will aid in the matching task ,
therefore these regions should be extracted first. Figure 3 1 shows the points in the
first rural image where micro-edge elements are located . A threshold of the edges in
window image at zero (i.e. only those points with no edges in the reduct ion window)
will select the large untextured reg ions. Figure 32 shows the reg ions which are

:~ segmented at this threshold setting (the plan).

The expansion procedure described above is not meaning ful when app lied wi th
the edges per window plan image. The values in the plan image can range from 0 to
64 (for an eight by eight window), but the values of the ori ginal image only range fr om
O to 1. In this particular case there is no problem since the upper and lower threshold
values are both zero (i.e. no edges) so that the expansion method can be applied as it
has been described. But if the upper threshold is greater than zero all points in the - -

image (under the enlarged mask) will be selected , and conversel y if the lower
threshold is greater than one then no points would be chosen. Because of this
problem with thresholds other than zero through zero , we skip the refinement steps of
the expansion procedure and accept all the points under the expanded mask. This is
accep table since general regions are all that is desired with textural measures of this
type.

The expansion procedure was applied to the plan generated for all three of the
rural images and produced the regions shown in Figure 33 for the first image of this 
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Segmentation 66

scene (the others will be presented later). The segmentation of the other regions
which are needed for this scene will be discussed in the next subsection on
partitioning of the image.

This smooth area extraction procedure is also applied to the SLR images and
produces a partial segmentation; Figure 34 shows the first image and Figure 35 shows
the second. These regions are sufficient for part of the task: f ind several key reg ions
in both images for use in symbolic registration operations. But they are not enough
for the second part of the task: the location of large texturally different regions. It
seems that given enough simple “textural ” operators the area in the upper right (dark ,
but with many bright regions, and high contrast ) could be distinguished from the area
on the left (many edges, but lower contrast , higher average intensity).

Another possible textural measure is the “excurs ion” measure (max imum in the
window minus the minimum in the window). This measure should distinguish reg ions in
the image with low contrast (low excursion values) from regions with high contrast
(large excurs ion values). This measure was used in the SLR-1 image after the
extraction of the nontextured (no edge elements) reg ions. The goal here is to
separate the low contrast regions on the left side of the image (see Figure 3.11) from
the higher contrast regions on the upper right side. But before we can perform this
segmentation we must introduce another technique, partitioning, in the next subsection.
Since this measure has no directly corresponding full size image, the expansion of
regions in the plan is handled the same as the edges per window measure , i.e. there is
no refinement step and all the points under the mask are accepted.

4.5.2 Scgnu!nta t i-on with Par t itioning

As the number of separate regions in an image increases , due to either
decreasing the region size or increasing the image size , the amount of overlap of the
peaks in the histogram associated with the separate regions increases. For examp le , in
the urban images, the histogram of intensity does not exhibit a clear peak for the
separation of the bright reg ions as seen in Figure 36. But there are clearl y bright
regions in the image (Figure 3.14). There are values (in the histogram) indicating
bright values, but there is no sepa rat~ peak for these bright regions. if we could
decrease the number of separate regions included in the computation of the histogram ,
then a peak for the bright reg ions may bec ome apparent. One way to reduce the
number of different regions is to partition the image into subimages of smaller and

- - smaller size until a desired peak appears or the histograms degenerate. This is the
same technique used by Chow and Kaneko(1970) to select thresholds in medicala images.

Figure 37 shows the histogram of the four quarters of the images. The
histogram labeled “1” is the top left quadrant of the image , ‘~2” is the top right, e tc.
There is still no separate peak in any of the four quadrants. The peak from 220 to
248 in the top left histogram does not meet the Ohlander criteria for an acceptable
peak (peak max imum:pealc minimum must be 2:1 or greater) , but could be accep table
with less constrained peak criteria.

Figure 38 is the set of histograms when the image is divided into 9 subirnages.
In these , the histogram labeled ‘l is the top left ninth of the image , “3” is the top
right , 1*5w the center , etc. In this set of histograms , there are four acceptable bright 
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peaks (in “1”, “2”, “4”, and “8”). Since the selected threshold values will be used over
the entire image , a threshold range of 220 to 256 was selected to cover all four of

• these bright peaks. There are other peaks in these histograms , but , since were are
• looking for a way to separate 

~~~ 
the bright reg ions, t he others are ignored.

• This threshold value (220 -256) is app lied to the entire urban-2 image and
pr oduces the regions shown in Figure 39 for the plan and Figure 40 for the full size
image. This selects the group of round bright reg ions (top center) and the long thin
region (bottom center) which are desired as anchor regions in the task for the urban
scene.

• After the initial extraction of smooth regions, the segmentation task for the
rural images is the same as the urban images: find the bright reg ions. But there are a
few differences; the required reg ions are much smaller and bright reg ions have tow
values rather than high values. After the smooth reg ions are extrac ted , the histogram
for the remaining scene (Figure 41) shows no peak of bright points. This is the
hist ogram of the full size image rather than the planning image since the desired
regions are as small as 250 pixels , which would be be too small in the plan image to be
considered useful (i.e. three or four pixels).

There are cti ll no separate peaks (for the bri ght reg ions) in the two by two
partitionin g Fi gure 42 and the three by three partitionin g Figure 43 of the image. But
an analysis of the histograms in Figure 42 shows that two of them , “2” , and ‘•4 ”,
corresponding to the right side of the image , indicate that bright points occur in those

• quadrants , while the other two (“1”, and “3w) show that fewer bright points occur in
the two left quadrants. If the histogram for the lower right quadran t ( ‘4”) is thoug ht
of as the sum of the histogra ms of the individual reg ions (each with a sing le peak) ,
then we can assume that the points below about 25 or 30 come from the bright
regions , and there is probably another peak centered around 30 covering the less
bright regions (or points partially in a bright reg ion). Also there is the large
back ground peak which appears in the other quadrants (“ 1”, and “3”).

If we use these assu m ptions we can select a threshold of about zero to 25 to
ex tract the bright reg ions. This process is an ad hoc method for the extraction of
specific peaks and can not be considered for the extract ion of general segmentation
peaks. But when the segmentation procedure is directed to find the bri ghtest (or
darkes t) reg ions such ad hoc techniques can be used. If the partitioning were carr ied

- to the extreme , then the division between the bright reg ions and the background
• would become apparen t. This would occur when the partition included only the bright

region and the background or onl y the bri ght reg ion alone. Figure 44 shows the
bright regions which were extracted with this threshold.

We can now return to the SLR-1 segmentation using the excu rsion planning
image. The three by three partition histograms for the remaining image are given in
Figure 45. In most of the sections there is a large peak centered near 20 (the low
contrast reg ions) and a much snl3ller peak near 55, except the top ri ght ninth (labeled
“3”) has a large peak around 60. If we then segment the image twice using each of
the peaks in this ninth, then we can ext r a c t  the large high contras t areas and low
contras t areas , Fi gure 46 shows these tw o types of regions.
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Segmentation 81

4.6 Results

• This final section on segmentation will present the segmentation results for the
thirteen images which wo re presented in Chapter 3 plus the segmentation results for
the “pier ” area of the two urban images. Some of the segmentations have already
been presented, but will be given again in this section (without discussion) for
completeness.

The segmentation for the house-2 image has already been presented along
wi th the times for all the operations. Figures 47 and 48 give the fina l segmentation
for the two house images. The segmentation of the house-i image produced the large

• sky, lawn, and roof areas . In addition , f our wall regions (above the window , the right
side, the left side , and the middle), several bushes , the chimney, door , shadows , and a
few reg ions in the window area wore segmented. The house-2 image was segmented
into approx imately the same regions , wi th some differences in the number and size of

• the “bushy” regions, and some differences in the door and window reg ions. These
differences should not be too much for effective matching. The times for the
segmen tation of the house-i image are about the same as for the house-2 scene.

We have not yet presented any results for the cityscape scene. The

segmentation results are given in Figures 49 and 50. These two segmentations are
genera lly poorer than the segmentation of the house scene since many of the adjacent
reg ions are very similiar (all the reg ions are somewha t bluish due to the distance and
haze). in both of the images , the two large buildings on the left and center are
segmen ted along with the building in the lower right. Several buildings in the upper
right are also segmented , but there are differences be tween the segmentation in the
two images. This group of buildings are all silver-gray and it is difficult to determine
w here one ends and the next one begins. The hilt side is broken into several reg ions
in both images and the park in the lower left is segmented. Figure 58 shows the
times for the plan generation of the first cit yscape image and Figure 59 gives the
time for the expansion of the plan reg ions. These times are simi liar to the times given
earlier for the house-2 image.

The complete segmentation for the LANDSAT scene has alread y been given, but
they are presented here for comp leteness in Figures 51 and 52.

The SLR scene presented a more difficult problem for accurate , comp le te
segmentation. The reg ions in the orig inal image (Figure 3.11 and 3.12) are not very
well defined (except the dark and untextured reg ions). The segmentation of these two
images produced the reg ions in Figures 53 and 54. Several untextureci reg ions are
segmented in both images , especial ly the “r iver ” in the lower right , the reverse “C” .
shaped reg ion in the lower left , and the “runway” area on the left (in two pieces). In
the f irst image the “runway ” reg ions include the surrounding areas which are not
included in the second image. The larger differentl y textured reg ions are ra ther
general and amorp hous, but that is the same way that they appear in the original
image.

The segmentation of the f irst rural image has already been given in two parts.
The complete segme ntation of all three are given in Figures 55, 56, and 57. The
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Segmentation 86

Operation Millions of Percent of Number of
Operations Total Times Used

Histogram Computation
Generation of array 12.32 29.2 135
Smooth array 10.26 23.4 135
Other 0.33 .8 15

Peak Selection 7.88 18.7 15

Threshold 1.55 3.7 15

Smooth 3.51 8.3 15

Region Selection
Initialize 3.86 9.2 15
Select a region 0.92 2.2 31
Save masks 1.50 3.6 43

Total 42.13 --
Figure 58 Timing Summary for Plan Generation Cityscape 1

Operation Millions of Percent of Number of
Operations Total Times Used

Enlarge Small Mask 1.62 .7 30

Large Mask Threshold 32.32 13.8 30

Smooth Large Mask 151.18 64.6 90

Extract Regions 49.02 20.9 30

Total 234.14

• 1 Figure 59 Expansion Timing Cityscape 1

method of segmentation of all three images was the same as for the first image; extract
the untextured regions with the plan, then extract the bright regions from the full size
image. Many regions are extracted in all three images. The two large regions on the
top and bottom of the scene, the “river ” on the left of the large regions, and several of
the bright regions in the center are found in all three. Many of the houses in the
lower right are segmented in the second and third image, but only a few are extracted
from the ffrst image. There are some differences in which smaller untextured regions
are segmented in the three images, but most of the larger regions are the same. The
lower left of the first image is more textured than that area of the other two, so that 
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Segment ation 94

the large region on the bottom and the “river ” reg ion do not extend into this area.
• Also, the “river ” is broken into two parts in the second image.

S The final scene is the urban scene. The segmentation processing on the entire
S image is limited to the extraction of a few bright regions for use in limiting the area to

be used in future analysis. Figures 60 and 6 1 show the bright regions extracted in the
two urban images. The group of round, bright objects are extracted along with a large
rectangular region in the lower right, and several other bright regions (buildings).
Some of the round regions in the first image are not comple tely extracted because of
the shadows due to the lower sun angle. Later matching procedures wit I use some of
these regions to limit the area to be analyzed as the pier area. This portion of the
image is separated from the rest of the image and further segmented.

S The complete segmentation of the pier areas is shown in Figures 62 and 63.
The regions in first image are not as clean as the regions in the second since the
water in the first image is rougher and sometimes the water blends in with the ship
regions. The ships are segmented in both images , but some are only partially
segmented and some blend into a part of the piers. The water regions in the second
image are clearly segmented and are used for locating the pier area for further
segmentation. The shadow regions in the first images are used for the same purpose
since the wa ter is not as clearly separable.

4.6.1 Suntrna ry of Sng,ILeIltat ion

One way to evaluate the advantages of using a “plan” for generation of the
segmentation, is a comparison of the time for the segmentation of the complete image
with the plan and wi thout the plan. There is no need to segment the full size image to
determine the approximate time required for segmentation. We can use the t imes for
the plan generation and multiply them by the size reducti on factor (64 for the eight by S

eight reduction). (Only the times which depend on the image size are multi plied by t his
factor. ) Using the times for the house-2 plan segmentation (Figure 17), we can derive
an approximate number of operations for the segmentation of the scene without a plan
of 1300.5 million operatio ns, compare d with about 226.1 million for the segmentation of
the scene with plan genera tion (see Figure 64). This time difference will more than
make up for the extra time required for the generation of the reduced images. With
the reduction time and the color transforn,at ion times included, the total is about 465.5

-; million operations. This approximation for the full size segmentation assumes that the
times for each operation wil l increase linearly with the picture size. This is true in the

S ideal case , but in the current implementation for the very large pictures there is
substantial overhead in reading the files fr om secondary storage.

p.

The segmentation times would not be substantiall y differen t if the reduction
was by a fac tor of sixteen rather than a factor of eight, since the expansion of the C
plan and the reduction of the images accounts for a substantial portion of the total

S time. Some of the extracted regions are rather “fuzzy” since the plan threshold values
are not necessaril y the optimal levels for the full size image. The accuracy of the
segmentation could be improved with an additional refinement step after the
expansi on. That is, refinemen t is performed by the segmentation procedure rather
than the plan threshold. In this case the segmentation procedure should concentrate
on removing the “tails ” from the peak since usuall y there s hould be only one peak in
eac h of the histograms.
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Segmentation

Operation Millions of Percent of
Operations Total

Histogram Computation
• Generation of array 681 52

Smooth array 11.4 1
Other 0.3 --

Peak Selection 8.1 1

Threshold 88.2 6

Smooth . 210 16

S Region Selection
Initialize 210 16
Select a region 38.7 3
Save masks 52.8 4

S Total 1300.5

Figure 64 Timing Approximations for Segmentation of House 2

This chapter has described a segmentation scheme and not a combined
segmentation arid interpretation as is given in Yakimovsky(1973) or Tenenbaum et

F al.(1976). The segmentation method can be used to completely segment a scene
before any recognition or other processing is attempted , to select specific reg ions for
further analysis, or to further anal yze previously segmented regions.

Most of the segmentation processing has been automated. The default peak
selection criteria (the one described by Ohlander(1975)) has been implemented, but the
specific peak selector needed to extract regions indicated by other outside knowledge
has not been programmed. This problem also arises when a high priority peak does
not segment any regions of an acceptable size: there is no provision to force the peak

S selection to look for the next priority peak the next time through. This peak select ion
process is one area where the addition of more knowledge sources is needed.
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5 Features

Symbolic analysis of images depends upon the extraction of meaningful S

features to describe each region. The features can be used for the identification of
S 

objects (a task not attempted here), or for the comparison of multiple images to
determine changes. Chapter 4 discu~ ed the initial segmentation of an image. These

S 
segments (regions) will be used as f he basic units for the extract ion of features.
Chapter 6 discusses the use of the features derived here for the matching of regions
arid images. 

S

k This chapter describes the features which were used for segmehtation and
symbolic analysis. We also discuss the methods of computation of these feature
values. Finally we will present some timing information for the computation of many of
these features. 2 

-

5.1 Generation of Features

The features used for the analysis of images will be similiar to those used in
understanding images by humans. This will aid in the understanding of extracted S

fea tures by a human operator and the analysis of the results of this system. These
include classes of features such as: size, shape, loca t ion, color and texture , and
patterns (Akin and Reddy, 1976).

We w ill discuss the features which we are using under each of these classes
(excep t patterns which would include features such as how many occurrences of an
object). We will include some computation times in this section, but the comple te
timing summary is given in the final section. 5 S

5.1.1 Size

The size of a region includes features such as area , length, height , area relative
to other regions (largest , smalles t), and ex tent of the region.

S The size (area) of the region is just the number of points that the reg ions
covers. This is computed by counting the number of points in the mask which
describes the region (either the plan mask, the full size mask, or both). The size of a —

region is also a by—product of many other feature computations (such as the average
S intensity) so that the area computation can be considered to take “no” time.

5.1.2 Shape

A human observer describes the shape of a region as irregular or regular (e.g. 5

a rec t angle, a circle, a triangle, etc.), elongated, linear, curved, fla t, convex, etc.

5.1.2.1 Regular Regions

An irregular region is characteri zed by having a long perimeter relative to the
area of the region, and a small area relative to an enclosing regular objec t such as a
rec tangle. The ratios of Perimeter 2fA iea and Area/ (Area of Minimum Bounding
Rectang le (MBR)) (called the “fractional fill”) are used for this measure. The perime ter

_ _  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -~~~~~
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is computed by the boundary following program given in Appendix 4, and is the
number of pixels which are on the outside border of the region. The Perimeter 2/Area
measure is chosen rather than Perimeter/Area since it is a dimensionless quantity. (In

S
. . a continuous world this ratio would be minimal for circles, but this is not necessarily

S true for the digital world, w here there are no true circles. This measure will not
S distinguish circles and diamonds, but our primary use for the measure is to distinguish

compact regions from “loose” regions.) The fractional fill measure is highly orientation
dependent: a long, rectangular region has a very small fractional fill ratio when

S 
oriented at an angle, but it is near one when the region is horizontal.

5.1.2.2 Elongated Regions

S 

An elorigated region is a region with a high lengih to width ~ jjo~ this is also
S I called eccentricit y. This length to width ratio can be calculated from the dimensions of

the MBR for the region. This method of calculation is simple, but it assumes that the
region is oriented in the MBR so that the primary axis of the region is parallel to the
longer side of the MBR. Elongated regions will also appear to be irregular regions
since Perimeter 2/Area is large for long and thin regions as well.

5.1.2.3 Orientation of Regions

Because of the problems with the simple length to width ratio using the MBR
dimens ions, it is desirable to obtain an orientation-independent length to width ratio
and the orientation as well. In the work by Duda et al.(1972) on the analysis of 

5

wea ther radar images, there was a discussion of the use of Fourier transforms of the
boundary for reducing storage requirements of the contour . There was also a mention
of some of the properties of the values at various harmonics of the transform. For
exa mple, if the contour is reconstructed with only the first harmonic , the new contour
appears as an ellipse. The orientation of the major axis of the ellipse, and the ratios
of the major and minor axes of the ellipse can be used for the orientation and length
to width ratios. We wilt now present the general techniques used to generate the 

S

Fourier coefficients which can then be used to generate these two measures.

5.1.2.3.a Fourier Computations

The contour of the region is represented in terms of two functions I(s) and J(s),
which give the I and J coordinates of each element on the contour. These functions S

are periodic about the contour (i.e. I(s+P)=I(s), where P is the perimeter length) and
the reconstruction can be made as accura te as desired by increasing the number of
harmonics used.

The formulae to reconstruct the contour from the Fourier coefficients are:

I(s)—a 0 + ~ ~~ cos(n ~a s - e~) (1) 5

n—i
and

J(s)—b0 + ~ b~ cos(n ~ s - ‘Pp) (2) 5 5

n— I
where a~ and b~ are the amplitudes arid e~ and t’~ and the phase angles of the ~th .. S

harmonic , and ~ is the common fundamental frequency 2n/P where P is the length of
the perimeter.

Li-— 
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The Fourier coefficients are given by:

a 0 — A 0 / P  (3)

— (2/nn) sin(nn/P) SQRT(A~
2 + B~~)

— tan ’(B~ / A,~) - nn/P (4)

S Where

A~ — k~I~” 
cos(2rrkn / P) (5)

P
B,~ — 

~~‘k sin(2rrkn / P) (6)

r - Where 1k is the I coordinate of the kth boundary element. With b~ and 1f’,.~ defined
using equations (3) and (4) by substituting 

~k for in equations (5) and (6). The
constants a0 and b0 are the average of and 

~k’ the center of mass of the border.

Using polar coordinate we can write the two parametric equations of the ellipse
(i.e. the reconstruction with one harmonic) as:

S 
- a0 + a1 cos(~ s - ei) - a0 + r cos(o~) 

(7)

J1(s) b0 + b1 cos(~ s - ~~ - b0 + r sin(o~
) (8)

which then gives the equation of the ellipse as:

2a 1
2 b1

2 sin2(0 1 -
r2 — (9)

a12 + b1 2÷(b1 2—a 1 
2)cos(2oc)-2a 1b1 cos(e 1 -‘9k )sin(2oc)

The angle of the major axis is given by the relation: - 

S

2a1b1cos(e 1-~ 1)
tan2~t~ — (10)

The angle of the minor axis is simply (~i3.in/2). These two angles can then be
substituted for ~c in equation (9) to determine the length of the major and minor axes

S and thus the length-to-width ratio. 5;_

Generally the computation of Fourier coeffic ients is considered to be an —

expens ive operation. But in the application here it is not much more expensive than
the computation of the border itself , especially when only the first harmonic is
computed. In the house images the mean time for each boundary computation is about
0.3 million operations and the mean for the Fourier coefficient computation (including
another boundary computation) is about 2.8 million operations for the first nine
harmonics. For fewer than nine harmonics the times are much closer. In another S

I S
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image where only the firs t two harmonics were computed the mean for the boundary
computation alone is 0.52 million operations and 1.32 million for the Fourier
computations (including the 0.52 million for another boundary computation to determine
the border coordinates). Since we use only the first harmonic (i.e. two terms: the
zeroth and first), the coefficient computation time would be significantly less if the
program were designed as a special purpose program to compute these coefficients
rather than as a general program to compute any number of coefficients . A more
complete timing analysis and discussion Is given in the final section of this chapter.

5.1.3 Locat ion

S The location of a reg ion includes both the absolute position in the scene, and

the position relative to other regions. Position relative to other regions includes
features such as above, below, neighboring, to left , to right, etc. 

S

5.1.3.1 Absolute Position

The absolute position features are defined (for our purposes) as the location of
the center of mass of the region. The location of the extremes of the mask, or any

other consistent location in the mask would also be reasonable. The center of mass S

for I and J coordinates are used as two separate features. The center of mass is
computed as the mean I (and .1) coordinate location. The time required for this
computation is little more than the time required to compute the size and also gives

the size as a necessary by—product , that is about 0.45 million operations for each
region in the house-2 image , #rid s:ze alone would be about 0.19 million operations.

5.1.3.2 Neighbors

Two regions are adj acent if their borders touch (or come close to touching) at
S some point. The following procedure describes a method to calculate all the neighbor

relations for a list of regions:

For all of the regions in the list do the following:
Follow the boundary of the region: (see • Appendix 4 for a
description of a boundary following program). S

S S a. Store the outline of the region in a temporary buffer using
a unique identifier for the region (e.g. a sequence number).

b. Check the neighborhood of this point (in the tempora ry
buffer) to see if this region is adjacent to any other region S

which has already been outlined, and, if true, store the
adjacency relation.

The neighborhood size is used to determine how close two regions must come to be
considered to be adjacent (e.g. a neighborhood of one point on either side of the -‘
boundary means that the regions “touch”, two points means that there may be at most
one pixel between the regions, etc.).

Since we usually calculate the neighbors with the plan results , the times are •
not excessive: less than 2.3 million operations for each of the house images. A third of
that time is for reading the mask buffers from secondary storage. Because of the r
increased overhead when image buffers will not f it into core memory, this calcu lation
would be very expens ive if it was performed on the full size segmentation.

_ _ _ _ _ _ _ _ _  - _ ~~~ •-- S--. ~~~~~~~~~~~~~~~~~~~~~~~ —S---5-5
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5.1.3.3 Relative Position

Another useful location feature is the position of one region relative to
another. Region 1 is above Region 2 if the top of Ri is above the top of R2, the
bottom of Ri is above the center of mass of R2, and the regions overlap horizontally.
This is expressed as: 

S

i

(Top(R1) < Top(R2))
5 

A (Bottom(R1) < Center-o f—Mass—I (R2))
S 

A (Left(R1) MAX (Left(R2)) ~ (Right(R1) MIN Right(R2))).

Below. To-right, and To-left are defined in the equivalent manner. This operation
turned out to be one of the more expensive feature computations. Very little of the
time doing image calculations; most was in the checking of the four relations between
pairs of regions (about 68.53 million operations for the house images, i.e. twice the
time for a plan generation).

5.1.4 Color and Tnxtu.rn

The color and texture feature includes all spectral information and
transformations of it, such as saturation , intensity, red intensity, which color, what
textural pattern. These features are the parameters which are used in the
segmentation process.

5.1.4.1 Color

In some of the preceding segmentation examp les there were nine spect ral
features: Red, Blue, Green, Density, Hue, Saturation , Y, I, and Q. The first three are the
output of the scanner and are used to generate the last six. Density, Hue, and
Saturation are psychologically inspired fea tures and are based on the color triangle
(which is a color solid when Density is included) (from Tenenbaum et al., 1974). Y, I,
and 0 are U. S. color television standards (from Hunt, 1967). The I and Q which we use
have been scaled so that the values are positive (Kender , 1976). The formulae for
computing these are:

V I .299 .587 .1141 Red 0
I — 1.0 — .460 -.548 1 Blue + II
0 I .403 — 1.8 .597 1 Green 0

S Where II is the max i mum value in the image.

• Density— (Red + Blue + Green) / 3 + 0.5
(A rounded average is used for the digital representation.)

Hue Computation depends on the sextant of the circle.
Given: Angle—ARCTA N(SQRT(3) * (max - mid)/(max - mirt + mid - mm ))
Hue~ cfor max— r , mid”g, min=b> 60+angle

<max—g, mid—r , min=b> 60+angle
<max—g, mid—b , min—r> 180-angle
<max~ b, mid=g, miner> 180+ang le S

<max—b, mid—r, min~g> 300-angle :
<max—r , mid—b, min~g> 300+arigle
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Saturation—maxsat * (1 - (3 * m m )  / (Red + Green + Blue)) + 0.5
Where maxsat is the maximum saturation value, mm is the minimum color value (Red

S M1N Green MIN Blue), max is the maximum color value (Red MAX Green MAX Blue), and
mid is the the middle color value.

These are not the only spectral features that we used. The LANDSAT pictures
have four bands ranging from green to infra-red. Other images contained only one
band, the density.

The color features for a region are the average (and standard deviation) of
S each the spectral features over the entire region. For a nonlinear feature such as hue

it is possible only to compute the average hue as the hue of the average red, blue, and
green.

The figures given in Appendix 3 indicate that these six color transforms
should require about 51 operations per pixel. The actual color transform for the
reduced images (91 pixels by 93 pixels) required 4.431 million operations , or about
524 operations per pixel. This discrepancy can be partially explained by the fact that
each basic operation as counted in Appendix 3 is not necessaril y one operation on
the current implementation (a high level language on a POP-b ). Also, there is
substantial initialization of certain tables to make the transform calculations faster
which has a greater impact on the times for these small images than on the times on
much larger images.

The extraction of the color feature averages is done on the full size images.
The transform colors (density, Y, E, and Q) could be generated from the average red,
green, and blue, but are not. Hue and saturation must be computed from the average
of the three colors. In the house -2 image, the average number of operations for each
color average is 0.489 million (i.e. about the same as the center of mass).

5.1.4.2 Texture

5 Texture poses a different problem since it is harder to quantif y. For computer
analysis , texture can be viewed as a statistical or structural property, but for humans

S textural descriptions are usually structural (e.g. “checker board pattern ”, “herring bone
pattern ”, “random pattern”, “lined”, etc.). Such structura l descriptions are harder to
derive and would primarily contribute to the description of regions. Statistical
descriptions offer the best features for incorporation into our general segmentat ion
procedure. There are many different textural descriptions which could be computed,
but a few simple measures are sufficient for our purposes, the segmentation
applications and some region description applications. These measures are intended to
locate regions which are untextured (i.e. homogeneous), or regions of high contrast. S

When used as symbolic descriptors of a region, these features are used in the same 5

manner as the other “color ” features. Rosenfe ld(1969) has discussed several texture
measures including the use of micro-edges. Haralick et al.(1971) describes several
measures which are used to generate a single textural description for a large area of
the image.

A common use of the textural measure in segmentation is the location of
regions which contain little textural information (i.e. smooth, homogeneous reg ions). A
homogeneous region is one where there are few points which would be selected as an

‘5
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edge point by some edge operator. Since we are interested in an indication of the
possibility of an edge at a point (i.e a micro-edge) rather than of collecting edges into 5

lines and objects , we do not need an accurate edge locator or follower.

A micro -edge should be indicated at a point where the image values are
changing (in its neighborhood), but should not be indicated in constant areas or in
areas with a cons tant intensity gradient. The following describes one (of many)
possible methods to generate micro-edges. If we look at one row (or column, or
diagonal) of the image, we can say that an edge occurs at each point where the
derivative of the intensi ty (with respect to position in the row) changes sign. Since
the actual derivative of the image values is not trivial to compute, we can approximate
it at each point by the difference between the point value and the one before it.

Difference ~~~~~~~~~~~~~~~~~~~~~~~~

Position on the Line

Figure 1 Micro-edge Computation Using Zero Crossings

In Figure 1 edges would be marked at the three point s where the difference
value crosses the zero line. In general , if all transitions are included there are zero

S crossings at far too many points: a homogeneous region does not have exact l y
constant values. Therefo re a “noise level” must be used to limit the indicated edges

S (indicated by the extra horizontal lines in the figure). The “noise level” means that ,
instead of zero crossings , we are looking for crossings of a band between +noise and
-noise. An edge is indicated whore the difference goes from above the noise level to
be low the negative of the noise level (or the reverse). (Thus the initial definition
corresponds to a noise level of zero.) With the noise level indicated in the fi gure there
would be only one edge, just to the right of center. The opera tor is applied in both

S the horizontal and vertical direction (at the same time) producing a binary image where
a point is “1” if a micro-edge is indicated at that point , and 0M if no micro-edge is
indicated. Figure 2 shows several edge images of the Urban-i image with different

S 
noise levels. The points where edges are indicated appear black in the figures. This

• does not necessarily mark all the true edges in the image (no ma tter the noise level),
• but the true edges are not the intended result. A less constrained definition of the

operator would be to mark a micro-edge when at least one of the extremes is outside
the noise range, ra ther than both. This texture operator takes about 481.6 million

S operation for the Urban-i image, or about 118 operations per pixel. It is also possible
• to generate one comp lete micro-edge file (for all roise levels) and ex tract each noise

level with a threshold operation, which is how the sequence of noise level figure was
generated.

S Other textural  measures , which also can be used for the generation of the
planning image , include the maximum value in the window and the total difference of
values in the window (Or the excursion of values). The maximum value would indicate
areas where bright points occur (possibly a single bright point which would be lost in
the mean computat ion). The minimum value in the window is a similiar operation; it
shows up dark points. The excursion image shows the areas of the image where there

5 --- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ---- —---‘--__ - - -
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S are large (or small) changes in the reduction window: high contrast areas or low
contrast areas. The maximum and minimum values are a necessary by-product of the

S computation of the excursion value. These two were used with limited success for the
SLR images where textural separations were desired. These operations take about the

S same number of operations as the reduction procedures (78.3 million for Images the
size of the house and cityscape scenes).

• Another textural measure is the var iance in the reduction window. This value
is generated along with the mean by the reduction program. We used this feature in
the matching in the color images, but not for segmentation.

5.2 The use of Features

S We selected a large group of features to describe an image so that its
description could be compared with other images of the same scene. This is covered
in detail in the nex t chapter (Chapter 6). In addition, these are the same classes of
features that would be needed in a system designed to analyze and recognize features

S 
in a single image.

5.3 Results

Feature Millions of Number of Mean Number of
Computation Operations Times Used Operations

Neighbors 2.37
Read files 0.74 22 0.034
Follow outline 1.62 22 0.074

• Relative Positions 68.53 496 0.138
Compute Center Mass 11.37 25 0.455
Extract Center Mass 6.02 674 0.009

Color (9) Average 140.98 288 0.489
Count (size) 4.52 24 0.188

S Border length 7.23 24 0.301
Shape Transforms (9) 67.73 24 2.822

• Orientation 1.39 50 0.028
Length to Width 0.08 50 0.002
Var iance 0.97 25 0.039
Save Data 5.47

S Read Data 8.19

Figure 3 Feature Extraction Times House 2

11
Figures 3, 4, and 5 show the feature extraction times for the second

house image , the firs t cityscape image, and the second Urban pier regions. None of

~he individual operations is expensive when taken alone, but when the fea ture
computation is applied to many regions, some can be expensive. The relative position

‘F.
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• Feature Millions of Number of Mean Number of
Computation Operations Times Used Operations

Neighbors 3.44
Read files 1.34 31 0.044

S Follow outline 2.06 31 0.067
Relative Positions 119.85 946 0.127

Compute Center Mass 11,95 30 0.398
S Extract Center Mass 8.74 1087 0.008

Color (9) Average 215.53 348 0.6 19
Count (size) 7.29 29 0.251

• Border length 11.28 29 0.389
Shape Transforms (9) 93.92 29 3.239
Orientation 1.78 60 0.030
Length to Width 0.09 60 0.00 1
Variance 4.33 30 0.144
Save Data 6.71
Read Data 21.89

Figure 4 Feature Extract ion Times Cityscape 1

Feature Millions of Number of Mean Number of
Computation Operations Times Used Operations

Neighbors 6.98
Read files 1.51 28 0.054

• Follow outline 5.47 28 0.195
• Relative Positions 77.63 496 0.157

Extract Center Mass 0.16 756
Color (2) Average 53.28 52 1.025
Count (size) 9.67 26 0.372
Border length 11.01 26 0.423
Shape Transforms (2) 34.57 26 1.330

• Orientation 0.05 54 0.00 1
S 

• • Length to Width 0.08 54 0.001
Save Data 3.65
Read Data 5.15 - S

Figure 5 Feature Extraction Times Urban Pier 2 Subsection

calculation (above, below, etc .) compares each reg ion in the image with all other
regions (except the regions already compared since the relation is reflexive) so that a
relatively cheap computation, the checking for relative position relations between two
regions, becomes expensive because of the many calls. Each individual relative
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position operation takes a lot of time to retrieve much of the information from the
• LEAP data base every time, and LEAP is not the most efficient storage mechanism.

The operations such as size, center of mass , and color averages all require
about the same number of operations. For these features , the expense is in looking at

I the picture points (or mask points) rather than the feature computations. Some of the
S features are generated from the results of other operators (such as P2/Area,

S fractional fill , and orientation), and, therefore , are very cheap (the time is in the
procedure overhead and several LEAP operations to extract the feature values).

-. In terms of the total time required, the expensive operations are the reduction,
color , and texture computations. Most of the initial opera tions (color etc.) and the
feature operations could be performed on much simpler (i.e. cheaper) special purpose

S (or even general purpose) processors since the limiting factor on the feature
computation speed is the time required to read through the the image rather than the
computation at each point. An excep tion to this is the relative position computation,
which could be improved by storing the position information more efficiently for this
program, instead of using the general LEAP storage facility. These feature extraction
times represent very unoptimized implementations, and do not reflect the best
attainable times. Since each single app lication of the feature extraction operators took
so little time (as shown in the column giving the mean number of operations per
application), little effor t was applied to making these operations more efficient.

S 
_

4
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• 6 Matching and Change Detection

Change detection has many uses. Among them are the following: Analysis of
S changes in objects in a scene or in the scene itself . Analysis of stereo images for

precise location and altitudes. Precise registration of images taken at different times
or from differen t sensors. Analysis of medical data to detect health changes. But
before change detection and analysis is possible, it is necessary to match images or
parts of images. This chapter explores the use of features (see Chapter 5) in matching
regions of images , and the analysis of changes in the images. We explore some of the

• problems with current systems for change detection, and propose the use of symbolic
analysis to avoid these problems.

In this chapter we will present the symbolic registration and change anal ysis
methods. We will begin with a simple examp le of symbolic matching. This example will
be used to illustrate the basic technique, and to point out some trouble spots for
correlation-base regis tration systems. We will then discuss some of the aspects of S

changes in certain features, and illustrate the extraction and use of these features in
our work. The last section will present the results of the symbolic registration
processing for the six scenes and a discussion of the time required for this final

S 
matching operation.

6.1 Matching of Regions

The above change detection problems all require a preliminary step of locating
correspondences between the parts of the image. Earlier systems used correlation
measures (or similar match measures ) to find matches for many pairs of points, and
then warped the entire picture to minimize the differences in these matching pairs. S

This matching process will fail when the area being matched is obscured in one image ,
or when the selected point is in the middle of a homogeneous region, where it will
match almost any point in the corresponding reg ion as strong iy as any other. Also,

S warping the image will not work when objects are in different relative positions in the
two images.

Our method is to find corresponding pairs of reg ions in the two images (called
r) symbolic registration) using the features discussed in Chapter 5. The selection of

which features should be used in the matching process , and the determination of which
V 1 of these features are most important for the task being considered is controlled by the

semantic knowledge. The guiding knowledge includes what the task is and which
features may or may not change.

6.1.1 Al a~~c1ting Exa mp le

We wilt first present two simple examp les of the operation of symbolic
matching. These examples will be used to show some of the problems encountered by
correlation-type registration systems. The examples will also illustrate the basic
tecl,niques used in symbolic registration to avoid these same problems. Consider the
two simple ~images N shown in Figure 1, which have the (nonobvious) features
given in Figure 2. If we assume that the task is to find the region which best
rr.atches reg ioni in image l, it is clear that reg ion6 in image2 matches reg ioni using
every available feature (location , size , length to width ratio , neighbors, color , etc.). No

-~~~~ --~~--~~~~~~~S 5 ~~~~~~~~~--S - -“ -~~~~~~~- 
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other region matches with all these features (region4 differs in color , and reg ion5
• differs in length to width ratio and size). Therefore , any method of combining feature

• matches to generate a region-to-region comparison should indicate that reg ioni and
• region6 are corresponding regions. The same holds true for matching region2: the

best match is region4, but for region3 the best match of region5 differs in the
absolute position feature. This difference is less than the differences between region3
and region4, or regino3 and region6, so the best match for region3 should be reg ion5.

U LJ~~
Image I Image 2

Figure 1 Simple Match Example Regions

color of 1 is red color of 4 is blue
color of 2 is blue color of 5 is blue
color of 3 is blue color of 6 is red
L/W of 1 is 4 L/W of 4 is 4
L/W of 2 is 4 L/W of 5 is 1
L/W of 3 is 1 L/W of 6 is 4

Image 1 Image 2

Figure 2 Simple Match Example Properties

In this first simple example a correlation-type matching program should
perform well on the left side of the image where reg ioni and reg ion2 match region6
and region4 with no relative position changes, but the position difference between
region3 and regionS could cause problems in determining any global warping
transformations. Correlation-based registration schemes should generate an area
where an object is missing at the location of reg ion3 and an area where a new object
appeared at the location of regionS rather than just indicating that reg ion3 moved
(which should be the result for symbolic reg istration). This means that correlation
registration works well under some conditions (few changes in the relative positions of

• objects) and less well under others (changes in the position of objects when compared
to other objects). But, symbolic registration programs should work under both of
these conditions.

• Consider the two images in Figure 3 (these two images are rotated ninety
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degrees with respect to each other). These two images will present more difficult
• problems for correlation matching and searching procedures. Unless an initial
• approximat ion of the relative rotations is known, the search for matching points will be

complicated. For example, the system described by Lillestrar id(1972) and Allen et
al.(1973) assumes that the orientation of the two images to be compared is
approximatel y the same. Their procedures scan across the two images computing the

• warp ing functions for each subsection of the image as the matching points are found.
With extreme rotations, the matching subsection would not be appear in the search
area unless an initial approximate rotation were known and used for an image
correction. The symbolic matching procedure would proceed the same way as before
to locate the best match. To find the best match for region2, compare its features
with the features of the regions in the second image. Region2 and region4 differ in
location and orientation features; region2 and region5 differ in location, length to width
ratio, and size (orientation is not relevant for square regions)5 region2 and region6
differ in location, orientation, and color; so region4 is the best match for region2.

[ I 
:

L] 
_ _ _ _ _ _ _

Image 1 Image 2

• Figure 3 Second Match Example Regions 
S

This last example shows that some features can be more useful tha$other
features, if the knowledge given for the task specifies which features will probably
change and which are more reliable. If, in these examp les, it is given that there may
be an orientation change or a position change, then these two features (and any

• related features ) would not be used in the matching process (or they would receive
S much less weight in combining their results with other features). In this case , reg ion2

and region4 would match using all the important features; likewise reg ioni with
region6, and region3 with reg ion5.

6.1.2 Reaion Mra ching

In a set of real images, the question is usually not whether the regions match
exactl y, using a given feature , but how close the reg ions match. When applied to the
initial matching problem (finding the corresponding regions), the question is: how welt
do the two reg ions match compared to how well the first reg ion matches other regions
in the second image using all features - both those that should not change and, to a
lesser ex tent , those that can. Once two reg ions are known to be corresponding
regions, they can be compared again, with the same procedure , to determine which
features have changed between the two images , and how much the features have
changed. We would like a general purpose program which could be used for both of

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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these operations: finding the best match, and performing a region-to-region
comparison to find changes. This procedure would produce both an indication of how

S 

well the regions matched with all the features , and an indication of how welt each
feature matched. The procedure also must be able to treat features in several

• d i f ferent  ways: that is, some as very important and constant features , some are
probably constant , and some are probably changing. Also, since the important question
is how well one region matches another region, we do not want a procedure which
generates a complete image -to-image match for alt available regions.

When looking for the quality of match between two regions (as w hen searching
• for the best match), the rating for the reg ion to region match should be a function of

all the feature to feature matches for the two regions. A first order feature to feature S

match rating is simply the difference in the feature values. But when these ratings are
combined, it is necessary to weight the differences due to different features so that
each feature has approximately the same contribution to the matching procedure. The
feature weights are selected to minimize t he effect of near misses since few feature
values can be expected to be exactly the same in different images. Some of the S

weighting values depend on the feature value of the first region, such as the size and
average color values . Figure 4 gives the current feature weights. Generally, the
feature weight is the inverse of the acceptable difference between the featu re values S

in the two images for the two regions to be considered to match reasonabl y well.
These were arrived at through some experimentation. First a wei ght was chosen, then
several matching operations were performed using this we ight. If the matches were S

good, then the weight was not changed. But if this feature caused many incorrect
matches (such as mismatches caused by minor changes in the feature value
downgrading the match rating), then the feature weight was reduced so that it would
have less effect. Rarely did we make the fea ture weights more strict.

Feature Type Inverse of Comments S

Weighting Value

Size Size_ofj irst*0.2 minimum 100 for plan, 10000 for full size S

Colors 2*~coIor from the color in the first image
Location 12 for plan, 100 for full size image
Neighbors 1
Relative Positions 1
P2/Area Value of the first*O.5
Variance 

~feature feature value from the fi rst image
Orientation 0.5 value in radians from -rtf2 to +n/2
Length to Width 0.5 value from 0 to I S

Fractional Fill Value*0.3 feature value from first image , 0 to 1

Figure 4 Feature Wei ghting Values

This gives a feature to feature match rating of:

—JV 1 1 — V2 1I * W
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where V 1~ is the value of the i11’ feature for the region in the first image, V2~ 
is the

feature value in the second image, and W~ is the feature weight. This rating function
means that an exact match has a rating of zero, and that the rating decreases as the
difference between the values of the features increases. As has been mentioned
before , depending on the scene, some features should be weighted more strongly than
others~when being used for finding corresponding regions. This can be incorporated in
the above rating function by adding another term - the strength term:

-lvi, - V2~ * W, * S1

Where S
~ 

is the strength of the ~th feature. Then the overall rating for the region-to-
region match is the sum of ail the feature to feature matches. Currently we have
three different strength factors for the feature s, but usually use only two. The
differen t strength functions we re chosen so that a poor match using an important
feature would out weigh several poor matches on the other , less important , features.
Values of 200, 100, and 10 were chosen, but only the lower two are generally used.
These matching methods can be used for features with numeric values (such as size,
absolute location, orientation, etc.).

But other properties have nonnumeric values. For examp le, the neighbor_of
feature is a relation between regions in the same image. The use of this feature in
matching must be somewhat different than the use of the numeric features. It is
defined as follows: If Region_i in the first image has a neighbor Reg ion_X, and
Region_X is known to be the corresponding region f or Region_V in the second image ,
and Region_V is a neighbor of Regiori_2, t hen Region_i and Region_2 match with the
neighbor_of feature. An alternative way to express this is in SAIL:

for ccd~ V swch thai region_in_next e (neighbor • region_ I)  6ind Y do
if neighbor e V region_2 than itjs_a_match

cisc no..~match_yet;

in this program segment, the regions match if the procedure it_is_a_match is executed
(at least Once) and fail to match if only no_match _yet is executed. But if neither
routine is called, then no judgment can be made, since none of the neighbors of
region_i have yet been matched. The other relations between reg ions such as above,
below, to_left, and to_right are treated in the same way. If the two regions match
with these features , then the rating will be zero. If they fail to match , then the rating
will be minus the strength value. And, if no judgment is possible it will be minus half
the weighting value. (In this last case , it does not matter since no judgment will be
made for any pairs checked in the searc h for a corresponding region.)

6.1.3 Sy m bolic Rcg i~tra t ion

The above region matching procedure can be used to determine the quality of
a match between reg ion, or the quality of a match between each feature. This S

procedure is used in the symbolic registration procedure to find the best matching •
S_

5

region from a set of potential matching regions.

The symbolic reg istration procedure is given the following: a reg ion to find the
corresponding reg ion, a list of reg ions (i.e. the second image), several (three) lists of
features with each list indicating which features are to be used with different weights ,

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ S S S
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and the current “best ’ rating. The program matches the given region with each
region in the list using all of the features in the several feature lists. The program
stores the best matching region that is encountered, and this reg ion is considered the
corresponding region. We also keep track of the second best match which is found, so
that we can compare it with the best match to see what features were used to
distinguish the best match from the second best. The current best match rating
parameter is used to terminate the feature comparison in a reg ion to reg ion n~atch if
the match rating falls below this value, since this particular region to region match will
never be the best. Since we are locating the second best match , this value should be
the current second best match value.

• This registration process is mostly automat ic. The selection of which features
will be given which strengths is based on the expected changes in the images. The
user may either select a region and ask the sys tem to produce the best match , or may
allow the system to find the best match for each of the regions either in order of
segmentation or in order of size. The normal use of the registration procedure is to
use it to lacate the corresponding region for a specific user selected region.

The results of using this procedure are given in the last section of this chapter.
Appendix 6 gives detailed results for applying this matching procedure on many of
the ma tching regions. Some contain errors. Most are correct matches. These listings
give the contributions of each feature to each match , and the mean and standard
deviation of the contributions of each feature for all the best matches in that pair of

S 
images. This same summary for the second best matches is also included.

6.2 Change Detection

The uses of change detection mentioned in the introduction all require the
analysis of changes in some feature value. For examp le, the detection of changes in
medical data usually requires locating objects in one image which were not in the other
image. Registration of different images requires the computation of accurate S

differences in the location of Objects in the two images. The analysis of stereo images
is similar: finding the location difference for corresponding reg ions. The analysis of
two images in order to find changes in objects in the scene is best done by matching
the regions and finding which features changed between the two images.

6.2.1 Kin ds of Cf?rzn gas

Since we are concerned with changes in features , we will next study what
kinds of changes are possible in the several features.

6.2.1.1 Size

Changes in size occur because of distortions introduced by changes in the
camera positions, or by changes in the relative posit ions of two reg ions causing one to
obscure the other (caused by object or camera movement), or by actual growth (Or
shrinkage) in the object , or , possibly, by differences in the segmentation of the two
images.

The size is greatly altered by changes in the distance of the observer from the 
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scene (or object), but if the camera positions are not extremely different, most of if -
larger (smaller) regions in one image will match the larger (smaller) regions in the
other image. The effects of a different observer distance can be minimized by
adjusting the computed values of the sizes of regions in one image to account for this
distance change. This adjustment process is valid only for sets of images where it is
given that there is no perspective difference between the two images. When the size
adjustment factor is not known, then the size changes from a computed match can be

S used as an approximation of this factor. S

In the urban scene the regions in the first image are larger than the
corresponding regions in the second image. When two reg ions are matched without
using size as an important feature , then the difference in size of these two reg ions are
used to adjust the values of the size feature of the regions in the second image for
the future matches. Size can then be used as one of the important features. In the
urban scene we matched the regions marked UMK (Figure 4.60 and 4.61) without using
size as an important feature. The size of region “FYi” in the first image is 1.484 times

• the size of region “M” in the second image. This size adjustment factor is used for all
future matches between the urban-i and urban-2 images.

Another size change example is the pair of LA NDSAT images , one task is to
determine the change in the size of the snow areas. The change due to satellite
positions (altitudes) is minimal and the major change is due to the melting. The large
middle snow region in the LANDSAT -1 image (“G” in Figure 4.51) is matched with the
corresponding snow region in the LANDSAT-2 image (“G” in Figure 4.52) even though
the sizes differ greatly (both are the largest region in their respective images). The
region in the first image (taken in late May) has 627045 points, and in the second

S 
image (taken in early June) it has 354184 points.

The cityscape images are affected by size changes due to different amounts of
occlusion of objects, with few size changes due to changes in the objects (the pictures S
were taken within minutes of each other).

6.2.1.2 Shape

Shape changes are caused by the same factors that cause changes in size, e.g.
camera and object movement, growth, and segmentat ion differences. In some sets of

S images the camera positions are known to be approximatel y the same , and therefore
changes in shape will be due to changes in the objects. Shape can then be used as a

- S feature in matching. In the two LANDSAT images (the segmentation given in
Figure 4.51 and 4.52), the shape (as given by P2/Area , fractional fill , and length to
width ratio) of the snow regions changes due to melting, but the shape of other

S 

regions (such as the lakes) remains about the same. For the largest snow region
another shape feature, the orientation, does not change significantly.

The rural scene (Figure 4.55,4.56, and 4.57) has orientation changes. The
orientation change also means that the regions which are on the edge of the image will
be altered in size and shape. It would be possible to use the computed orientation
changes to adjust orientation , location , etc in the future matches, but this was not used
beyond the adjustment of the orientation. S

- -~~~~~~~ ~~~~~
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6.2.1.3 Location

Location changes are caused by the same factors as size changes. But there
are additional factors involved in location changes. In oblique views (such as the
house and cityscape scene), objects in the scene have different relative positions as
the observer position changes. These relative positions changes are due to the
different distance from the object to the observer (i.e. a parallax shift). These changes
are used to calculate depths from stereo views. Location changes are also caused by
actual movement of objects in the scene.

If the location differences are uniform throughout the image (e.g. in the SLR
scene; the urban after scale differences are removed; the LANDSAT scene
approximatel y) then the location difference computed for one pair of matching reg ions S

(Or several pairs) can be used in future region matches in the same way as size
differences are used. (Note however that these differences are additive, and size
differences are multiplicative.)

In the SLR scene (Figure 4.53 and 4.54) the location difference from good
matches of homogeneous regions (those labeled “C”) can be used to adjust the
locations of future matches. This allows absolute location to be used in the later
matches which means that the regions labeled “A” and “B” can be indic~ated as matching
regions.

6.2.1.4 Color and Texture

Color and texture changes can be caused by actual changes in the scene (such
as changes in crops), or by li ghting differences (a different time of day means that the
sun angle will be different and thus shadows will be different ) , or by sensor or film
effects (quality control). A lso, no matter how much control is exercised the two views
of the same scene will always have minor differences in spectral values. Correlation
based change detection systems produce an indication of changes in the spectral
values (i.e. color), but these systems require further analysis to deduce that these
changes are changes in a region of the image rather than many “random” points. The
house and cityscape images had some small diffe rerces in the color propert ies of the
various regions. But these differences were not significant enough to affect the
matching procedure.

6.2.1.5 Quantity

Changes in quantity are a slightly different problem , since the number of
occurrences of an object (or type of object) must be determined before changes in the
number are computed. This is the basic task required for the urban scene: find the
changes in the number of “ships ” between the two images.

As an approximation , we selected a few samp le reg ions in the two images to
serve as “ships”, “water ”, and “piers ” in an ad hoc image to use for matching. The two

• “real” images were the matched with this ad hoc image to locate reg ions which would
match to “ships ”. The reg ions labeled “5” in the two segmented images (Figures 5 and
6) were matched to the “ship” regions (“S2” means matched to the “two adjacent ship”
region). 6y counting the number of regions matched to “shi ps ” it is possible to
determine the change in the number of “shi ps ” in the scene (9 in the first and 21 in
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the second). Note that the matching procedure matches some partial “ships” as “ships”
since other likely matches are too different.

6.3 Results

This section will present the symbolic registration results for the six scenes
and a discussion of what features were used in the matching. We will also discuss
errors in the matching and the contribution of various features to the matching. The
symbolic registration is performed by finding the ~ match for a region in the first
image among all the reg ions in the second image. This match may receive a very low
rating, but the best one is accepted. Therefore regions which have no corresponding
reg ion may be matched to some unsuspecting region. Each scene will be presented by
outline drawings showing the corresponding reg ions found in the two regions. The
matching pair will be labeled with the same letter or symbol in the two images .
Generall y, the times for the matching operation is significantly less than the time for
any of the previous processing, and is dependent on the number of features and the
number of regions that must be checked for a match.

Figures 7 and 8 show the matching results for the house scene . The first
figure gives the matches from the first house image to the second and the second
fi gure gives the matches from the second image to the first. In this scene the matches

S in both directions produce the same results; this is not always true, but it is an
indicator of a good match. All the “obvious” regions are correctl y matched.

S Figure 9 shows the matching results for the cityscape scene. This gives the
results for a match from the first image to the second. The large buildings, the park ,
and portions of the hill matched well. Some of the gray buildings in the upper right
matched correctly and some did not , but these were not segmented consistentl y and
are all similiar. This cityscape scene has an example of a change in the relative
position of regions. The regions labeled “F” and “G” moved to the left with respect to
the foreground objects , since these regions represent objects which are farther away
from the observer. The proper matching reg ions were located for both of these

• regions. The proper match for region “G” was located even though most of the object
is out of the second image. 

-

S Figure 10 shows the corresponding LANDSAT regions. The lakes and one snow
region are all that were matched. The lake above the snow area in the first image was
covered by clouds when the second image was taken so that it is missing. This lake
was matched to the smal ler lake below the snow reg ion, but the rating is very poor:
—1493 compared with -12 for the proper match between the small lakes. The lake on
the lower left had a match rating of -177 due to the different size caused by the lake
being on the edge of the image (this was the poorest rating among the other lake
matches).

Figure 11 gives the matches for the nontextured regions in the SLR scene. The
other reg ions are very vague , and it is unclear what any other matching reg ions in
these images would mean.

For the rural scene , we have six sets of matching results , image one with image
S three , three w ith one, two with three , etc. (Figures 12 through 17). The larger 
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untextured regions all matched properly (labeled “A”, “B”, etc.). The bright reg ions
near the center matched in most of the images (“2”, ‘Y”, etc.), and the bright regions in
the lower right (houses) matched well in the last two images (“5”, “R”, “Q”, etc.).

Figure 18 gives a summary of the times required for several of the
ma tching operations f or this scene. The times are the result of combining four of the
six matching operations into one total. This shows that the tota l time for the matching
procedure itself is very small when compared with the time for any of the other
operations (such as the extraction of featur es) .

S Operation Millions of Number of Mean Number of
Operat ions Times Used Operations

Read The Data File 55.53 8 6.941
Wri te The Data File 48.72 8 6.090

Region to Image Match 119.77 85 1.409

Region to Region Match
Overhead 22.87 4514 0.005
Actual Match 96.59 4514 0.021

Feature to Feature Match 73.69 47333 0.0016

Figure 18 Match Times for Rural Scene

Figure 19 shows the full urban scene matching (only the bright regions we re
segmented). The correspondence between the reg ions marked “1” was used to limit
the top of the pier area. The match of the regions marked ‘B” was used to indicate
the bottom and left edge of the pier area. The results of the pier area matching we re
given in the previous sec tion and indicated that 9 ships were located in the first image

• 
~nd 21 in the second. The actual count appears to be 7 (plus 3 or 4 much smaller
ones) in the first image and 17 in the second. The errors are caused by two factors:
some single objects are sp lit info two regions, and a few non-ships are identified as
ships for one reason or another. In the first image, one single ship was identified as a
pa ir of ships because it was merged with one of the much smaller ships , and par t of
the ship was not segmented because it had a much different intensity and no micro- S
edges. These two factors caused the length to width ratio to be more simi liar to the
pair of ships than to a single ship. A small sect ion of water was also identified as a
ship, and a small piece of a ship at the top of the image was not segmented. The
wa t er region resem bled a ship using length to width ratio , number of micro-edges , or

• intensity. Finally, a large block of water was indicated as a ship mostl y because of t he

intensity and number of micro-edges. The size criterion should have eliminated it , but
size was not used in this matching because it would introduce other errors in the
smaller wa ter and pier reg ions. In the second image , the errors are caused primarily
by single objects being broken into two regions. Additionall y, two pier sec tions are
identified as ships and one small portion of a ship was not segmented. Two small
(adjacent ) ships were segmented as one reg ion, but included some of the surrounding
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S - area and were indicated as a pair of ships (which is correct , but not for the right

S - reasons).

Detailed results of changes in many of the corresponding regions will be given
in Appendix 7. We will show the same type of results as are presented in
Appendix 6 for matching results. The results will show the matching results for
corresponding regions with all features at the same strength, and an indication of the

S 
• changes which cause large differences in the matching results.

.
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7 Summary and Conclusions

In this final chapter we will first offer a summary of the entire thesis and
restate the primary results. We will then present the primary contributions of this
thesis with a short description of each. The next sec tion wilt be devoted to areas for

• - future research.

7.1 Summary

This thesis describes research toward the development of a general image
understanding system. Our system is directed toward the problem of the comparison
of pairs of different images of the same scene to generate descrip tions of the changes
in the scene. Unlike earlier work in the change anal ysis area , we perf orm all the
matching and change analysis at a symbolic level rather than a signal level. To
faci litate this symbolic analysis over a wide variet y of images , advances in several
other areas of image analysis are also required. These areas are: segmentation
techniques to generate the basic units used in the symbolic analysis , feature analysis
to generate the symbolic description of the regions and image, use of knowledge to
guide the segmentation and symbolic reg istration procedures , and lastly change
analysis itself. We applied this procedure on several diverse scenes (house, cityscape ,
satellite images , aerial images , and radar images), each of which included a task
description and a predefined set of knowledge elements , and have shown how several
different tasks can be performed with a general change analysis system.

7.1.1 Su.mnwry of the Tasks

The scenes which we analyze (see Chapter 3 for a more comp lete descri ption)
are: a simple house scene, a cityscape scene, a LAN1)S~ 1TI (satellite ) scene showing
snow cover changes, a 

~~~~ 
(side looking radar ) scene , an aerial rura l scene , and an

aerial urban or industrial scene. The first two scenes have three initial spectral inputs,
the LANDSAT scene has four , and the other three have only one (intensity of radar
signal or visible light). The tasks are: Perform simp le symbolic reg istration for the
house scene. Perform symbolic registration in a more textured scene w ith changes in
the relative position of objects using the cityscape scene. Perform the analysis of a
differen t spect ral domain (radar) and symbolic reg istration with the SLR scene.
Perform symbolic reg istration in the presence of rotations in the aerial rural scene.
Perform symbolic registration and the analysis of the area of snow cover in the
LANDSAT snow cover scene. And, finally, using knowledge guided segmentation , -

determine the change in the number of certa in objects in the urban or industrial scene.

• 7.1.2 SogInc.nto- 1i07z

Chapter 4 presented the complete segmentation operations. We will give the
high points here. Our work on segmentation is an extensio n of the histogram guided
region splitting technique developed by Ohlander(1975). This method was ori ginally
developed for use on color images. Basically the procedure sp lits a reg ion into
subregions thresholding one of the spectral inputs. The threshold is se lected by the
analysis of the histograms of the values for all pixels in the reg ion (One histogram for
each spectra l input). The thres hold values are selected as the upper and lower
bounds of the “best separated” peak which appears in the set of histograms. There
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• are two problems in the use of this technique for the segmentation of our set of
images. First, the segmentation method is much too slow for processing a large set of
images in a reasonably short time. Second, the segmentation technique was developed
for multi-spectral images and could not be expected to work as welt on the

• monochromatic images.

Planning: The first problem is solved by the introduction of “planning.” By
planning, we mean the generation of an approximation for the final segmentation using
a reduced version of the image and the use of this approximation as a plan to more S

efficiently derive the true segmentation of the image. Ohlander gave a time of about
ten hours for the segmentation of a color image with 0.5 million pixels (nine parameter
for each pixel, each parameter represented by about eight bits). This time would be
reduced to about five hours, if run now, because of modifications to many of the
programs which he used (for example see Appendix 2 on modifications to the
smoothing procedure). The use of planning reduces the total time to less than one half
an hour (including the reduction time), or about one order of magnitude. There is also
overhead involved in the manipulation of large images which is not reflected in these
times. We present the segmentation times in hours rather than the number of
operations which was used elsewhere in this thesis to enable the comparison with the

• times for Ohlander ’s segmentation. Both of these segmentation systems were run on
the same computer system, so that the times are comparable.

Monochromatic Irne~es: The segmentation of monochromatic images required
additional alterations to the initial segmentation method. The original segmentation

• method was based on the hope that if one feature can not provide a reasonab le split
of the reg ion, then, perhaps, another color paramete r will. For example if two reg ions
have the same intensity but are different colors , then the intensity parameter alone
could not be used for segmentat ion, but another color parameter (possibly hue or Q)
will. When the procedure is presented with only one spectral input, there is no other
color parameter to turn to when there is only one peak in the histogram. The large
monochromatic images also contained many small different objects which caused the
histogram to have only one peak since the range of intensities for each reg ion S

overlapped the ranges of intensit y for other object.

We can introduce additional spectral-like fea tures by the use of simple textural
operators designed to show specific features such as homogeneous reg ions, or high

• - contrast areas. We introduced a feature , the number of micro -edges in the reduction
window, to indicate general homogeneous regions. A homogeneous region is one with

• few micro -edges so that these reg ions can be extracted by using a threshold of zero
edges in the plan image. The points where the few edges occur will appear as small
holes in the segmented region and are eliminated by the smoothing process. This
threshold could not be applied directl y to the initial micro -edge image (it is a binary
image). The individual micro -edges would appear as small holes (a few points) in the
thresholded image and would be swa llowed up in the homogeneous region by the
refining and ext raction procedures. The smooth regions generated by the plan limit
the area where this threshold is app lied so that only a small number of edge points
are swallowed up. The regions wh~ch are extracted are more sensitive to noise in the
image, especiall y noise in one part of the image such as scratches. This feature is not
generally useful for the extraction of exact regions, but proved useful for the
extraction of general homogeneous regions.
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Another textural measure is the excursion of values in the reduction window
• (maximum in the window minus minimum in the window). This measure is applied to the

SLR scene to distinguish between the high contrast areas and the low contrast areas.
This textural measure generated large general regions which correspond to the
general textured areas. These were the only textural operators which were used in
the segmentation of images.

Many other operators are possible , and for easy incorporation in a general
segmentation method the operators should produce image like values for alt points in
the image. There are many possible textural operators , but we did not want to turn S

this thesis into an exploration of all possible texture operators. We do not want to
S judge the quality of other textural operators , but would be wilting to incorporate

L others into this system.
• 

S We also used the computation of histograms for portions of the image rather
than for the entire image. This was intended to approach a solution to the problem of
many small similar regions. The use of partitions means that the number of separate
objects which contribute to one histogram is reduced. If the partitioning of the image
is extended as far as possible, at some point there will be Only two distinct regions (or
possibly one) to contribute to the histogram. At this point the threshold for
segmentation would be obvious. Going to these extremes should not be necessary.
We implemented a division of the image into only four or nine partitions.

Evaluation c’i. Segmentation: When these alterations , textural measures and
partial histograms , are coupled with the extended use of knowledge, it is possible to
generate the reg ions necessary for performing the tasks for our monochromatic
scenes. In a system which is meant to perform some task, the best measure for the
quality of the segmentation is whether the segmentation is “good enough” to perform
the task , such as are all the important regions extracted , arid are these regions
accurate enough to perform the task. Within the frame work of the tasks presented
here, the segmentation process is sufficient. We are unable to analyze changes in
small objects (i.e. only a few points) because this segmentation technique can not
reliably separate these regions. Other segmentation problems arise in areas with

• many small irregular regions such as the area which includes the window of the house
images. The small regions may be grouped into a few larger irregular reg ions, or no
regions may be segmented because each individual region is too small to be accepted.
The same problem would occur when the textural elements are large enough to appear
in the plan image , but too small to be accepted by the plan generation.

Much of t he segmentation procedure is now automated. The default criteria
peak selection process is automated , so that the segmentation of the house and
cityscape scenes was automatic. The special case peak se lection procedures are not
yet automated , such as forcing the procedure to find the bright peak , and the selection
of homogeneous regions as reg ions wi th no edges. These selection criteria are used in
special cases , but could be defined in a general pupose peak selection knowledge S

source, and the actual choice of criteria would be guided by outside knowledge or by 
S

the available data. When a high priority peak is composed of a few points (e .g. a few
bright points) this peak will be selected every time since there is currentl y no way to
force the selection procedure to ignore the high priority peak after discovering that it
will segment no reg ions.

_ _ _  

•



• Summary and Conclusions 143

Most of the operations used in the segmentation procedures are amenable to
implementation with special purpose processors. The use of special purpose
processors to implement specific algorithms would be necessary if this (Or any other
image processing) were to be used on a large body of images, but such algorithms are
currently tentative and experimenta l so that there is no need to expend the effort to
build such processors at this time.

7.1.3 Fca -eu.re Extraction

There are at leas t two very different techniques to give a symbolic
5~

5 
S representation of an image. One is a three-dimensional description of the objects in

the scene such as representing all objects by a set of simple three-dimensional
objects. This representation did not appear to be feasible to derive from general
multi ple views, and did rio t appear to be very useabte for change analysis. We decided
that the symbolic description would be composed of a set of regions which would be• those generated by the segmentation procedure, and a set of features for each reg ion

S describing various properties of the region. We group the features into classes
similiar to those used by human beings performing the same sort of tasks. These
feature classes include size, shape, color (including texture), location, arid patterns.
The exact feature measures were designed to capture various aspects of these feature
classes. We computed the region size, absolute position of the center of mass , the
position relative to other regions (above , below , etc.), adjacenc ies , average of color
values or textural values , orientat ion, orientation independent length to width ratio , the
fraction of the minimum bounding rectang le filled by the region, and the
perinieter 2/area designed to indicate irregular reg ions. These are not all the feature
measures which might be necessary for other tasks , and results should be more
reliable when more features are available.

The methods for the computation of these features were not optimized and
thus the computation times which are presented in Chapter 5 do riot indicate the best

S 
attainable. The computation effort for some features is insignificant since these• features are derived f rc ;n other values (such as the length to width ratio , the
orientation, fractional fill, perimeter 2/area). The expensive operations were the ones

• S performed on all the points in the region, where most of the expense was in looking at
the reg ion points rather than computing feature values. The expensive features
included: the color averages (mostly because they are used so of ten rather than being

S individually expensive), boundary computations (though it is less expensive than color
averages since fewer points are accessed), orientation transformation computations
(since they use the boundary computation), the initial color and texture

• transformations , and the relative position computati ons (which are expensive only
because of the machine impfementat ion). Like the segmentation operations , the
expensive feature computations are amenable to imp lementation on special processors.
The major descr iptive feature which we did not study is the extensive use of textural
measures.

7.1.4 Symbolic R~~ i~cro t ion and CI,an gc /1nrz 1y.d~

The earlier systems for change an?l ys is relied on correla t ion guided matching S

to locate corresponding point pairs and used the location differences of these point
pairs either for transforming one image so that it is aligned with the other , or for S

depth anal ysis of stereo images. The ali gned images are subtracted , producing a third

_ _ _  — 5 - 5-
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difference image. This difference image must then be anal yzed to determine where the
changes occurred, and what type of changes occurred. Special purpose systems have
been built to perform these tasks , so that these apparently expensive operations are
performed quickly. Change analysis systems which are intended to operate on
uncontrolled image pairs (i.e. not stereo pairs) encounter several problems. The

S 
addition of more color parameter s makes the problem more comp lex since the extra
spectral inputs must be processed just like the initial input instead of simplify ing the
processing. Major changes in the point of view of the observer (especiall y in oblique

• views) 411 cause objects to change position with respect to each other and can cause
inaccurate matches when those matches depend on intensity values in a neighborhood
and are difficult (if possible) to account for in a global warping of the image. These

• systems used a “rubber sheet ” warping so that points adjacent in one image are
assumed to be adjacent in the other image. A new object in the scene can cause
errors in matching, but such changes would usuall y be indicated as large differences in
the difference image.

We present symbolic matching as an alternative matching technique to eliminate
the problems encountered by earlier signal based change analysis methods. The
addition of extra spectral inputs makes the segmentation processing easier and more
reliable, and, if the desired reg ions are large enough, the use of planning means that
the segmentation times will not be adversel y affected by the addition of more inputs.
Also, the addition of color parameters means that the matching procedures will have
more features to use in the matchtng, this should also improve the reliability of the
symbolic registration. Since the matching for one region does not necessaril y depend
on the intensity values in the image adjacent to the reg ion being matched , the change
in the relative position of objects should not reduce the chances of a correct match.

S We use many different features of the reg ion including the adjacency and relative
position relations , but the knowledge about the scene can specify that the relative
position or adjacency relations will change~ thus indicating that these features are riot
used for the symbolic reg istrat ion. New objects are indicated by reg ions in the second
image which had no corresponding reg ion in the first image , and missing objects by
regions which fail to match with any reg ion. Finally, the change results produced by a
signal based change analysis system are in the form of another image and must then

S be processed again to determine what changes have occurred. The symbolic change
analysis system describes the changes as changes in the features of reg ions (or
changes in the number of occurrences of an object ) . Thus there is no need for
extensive processing of the resulting image to~ discover the kinds of changes, since
these changes are given directl y from the symbolic analysis.

Symbolic Registration: We developed a procedure which will determine a
match rating for two regions in two different images. This rating procedure
incorporates the differences between all available features of the regions. If the
match is exact (e.g. matching a reg ion with itself ) then the rating wilt be zero , and as
the ma tch worsens , the rating decreases. The knowledge sources can indicate that
certain features will change and thus should not be used in the matching procedure .
For example , when the task descri ption indicates that there are rotation differences
betwcen the two images, the matching procedure ws ll not use the rotation dependent
features such as the absolute position , the or ientati on, reg ions above , reg ions below ,
etc. Rather than eliminate the use of these features altogether , we introduce d if f erent
strengths for features which should remain constant and features which will cha -’ge.
The strengths are selected so that a bad match in one feature that should remain
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constant w ill have more impact than several bad matches in features which may
• change. This region to region match procedure is used in the symbolic reg istration

procedure to find the best available match. To find the region in the second image
which corresponds to a reg ion in the first image, the symbolic registration procedure

S matches each possible pair of regions to find the best match. This best match is
considered to be the corresponding region. Even if a region does not have a
corresponding region in the other image, some reg ion will be selected as the
corresponding reg ion. This region wilt he the most similiar region, but these two
regions should have differences in features which should remain constant. Also,

S another region in the first image should correspond to the same region in the second
S image. This matching procedure has been applied to the six sets of images. We

generated about a dozen sets of symbolic matching results (because we can match the
second image to the first image in addition to matching the first image to the second

• image we can genera te more sets of matching results than we have scenes).

Change Analysis: For some images we are given (through the image
description) the fact that there is a scale change between images (as in the urban—
industrial scene). The amount of the scale change is not given by the knowledge
elements , but it can be computed from the size differences found in earl y matches.
This scale change is used to adjust the size measures for regions in later matches.
Since these is a scale difference between the two images , the absolute size arid
location features will change and can not be used as constant features in the matching
operation. But with the use of the computed scale differe nce, the size feature can be
used as if it is a constant feature. This use of the change results derived from the
initial symbolic matching procedure can also be applied to the absolute location and
orientation features , in addition to the size feature. These adjustments can apply onty
w hen the changes are uniform throughout the image, which is not the case when there
are perspective changes as in oblique views. But such adjustments are possible to use
in most aerial images. 

S

Evaluation: Symbolic registration can be evaluated only by asking if all
• corresponding pairs are located correctly. The symbolic reg istration procedure

performed very wel l when the regions were segmented consistentl y, but made some 
S

errors when the segme ntat ions were very different. In all but the first two scenes
(i.e. the SLR, rural, urban, and LANDSAT scenes), only a partial segmentat ion is
generated so that it is not expected that all reg ions in one image wi ll have a
corresponding reg ion in the second image. The lack of a corresponding reg ion does
not necessarily indicate that the region is missing, but may indicate that the region has
differen t spectral characteristics. The house, cityscape , and pier subsection were all
completel y segmented and thus we can judge the matching for these scenes. The
corresponding regions in the house scene were located very well since they are all
large and well defined. The cit yscape anal ysis made some errors matching part of a
group of buildings. All the buildings in the group are the same color and the
segmentation was not exactl y the same in the tw~ images , but it is very difficult to
determine where one building ends and the next one beg fris. Probabl y these regions •

would be more meaningful if they we re merged into a single silver-gray building. The
cityscape also illustrated that symbolic matching could locate the corresponding •

regions in the presence of change in the relative posi tion of objects . The pier
subsec tion was used for the analys is of the changes in the number of “ship” reg ions in
the two images. To perform this task we genera ted a pseudo—image containing a
representative ship, pier , water , and shadow reg ion. We then matched the two pier . 

S 

S 

-:
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area segmentations with this pseudo-image to determine which reg ions are “ships.”
Some of the “ships” were incorrectly segmented: they were broken into two regions,
or only half of the region was segmented and the other half was merged with other
regions (such as the piers or water). But the ship regions which were segmented
were matched to a ship region. In the first subsection some errors occurred. The
water regions were not as smooth and thus the average intensity and number of
micro -edges in some of the water areas resembled the ship parameters more than the

S water parameters. In the second subimage errors were also caused by the matching
of small parts of piers to ships because of the number of micro-edges in these pier
regions. This was an attempt to extend the matching procedure into a rudimentary

S 
“recognition” procedure to compute the number of occurrences of a type of region
feature.

• The symbolic registration and change analysis processing is relatively fast
when compared with all the other processing. This processing is best suited for
Implementation on general purpose computers rather than special purpose processors.

7.2 Contributions

In the previous section, the summary, we have mentioned several areas:
segmentation , feature extraction , symbolic reg istration , and change anal ysis. In this
section we will attempt to characterize specific contributions of this thesis in each of
these areas.

7.2.1 Sogm-enta i i.on

We adopted an existing segmentation procedure which had already proved to
be useable on many different types of scenes. This method had two major problems: it
was too slow and it was designed for multi -spectra ? images. We introduce the use of

• planning to make the segmentation faster , which resulted in a spee d-up factor of ten.
To use the procedure on multi-spectral images , we incorporated two simple textural
operators into the planning system and added the use of knowledge in the peak

• selec tion processing. The use of knowledge was necessary to force the peak selection
to find a specific peak rather than the “best” peak. These modifications made it
possible to acquire the partial segmentations required for our tasks. U is difficult to
evaluate the quality of segmentation of natural images , other than to ask if the
segmentation produces the regions necessary for the performance of the current task.
It is rather difficult to accuratel y hand segment the regions in an image , so that this is
not practical to use as a comparison. In this respect , the segmentation is adequate , but
not perfect.

7.2.2 F oasu r ~~ S

The features which we have used are all taken from the literature. The exac t
implementation of some of the features may be novel, but this is not important. The
importance rests in the use of a feature based descri ption system in a change analysis
system . This system is not dependent on the particular features which are
imp lemented; the incorporation of new features is straight forward for new
researchers .

:2 fl_S — S S~~~ _____~_ S 5 __ ____S_ —S S 5_ S~ ~~~~~~~~~~~~ S
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7.2.3 Symbolic Regiitratio n

We developed a feature based reg ion comparison procedure to determine “how
well” two regions matched and used this procedure to locate the corresponding region 

S

pairs for the segmented regions in a diverse set of scenes. Symbolic matching is
designed to eliminate many of the problems encountered by signal-based matching.
Changes in the relative position of regions do not adversely affect the symbolic
matching, since the location features are only a small subset of the features used for
matc hing. The addition of more spectral inputs simplifies the matching procedure
rather than complicates it.

We not only matched regions, but we used certain differences between S
corresponding regions for later reg ion matches. The size and location adjustment
factors were necessary for some of the symbolic reg istrat ion operations using the
urban-industrial scene. And, the location differences were required for most of the
matches in the SLR scene.

7.2.4 Ch€znge anal yth

Two e~amp)es of change analysis are presented. The first is just the
differcn..~ in the size of corresponding regions, for example the difference in the snow
cover for a particular area. The second example shows that symbolic analysis can
produce results as a symbolic description rather than as an image which must be
further processed. For example, the results are simply the location and number of
“ship” regions in two images.

7.2.5 Sunt;n-ary

We intended this work as a general change analysis system rather than as a S
system for the solution of a specific problem. However , if a system is intended to be
the solution of a specific problem using a well defined set of data , then it is clear that
the system can include many special purpose techniques. This work is not proposing
symbolic analysis as the solution of every “simp le” well defined problem.

7.3 Future Research

This section will present several areas of future research in symbolic analysis
of changes and other possible applications of this work.

7.,~.l Seg mcutctio1z

The evaluation of a segmentation of a natural scene is difficult. There is no S

easy way to generate an accurate hand segmentation (in a reasonable time), so that S

the hand segmentation could be compared with the machine segmentation. The best S

current evaluation method is to determine if the segmentation is sufficient for the task ,
but this will become more difficult as tasks become less well defined .

The segmentation method produced some “ragged ” reg ions , and, with the use of
texture operators , some very general reg ions. Reg ions of this type should be refined
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so that they correspond more closely with the real world objects. After the region in
the plan image is expanded to the full size image, the refinement could be the
application of the segmentation procedure to eliminate the “tails ” on the histogram
peaks, rather than the application of a single threshold. This should produce cleaner

S reg ion boundaries.

Sometimes a single objec t is broken into two separate regions. Perhaps a
feature based region merging system could be applied to the segmented image to
merge sinilliar adjacent regions. There should be differences between the adjacent

S 
reg ions (or else they would not have been split apart) , but the reg ions could be joined
if the merging processor could “explain” the differences. Explainations would include

S shadows, or image flaws such as scratches.

We only touched briefly on the use of texture in segmentation and feature
analysis. Texture is very important for human analysis of scenes and can lend much to
change analysis. There is already a large body of work on textu re analysis for
classification of regions, but we can not yet judge the usefulness of this work with
respect to its use in a general change analysis system.

7.3.2 Symbolic Repr es ’iitations

We presented only a few features , but many more are needed of ef fect ive
analysis of a larger set of scenes. Many more features are available from texture
analysis , but there are also other size features (such as the largest , the horizontal
extent , etc.), location features (such as location of extremes ), and shape features which
could be added.

7.3.3 Symbolic Change /J n a l ysis

Overall work is needed in the incorporation of more outside knowledge in the
change analysis procedure. These additions include the more automatic selection of
the features based on the knowledge of what can change based on the the observer

- I induced changes.

Change analysis would also be improved by advancements in the segme ntation
procedure. If the change analysis procedures are presented with perfect
segmentations then they should work correctly.

This change analysis system is not limited to the comparison of two images.
With the addition of more features we could incorporate the computation of changes
through a sequence of images , by using the change results for the firs t to the second
to ~ nerate expected changes for the second to the third. The processing would then
confirm the changes and generate any new changes.

The system could also be used for the comparison of an image with a feature
based representation of a world model, such as a map, to update the world model.
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7.4 Conclusion

This thesis has been a preliminary effort in the use of symbolic techni ques forS change analysis. The results of this thesis indicate that symbolic anal ysis offers thebest chance for the analysis of a large class of images by a general change analysissystem, but there still remains much work before a truely general complete system isbuilt. As systems are built for more detailed results , they will need to incorporatemore and more task specific knowledge in the segmentation, both in the choice offea tures, and also in the matching procedures. Symbolic techniques, of the typeS described here , offer the best choice for the incorporation of this know ledge andsuccess in computer change analysis of natural scenes.

-4
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9 Glossary

Feature: Symbolic descriptor of an object or region.

Histogram: The plot of the number of occurrences of all possible values; a frequency
distribution.

4 Image: Digital representation of a scene in one or more spectral bands.

- Mask: Binary image showing a reg ion which represents an object or objects. S

Minimum Bounding Rectang le: (MBR) The rectangular subwindow that minimally contains S

S the regions.

Object: A distinct part of the scene. S

Pixel: Picture element , also called pel or point.

Plan: The form of something to be done.

Region: A group of points in an image, corresponding to an object , part of an object , or
a collection of objects in the scene.

Scene: The “real ” world, represented by one or more digital images.

Segmentation: Division of an image into discrete regions with similiar properties.

S Smooth: Low pass filter operation.

S 
Template: Mask used to describe expected shape of an object.

Threshold: A cutoff value; lower and upper bounds; level slicing.

Window: Neighborhood of a certain size.

1
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Appendix A Normalized Correlation Computation

We have mentioned the expense involved in the computation of correlation
S values. The correlation match rating between two points is the normalized cross

correlation of the points in the neighborhoods of the two points. The normalized cross
correlation of two sets of N elements (X and Y) is defined as:

S cov(X,Y)

S 

a-x*a.Y

—X *7

SQRT((Z(X1
2)/N-R 2)*(~(Y~

2)/N-Y 2))

~(X 1Y1)—N~g *7)

SQRT((Z(X~
2)-N*R 2)s(~ (Y 12)-NtV 2))

Program segmen t for a general cross-correlation operation:

S for if— i step 1 until N do
be gin S

S ytot*-ytot+y[i]
xtotf-xtot+x[i)

S sumy2~-sumy2+y[i)*y[i]
sumx2f-sumx2+x[i)~x[ii
sumpf-sump+X[i]*y(i];
end;

corval _(sump_xtot*ytot*N)/SQRT((sumX2 XtOt *XtOt *N)*(5UmY2_YtOt*Y tot*N)) S

Note: the summation for X alone can be done once for each search, but this is still very
expensive to apply to many points in the image. This computat ion produces the
correlation match for two points. To find the best match in a second image for a point
in the first image, this procedure must be app lied between the point in the first image

S (i.e. X) and many points in the second image (i.e. Y).

&

- 5 5 5
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Appendix B Use of Smoothing

S In the segmentation chapter (Chapter 4) we mentioned the use of “smoothing ”
to enlarge a binary mask and for the elimination of holes in regions by enlarging and
shrinking the mask. This Appendix presents the general method and describes a
procedure to reduce the computation effort when the smooth window size is grea ter

S 
than two by two.

- Generally speaking, smoothing is considered to be rep lacing a point in an image
(or anywhere else) with a value whic h depends on the surrounding values; for examp le
an average. The following program segment illustrates a possible implementation of a
smoothing operator which averages the “window ” by “window ” neighborhood of points
in the image (array) PlC and stores the results in NewPIC:

for i+--windowZ2 step 1 until window~2 do
for j f--window~2 step 1 until windowl.2 do

value~value+PIC[i +pi,j .ipj)
NewPIC[pi,pj)~(value/w indow ‘)+0.5;

In this program segment Z denotes integer division. This computes the average of the
values in the window around PIC(p i,pj) and stores this result in NewPJC[pi ,pjj . This
implementation is stra ight forward , and shows what is being done, but is extremely
slow. The “0.5” added in the final Une of the program is used to round the result since
this program is in SAIL on a POP-b , and stor ing the real (floating point) result of the
division into an integer value truncates the number to the integer part of the number.
A final comment on this program is that it is valid only for odd window sizes, and for
points away from the edge of the image.

Observe: for binary images , if the “0.5” rounding factor is rep laced by a
variable, then the smooth operator can be used to set a pixel to “1” depending on the
number of “1” pixels in its neighborhood. For example , if the rounding fac tor is S
1/window 2, then a point will be set to “1” only when there is at most one pixel in the
neighborhood with a value of “0”. When it is (window 2-1)/window 2, then pixels will be
set to “1” if there are one or more pixels with a value of “1” in the neighborhood.

This procedure is a robust one. It is a general purpose smoothing (low pass
filter ) program when the rounding factor is 0.5, and is usable for special processing of
binary images.

The above implemen tation is several orders of magnitude too slow for general
use , but there is a s t r a i ght foreword procedure to obtain a substantial  speed-up.
Figure 1 illustrates what the variables in the description correspond to . “A” is the
point above lhe current point (“B”). The neighborhood of “A” includes the large square
around “A” and “B” plus  “TOP”. The neighborhood of “B” is the large square plus

“Bottom”. “IR” and “BR” are included in “TOP” and “Bottom ” respectivel y. Thus: S

Sum for B Sum for A - TOP + Bottom
and :~

(TOP - Bottom) = (Last _TOP - Last Bottom ) (BR - BL)-(TR - TL)

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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TOP ITR

.A
1 ..B

1: f Bottom IBR
5 ,

Figure 1 The Faster Smooth Operation

S Where Last _TOP and Last _Bottom were TOP and Bottom computed for the previous
point. Therefore , the two nested loops in the above program segment can be replaced

S by two simple statements:

- adjust~ lastad j ust - BL + BR + TL - TR;
value*-Value_for _A + adjust;

S This computation method is not valid for the first row and column that are computed.
S Further the sum for one complete row must be stored. No one would consider using

the first program segment for smoothing (at least not more than once), but would
usual l y only compute the s rn for the column of the window that is added relative to
the window for the last point.

This same procedure is also used for the Ohlander busy -nonbusy computation
I (which computes the sum of the number of points set to “1” in the neighborhood).

Here do not divide by the window size , or add any rounding factor (i.e. divide by one
and add zero). 

S S ~~~~~~~~~~~~~~~~~~~ 5 J
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Appendix C Timing Information S

In earlier chapters we have mentioned the cost of various image processing
operations in terms of the number of basic operations. This appendix gives the

S number of operations necessary for an “ideal” implementation of the processing step.
The columns give the cost in terms of the number of loops whose overhead is included,
the number of basic operations (e.g. an arithmetic operation), and the number of
references to primary and secondary memory to reference and save the picture
points.

- 
Operations per p ixe l MPr i mary MSecondary

Operation l oop OPS reference9 references
YJO OHS (Color Transforms )

S total 1 51 9 9
V 6 1 1
I 6 1 1
0 6 1 1
Densi ty 5 1 1
Hue 12 1 1
Sat 6 1 1
Other 1 10 3 3

Texture Computation
Zero Crossings 1 45 1 1
Edge Operator 1 40 1 1

Norma lize 1 5 2 2

Translation 1 2 2 2

Segmentation operations:
Histogram 1 6 1 1
Wi th Mask 1 8 2 2

S Threshold 1 4 1 1
W i t h  Mask 1 6 2 2

Smoothing 1 13 6 2

Select Connected
Reg io ns 1 20 3 3

Note: When a mask on a portion of the pi c t u r e  is used (generally of a size of less than S

one half of the entire pic ture) the fi gures are for points that are “1” in the mask.
Points that are “0” require fewer operations. The times given here are for ideal
imp lementa tions on a general purpose compute r and do not necessaril y reflect the
times for a part icular machine. Some general purpose mac hines wil l require many more
instructions , while special purpose image processing machines will perform one of
these operations on a set of pixels as a sing le ins truction.

~

S

~

- - ~~~~SJ
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Appendix 0 Border Follow Routine

We have mentioned the use of a border following procedure for the S
computation of the neighbor relation. This procedure is also used for the extraction of
connected regions, and the generation of outline drawings of the segmented reg ions.
This procedure will follow the outline of an eight connected region. -

internal int ogor procedure bo rder (in to ger st n r t _ i,ste r tj ,inpu t _p ictur . ,ou ttine _buf f.r;
r.f.r.nc, into ~cr i~nin,imax ,jenin ,jm~x ; in teg er reg ’o n_number);

beg in “bordo ~f oflow
in te~or array ne#g hbor s (O 7];
in te gor regnum ,rn,nex t ,Lj, sie rt ,tern p,i_inciex ,j_ir~Iex ,nump t ,of fa. tJ ,of fsef j;
i. .ata rj i; j4 .s t ertj ; ! ini t ial startin g values;
off e. t _ii-is ub st ( ’ npu t _pic iure)—i,ubst (ou t li r*_buffe r); I of fse t ,  bet ween 11* p ic tur. buffer;
o f fs e t _j4-Js ubei (input _pic iur e)—j subs t(o utline buffer ); I end the outlin , buffer ;
s ta rt.-n ur np t .-O;
for m,-O thru 7 do S

beg in “ load 1”
i_index+. i-s.<case m of (O,— 1 ,—1 ,— 1 ,0, 1, 1,1)),
j_ind~x4.j .(cas. m of ( 1, 1,0,— i ,— ) — 1,0, 1));
if 1 5 i_index S Maxi mu rn l and 1 ~ j _index S Maximum.. )

t hen no,g hbors (m). .getpn f (i _ inde x,j_ind. x,inpu t j ,ictu r,)
.l~, ne~ghbors [m)...O; 

S
end “toadi”;

for nex t~-0 step I wh it. next <8 A nerg hbor a (nex t) do; find th . first neut hbor;
if nex %~ 7 then r.tur n(0); I bad s tartin g point - no “1” p ix els ;
for nex l~-n.xt.1 thr u 7 do if r,erg hbor o( nexlj then done;
if nex t —B A - neig hbor s[ n.xI~.O] then rot urn(- 1); I a sin g le poin t reg ion; S

wh ,). true do
S beg in “loop ”

S temp. .(nex t .st e r l) mod 8;
i.- i ..(cas. t emp of (O ,— l ,— l ,—1 ,0, I , 1,1)); I go to th. next po int in lb. boun dary.
j +.j ,(case temp of ( 3 , 1,0,-) ,—l ,— 1 ,0, 1)).

hero ie where the vnrio uo o~iic,no nrc oddt.d, s uc h es calcu lations based on outline coordirates ; 
S

S putpn t(ie of fset _iJ ’.of fa. tj ,reg ion_nura bor ,ou tl ir ,s_buffer); S

nump f -nump t .l; I nunèer of point s alo ng the boun da ry;
if i<imin th en imin,- i e m s  it i>imax then ime x4..i; I save the !imit~ of the outline; S

j<jmin then jns~n.-j a b s  if j .j rv’o x then j rm~ix~..j;

if i..ster I_i ~ncl j.i~tr,rlj  t hen rotu rn(nu mpt) ; I finished w ith the peri met er ,
et e rt i- i f  (temp LAND 1)

th en if (ternpi-t .mp-3 )<O ther, 8.tomp ole. tomp
a loe if (temp4.temp-2).r O then Bi.tomp ot~ temp;

nox t’ O; S
S for m4.0 thr u 7 do I se lect th. next bou ndary point;;

beg in
temp4- (m~s ta r t )  mod 8; 5
i_ ind~x ,..i.(case temp of (0,— i ,—l ,— 1 ,O, 1, 1,1)); 

S
j _irxlex. . j ..(case temp of (1 ,1,0,— ) ,— 1 ,— 1 ,0, 1)),
if I S i_index s Maxim um! and 1 5 j_indcx S MaximumJ

then if (nr. ig hbo rs (m] ’-getpn l( i_ind. içj _ind.x ,inpu t _pic t ur.) ) A next. O then r*xl.- m
e lse

ales notg hbo rs (m]~-O;
end ;

end “loop ” ; S

end “bor d erf al low ”;

_  -
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S Appendix E Processing Example

This appendix presents a description of all the processing which is required to
generate the final results for the change anal ysis task of the pier subsection of the
urban-industrial scene.

To review~ These images are given in Figure 3.13 for the f irst image and
Figure 3.14 for the second image. The images have about four million pixels of eight
bits each, containing the intensity value only. The images were taken at d;fferent
times (weeks or months apart) and at a different time of day causing changes in
objects and in shadows. The first image is at a larger scale than the second and the

S top left corners of the two images do not correspond to the same point , so that there
are observer induced changes in the size and position of objects. The images have
been aligned so that there is no rotation difference between them. The task comes in
two parts: the symbolic registration of brig ht regions in the full image, and the
detection of the change in the number of ships in the pier area.

The processing steps are:
1. Segmentation of the bri ght regions in the two images
2. Extraction of features
3. Symbolic reg istrat ion of a few reg ions 

S

4. Symbolic reg istration of all reg ions using changes derived from step 3
5. Selection of the reg ions in image I to determine the pier subsection , and

the extraction of this area in both images
6. Generation of the textural operator s for the pier subsection
7. Refinement of the pier subsections with reg ions from a first segmentation

5 8. Complete segmentation of the remaining pier subsection
9. Extraction of features for the segmented images
10. Selection of representative reg ions for the computation of the number of

occurrences feature
11. Matching of both images with the pseudo image
12. Counting the results

These steps will be explained in the following subsections.

E.1 Segment the Bright Regions

The task description and knowledge indicated that the bri ght reg ions are to be
used in the later processing so that these reg ions must be extracted. The details of S
this segmentation we re given in the subsection on partitioning in Chapter 4. Because
the images contained so many simi liar reg ions , the bri ght peak is hidden in the
histogram of the full s ize image. Partitioning the image into nine equal subi rnages
causes a bright peak to appear in several of the subimages . The th reshold of 190 to
255 was used for the first image arid 220 to 255 for the second. The current peak
selection program can not be forced to take a spec ific peak so the selection of the
peak is done r-’~nually, hut the bounds on the s &e ct ed peak ~re given automatica l l y.
These segmenhtioris were generated w ith the plan using a reduction factor of eight ,
and the expanded results are given in Fi gures 1 and 2. Some of the reg ions in these
segmentations are very irregular in  shape , these w e r e  probabl y the reg ions which S

filled the vafley between the peak for the brig ht reg ions arid the average reg ions.
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Information files are generated automaticall y by the segmentation operations , and are
used throughout the processing.

E.2 Extract the Features

S 
The features of every segmented region are extracted by the same program

whic h will be used for matching. When the program is used for matching it will use the
prev iously computed values and wil l not recompute the feature values. The feature
va lue for all possible features are computed. An example of an impossible feature is
re d for the monochromatic image. These are not the only features which could be
computed; just the ones which we had implemented. These featur e values are stored

S in the information files for future use by the matching routines.

E.3 Initial Symbolic Registration

The symbolic regis tration procedure is first applied on only a few reg ions. The
larger regions are best to use since the chances for a match , without the exac t size
an d locat ion , are better . We select a reg ion fr om the first image and have the
procedure find its corresponding reg ion in the second image. When a few
corresponding reg ions are located , we use the scale difference s and absolu te location
changes to calculate the size and location adjustments for the comp lete symbolic
matching. All the computed features are used in this matching step except that the
locati on and size features are given lower strength s in the matching procedure
because they will change. The intensity differences in the image could probabl y be
handled in a similiar way, but that was not included in the system at this time.

This is a very important step to insure that future matches are accurate. If an
improper match is located at this step then all future matches will probabl y be
incorrec t. The size and location differences of these few matches will be used in the
later matches to adjust the size and location measures , thus making size and absolute
location “constan t” features where they will contri bute greatly to the matching
operation. Without this adjustment , many of the corresponding reg ions would not be
correctl y located.

E.4 Complete Symbolic Registration

Using the adjusted location and size measures as constant features , the
sym bolic registration is applied to the segmented reg ions. Since the segmentation was

S only a partial segmen tation (only the bri ghtes t reg ions), we app lie d the symbolic
reg i s t ra t i on  on ly to reg ions which did have a corresponding reg ion in the second
image. For each application of the symbolic reg is tration , we selec ted a region from
image one and had the program locate the best match in the second image. Figure 3
gives the corresponding reg ions.

E.5 Selection of the Pier Area

Since the task description specif ied the anal ysis of a subportion of the image , -~~
we implemented a knowledge source to ext r a c t  a subsection of two images. The

S bounds of the subsection in the firs t image are given in terms of the reg ions which -

specify the extremes. The second subsection is derived from the f irst by u s i n g  the

L _ _ _ _ _  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 55 ~~~~~~~~~~~~~ S . - ~~ S~ 55 ~~~~~~~~~~~~~~~~~~~~
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regions in the second image corresponding to the reg ions used in the firs t image.
Therefore , we must select (i.e. use the outside knowledge to indicate) which reg i ons

are to limit the subsect ion. The definition of the location of the subsection of the
image which is desired is used to guide the manua l selection of the exact reg ions (in
the firs t image). This could be automated by m a n u a ll y indica ting an area in the first
image and automatically locating the reg ions which best define this area or a superset
of the area. In the correspondi ng reg ion figure, the reg ion marked “T was used for
the top, “B” was used f or both the bottom and the left extremes , and the right side is
t he right edge of the image.

S 
E.6 Compute the Textural Features

We computed a micro-edge image and an excursion reduced image for both of
the pier subsections. See the texture computation sect ion of Chapter 5 for a more
comp le te discussion of these operators. The noise levels for the micro-edge
computation are 15 for the first image and 18 for the second. The noise level is
higher in the second image because it is a higher contras t image. The exact  choice of S

the noise levt. J (i.e. using 15 rather than 13 or 17) is done manuall y, but the results S

are changed very litt le if the noise level is changed by 1 or 2 in either direction. S

These images are 8 bits per pixel so that there is more leeway in the choice of noise
levels t han in 6 bit images. The reduced edges per window image and the reduced
intensity image must also be generated since we wi ll be performing the segmentation S

w ith planning. In this examp le we used a reduc tion by tour.

E.7 Refinement of Pier Sections

We derived and implemen ted a model for the exact pier ~~ea : it contains

reg ions represen ting wa ter , piers surrounded by wa ter , ships , and possibl y s hadows .
The water , piers , and ships are bounded on the left by the  “land” area. The land area
is removed from the image before the segmentation is attempte d , so that it does not
interfere with the segmentation. The removal of the land requires a set of clearl y
segmen ted regions such as water , shadows , or piers to locate the ri ght mos t extremes
of the land. This is done by the following: given this list of reg ions , set the left limits
of the pier a rea as a line connecting the left limits of all the reg ions in the list. This S

line is really a collection of strai ght line segments connecting the extremes of the
reg ions from the top to the bottom of the image. In the f irst image the shadows (of
the ships and piers) were used and in the second image the water  reg ions were used. S
The final selection of the reg ions is manual , after the f irs t segmen tation has generated
some reg ions , and the ex tract ion is automatic given the list of reg ions. This is a very
impor tan t step in the processing of these images. Much of the “land ’ area “looks like ”
a “ship” reg ion in tern is of the number of edges per area , and intensity which are to
be used for segmentation. Th” “ships ” and the “land” are also adjacent so t hat they
would tend to be segme nted as one region. 

S

E.8 Complete Segmentat ion

Perform the seg mentat ion process on the two remaining pier suh~ecti oris. The
s e S ~~~”~

rS at i o n  of the second image is straight forward : ships contain lots of micro— S

ed: ,es, and the piers do not. There is a~~ an intensity d if ference be tween the two.
The f i rs t  image presents some problems since the “water ” in the lower part of the

IS~



_ _  ~T i 1~~~T~ ~~~~~~~~~~~~~~~~~~~~~~~~~ 
S 

-

E Processing Example 166

image also contains many micro-edges (due to waves ), and is thus a different average
intensity than expected. This causes the water to sometimes blend in with the shi ps.
But, a strai ght forward application of the segmentation procedure generates all the
regions. Some “ships ” are  split into two regions and pairs of “sh ips ’~ are segmente d as
one reg ion, but the segmentation is good enough to use. These final segmentations a-e
given in Figures 4 and 5.

E.9 Extract the Features

The feature extract ion procedure is the same as used in the bright reg ion
feature extrac tions. Except , in this case neighbors exis t , and they did not in the
orig inal segmentation. Also , since the micro-edge image is used, the edges per window
can be computed .

E.1O Pseudo Image

The task statement indicates that we must compute the number of occurrences 
S

of a certain t ype of object. We have no recognition procedure available to classify the
reg ions, so we generated a pseudo image to use in  the matching procedure. Figure 6
shows the reg ions which are to be used, Some of these regions are from the first
image and some are from the second so that the location of the individual reg ions is
not important. This pseudo image is a model of which objects can appear in the scene.
This model is constructed with a representative reg ion for all the possible types of S

reg ions: “pier ,, “water ,” “shadow ,” and “shi p.” Since the “shi p” regi ons covered a wide
range of values , we also included a “sh ip” pair reg ion, and a long “ship.’ The pseudoS image was constructed from regions segmented in the two images , by hand with no
analysis used to pick the “most” representative region.

E. 11 Match the Images

All the reg ions in the two images are matched with the pseudo image. Some
features are impossible to use, such as the absolute position , and re la t ive posi t ions.

S The remaining features include: orientation , height to wid th ratio , color (including the
number of micro-edges in a window) , neig hbors , size , frac tional fi l l , and
perime ter 2/area . The ma tching results are indicated in Figures 7 and 8, ‘S” means  a

S ship, °S2” is two ships , “W” is w a f e r , “P” is pier , and “l~-4 ” is shadow.

E.12 Counting Regions and Evaluation

By hand we count the number of regions identified as “ships ” in the two
images. We get 11 ships in the f i rs t  image and and 21 in the second. The ac tual count
appears to be 7 (plus 3 or 4 much smaller ones) in the f i rs t  image and 17 in the
second. The erro rs are caused by two fac tors :  some sing le objects are sp lit into t w o
reg ions , and a few non-ships are identif ied as ships for one reason or another. In the
firs t image one single ship was identified as a pair of s hips because it was merged . 

S

with one of the much smaller ships and part of the ship was not segmented w t h  the S 
-

res t because it had a much di f fcre nt  intensity and no micro~cd ges . These two fac tors
caused t he lenglh to width rat e to be more simil iar to the pair of ~~H ps t han to a .

~
s ing le s hip. A small section of wat e r and a section of a pier  wc re a!~e ident i f ied as S
ships. Both of these reg ions ~e:r~mbled ships us ing l eng th to width ratio , number of
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micr o-edges , or intensity. Finally, a large block of wate r was indicated as a ship
mostly because of the intensit y and number of micro-ed ges. The use of size in
matching these reg ions could possibly have eliminated this reg ion as a ship, but t he
use of size would introduce other errors in the identification of other water regions or
pier reg ions. In the second image, the errors are caused primaril y by single objec ts
being broken into two regions. Additionally, two pier sections are identified as ships S

and one small portion of a ship was not segmented. Two small (adjacent ) ships were
S segmented as one region, but included some of the surrounding area and were

S indicated as a pair of ships (which is correct , but not really for the right reasons).
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Appendix F Matching Results

This appendix will present the results of matching several reg ions from each of
the scenes. For each scene we will present a set of corresponding regions with
listings giving the contribution to the match rating for each of the features that were
used. We will also give the mean and standard deviation of the match rating for the
best match that was located (for all reg ions in the scene) and the same for the second
best match. These two sets of numbers are given as an indicator of which features
were important for all the reg ions in the image. We will also indicate the strengths

,5 5 which were applied to the features in the summary of the matching for the scene. A
match rating of 0.0 indicates a perfect match (i.e. no differences between the reg ions).
The rating of 0.0 for neighbors and relative position means that the reg ions matched
using these features . For neighbors , it could also mean that there were no neighbors
for the reg ion being matched. The features are presented in the same order as they
are computed by the machine. The features which are expected to remain constant ,
the strongest features , are presented first followed by the features which may change ,
the less strong features.

The HOUSE scene matching from image 1 to image 2.

Mat chirij for Region F’~ Matching for Region 6’
Size -97800000 Size -22 5300000
Color -342 6464000 Color -221524 16100
I location -34.5000000 I lotat ion -36.5000020
J Locat ion -9.1999969 J Location 30.7999990
P2/Area -370892330 P2/Area - 12.1112560
Neighbors .0000000 Neigl-bora 50000000
Orientntion -572462040 Orientation -127095410
Pelai ivo Position .0000000 Relaj iv. Pos it ion 0000000
Length to W idth —11 .1677210 Length to W idth -5.2967796
Frac t ion a l Fill -17.8591000 Fraction al Fill .836862030
Match s cor o : -519 . 4886600 Matc h score : —424 8753900

Matching for Reg ion i.1 Matehi r~g for Reg ion A
Size -3.7300000 Size -1003107400

S S Color -2572022600 Color -2g7 .774g 500

•~S S I Location -32.1000020 1 loc atio n -18. 4000020
S J Loc at ion -22 0000000 .1 Location -26.2999990

P2/Ar ea -12.5576780 P2/A rea -44 .27650 30
S Neig hbors .0000000 Neighbors .0000000

Orient at ion 0000000 Orientation —18.75986 3 0
Retai ivv Pog it oi, .0000000 Relaii~’o Position .0000000
t.erg ih t~ Width -77273598 Length to Width -7 .9633023
Frac t ional Fill —3 1.2783 280 Fractional Fill -66.8738250
Match aco ro : -366.5962200 Match score: -580 6596800

~
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Stativil ic~ Sun~nary Best Match fo r House Scene
S Feature Mean SldvS 

Size -34.3885950 332336830
S Color -221.7073300 136.1910900

I location —42 .3375020 129814200
J Location -18.2687500 138040630

S P2/Ar .a -45.4469740 43.2472150
S Neighbors -6.2500000 242061460

Orientation -44 .1049450 40 3305720
Rel at ive Po s it ion .0000000 .0000000
Leng th to W idth -34.473 1270 161513830

S 
Frac tional F~U -85.3697020 69.8006400

Match -5121489200 144.1054600

Stnti~ tics Summary Secorxl Best Match for Hou~e Scene

Feature Mean Stdv
Size -104.5731800 165.1729000
Color -270.1108700 1704291300
I location -87.6461530 54 8099320
J Location -165.3846200 1070603100
P2/Ar .a -7 1.9028890 79.5340560
Neighbors -384615380 48 6504260
Orier ifat ,on -49.6579920 49.6805540
R.lativo Position .0000000 .0000000
length to Widt h -41.3859890 30.3387650
Fractional Fill -2229435800 144 .6 580400

S Match -1042.0668000 373.2167000

The house matching used all features with the same strength (the middle
strength: 100). The nine color features (red, green , blue, density, hue, saturat ion , Y, I
and 0) are the primary source of the low total match score. These color features
matched almost as well for the second best matches (i.e. the wall areas have the same
color properties so that these match as well for the second best match as fo r the best
match). The shape and location features contributed the most to the selection of the
correct match over the second best match.

S The CITYSCAPE scene matching for image 1 to 2.

Matchi ng for Reg ion A ’  Reg ion for Reg ion 8
Size -165.3300000 Siz e -688681760

S 
Color -128 2613500 Color -14.2949880
I Location -104000020 1 location -2 .0999985
J locat ion -131.6000000 J Loca ti on -24 9000000
P2/Ar ea -174 4339300 P2/Are a -1473116700
Neighbors .0000000 Neighbors .0000000
Orientation -53301620 Orientation - 1 3  1646610
Retalivci Posit ion 0000000 Relative Po~ ilion 0000000
leng th to W idth -26.9853900 Leng th to W idth -184006230
Fract i on a l Fill -176 .1321900 Frac t iona L FlU -4 59 115070
Match s co re -8 18. 4730200 Match s core -332 9516200

~~~~~~~~~~~~~~~ S- S S 
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Matchi ng fo r Region “Q~ Matching for Reg ion ~F
Size -8.3900000 Size -45.3200000
Color -85.8519930 Color -408.3855200
I location -37.1000000 I Location -13.6000020
J Loca tion -2.3000031 J Location -936000020
P2/Ar ea -68.0003970 P2/Ar.. -27.0875240
Neighbors .0000000 . Neighbor s .0000000
Or ient ation - 10.6830410 Ori .ri t o ti o n -238.1794200
Relal iur i Position .0000000 Pelati v o Position .0000000
lengt h to Width -146863860 Length to Width -42.68150 30

S 
Fract ion al Fill -29.5162720 Fractional Fill -400.4948700

S Match scor e: -256.5290900 Match acer.: -1269.3488000

Stat is t ic s Summary Best Match for Cityscape Scene
Fea t ure Mean St dv

S Size -75.3357540 68 .2402880
Color -126.1703900 106.4454900

S I Location -28.5047630 26.63466 30
J Location -33.9380970 34.3095070
P2/Area -67 .2637510 55 .0590450
Neighbore -28.5714290 45 1753950
Orientation -52.3 166390 61 .1797910
Relative Position .0000000 .0000000
length to Width -32.436 1080 23 .5747520
Fractiona l Fill -126.9055400 95 .3435350

Match -57 1.4424700 238.96 24900

Statistics Summary Second Best Match for Cit yscape Scer ~e
Feature Mean Sldv
Size -117.9726700 106.8303900
Color -274.5621700 213.9505000
I Location -91.9333350 71 .4724930
.1 Location -106.3476200 81.6396580
P2/Area -78.4391270 40.5079460
Neighbor s -23.8095240 4259177 10
Orientation -62.4560520 75 .7932040
Relative Posit ion .0000000 .0000000

S Leng th to Width -26.3227800 23.009 1390
Fractional Fill -257 .3681700 397.7447500

Match -1039.2104000 518.5977300

The cityscape also used all the available features at the same strengths. S

Region “F” moves to ~he left with respect to the other reg ions in the image so that the
matching for the J location is lower. The match for this region was not very good, but

S it was the best available match. Size , color and position provided the best
S 

differentiation with the second best matches.

S..-’
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The LANDSAT scene matching results for image 1 to 2.

Matching for Reg ion “A” Matchi ng for Reg ion “ B”
S Size -1 7601245 Size -22.9787500

I Location -138541870 1 Location -22.9459230
J Location -13.9665110 .1 Locat ion -8.6821089
P2/A rea -17.2155220 P2/Are a -4.1593509
Neighbors .0000000 Neighbors .0000000
Orientat ion -57014599 Orientation -5 .2198796
Relative Position .0000000 Pelativo Position .0000000

S leng th to WKIth -2.875100 1 Length t~ Width -10.2830400
Fractional Fill -8.5236 168 Fractional Fill —102. 1346500
Match score -63.8965220 Match score -176.4037000

‘

S 
Matching for Region “C’ Matching for Reg ion D”
Size .0000000 Size -.08995 41
I location -.0245972 1 Location -20444031
.1 Location -.6405792 J location -.666656 5
P2/Area -46169637 P2/Area - 1.2948230
Neighbors .0000000 Neighbors .0000000
Orientation -.3972000 Orientation -2.897 7603
Relative Position .0000000 Relative Position .0000000
Leng t h to Width -1.8653203 Length to Widlh -.742540 1
Fractional Fill —6 .0832943 Fractional Fill —4. 1045582
Match score - 136279550 Match score -11.8406950

Matchi ng for Reg ion E” Matchi ng for Reg ion “C”
Size -.1248207 Size -222.6387000

S I Location -12.6033170 1 location -24 .6552430
J location —15.9620330 J Location -10.1603700
P2/Area -1.9656205 P2/Area -g5.3620490
Neighbors .0000000 Neighbors .0000000
Orientat ion —11.23 87400 Or iento lio n —8.84 17816
Relative Position .0000000 Relat ive Position .0000000
leng th to Width -2.1496801 Length to Width - 154305420
Fractional Fill — 10.0914540 Fract iona l Fill - 1450512600
Match score —54. 1348650 Match sco re -522.1399500

S S ta t i s t ic s  Summary Best Match for ISANOSAT Sca ns
Feature Mean Stdv
S ize -35.4274720 768240620
I Location -714245820 144.1344300

S J Location -1426348500 328 9805300
P2/Area -27.6992470 355838790
Neighbors .0000000 .0000000
Orien ta tion -8.1080639 6.7299419
Relative Posit ion .0000000 .0000000
Length to Width -84077299 8.7104111
Fractional Fill -39.7900 170 54.2789580

Match -3335519600 501.540700 0

-J
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Sta t i s t i cs  Summary Second Best  Match for LJLNOSAT Scene
Feature Mean Stdv
Size -121.3912100 171.3832900
I Lo cation -250.5458500 274 3067900

S .1 location -283.5227800 352.7298300
P2/Are a -109.7119600 52.3837630
Neighbors .0000000 .0000000
Orientation -123.1217200 77.5954260

S 
Relative Posit ion -14 .2857140 34.9027110
Length to Width -35.7855570 24.6940290

S 
Fractional Fill -2 17.3908900 94.03216 10

Match -1155 .7557000 554.0008500

For the LANDSAT scene the matches for the correct reg ions were all very
good. The one region not given here (“F”) was mentioned in Chapter 6 as being
matc hed to an incorrect region since there was no correct match possible. The snow
reg ion (“G ’) also has a low match rating, but this is due to the great change in the size
of the reg ions , and the resulting shape and location changes . Al l of the  features were
used at the same strengths. Color was not used as a feature since it was specifically
used in the segmentation process to select dark or bri ght regions. Size distinguishes
the snow and lake regions as well as color does. The location was the most valuable
feature in the matching of these regions, especially since they are all in a constant
position with respect to each other .

F The SLR scene matching for image I to image 2.

Mri(ching for Region A Matching for Region F”
Sire -421.0225800 Size -42.3886270

S I location -135 356(31300 1 location -274.7080700
J Location -101 6395800 J location -45.9476270
P2/A rea -1830772700 P2/Area -5 .5 262225
Neighbcr~, .0000000 Neighbors .0000000
Orient ation -4.2557373 Orientation -53 8893590
Relative Position .0000000 Relative Position .0000000

S 
Leng th t o Width -52.1 186600 Length to Width -1 4643211
Fractional Fill -280.1908 100 Fractional Fill -254345970
Color -2.9460264 Color -.5063285
Match score: -1180. 6077000 Match score -4498551300

Matching for Region B” Matching for Reg ion “E”
S St ~ e -24 1.644 8400 Size -8.6065234

I Location -82 8993030 1 location -153521730
J Loc atiun —396789260 .2 Locati on -6.0457397

S P2/Area -31 2576040 P2/Are a -23.0626020
Neig hbors .0000000 Neighbors .0000000
Orientat ion -33777008 Orientat ion -522720800
Relat ive  Pogition .0000000 PeIat iv~ Posit ion .0000000
Length tn Width -67.1741600 Leng th t o Width -5.478340 1
Fractional Fill -160.4823000 Fract io nal  Fill —13 .0905 160
Color -5.0000000 Color -20588236
Mat ch ecoro -531 5150100 Match score -126.8667000

5 5 5 5 5 5 5 5 -S SSS S S~~~~~~~~~~ S S~~~~~~~~~ S S ~
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Matching for Reg ion “C
S Size -.0000006

S I Location -.2741394
.2 Loca t ion —.7147675

S P2/Area -22.8144140
S Neighbors .0000000

Orientatio n .0000000
S Relative Position .0000000
5 leng t h to Width -5.0841797

Fractional Fill -3.0839002
Color -2.8 160920
Match s core -35.6874940

Stat ist ics Summary Best Match for SIR Scene
Feature Mean Stdv
Size -1035517100 1499527100

S I Locat ion — 87 .1394840 96.2091770
.2 Location -34.2455310 34.4955330

S P2/Area -64.6986730 65.1396250
Neighbors .0000000 .0000000
Orientat ion —27 .2991290 248142710
Relative Posit ion .0000000 .0000000
Leng t h to W id th -299410100 26.3539000
Fractiona l Fill —86.80 152 70 101.1324100
Color -2.3542285 1. 4994 873

Mat ch -436.0311900 374 2558600

Stat is t ics  Sum m ery Second Rest Match for SIR Scene
Feature Mean Std v
Size - 1204503900 159.1646000

S I Location -251.1913500 231.07n9300
J location -2934598500 18€ ~C ~3200
P2/Area -68.6820400 51.476 5780
Neighboro .0000000 .0000000
Orientntio n -47.4598220 47 . 7593780
Relative Poeitio n .0000000 .0000000
Length to Width -55.2706970 22.5380680

k . Fractional Fill -95.9982940 97.2952800
Color -1 9422436 1.832 1452

Match -9344545000 402.5304900

The SLR matching used all but the color at the normal streng th. Color was
used as a va riable feature (i.e. at a lower strength ) s~nce the intens ity of the two

r 

images is very different . Location was the most important featu re t or distingu ish ing
betwc’en the correct and incorrect matches. Region “C” was used as the original natch
to determ ine the location differences between the reg ions in the image. This means
that the runway reg ions (e.g. ‘A ’) match best even thoug h there are major d if fe ~er.:c’s
in the size of the reg ion. The orientation also played an important in the matches for
this scene.

5 . 5 . 5 - 555- S. _
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The RURAL scene matching for image 2 to 3.

Matching for Region A” Matching for Region W
Size -19.7494980 Size -1.1800000
C~lor -21.8216220 C~lor -18.6048510
P /Ar.. -12.9768590 p tAr.. -35.8504200
Neighbor. .0000000 Neighbor. .0000000
Length to Width -.2828002 Length to Width -2.8739200
I Location -.7900000 3 Location -9.6200008
J Locat ion -20.1700000 J Location -10.2700000
Orienta tion -4.2629900 Orienletion - 1.5095444
Relative Position .0000000 Relative Position .0000000
Fractional Fill -1.3166285 Frsction.l Fill -5.5321140

4 Match icon : -81.1703980 Match ice,.: -85.4408500

Matching for Region “V Matching for Region S
Size -.4800000 S,z. -.1700000
9101 -3.7500000 Color -30.2325580
P /Ar.a -6.1597204 P2/Are. -1.3160899
Neighbors .0000000 Neighbor. .0000000
Length to Width -1.5052394 Length to Width -10.7532990
I Location -11.7100010 I Location -13.0000000
J Location -10.6900000 J Location -4.2500000
Ori.nfntion —4.4164562 Oni.ntstion -2.6876140
Relative Position .0000000 . Relative Position .0000000
Fractional Fill -2.35294)0 Fractional Fill -1.7819705
Match acoro: —41.0643570 Match score: -64.1915320

Statiatics Summary Sect Match for Rur.l Scene
Feature Mean Stdv
Size -45.2715820 89.3841870
Color -19.5820310 27.2795930
P2/Area -23.68928 10 23.8833830
Nei~hbore .0000000 .0000000
Length to Width -10.7747260 10.9052340
I Location -1a9888460 12.9805880
J Location -7.9146155 7.6748485
Onientotion -7.2947964 7.5940 160
Relative Po.ilion .0000000 .0000000
Fractional Fill . -7.0943727 7.6343394

Match -135.6202500 129.8113100

Statistics Summary Second But  Match for Run.l Scene
Foatur. Moan Stdv
Size -69.3681940 129.7705400
CQIor -41.3515020 42.9294250
P’/Ar.a -31.5566370 34 2044010
Neighbors .0000000 .0000000
Length to Width -20.2510250 18.8848660
ILocation -34.2234620 29.4807780
.1 Location -198642310 29.1762240
Orientation -12.3027760 8.60)0383
Relative Position -1.1538462 3.1948553
Fractional Fill -96509348 8.6804248

Match -239.7226 100 200.4489700
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The rural scene had a rotation difference between the two images. The first

~ I four features (size, color , P2/A, neighbors, and length to width ratio) were weighted as
constant features, the others were given less strength in the matching because of the
rotation difference between the two images. The rural scene matching shows the
matching for one of the large untextured regions (“ATM) where most of the features
match reasonably well. The other regions are all small bright regions. Regions “V” and

are near the center and “S” is along the right side. For all of these the matches
are very good. The shape features match well, but the low strength location and
orientation features do not.

The URBAN-INDUSTRIAL scene matching for image 1 to 2

Matching for Region “8” Matching for Rsgion “M”
Size -11.6998260 Sir. -.0000008
Color -39.9014780 Colon -110.9890300
I Location —7.534118? 1 Location -.3095856
.1 Location — 19.9582220 J Location -.4444580
P2/Area -8.7344503 P2/Are a -16.9599)30
Neighbors .0000000 Neighbors .0000000
Orientation -2.5670586 Orientation .0000000
Relative Position .0000000 Relative Position .0000000
Length to Width —.7706795 Length to Width -8.5551395
Fractional Fill — 12.4246910 Fractional Fill -10.8870520
Match score : —103.5905200 Mitch icons: -146.1251600

Matching for Reg ion A Matchi ng for Reg ion “C”
Sizs -148.0887300 Size -1a279503o
Color -123.0337100 Color -151.9607800
1 Location -22.7176090 I Location -44280472

—82.8914220 J Location -2.3690796
P IAn . -21.7353590 P2/Area -46.3663290
N.iglibors .0000000 Neighbors .0000000
Orientation -4.382698 1 Onientstien -50.0000000
Relative Position .0000000 Relative Po.itier, .0000000
Length to Width -7.2544403 Length to Width -52.4477420
Color -1230337100 Color -151.9607800
Fractional Fill -47.3905450 Fractional Fill -.4537508
Match .cere: -457.4725100 Match score : -321.3052400

Statiiu ti c p Summary Best Match for Urban Scene
Feature Mean Stdv
Size -19.8568030 36.3632550
Color -106.1300000 63.2173490
I Location -8.3780844 8.2233434
JJ,ocation — 18.1939820 24.6458770
PL/Area -33.8787570 27.4214310
Neighbors .0000000 .0000000
Oni.nitotion -22.5485200 22.5471100
Relative Position .0000000 .0000000
Length to Width -22.4529780 22.5962740
Fraction al Fill -12.2066080 11.3541210r
Match -243.6457300 108.3699000 
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Stat iet ica Summary Second lest Match for Urb.r, Scene
Feature Mean Stdv
Sir, -16.9348940 20.7795830
Color -121.5953200 131.7683300
I Location .114.8360800 83.7923660
JJnocaiion -303.3612100 70.7021240
P~/An.a -50.7243920 50.682 1050( Neighbors .0000000 .0000000
Onientotion .23.2675560 21.7569930
Relative Position -14.2857140 34.9927110
Length to Width -20.5099 130 16.17598 30
Fractional Fill -15.6398200 5.0961429

I Match -481.1548900 388.4103300

The urban—industrial scene matching was performed on the bright regions of
the scene. The match results for region “M” and “B” were used for the size and
locations adjustments which were then used for all the other matches. The location
feat ure is the most important feature to distinguish the best match from the second
best match. After the adjustments are made for location and size alt the features are
given the same strength.

The following two pier subsection matches are for matching the pier image with the
model imag. of the pier area.
Several of the regions will match perfectl y sine, thee. reg ions were used in the model
of the pier area.

The first PIER subscene matching to the model of a pier area.

Matching for Reg ion “W” Matching for Region “W”
Color -39.9825780 Color -312000000
P2/Area -224.8725300 P2/Ar.a -102.5713400
Neighbor. .0000000 Neighbor. .0000000
Orientation —8.2363777 Orientation -28.8925800
Length to Width .62.4080390 Length to Width -14.28036 10
Match acorn: -235.5774900 Match score : —148.9442800

~ I Matching for Region “S” Matching for Region “2S
C~lor .0000000 C~lor -260416670
P&/Are. .0000000 p /Area -117.0344300
Neighbor. .0000000 Neighbors .0000000
Orientation .0000000 Orientation -41.3927000
Length to Width .0000000 Length to Width -24.1059400
Match ncoro: .0000000 Match score -208.5747400

Statietic . Summary Beet Match for First Pier Subsc.ne
Feature Moan Stdv
91cr -38.1623490 27.2753810
P /Area .89.9218270 66.2324580
Neighbors -28.5714290 45.1753850
Orientation -32.4698720 33.6073310
Length to Width -36.0700980 31.28585 10

Match -223.1955800 111.1476600

~
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Statiat ic. Summary Second Best Match for Feet Pier Sub,cen.
Feature Mean Stdv
Cglor -138.8544200 126.1953700
P’/Ar.a -308.4028200 77.10221 10
Neighbor. -9.5238090 29.3543520
Orientation -33.3731190~ 32.7078730
Lengt h to Width -36.8502180 31.1277280

Match -327.0703800 170.8690300
S

This matching for the first pier subsection shows three correct matches. Both
of the illustrated water regions (“VI”) are correct , and the single ship match (“S”) is
also correct. the pair of ships match (“2S”) is incorrect. This ship is adjacent to a
very small ship and the two were segmented together, thus the length to width ratio
and orientation are more like a pair of ships than like one ship. All the features that
were used are given the same weight.

The second PIER subscene matching to the model of the pier area.

Matching for Region W Matching for Region “2S”
Color .0000000 C~lor -134981270
P2/Ar .a .0000000 P /Arsa -59.7110540
Neighbors .0000000 Neighbors .0000000
Orientation .0000000 Orientation -10.1687220
Leng th to Width .0000000 Length to Width -17.3199610
Match score : .0000000 Match score: -100.6978600

Matching for Region “2S Matching for Region S
Cglor , .0000000 9tor -5.065666 1
P’/Ar.e .0000000 P /Area -36.9228560
Neighbors .0000000 Neighbors -100,0000000
Orientation .0000000 Orientation -2.435838 7
Length to Width .0000000 Length to Width -69.6544400
Match acore: .0000000 Match acer,: -214.0788000

Matching for Region “$ Matching for Region S”
Cgtor -2.2304833 Color -25.0000000
P’/Arsa -2,5331585 P2/Area -26.6103790
Neighbor. .0000000 Neighbors .0000000

1 ’ Orientation ~11.97361100 Orientation -9.0973797
Length to Width -4.5831203 Length to Width -4.7275000
Match acoro: -21.3204020 Match score: -65.4352590

Stetiatice Summary Best Match for Second Pier Subsc,ne
Feature Moan Stdv
C2lor -34.7668240 38.3994060
P’/Area -49.3882260 50.0038690
Neighbors -3.7037037 18.8852570
Orientation -27.5113800 43.5144820
Length to Width -18.6295520 23.6374160

Match -133.9990900 111.4086600
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Statiidics Summary Second B..t Match for Second Pier Subsc*ne
Feafure Mean Stdv
Cgtor -82.6211790 63.1719290
P’/Area -93.2314410 71.3189240
Neighbors -3.7037037 188952570
Orientation —32.7885530 43.7997250
Length to Width -23.7676930 23.7884450

S

. 
Match -236.! 125700 135.0442800

The matching results shown here are for several correct matches and one
incorrect match, plus one match that is correct , but with a bad segmentation. The first
single ship (“S”) region (the fourth in this group) is really a small section of one of the
piers, but this region matched well with the length to width ratio and with color (i.e.
number of micro edges) so that it appears to be a ship. The last single ship region
(the last region match given above) is really half a ship merged with part of a pier.
This region did not match very well, but matched to the single ship better than to any
other region. Two of the matches were perfect because these were the regions
selected for the generation of the model of the pier region.
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Appendix G Change Resu’ts

This appendix will present the results of performing a match on the previouslylocated corresponding regions, with all features of the same strength. See Chapter 6for a description of the matching procedure which is being used. This match operationwill indicate where changes in feature values may have occurred. A change in afeature value will be indicated by a low rating for the feature to feature match for the
reg ion. A feature match ra ting of greater than -50.0 is considered to be a close match.We will give the matching for various regions in each scene and, for some of thefeatures, we will indicate what hind of feature change caused the low rating (i.e. howmuch the feature changed). The color matches are a combination of all the colorparameters available for that scene, such as the nine color parameters for the houseand cityscape, and only one (intensity) for the monochromatic images. The matching
reg ion labels refer to the labels given the regions in the figures in the results section
in Chapter 6.

Change results for HOUSE image 1 to image 2.

Region H the chimn ey
Size -3.7300000
Color —298.5086100 Primarily th. first image is bri ghter.
I Location -32.1000020

-22.0000000
P /Ar .a -12.5576780
Neighbors .0000000
Orientelion .0000000 Both are v.,ti~ lPelafiuo Position .0000000
Length to Width -7.7273590
Fractional FiU -31.2788280
Match acoro : -407.9004700

The color parame ters individually decrease by very little from the first image
to the second: red by 8, green b~ 22, blue by 27, density by 19, and V by 19; Qchanges by about 2. The combination of these changes in several parameters causes a
large change in the overall color feature.

Rsgion “A”, the sky
Size -100.3307400
Color -329.1505300 Hers the second image is brightur.
I Location -18.4000020
J~.ocat io n ~26.2999990
P /Ar es -44.2765050r Neighbors .0000000
Orientation -18.7599650
Pelaf iue Position .0000000
Length to Width -7.9637995

‘~, ‘~ Fractional Fill -66.8738250
Match acors: -612.043 2700

Unlike the first region, sn this case the second image is brighter, i.e. the
features increase in value; red by 11, green by 6, blue by less than 1, density by 5,and V by 7; Q changes by about 2. These smaller changes have more impact on the
rating since the standard deviation of the feature is much smaller than for the first
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region, so that the features are expected to change less between the images (see
Chapter 6 on the computation of the feature to feature match).

Statistics Summary Beet Match Houo. Change.
Feature Mean Stdv
Size -34.3885950 33.23368 10
Color -257.2085000 136.7256500
I Location -42.1375020 12.9814210
Jj~ncation -18.2697500 13.8040630
P’/Ar .a -45.4489750 43.2472150
Neighbo rs -6.2500000 24.2061460
Orien tat ion -44.1049460 40.3305710
Relative Position .0000000 .0000000
Length to Width -14.4731260 16.1513830
Fractional FiN -85.3697020 69.8006420

Match -547.6501000 156.6535900

The color parameters change for aD of the regions. The I location of the
reg ion changes because the camera was moved and no at tempt was made to keep the
objects in exactly the same place in the image. Size, P2/Area, and the fract ional fill
changed in some regions because of minor segmentation changes, or because the
region was on the edge of the image and was cut of f , or, in the case of the bushes,
some objects we re segmented into two regions in one image ra ther than one region

(corresponding to how they appear in the image).

Change results for CITYSCAPE scene image 1 to image 2.

Region -r a building in the foreground
Size —155.7859800 Th, region is 1/3 larger in the second image.
Color -164.8510600 Second image is darker.
I Locatton -3.7000008
J~~.ocat ion -19.3000030
P /Area —147.8380300 Additional area due to segmentation dii ferencas.
Neighbors .0000000
Orientation -50.0000000 Vertical in firat , not so in the pecond
Relative Position .0000000
Length to Width -12.4128950
Frictional Fill -103.8498600 Due to difter.nc* s in the segmentat ion.
Match ocoro: ~657.7478300

The differences indicated for this corresponding region are all due to the

4 
differences in the segmentation of the two images. A little additional area is included
in this region in the second image which was not included in the region in the firs t
image. This difference caused the changes in the size and shape parameters.
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Region “F” a building in the background
Size -45.3200000
Color . -482 .4024400
I Location -13.5999980
J~.ocation -93.5099980 Change in relative position (90 pixel, to the lelt)
P /Ar .a -27.0875240
Neighbors .0000000
Orientation -238.1794200 Change due to occlusion in firr.t image.
Relative Position .0000000
Length to Width -42.6835030
Fractional Fill -400.4948800 Same as orientation.
Match acoro : -1343.4258000

• 
This region had a change in its position relative to the other regions in the

scene. This difference is indicated in the absolute position feature, but not the relative
position feature because it is still above the same object. The position change also
caused a change in how much of the object is occluded, which caused large differences
in the orientation and fractional fill features.

Statistics Summary Bs,t Match Cityscape Chant,.
Feature Mean Stdv
Size -75.3357540 68.2402880
Color -145.6638600 124.2838000
I Location -28.5047620 26.6346020
J~~ocaIion -33.9380960 34.3095080
P’/Ar.a -67.2637510 55.0590450
Neighbors -28.5714290 45.1753950
Orient ation -52.3 166390 81.1797910
Relaj ivo Position .0000000 .0000000
Length to Width -32.4361080 23.5747530
!ractior~a~ Fill -126.9055400 95.3435380

Match -590.9359300 253.50 18500

Generally the changes in the cit yscape scene are caused by the differences in
the segmentations.

Change results for LANDSAT scene image 1 to image 2.

Region A, the large l~l’
Size 1.760 1245
I Location —13.8541870 Region is 19 pixels up in second image.
Jkocat ion —33.98 05 110 Region ii 17 pixelt to the right in th, second image.
P /A rea -17.2155220
Neighbors .0000000
Orientation -5.7024599
Retat iv o Position .0000000
Length to Width -2.8751001
Fractional Fill -8.5236 168
Match score : -63.8965220

Only minor location changes are indicated. These location differences are
adjus ted by the location differences of other corresponding regions.

~ 
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Reg ion F •, incorrectly matched ski
Size -.3999541
1 Location -423.8444100
J Location -948.3806800
P2/Ar.s -69.2803980
Neighbors .0000000
Orientation -22.4596250
Relative Position .0000000
Length to Width -25.9278870
Fractional Fill -2.5412903
Match score : -1492.8202000

This lake is incorrectly matched, but there was no correct corresponding
region. An analysis of the differences would indicate that this match is very unlikely
to be correct since the location differences of a stationary object are large (400 and
900 pixels).

Reg ion “6” , the snow region
Size —222.6387000 This is the desi red differe nce, 272861 pixels.
I Location -24.6552430

-10.1603700
P /Area -95.3620490 The shape change s duo to the siz e change.
Neighboro .0000000
Orientation -8.8417816
Relative Position .0000000
Length to Width -15.4305420
Fractional Fill —145.05 12600 Also due to the size change.
Match eco ro :  -522.1390500

The change in the size of this region were the desired results of the matching
procedure. The size differences also cause the. changes in the shape parameters.

Statietics Summary Best Match LANDSAT Chant.,
Feature Mean Sidu
Size -35.4274720 76.8240620
1 Location -71.4245820 144.1344300
.Jko cafion —142 ,6348500 328.9845300
P /Area -27.6992470 35.5838790
Neighbors .0000000 ‘ .0000000
Orientation -8.1080639 6.7299419
Relative Position .0000000 .0000000
Length to Width -8.4677299 8.7104111
Fractional Fill -39.7900170 54.2789580

Match -333.5519600 501.5407000

The differences indicated for the scene as a whole are due to the incorrect
match, and some to the snow cover changes.
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Change results for SLR scene image 1 to image 2.

Region “1%”
Siz. —421.0225800 First is 3 limes the secon d
Color -29.4842870
I Location -135.3560600 Second is 130 pixels down
Jkocauio

~ 
—101.6395800 Secon d is 100 pixe ls to right

P fAres -183.0772700
Neighbors .0000000
Orientation —4.2557373 Both near -.3 radians.
Relative Position .0000000
Length to Width —52.1186600 Tb, fir,t is w ide’ iut not longer .
Fractional Fig -280.1908200
Match score: -1207.1256000

Alt the differences indicated here are due to the difference in segmentation.
The region in the first image contains much more area than in the second image.

Region “C”
Size -.0000006
Color -28.1609190
I Location -.2741394
J~.ocalion -.7147675
P /Area -22.8144 150
Neighbors .0000000
Orientation .0000000
Relative Position .0000000
Length to Width -5.9841795
Fractional Fill -3.0039005
Match score: -61.0323210

This region was used to adjust the later matching regions for location
differences.

Statietic s Summary B.,t Match SIR Change.
Fosi ur. Mean Stdv
Size -103.5517100 149.9527100
Color -23.5412910 14.9948700
I Location -87.1394840 96.2091770
J Location -34.2455310 34.4955330

L . P2/Area -64.6986730 65.1396250
L Neighbors .0000000 .0000000

Orientotion -27 .2991290 24.8142710
R.laj ivo Posi t ion .0000000 .0000000
Length to Width -29.9410 100 26.3539000
Fractional Fill -86.8015180 101.1324100

Match -457.2183400 377.6868500

The matches for “A” and “B” caused changes in the size, loca tion, and shape
features.

iii 
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Change results for RURAL scene image 2 to image 3.

Region “A’ , large un tsxlu r.d reg ion at the top.
Size -19.7494980
Color -21.6226220
I Loca t ion -7.90000 15
J~~ocaiion -20 1.7000000 Reg ion is second image ii 200 pixels down.
P fAres -12.9768600
Neighbors .0000000
Orientation -42.6299020
Relative Position .0000000
Length to Width -.2827988
Fractional FIJI -Ial$62830
Match score: -320.0269600

The change in the J location is due to the rotation difference between the two
images. For a region this large, the orientation is not really very meaningful so the
change is not important.

Region “W’, long, thin bright region in center.
Size -3.1800000
Color -18.60485 10
I Location -90.2000060 Region in nocond imag. is 100 pixCIt up.

ion —302.7000000 Region in aecond image is 100 pixels to right.
P lAn a -35.8504200
Neighbors .0000000
Orientation -35.0954420 Differ, by .08 radians.
Relative Position .0000000
Length to Width -2.8739204
Frsctional Fill -55.3213440
Match ocoro : —327.8255800

The fractional fill difference is due to the rotation difference, and the fact that
the region is long and thin so that it fills little of the MBR.

Reg ion ‘V’ , smelt bri ght reg ion nn.r center.
Sit. -.4900000
Color -3.7500000
I to calion -117.1000100
J~ .ocation, -106.8999900
P fAr.. -6.1597214
Neighbors .0000000
Orientation -44.1645640 . Differs by .23 rsdian,s.
Relative Position .0000000
Length to Width -1.5052376
Fractional FiN -23.5294110
Match score : —303.5889400

Again, the differences ara due to the rotation differences. This region could be
used to adjust the orientat ion differences in other matches in this scene.

a .  
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Region ‘Z”, small bright region nna’ cente r
Size -.1800000
Color -5.8823529
I Location -316.5999900
.1 Location -43.5000010
P2/A rea -79.6380630
Neighbors .0000000
Orientation -504670010 Differ, by .25 radians.
Relative Position .0000000
Length to Width -22.4999620
Fracfianal FIt -26.3043480
Matc h a core: -334.0707200

The orientation difference is in the same direction as for region “V”. This
region is also elongated so that the orientation differences will produce a change in
the other shape parameters.

Region “S’, bright region niorig the right side,
Size -.1700000
Color -30.2325580
I Location -130.0000000
J ~ oca iion -4 2.5000000
P fAr.. -1.3160896
Neighbors .0000000
Orientotion -26.876 1410 Differ, by .13 radians.
Retativ~ Position .0000000
Length to Width -10.7533000
Fractional Fill — 17.8197080
Match acorO : -259.6678000

Statintico Sum m ary Best Match Rural Changes
Foature Moan Stdv
SizE’ -45 .2725820 89.3841870
Color -19.5820310 27.2705920
I Location - 1398884600 129.8058800

~ —79.1 451530 76.7464820
P /Ar .a -23.6892830 23.8833810
Neighbor. .0000000 .0000000
Orientation -72.9479640 75.9401630
Relative Posilion .0000000 .0000000
Lengt h to Width -10.7747260 10.9052330
Fractional Fill -70.9437270 76.3433980

Match -462.2439200 305.2541500

All the matches indicated some change in the absolute position since there is a
rotational difference between the two images. Many of the size differences are due to
differences in the segmentation of the large general untextured reg ions and not to any
real change in the size. All the reg ions also had an orientation change caused by the
rotation. If the orientation adjustment had been included, the orientation differences
would have been much less for most of the small bright regions.

1~
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Change results for URBAN-INDUSTRIAL scene image 1 to image 2.

Region A” lef t most region noar the top
t Size —148.0667330 Reg ion in the second image is 2.5 tim., as large

Color —123.0337 100 Reg ion in necond usage ia bri ghter by 22
I Location -22.7 176090
J~.ocat ion -82.99 24220 Chsng. due to larger size.
P /Area -21.7353590
Neighbors .0000000
Orientation -4.3826981
Relative Position .0000000

t Length to Width -7.2544403
Fractional Fill -473.9054300
Match acorn: —883.9874000

The region is brighter in the second image by more then 2 times the standard
deviation of the average intensity.of the region in the first image. There is an actual
change in the size of the corresponding regions, i.e. a larger area is bright in the
second image. The fractional fill change is due to the size change: the region gets
wider but not longer.

Region M left most round reg ion
Size -.000000 6
Color —110.9890100 Region in oocend imag. is brightor by 20
I Location -.3095856
.1 Loca tion -.4444580
P2/Area -16.9599130
Neighbor. .0000000
Orientation .0000000
Relative Position .0000000 Neither ha, a defined orientation.
Length to Width -6.5551395
Fractional Fill -108.6705200
Match ocoro: -243.9286300

This matching pair was used to adjust the location and size for future matches
(including this change indication match).

Reg ion -r topmost round region
Size — 13.5611500 Rsg ion in first image is not complets
Color -120.6106900 Second image is bri ghter
I Location -2.1 140404
.2 Location -1.3789978
P2/Are. -68.2479860 Caused by the missing portion
Neighbors .0000000
Orientation -50.0000000 Reg ion in first has a defined orientation, second is round
Relative Position .0000000
Length to Width -47 .65964 10
Fractional Fill -10.2315560
Match aco rn : -3138040600

The region in the first image covers only a portion of the round object. The
top part is lost due to the shadows which occur in the first image. This causes
differences in the size and the shape features. As with all bright regions in this image,
there is an intensity change. :‘
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Statiatics Summary Best Match Urban s~ ’n
Feature Mean Stdv
Size -lg.85ee030 36.3632550
Color -106.1300000 63.2173480
I Location -8.3780844 8.2233434
J Location -18.1939820 24.6458770
P2/Ar .a -33.8787570 27.4214310
Neighbor. .0000000 .0000000
Orientation -22.5485200 22.5471100
Relative Poai l ion .0000000 .0000000
Length to Width -22.4529780 22.5962740
Frac tional Fill -122.0660800 113.5412100

Match -353.5052000 173.5301100

All the regions were brighter in the second image than in the first image. The
size and location were not significantly different between the two images because we
were using the size and location adjustments calculated from the changes for region


