
_ _ _ _  

~~~~~~~~~~~~~~~~ ~ ~~~~~~~~ T ’ T ~ iTJ~ ~TTiT TT~~~~

• I

~j~~~O M P U T E R  C O R P O R ~A T I O N  O F  A M E R I C A ~~

DATACOMPtJTER PROJECT~~

• SEMI-ANNUAL TECHNICAL REI~~~r~ I J 4i~ ‘~~~~ 2 // 
~~~~~

-
‘

July 1, 1976 — December 3’ 1976

_ _

(

~~~

) 
. .. .

~~~ 

~~~~~~~~~~~~~

• - fl*lt $S MDA9 ’374 C1227

ARP~~Order
’
~~~~..2687 j

~D D Cc~~nnnt~~
_ _ _  

UL~~~TT~~r~; ~ ~~~~~~~~~~~~~~~~~~

Submitted to:
a

Defense Advanced Research Projects Agency
— 1400 Wilson Boulevard

Arlington, Virginia 22209
C-,

i1~1 1~
_. -~

_
~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~ ~

1li1r
~
::;

~ii:.iid



TITTI~~~~~
Com pute r  Cor pora,ti~~n of A m e r ica

575 Tec hnolo gy Square

Cambridge , Massachusetts 02139

DATACOMPUTER PROJECT

~

SEMI—ANNUAL TECHNICAL REPORT

July 1 , 1976 to December 31 , 1 976

Thi s researc h was supporte d by the Defense Advanc e d Researc h
Projects Agency of the Department of Defense and was moni—
tored by the U.S. Army Research Office , Defense Supply
Serv ice —— Washington under Contract No. MDA9O3— 7~4— C— O 225.~’
The views and conclusions contained in this document are
those of the authors and should not be interpreted as neces—
sar ily re present ing t he off ic ial polic ies , either ex p resse d

~ 
or implied , of the Defense A d vance d Research Pro jects A ge~icyJ or th e U.S. Government.

~~~~I L
_____________________________ —‘



T••__ w_
~~_ ~~~~~~~~ - — r~r~~~~~~~~~~~~_ _ _ _ _ _  —-

— •. ~~~~~~~~~~~~~~~~~~~~~~~~

~T 1  .S e m i — A n n u a l  Technica l  Repor t  D a tacompu te r  P ro j ec t

Ta b le of Con ten t s

1 I n t r o duct ion 1

• 2 System Descr ipt ion 3

2.1 Levels of Functional Abstraction 5

2.2 The Hardware Level 7

• 2.3 The Primary Operating System — TENEX 9

2.3.1 TENEX Modifications for the Datacomputer 10

2.14 T he Pseu do Operat in g System — Serv ices 1 1

2.~4 .1 The SV File System 12

2.14.2 The Directory System 13

F 2.14 .3 Access to Datacomputer Files 15

2 .14.14 The SV Input/Output System and Monitor 16

2 .5 T he User ’s Level 1 7

2.5.1 User—Datacomputer Interactions 18

2.5.2 Request Handler Structure 19

- 2.5.3 The RH Compiler 20

3 Datacoinputer Usage 23

- . 3 .1 Seismic Usage 23

3.2 DFTP 214

3 .3  IMP s ta t ist ics 26

1, 3.14 SURVEY 27

3 .5 A CCAT 28

3.6 ERDA 29

3.7 Message Archiving 30

3 .8 NS W 30

L 3 .9  Accounting 31

11
I 

—— — —~~ — — -~~ ~~~~~~~~ 
—-——-  —— —

~~



— -~ — - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
-
~~~

S e m i — A n n u a l  Techn ica l  Repor t  D a t a c o m p u t e r  P ro jec t

Table of Contents

14 Sof tware  Develo pment  33

14 . 1 Serv ices 33
14 .1.1 Staging 33

14. 1.2 Terabit Memory (TBM) Support 35

14.1.3 Accounting 36

14 .1 .14 Directory Secur ity 37

14. 1.5 Maintenance / Testing 38

14 . 2 T he Re quest Han d ler 38
I I

14.2.1 Datacomputer Version 2 39

14 .2.2 Datacomputer Version 3 142

H ¶ 14.2.3 Maintenance and Testing 146

5 Hardware / Site / Operations 147

5. 1 Site Im p rovements  147

5.2 The TBM 147

5.3 Operations 449 .1

6 Se ism ic Data Base Su pport 5 1

6. 1 Overv iew 5 1

6.2 The SIP and Network Considerations 52

•
1

7 Summar y 544

7. 1 Serv ices 55

7.1.1 Tertiary Memory Support 55

h 7 1 2 Utility Support Programs 56

7.1.3 Security and Accounting 57

7 2 Request Handler s8
7.2.1 Data Description 58
7.2.2 Data Mani pulation 60

L 7 . 2 . 3  Ef f ic iency  



..
~~~~

... ~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~ . -— - - - . 5—

~~ Si

Semi—Annu al Technical Report Datacomputer Project
Com pu te r  Cor po r a t i o n  of Amer i ca

Cha p ter  1

In t ro duct ion

S .

This report describes~ ou~~
4work) on the Datacom pute r

-
~~~ -system from Ju ly  1 , 1976 through December 31 , 1 976.  The

J ’ project is supported by the Information Processing Tech—

niques Office of the Advanced Research Projects Agency of

the Department of Defense. The current work is being

carried out under contract MDA9O 3—714—C—O225. Related work

- . discussed herein is supported by the Nuclear Monitoring Re—

search Office of ARPA under contract MDA9O 3—714—O227.

- c~ — _ _
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S

‘ I Work during the reporting period ~ fal ls  in to two 1the

fo l low in g cate gor ies: p ro duc t ion  operat ion of Datacom pute r

Vers ion 1 ; preparation and release of Datacomputer Version

2, t he f irst vers ion of t he Dataco rn pu te r  to su pp ort an Am pex

Terabit Memory System ; production operation of Version 2;

preparation and release of Datacomputer Version 3.~~

- - 
Chapters 2 — 6 provide detailed descriptions of this

I , . work. Cha pter 2 is a discussion of the Datacomputer archi-.

t e c t u r e , w i th  emphas i s  on the i n c r e a si n g  levels  of f u n c t i o n —

al abstraction beginning with the hardware and mov ing

‘ - outwar d Cha p ter 3 is a repor t  on the  usage of the  Datacom-.
L.

p u t er  d u r i n g  the re por t i n g period. Cha p ter 14 is a detailed

discussion of the work on the Datacomputer software

~~~~ii Page 1
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Cha p ter 5 descr ibes Datacom puter  site , har dware , an d opera-

tions work. Chapter 6 is a brief’ overview of the NMRO work

- an d its imp l icat ions for the Datacom pu ter in genera l .

-
~~ I F inal l y , Chapter 7 presents a brief summary of’ technical de—

ve lopment ov er t he dura t ion of this con t rac t .
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Chapter 2

System Description

V - 
The Datacom puter  is a ver y lar ge scale data s torage fa-

cility with substantial data management capabilities. Its

design is optimized for use as a data resource in a network

of large—scale computers which are connected via medium

spee d (50 ,000 bits/second) communications lines. The data

storage functions of the Datacomputer will support the

stora ge of data sets over a tr ill ion bit s , and the hardware

facilities include an expandable Ampex TBM currently config—

H ured for 200 billion bits of storage (other mass storage

systems coul d also be use d ) .

The develo pment  of t he Datacom pu t e r  has been s t ron gly
- 

a f f e c t e d by its na ture as a ne twor k data u ti l it y . I ts

• des ign does not p reclu de ver y fas t  da ta tr ans fe r s  —— t he

- -  Datacom puter can feed data to the network or some other in—

terface at speeds approximating the bandwidth of its storage

devices , as lon g as no special  p roce ssin g is re qu i r e d —— bu t
~
Si

t his is no t how it operates in the most f re quen t  case . The

com bination of very large storage capacities and only moder—

______ ____________________—____________________________________________________

(1) An earlier Semi—annual Technical Report contained a
len gthy tutorial section titled “System Description ,” re—
gar d ing whi ch a num ber of’ positive comments have been

- 
~~~~~ rece ived. In the interest of making the present document

self—contained , a somewhat  shor tene d an d u pd ate d vers ion of
the same ma te r i a l  is inc lude d here .

ft
‘ 4 .  U Page 3
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System Descr ip t ion

ately fast commun ications facilities implies the Datacom—

puter must provide powerful facilities for data selection

an d su bse t t i n g , in par t icular , to min imiz e data tr a n s m iss ion

- back an d fo r t h th rou gh t he ne twor k. ( To t r ansm it a tr il l ion

I bits through a 50 ,000 bits/second channel requires about 231

days , assum in g no errors  or in t e r r u p t ions !) Fur th ermore , in —

or der to make simp le chan ges to lar ge num bers of recor ds , a

fac il ity is necessar y for se lf conta ine d re ques ts whi ch

I mo di f y f iles without data  t ransm ission over  t he ne tw ork .

T he Datacom puter ’s ex is tence in a ne twor k env ironment

also im pl ies tha t  ot her com pute r  systems me di ate between t he

- . Da tacom pute r  an d its u lt imate  human users . Conse quent l y ,

f u n c t ions t hat are not  in t r ins ic to data  mana gement , suc h as
- 

carefully human—engineered terminal interfaces , are rele-

gate d to those ot her systems . Th is has sever al benef i ts:

it allows wor k at t he Datacom puter  to concen tra te  on issues

in t r in sic to data  stora ge an d mana gemen t .  I t  a l lows  o th er

systems which concen t ra t e  on human en gineer in g to p rov id e

better interfaces than would otherwise be produced . Most

im po r t a n t l y ,  it ensures  t hat the Datacom pu te r  is d ev elo ped

as a r esource ava ila b le to ot her systems , capable of being

.
~

j • 

incor porate d into lar ger p ro jects .  Care ful at tent ion is

H ~- . pa id to such issues as er ror  f laggi n g an d res ync h r on izat ion

after serious error detection

Ii
fl

~~
• ‘

~~~~ 
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2.1 Levels of Functional Abstr a~ t ion

Man y lar ge com puter  systems may be u s e f u l l y exam ine d in

terms of their functional hierarchies. A level may be char—
- 

acter ize d in two wa ys. F irst , more fun damenta l  opera tions

which are provided by the previous level (and may already be

a bs t rac t ions themselves)  are com bi ne d into new , more power-

fu l , an d more abst ract  operat ions.  For exam pl e , the s t ream

of ma gnet ic f lux  reversa ls seen by t he di sk cont r ol ler

becomes a s t ream of f ixe d (or  var iab le)  len gt h b locks of

binary words when seen by the operating system. P. subset of

t his ar bi t ra ry  co llect ion of u n f o r m a t t e d wor ds is p resen ted

to user  pro grams as a “file” in a “file system ” . Secon d ,

inte rme diate func t ions ex ist to prevent  cer ta in com binat ions

of operations which would damage system integrity from oc-

c u r r i n g , an d to hid e other  f u n c t ions ent ire ly  from t he next

level out .
~

•

The term normally used for the particular collection of

i; functions available to any given level of a system hierarchy

is “virtual machine ” In many ways , the programmer working

at level n in such a system may behave as if level n— i were

F hardware ; All n— i functions are immutable and part of the

Pa ge 5
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mac h in e env ironmen t . Us in g t e rms  that w i ll be ex p la ine d in

th e rest of t his sect ion , the TENEX irnplementer programs a

PDP— 1O ; the SV programmer programs a TENEX (which looks a

lot like a PDP— 1O with some major abstractions) ; the Request

Hand ler p ro g ramm er p ro grams an SV mac hine , and the ultimate

user programs a Datacomputer. (We shall see that the set of

func t ions presente d by the Re quest  Han d ler is equ ivalen t  to

the Datacom puter  vir tual mac h i n e . )

The following levels will be discussed in detail:

1) The hardware consists of a Digital Equipment Cor—

poration (DEC) PDP— 1O and its supporting peripher—

als inclu di n g commun icat ions link s to the A R P A

k Networ k and a ver y lar ge stora ge dev ice.

2) The TENEX opera t in g system is in di rect  cont ro l of

the hardware resources and provides many services

H to the Datacom pu te r .

3) The programs known collectively as SV or Services

are a pseudo—operating system which interacts with

L TENEX , mana ging input/output , sche dul in g , and

stora ge s t r a t e gies for  Datacom pu te r  f iles .

14) The Request Handler (RH) is the interface to ex-

terna l  p rocesses us in g the Da taco m pu t e r .  I t

accepts control and data—management statements in

Pa ge 6
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“Datalan guage ” , provides messages concerning the

state of the Datacomputer job to the user , and

- - supervises data flow in both directions under the

control  of Dat.alan gua ge s t a t emen t s , and with the

help of the ot her leve ls of t he sys t em.

A bove these four levels of processing , there are an in—

- . def in ite num ber of levels of f u n c t ion in g , outside the actual

- I Datacom pu t e r .  These are t he p rocesses on ot her mac hi nes

which in t e r f a c e  to the Datacom pute r , and co—operate with it

in the accomplishment of whatever tasks its ultimate users

un derta ke.

2 .2 T he Har dware Leve l

Conce p t u a l l y ,  the har dware for  a Datacom pu te r  is q u ite

simp le. A p rocessor of some sort  is re qu ire d alon g w i t h

- 
some form of primary store (e.g., c o r e ) .  In a ddi t ion , one

needs a very large store (e.g., TBM) and a medium—to-hi gh

spee d commun icat ions po r t .  A grea t deal of ef fic ienc y can

be gained by adding one or more levels of intermediate

stora ge such as di sk .

Page 7
3

______ ___________________________________  ~~~~~~~~~~~~~~~ _



______ I ~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~TT~~~~T - - -

- Semi—Annual Technical Report Datacomputer Project
System Description

The har dware base of the Dat acom pute r  as it is cu r ren t-

ly implemen t e d cons ists of a p rocessor , an address m ap oin~

device , three levels of store , medium and low speed communi—

cations lines , and several I/O devices.

The processor is a Digital Equipment Corporation KA — l O

CPU (PDP—i0). A Bolt Beranek and Newman “Eag er ” provides

add ress t rans lat ion f or a ll memor y r eferences , and (along

with software in TENEX) provides the illusion of a 256K (1K

10214) word primary store regardless of the size of the

physical memory .

The rea l p r imar y store in t he c u r r e n t  Da tacom pu te r is

336K words of’ 36 bit core memory . This includes five 16K

DEC ME— lO’ s and two 128K STOR— lO’ s from Cambridge Memories ,

Inc . PDP— 1O characters are typically stored five to a word ,

so this is the equivalent of slightly more than a million

cha rac ters of memor y .

— The system has two ty pes o f secon dar y s tore . Six

spindles of DEC RPO2 disk (IBM 23114 equivalent) provid e

space for the T E N E X  f ile sys tem . These ho ld ab ou t fou r

m i l l ion 36 bi t wor ds eac h , for a total of 214 milli on words.

In addition , four spindles of CalComp 230 disk (IBM 3330

equivalent) are attached to the PDP— 1O via a Systems

- - -f ~~- -

Conce pts SA— lO IBM data channel simulator. These disks each
:

1 1 wi ll sto re a pp rox im a t e l y  20 m i l l ion  wor ds of da ta  an d are

Pa ge 8
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used for staging devices between the tertiary store and the

PDP— 10.

The main data repository of the Datacomputer is its

-: tertiary store , an Ampex Tera—Bit Memory System also at—

tached through the SA — lO. The TBM is described in detail in

Chapter 5 (Hardware / Site / Operations).

The Datacom pu t e r ’s communications equipment consists of

a conn ec t ion to an I n t e rface ~essage £rocessor (IMP) which

is in turn connected to the Arpanet. The Arpanet connection

is the Datacomputer ’s only channel to the outside world.

All Datacomputer usage consists of messages and data passed

back and forth through this port. Nodes in the Arpanet are

connected by up to four 50 ,000 bit/second phone lines , and

the combined traffic of all concurrent Datacomputer is

limited by this (except for the special case of usage from

another host connected to the same IMP).

2.3 The Primary Operating System — TENEX

The secon d leve l in th e Da tacom pu t e r ’s functional hier—

I ~ 
ar chy is th e TE N EX ope ra t in g sy s t em.  An excel lent  overv iew

of the nature and facilities of TENEX can be found in

-
S q

Page 9



1~~~~~~ ~~~

Semi—Annual Technical Report Datacomputer Project
System Description

- 

S 

“TENEX , a Paged Time Sharing System for the PDP—1O. ” (l)

- 2.3.1 TENEX Modifications for the Datacomputer

The virtual machine provided by TENEX — a PDP— 1O arith—

- - metic processor with full memory capabilities and file!—

- process address space integration — has proved to be satis-

f ac to r y for  Dat acom p u te r develo pment . However , changes to

F the TENEX monitor have been necessary to optimize the Data—

com pu te r ’s performance. The Datacomputer ’s N e t w o r k Con trol
— Program has been modified to optimize voluminous data trans-

fers rather than the high level of short message (due to

user term inal I/O) that is more typical of TENEX network
r ¶ traffic. The scheduler was modified to give special consid-

era tions to the resource utilization patterns of the Data—

com pu t e r .  For exam p le , there is little urgency in the Data—

computer to satisfy highly interactive jobs , but it is nec—

essary to respond promptly to events like high—speed disk

~~ operations. Higher throughput with reduced overhead is

ach ieve d by resc he du li n g at shor te r  in terva ls than  in a

~~ norma l TENEX , but giving larger quanta of CPU time when jobs

are scheduled. Routines to support the Calcomp 230 disk
9

drives and the TBM have been added.

(1) Bobrow , Dan iel G . ,  et a l . ,  “TENEX , a Paged Time Sharing
System for the PDP— 1O , “Commun ications of the ACM , V .  1 5 ,
no. 3, March  1972 , pp. 135 — 1 - ~43 .(

Page 10
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2.14 The Pseudo O~ eratin~ System — services

The preceding two levels of the Datacomputer system

were not pro ducts  of t he develo pmen t ef f o r t  bein g di scusse d .

4 They are descr ibed here because an un ders tan di n g of t heir

f u n c t ions an d capabi l it ies is use fu l to un ders tan di n g t he

f u n c t ions an d ca pabili t ies of the two outer  la yers of t he

system — Serv ices an d t he Re quest  Han d ler .

These two levels const it u t e  what coul d reason abl y be

called the “Datacom puter proper ” , and are the primary output

of t he Datacom puter  project.  They are conce p tua l l y an d

funct ionally separate — to the point of having separate per—

sonne l. This section discusses the Services programs (here—

a fter known inte rc han gea b l y ,  an d in accordance with time—

honored tradition , as S V ) .

SV funct ions as a pseudo operating system for the Data—

com pu ter .  It p rov id es the bas ic func t ions of a t ra di t iona l

opera t in g system in a form which is max imall y conven ient  for

the construction of a user—level Datacoinputer interface (of

whi ch the c u r r e n t  Re quest  Han d ler is but  one exam p l e) .  In

pa r t ic u l a r , SV provides a specialized file system , s t r eam

! - or iented input/output facilities , an d a set of scheduling!—
- 

- -
~ 

mon itor functions.

Page 11
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The spec ia l d isk area index mo dule , known as SDAX ,

- 
- : serves two cr it ical func t ions.  F irst , it con t ro l s  t he

staging mechanism which brings required data pages from rel-

a tively slow te r t iar y stor e ( TBM )  to re la t ivel y fas t  secon d-

ary store (333 0 and RPO2 disk). Pages thus stored are kept

on disk as long as they are in use , and are migrated back to

TBM on ly a f t e r  they are  no lon ger nee ded by ac t iv e users .

The second function of SDAX is to provide a mechanism for

permitti~i g ac~ ess to several ve rsions of a f ile by an y

number of users. It does this by a map—chaini ng technique

which perm its mul t ip le rea ders an d a concurren t u pd ater  to

access any number of’ act ive versions of’ a f ile.

Access t o SV f unc t ions for t he Re quest Han d ler is v ia a

special instruction known as “SVCALL” . SVCALL - ’s exist to

manipulate the state of Datacomputer files including reading

and writing pages from them ; to perform input and output

over t he Datacom pute r ’s Ar pane t connect ions , and to handle

special error conditions.

~~L1__Th5~
_
~iL_F ile_System

H T -~;-~ - The primary function of SV is to provide a convenient
~~~ ~~~~~~~ t >-~

interface to the data storage facilities of the Datacom—

pu t e r :  the t e r t iary s tore an d the sta gin g device .  A Data-

-
5
-

Page 1 2
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- 

com puter file as seen by the Request Handler programmer con—
— 

- sists of a number of “sect ions ” , each of which is an ordered

- 
- set of pages . (For  conven ience , SV pages are the same size

as TENEX pages — 512 36 bit words.)

2.14.2 The Directory System

The Da tacom puter  f ile system ma y be thou gh t  of as a

tree—structure d hierarchy. At the top of the tree is a node

H 1 whose convent ional name is “%TOP” . There are two types of

F nodes in the directory system — terminal and non—terminal.

Term ina l no des ( f iles) conta in  onl y data , and non—terminal

no des ( di rector ies) conta in ot her no des whi ch ex ist at a

lower level in the tree. Node creation is independent of

the intended use of the node. In other words , a no de in the

tree is create d , then at a later time it is specified

— whether it is terminal (a file) or non—te rminal (a direc-

- t o r y ) .  Levels of the h i e ra rchy  are spec if ied as a l ist  of

names connecte d by per iods , such as “%TOP.DFTP.CCA” . In the

exam ple , %TOP and DFTP are non—terminal nodes , an d CCA may

L- be either terminal or non—terminal (in the example , not

H enou gh contex t  is present  to determ ine whic h ) .

_
~~ Page 13
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In addition to maintaining the directory hierarchy, the

directory system provides protection for contents of nodes ,

whether other nodes or data. This protection takes the form

of a set of “privilege tuples ” assoc iate d w ith eac h no de. A
- privilege tuple describes two things : the set of privileges

a l lowe d ( o r  den ied)  to the user access in g t he no de , and the

specification of the class of users to whom this particular

set of privileges applies.

• Just to give the flavor of privilege tuple application ,

one tu p le migh t spec ify  that , for a part icu lar no de , a user

may lo gin to the n od e an d create new no des un der it , but

only if connected to the Datacom pu ter from soc ket num ber

1000001 on ARPANET host number 31. Another privilege tuple

might grant the same privileges to any user who knows that

the password is “WASHINGTON” . A third might only grant read

access to files under that node to users giving the password

“DC” . For a f u l l  d iscuss ion of pr iv i lege tu p les , p lease

refer  to the la test  Data lan gua ge m a n u a l .

This external view of the Datacomputer ’s f ile system —

.
- -‘ a tree—structured hierarchy with multiple protection classes

enforce d on each node in the tree — is dealt with transpar—

-- -H en tly by the Request Handler. This means that the structure

seen by ,  and the functions available to the ultimate Data—

com pute r  user are essent ia l ly  the same as t hose p rov ide d by

p- - .. Services to the Request Handler.

Page i~4
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2.14.3 Access to Datacomputer iles

. As ment ione d above , a Da tacom pu t e r  f ile is store d as a

num ber of sections , each of which is b roken into  5 12 wor d
--  blocks called pages. When the Request Handler wishes to

access some page of a Datacom pu te r  fi le , the fo l low in g

- - 
sequence of events must take place:

• 1) The file is opened. To open a file , RH supplies

SV with the string representing the file ’s path—

name in the Da tacom pu ter f ile system (alon g w ith

any needed passwords). SV determines that the

c u r r e n t  user  is a l lowe d to access t he fi le in t he

manner  re queste d (an d t he f ile ex ists), then

r e t u r n s  a small  i n t e ger , known as a Rel ati ve F i le

Num ber or RFN . The RFN is the han d le use d by RH

in a ll f u t u r e  r e f e r ences  to the f ile u n t il it is

close d , at which t ime the RFN becomes inval id .

2) A bu f f e r  is a l loca te d in t he user  p rocess ’s

add ress space.  B u f f e r s  are mana ged by SV , but

thei r a l loca t ion , f ree ing , and use is under the

~
H
~

- ; con t ro l  of RH . A bu f f e r  is e x a c t l y  the same size
J - 

~~~

~H~ i as a Datacom puter file page (and of a TENEX page).

The bu f f e r  is ident ified by yet ano ther smal l

- inte ger r e t u r n e d by SV .
- 

~
•‘-

~: 
-

-
-
f

~~~~~~ ,. 
~~~
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3) If the page is bein g rea d ( data alrea d y ex ists an d

is being referenced), an SVCALL known as PGRD is

execute d . Th is takes the R F N of the f il e , the

sect ion num ber , the page number within the

sec tion , and the buffer number into which the page

is to be read as inputs. After the call , the page

is ava ila b le in t he bu f f e r .

14) If the page is being created , da ta  is f irst
-

- 
f - 

en tere d into the bu f f e r  by the Re quest Han d ler ,

then the page is wr it ten to the f ile by the SVCALL

PGW R . Ar guments  are the same as wi t h PGRD .

5) If the page is being modified , the sequence is

PGRD , modify , P GWR

6) When t he Re quest  Han dler is th rou gh with the

bu f f e r  an d the f ile , the bu f f e r  is release d by an

ex plicit SVCALL , an d the f ile is close d .

2 44 44 The SV Input/Output System and Monitor

The input/output and monitor facilities provided by

~ : - ; - Serv ices are fa ir ly  simp le when com pare d w it h the di rector y

system . Input/output consists primarily of a set of connec—

t ions to the A R P A N E T , with the ability to read and write

LI Page 16
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buffers of data to/from a given connection. A special set

of SVCALL’ s are provided for communication with the Datacom-

puter  opera tor ’s console . The opera tor  is consu l t e d before

part ic u l a r l y  lar ge re quests  are execu te d for  user  jobs , and

cer tain kinds of messages about the state of the Datacom—

puter are routed there .

The Services monitor provides no particular facilities

of its own , but is responsible for the creation/destruction

of TENEX forks which represent particular Datacomputer sub—

jobs . As users contact  the Datacom pu te r  v ia the ne twor k ,

they are assigned to a particular sub— job by the master

p rocess known as “Job 0” , which is just like any other Data—

com pu ter process , exce p t it has the mon itor co de ena b le d.

2 .5 The User ’s Level — RH

The “outermost” level of the Datacomputer is known as
~
S 1

the Request Handler. RH is in some sense an application

p ro gram , since it is poss ib le for a reasona b ly na ive user to
H interact directly with it , via a specialized data—management

lan gua ge known as “Datalanguage ” . It woul d not be unreason—

a b le to cons id er Da ta l an gua ge as the Datacom pu te r ’s or der
. • ~~- code.

~~~~~-
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Dhalanguage and the Datacomputer were designed to be

-. use d by PROGRAM S r u n n i n g in other hosts .  How ever , since al l

control  interac t ions with the Datacom puter  are ex p r esse d as

strings of hurnan—parsable ASCII characters , it is possible

for a human user sitting at a terminal which is transparent-

— ly in t e r f a c e d to the Datacom pu te r  to interac t d i rec t ly an d

successfully with the Datacomputer. To avoid the anthropo-

- 
morphization which usually creeps into descriptions of

mach ine—machine interactions , th is sect ion is wr it ten as if

- the Datacomputer user were a real human being at a terminal.
- The rea der is caut ioned to bear in m in d t he sys tem is no t

intended to be used in this mode; that the Datacomputer is

a r esource for mac hines an d t he ir p ro grams .

2.5.1 User—Datacomputer Interactions

The Datacomputer maintains one or more input/output

• channels for the user. These are called “ports ” . All Data—

language interactions flow over a particular port known as

‘ the “default port” or the “Datalangua ge port” . This port is

the connection established when the user first contacts the

Datacom puter  from the A R P A N E T . Data may f low over t he

~t j ~J default port or over auxiliary ports which are created by

Data l an gua ge s t a t emen t s  as the sess ion p ro gresses. I t is
- . ;~

_
_

• SI ~i
~~~~ 

~~~~~~~~ preferable to use auxiliary ports for data for two reasons:

Ii Page 18 
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f irst , only ASCII data may pass through the default port ;

an d secon d , even though the data being passed is ASCII , car e

must  be taken to insure  tha t  it conta ins no charac te r s  wh ich

are t rea te d spec ial l y when passe d th rou gh the de f a u l t  po r t .

Data lan gua ge s t a t emen t s  fa ll into  two categor ies —

comman ds an d re quests .  In general , comman d s con t ro l th e

sta te of the user ’s Datacom puter process; open and close

f iles , create no des , modify privilege tuples , etc .  Re ques ts
• re fer di rect l y to the con ten t s  of f iles. A lar ge par t of

Data lan gua ge is devoted to t he det ai le d descr ip t ion of th e

con ten t s  of f iles , an d the Re quest  Han dler makes ex tens ive

use of suc h descr ip t ions in plann in g its act ions .

2.54 2 Request Handler Structure

When the user  f irst connects  to t he Dataco mp u t e r ,

- 

j Serv ices in it ial izes a new Datacom puter  p rocess , then passes

control to the Request Handler. RH does some initialization

H - 

. - 
of its own , then asks SV for  the next  l ine  of in put  from t he

Da talangua ge por t .  If t he in put  line is a comman d , it is

-
~ execute d imme di atel y . Re quests  are com pi le d , then  execute d .

~l

— . • .~ 5 —
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~.~~~J__ The RH Com~ iler

The Re quest Han d ler ’s compiler is invoked for most re—

quests. (A special subset of easy—to—handl e requests are

in te r p rete d by a spec ia l mo du le kno wn as “SLURP” . ) The corn-

; piler consists of three parts.

1) The first phase of compilation is handled by a

rout ine known as t he “pre—compiler ” . The pre—

compiler takes the request as received from the

user , does validity/syntax checking , an d p ro duces

a new re pr e s e n t a t i o n  of the re quest known as “in—

terme di ate lan gua ge ” . I n t e rme diate lan gua ge con-

sists of a set of func tions which are an abs t r act

description of the entire set of operations which

are legal on Datacomputer data. These functions

are essentially the low—level machine language of

the Datacom pu t e r .  They re present  e lemen tary  oper-

at ions such as “move an i tem from con ta iner  1 to

conta iner 2” with appropriate ancillary informa—

t ion such as the t ype an d locat ion of conta iners 1

an d 2 . Most of the “smar tness ” of t he Re quest
- Handler lies in the pre—compiler. It is complete—

ly responsible for the syntactic and semantic in—

terpretation of user requests (but not their exe—

I 
- -~~ cut io n ) .

H
~~

;- -
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- 
2) After the pre— compil~ r has abstracted and simp li—

• j fled the request , the intermediate l?nguage gerier—

• . ated and the descriptions of’ the real files which

are name d in the request are fed to the rest of

the compiler. This section is responsible for

generating the instructions for actually movin g

- - da ta  f rom one f i l e  (or  po r t)  to a n o t h e r  un der t he

control of the request. The output of this phase

- of th e com pil er is a data  s t ru c tu re  whi ch con ta ins

all the messy loops , skips , and such for plowing

through and pulling the data specified in the

forma t re ques te d f rom t he f ile . The descr ipti ons

of’ these operations are called “tuples ” .

3) Finally, the routines which actually execute the

re ques t  on t he dat a are , in some sense , par t  of

the compiler. Many of the tuples have distinct

- i sub—routines which are responsible for their exe-

cution , an d those rou t ines cons t itu te both t he

- - j  run—t ime environment and part of the compile— time

. data base of the compiler. Because of the multi —

tude of data—types , byte sizes , etc. allowed by

the Datacomputer , each tuple has many “modes ” ,

• - which are identified by bits in the data struc-

. 1  ture .  Fo r any  given re quest , a particular set of’

mo des is use d , an d a par t i cu l a r  su bse t of th e
H tu p le co de is execu te d . T he last ph ase of th e

Page 2— 21
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- compiler walks through the tuple list that defines

the request , and extracts the instructions which

- 
- -  perform the tuple functions as constrained by the

active mode bits in the tuples , producing the

- 
- ‘ final “compiled request” , which is executed with

the real data.

I

:1

..~~~~~~ 1 ~~~
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Chapter 3

Datacomputer Usage

The dominant fact in usage of the Datacornputer during

the latter half of 1976 was the release of Version 2 , with
I

its incorporation of the terabit memory system . This ful-

filled the Datacomputer ’s promise of very large , cost—

effective on—line storage , an d us e of t he Da tacom p u te r re-

flected that reality. The number of bits stored has in-

creased dramatically; projects which had filled their avail-

able allocations in system development went into production

as the TBM’ s facilities became available.

3. 1 Sei~ r~ic Usage

The seismic application of the Datacomputer is dis—

S cussed in more detail in section 6 of this report ; at this

• point it suffices to sketch the explosive growth in use of

the Datacomputer as this application went on line. Begin-

ning in October , real—time raw seismic data was fed to the

Datacomputer through the Arpanet at rates of 7 — 12 kilo—

baud , a roun d the cloc k . By the  en d o f the year , nearly 70

billion bits of seismic data —— raw readings , event sum—

iS
1 - 

-
. 

- -
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man es, in s t r u m ent  sta tus re ports , and various historical

5 files —— had been stored in the Dataeomputer. If stored on

con v e n t ional  d isk s tora ge , this volume of data would have

required more than 85 spindles of 100—megabyte drives!

As the se ism ic database grew , researchers began re—

trievals against it , initially to develoo and test proce—

dures for use in ongoing seismic studies. A special program

was developed at CCA to assist analysis of seismic data by

providing quick graphs of waveforms from the raw data files;

and the RDC program developed earlier at CCA was used exten—

sively in these inquiries. The Applied Seismology Group at

L inc oln La borator ies also develo ped several  systems for ac-

cessing seismic data through its PDP— 11 UNIX system , and

were active users of seismic data during this period.

3.2 DETh

-~1 Growt h of user  ac ti v it y in ot her areas of Da tacom pu te r

H serv ice was somewhat less dramatic , but  equal ly rea l .  The

mos t w ides p rea d usa ge cont inue d to be t he DFTP system , which

-
~~~~ provides a uniform file archival service for various PDP— 1O

~

- r-
systems throughout the Arpanet. Several significant devel—

H opments occurred with DFTP during this period: The new file

5’
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- 
organization discussed in the previous semi—annual report

was imp lemented , an d most user ’s data was transferred to

- .  t ha t form at .  In sta llat ion of t he TBM al lowed usa ge to g row

beyond the artificial bounds imposed by disk space available

- 
in earlier versions of’ the Datacomputer. A new implementa-

tion effort extended the class of operating systems on which

DFTP is ava ila b le , an d thereby its domain of users.

The new format of DFTP storage collects many files for

a particular user into a single Datacomput.er file. The

space savings in the scheme are impressive , but relatively

un important (averaging around 60% for most users). More

sign if icant is the re duct ion in Datacom pu te r  di rector y over-

head an 1 in TBM accessing which goes along with this compac—
- 

ten  s tora ge. The new fo rma t  also p rov id e users w ith addi-

t iona l d i rec tory  in f o r m a t ion an d inte gr it y f e a t u r es , and in—

cor porates several user f ea tu res  whi ch make it cons id era b ly

more conven ient & effective . By year—end , al l but  th ree  ex-

isting sites had had their user ’s data transferred , and the

new version of the program made available to users. The re—
S 

maining sites were delayed by coordination difficultie s , but

al l  were tran s f e r r e d before  t hi s re port was wr it ten.

-
- 

A num ber of sites which had expanded to fill their al—

- - 
location long ago were allowed increased space when the TBM

-
- .. -~ 

- 

b ecame ava i la b le.  There was also a sign if icant  increase  in
- the number of active users of DFTP; as a result , f i l e

~~~~: 
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storage rose from about 850 to about 1300 megabits in the

secon d half  of t he year , and was increasing steadily.

Concu r r en t l y w it h th e r elease of t he new D F TP to ol d

user s, vers ions of t he p rogram were  ma de ava i la b le to users

of th e ITS , SAIL , and TOPS—2O operating systems . This pro—

vided complete coverage of the PDP— 10 family of systems on

the network ; efforts were underway to spread DFTP to

- 

- MULTIC S an d UNIX systems dur in g t he per iod .

In addition to its primary function as an effective

f ile stora ge resource for  mem bers of t he Ar panet  commun ity ,

DFTP served as an example system for groups investigating

means of accessing the Datacomputer ; these included re—

searc hers in Facs im il e messa ge p rocess ing at the Un ivers it y
- 

- 

of Lon don , researchers from several ERDA laboratories , and

the UCLA—Security research group.

3.3 IMP statist ics

Si S

The Ar panet  Ne twor k Contro l  Cen te r  has been an esta b-

l ished user of t he Datacom pu t e r , storing statistics on per—

fortnance of the IMPs which implement the network . This ap—

plication continued unabated , and artificial limits on the
I S ;

amount of data stored were removed with installation of the
45 444

- 7 .
,
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TBM . Usage has grown from 200 to 600 megabits during the

- 
period of this report , w it h stea d y r e t r ieva l  act iv it y

- against the data. The retrieval programs written at BBN in—

cor porate  a pac kage of Datacom pute r  in ter face  su b rout ines

( DCSUB R ) descr ibed in the  p re decessor to t his re port .

3..J~ SURVEY

I

Ano ther well—established use of the Datacomputer is the

SURVEY a pp l icat ion , carr ied on in conjunction with MIT’s

La borat ory for Com pute r  Science.  C u r r e n t  surve y data on the

s ta tus  of hosts on t he Ar panet  cont inue d to be store d at the

rate of about 10 ,000 pro bes per day . E f f o r t s  also began to

restore SURVEY data which had been migrated off—line due to

space cons iderat ions in ol d vers ions of t he Datacom pu ter .

By year—end , al l four  quar t e r s ’ data for 1976 were restored ,

... raising usage from 350 megabits to about 600.

The SURVEY database was used during this period by re-

searchers  in t he Ver y Lar ge Data Base p ro ject at MIT.  They

- 
‘ use d t he Datacom pu te r ’s p rocess in g of re quests aga inst 2

-S
.

qu a r t ers ’ wor th of SURVEY data to test their work in estima—

;H~ ting the cost of query processing in very large databases.

- 

S 
~~~~~~~~ 

- 

l 
This usage involved approximately 300 more megabit s of

s torage
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3.5 ~~~~~

- .  - - The ARPA Comm an d an d Contro l A dvance d Test bed , being

-: 
- - undertaken at the Navy Electronics Center Laboratories in

- San Diego , became a major focus of interest in the Datacom—

- 
puter in this period. Initial investigations begun at the

Stanford Research Institute in 1975 were continued , w i th

f u r t h e r  demons t ra t ion s of t he system wh ich in t e r f a c e d a

natural language query processor to the Datacomputer. The

convers ion of the database whi ch su pports th is sys tem to a

re lat ional forma t was begun , an d ste ps were also un derta ken

to loa d a much lar ger comman d an d cont ro l  data base into  a

version of the Datacomputer to be brought up at NELC. Data—

com puter  personne l p rov id ed consu l ta t ion an d pro g ramm in g

I 
support for this conversion and loading task; previousl y

- implemented user software (like the DCSUBR package) proved

valuable in this effort. Major research in distributed data

mana gement  w ill be car r i ed out  un d er a separa te con t r ac t ,

us in g the Data com puter  as t he bas ic DBMS .

~~~~~
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Several of ERDA’ s nat ional laboratories began investi—

gations of the Datacomputer during the reporting period ;

- - 
mos t ac ti ve were grou ps at  the Ar gonne an d Lawrence Berke ley

La bora tor ies. The ma jor p ro ject in t h is per iod , was begin—

nin g installation of a climatological database by personnel

at Ar gonne .  Th is data base conta ins 1 6 f iles , each with a

year ’s worth of hourly readings for some U.S. city; the

data are used by a number of sets of programs which model

ener gy usage in buildings and communities (CAL—ERDA , ATMES ,

an d ACUC sys t ems) .

Interfac ing with Argonne personnel provided a test of

the scope of Datacomputer applicability beyond its previous

-- extent: the database was being transferred from a 370/195

at Ar gonne , through a Varian network interface , into  t he

Da tacom puter , an d l a te r  re t r ieve d for  process in g a t

Berkeley ’s CDC 6600 .  Despite problems with the network in—

t e r face  at Ar gonne , this sequence of transfers was success—

fully accom plished with minimal user programming effort and

-. no modifications to the Datacomputer It is interesting

that the standard File Transfer Protocol (FTP) programs un—

plemented at Argonne and Berkeley proved sufficient for ac—

cessing the Datacomputer , a l thou gh they mi ght  be re p lace d by

Page 29
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more specialized interface programs at some later date. The

conce pt of the Datacomputer as a re~ ource for data sharing

t hus  receive d addi t ional  val idat ion .

r -~

3.7 Message iving

Under a separate , short  te rm c o n t r a c t , CCA began in—

- vest igat ions into the use of the Datacom pu te r  for  arc hi v in g

networ k messa ges. Prel iminary investigations dealt with in-

terfac ing to the various message handling programs now

avai la bl e on the Ar panet , and designing possible Datacom—

puter implementations which would be consistent with such

systems . Experience gained in implementation and operation

of DFTP prove d valua bl e in t his e f f o r t .

-~~~ L~~ N SW

The National Software Works project began work on using

H the Datacom pu ter as t he arc hi val sys tem for its hi s to r i ca l  S

databases as storage became available for that purpose.
L 

In itial design relied on existing Datacomputer user support

-~ 
S fac i l it ies , suc h as th e DCSUBR packa ge ment ione d above . At

Ii ~
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the end of the reporting period , c o n s u l t a t ions were un d erwa y

between Dat acom pute r  an d NSW personne l on spec ifics of f il e

description and accessing characteristics.

3L .9 Accoun ti ng

As a final task in the implementation of’ the Datacom—

puter , a system was imp l emente d for  accoun tin g for  usa ge .

T here were several  in te res t in g p ro b lems invo lve d here:  I t

was necessary to choose a set of parameters  which at once

const itute d an adequate  measure  of resource ut ili zat ion an d

coul d be ma de acce ssibl e to the account in g system w ith rea-

sona bl e e f f o r t .  G iven this in f o r m a t ion , the actual process—

ing of that usage data into meaningful accounts was a rela—

tivel y stra igh t f o r w a r d re port ing t a sk .  There were cer ta in

k in ds of re por t in g , however , which were unique to the Data—

com p u ter ’s sta tus  as a ne twork  ut ility . These involve

access to shared databases. Questions arise as to who is

u lt im a t e l y  res pons ib le for  the  s tora ge an d access in g of

shared data; if charging for these functions is separated ,

- - 
the  “owner ” of a database may lose information on how it is

being used , and by whom.

~4 -  I L
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Collect ion of a pp ro p r ia te  usa ge s ta t ist ics p rove d

simple , as t he Datacom puter  alrea d y su pp l i~ d more than

enou gh statistics in its normal processing; modifications

to the Datacom puter  involve d simp ly f o r m a t t in g th e a pp ro p r i-

a te counters  in a se para te  f ile , an d addi n g rou t ines  to

account for storage and directory space used. This informa—

tion is dumped to a file external to the Datacomputer ; from

t here several stra igh t fo rwar d pro grams man ipu la te  it to

produce usage reports which can serve as the basis for

billing when needed. Shared databases have their storage

and accessing charges separated; however , adv isory access

reports are supplied to the official “owners ” of data de—

t a i l i n g t imes , mo des an d user ident it ies for access to tha t

da ta .

Preliminary reports were produced at year—end , and

regular reporting is expected to begin monthly in 1977.

i i
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Chapter 44

Sof tware  Deve lopmen t

Descr ipti on of wor k on Datacom p u ter sof tware  w i ll

fo l low the di v ision between t he Serv ices ( S V )  an d Re quest

Han dl er ( R H )  sect ions of the p ro ject in t ro duce d in C ha pter

2.

44 .1 Serv ices

The Services work during this reporting period was con—

cen t r a t e d in five areas.  Sta gi n g rou t ines , terabit memor y

( T B M )  su pport , account in g , directory security and mainten—

ance/test ing.

14. 1. 1~~~~ aging

The design and implementation of the staging area re-

placement algorithms was accomplished during the first part

of the reporting period. As the staging area or its direc—

tor y becom e f u l l  t hese al gor i thms are  use d to de te rm ine

which files should be removed to free additional space

~~~~ 
I
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File selection is based on the amount of user generated ac—

tivity and the number of modified pages that mist be copied
14

- -  back to TBM before the file can be deleted. Three algo—

r it hms were im plemente d for  the Vers ion 2 re lease .  The p r i-

mary algorithm involved the Datacomputer monitor (JobO) per-

iodically running a background process to monitor the

sta gi n g area an d its assoc iate d di rec tory  ta b le . When spac e

used exceeded a certain threshold the background process

would begin to migrate updated files back to TBM freeing up

- additional space. In the event the background process was

unable to keep up with user demands for staging space , two

overf low al gor it hms were imp l emen te d to en ab le user su bjobs

to f ree  thei r own space.

5 

From observing the operation of the Version 2 Datacom—

pu te r , it was di scovere d t hat Jo bO was not  alwa ys ab le t o
S run  the sta gi n g area mon itor process of ten  enou gh to prevent

stag in g area over flows . Th is p ro b lem was solve d in the

Vers ion 3 Datacom puter  by mov in g t he sta g in g area mon itor  to

.i a fork inferior to JobO. The staging routines were also

- 
enhanced to support multiple staging disks. This gave the

Vers ion 3 Datacom pu ter a sta gi n g area ca pac ity of u p to

120 ,000 pages. Several new operator commands were imple—
- - 

- i mented to facilitate operator control of the staging area .
j ~4~i

4
, These included staging area status and variouscommands to

- 

ena ble staging disks to be dynamically added or deleted from

5
’ H
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S 

the Datacomputer. For users with applications requiring

-~~ fast access to files , a capability was added to allow files
S to be “frozen ” in the staging area. A “frozen ” file can

remain staged indefinitely , thus avoiding the overhead that

might be caused by re—staging.

44. 1.2 Terabit Memory ~ 1BM1 Suppor t

One utility was modified and several new utilities

wr it ten to su pport TBM opera tion.  T he D irec tor y Cros s

Checker (XD) is a utility that verifies the internal consis-

t enc y of the Datacom pu te r  D ir ec to ry .  XD was mo di f ied to

support off—line TBM Volumes and to build the enormous bit

pa tt erns re q u ire d to ver if y t hat no two Datacom pu ter fil es

are ina dver ten tly ma pp ed to t he same TBM b loc k.

Because the bloc ks on TBM ta pes even tua lly wear  ou t ,

two ut ilities were written to create backup copies of Data—
- - 

com pute r  f iles. The first  ut il i t y  is au tomat ical ly run by

the Da tacom pute r  ever y n ight . I t wa l ks the Datacom pu t e r ’s

¶ directory tree and creates backup copies of recently crea—

- - 
ted/updated files. The storage maps for all copies of a

- S f il e are cha ined toge the r  on the  f ile ’s di rec tory  page. In

the event that a TBM tape is accidentally damaged , the
- storage map pointers for all effected files can be simply

-

~~~ 
~ L-
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changed to point to their previous file copies , resulting in

little or no loss of data.

Since space on TBM tapes is never physically deleted , a

utility was written to copy the latest version of all unde—

leted files from one tape to another. The old tape can then

be archived or reused.

A new vers ion of the Datacornputer software will Ire—

quently contain directory modifications that make it inconi —

patible with older versions. The normal procedure for up—

grading a database for a new software release was to dunp

all data and directory information and reload everything

with the new version. With the large amounts of data stored

on TBM this is no longer possible. A utility was implement—

ed to dump and reload only the directory information.

Last l y , TBM tapes are now mountable/demountable per operator

command. This permits very large or seldom used files , or

fu ll TBM ta pes , to be stored off—line and mounted only when

needed by specific users. S

44. 1 . 3 Accou nt~~ g

p
vi  Page 36
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The accounting package provides a facility for monitor —

ing costs incurred by individual users accessing the Data—

computer. Services support for this effort included gener-

ating a history file of dynamic charges (i.e., pages

read/written , Cpu time ) incurred during user sessions and

implementing a utility routine. This utility is run at the

end of a billing period. It walks the Datacomputer ’s direc—

tory tree and records static Charges (i.e., file space , dir—

- ectory space) associated with each node in the directory. A

facility to allow the database administrator to mark certain

nodes as billable and to insure that all users are loged in

beneath a billable node was also implemented.

4~~1. 44 Director~_Securiti

A general mechanism to allow deferred privile ges was imple-

mented. A deferred privilege is one that is granted or

denied at one level in the directory tree but does not take

-. 
effect until the directory tree but does not take effect

until the next deeper level. The immediate result of this

was to prevent users from modifying their own space alloca—

tion limits. 3

I 
- 
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4.1.5 Maintenance _L. Testj~.g

During this reporting period at least two and occasion—

ally three Datacomputers were being actively supported. The

Version 1 Datacomputer was operational throughout the re-

porting period. It is currently being phased out as the

last of its database is transferred to the Version 3 Data—

co mp u te r . A prel im inar y vers ion of the TBM Datacom pu ter was

available for limited network access prior to the Version 2

S release. The Version 2 Datacomputer became operational in

Octo ber 1 976.

A great  deal of t ime was spent  tes ti n g Serv ices co de

for both the Version 2 and Version 3 releases. In addition ,

the first month of the reporting period was spent testing

and debugging the Datacomputer/TBM interface .

‘4.2 The Request Handler

j - During the second half of the year , t he ma jor i ty  of t he

work involving the request handler section of’ the Datacom—

pu ter sys tem fe ll into two a reas :  so f tware  develo pmen t an d

sys tem ma in t e n a n c e .

4.’

~~~~~1 
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i J_ ~atacomputer Version 2

Datacomputer Version 2 was released mid—way through the
- ~

- 

- reporting period. Although some software development took

p lac e p r ior to the release of Vers ion 2, the majority of the

(Version 2) effort was directed toward testing and system

integration.

4.2.1 .1 Space Allocation

Users have been given the option of exercising more de-

ta iled control  over t he alloca tion of space for  their f i les.

T he sys tem cont inues to su pp ly defau lt a l loca t ion pa rame te r s

t hat w ill suf fice for most ~‘- plications. However , with the

a dven t of t he mass mem ory , the variation in possible file

sizes has passed the point where default allocation parame-

ter s w ill serve a l l  users  reasona b l y .

- 
- A l locat ion of space in t he Datacom pu te r  is done in

te rms  of phy sical b loc ks on t he mass  memor y , each of which

holds 1 ,032 ,192 bits. This block is the basic allocation

unit , an d its size is r e f e r r e d to as an “M” , to r e f l e c t  its
j k1~

~; 1 approximation to a megabit. It is also used when the user

specifies an allocation limit , as the “ ,M~ ” option of the

.v:’ Pa ge 39
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C R E A T E  an d MODIFY comman ds. Out put  f rom a LIST comm a n d

(%DIRECTORY or %INFORMATION options ) describes space allo-

cated , use d , or charged , an d is now given in Ms correc t to 2
- I 

d ec ima l p laces.

Several options have been added to give users more con—

trol over var ious as pec ts of th e space a l loc at ion for  t he ir

f iles. A ll of t hese new op t ions have de f a u l t  va lue s whi ch

are com pat ibl e w ith t he i n t e r n a l  values  use d by the Ver sion

1 Datacomputer ; thus applications that were designed for the

Ver sion 1 system may use defau lt values  for  the a l loca ti on

op t ions in the Vers ion 2 (an d 3) D atacom pu t e r .  Most new

Data com puter  a ppli cat ions may use de f a u l t  values  for th ese

parame ters .

If a file contains variable length containers which may

be updated , it must  have t he CHAPTER opti on spec i f ied on i t .

5 T hi s causes the base to be b roken down in to sma l ler pi eces ,

cal led cha p ters , an d there by eases t he pro b lem of ex pan di n g

or shrinking records in the middle of a file. It also

causes space to be l e f t  unuse d in each cha p ter to a l low for

possible expansion.

Two parameters are provided to allow the user to

specify the manner in which the file is chaptered: CF

( C ha pt er F ill leve l ) an d CR ( C ha p ter  Recor d c o u n t ) . Both
‘ options specify an integer value. CR is the number of

-~~ I~
- ~

.
~
s:
; :1 i
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— records to be included in each chapter and CF is the n~ r—

centage of a chanter which is to be filled with data when it

is first written.

The default value for CF is 80; for CR , it is the

number of records that will fit in a 1 M block , given the

average record size calculated from the file description ,

and the (default or explicit) value of CF.

The %DESCRIPTION option of the LIST command will show

these values for a chaptered file as specified or defaulted.

Three new parameters were implemented to control the

space allocated for inversion: IA (unique number of’

attribute value pairs) , ID (inversion density) and II

(inversion increment). The Datacomputer Version 2 User

Guide presents a comprehensive explanation on how and when

to use t hese op t ions .  The com bi nat ion of de fau l t valu es

for t hese param eters resu lts in an invers ion a ll ocat ion o f 1

M and should suffice for most applications.

The %DESCRIPTION option of the LIST command will list

th e value s of IA an d ID onl y if they have been specified by

the user; it will list II whether it was exp licitl y set by

th e user or le f t  as a d e f a u lt .

1.:

- -
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‘4.2.1.2 DIRECT Mode

A new mode option , D I R E CT , has been added to the OPEN

and MODE commands. There are now two inversion-related mode

options for these commands: DIRECT and DEFER. Mode options

pertain to the internal manner in which the addition of

records to inverted files is handled by the Datacomputer.

DEFER is a pp ro p r iate in a lmost al l  cases an d is now t he

default. DIRECT causes the system to update the inversion

da ta  st r u c t u r e  for  ever y in v e r t e d conta iner ’s value as it is

written to the base and should be soecified only when the

number of records being added to the file is exceedin gly
- 

sma ll. DEFER causes the system to batch a group of inverted

values  an d u pd ate  the invers ion s t r u c t u r e  ‘occasionally ’

dur in g t he re ques t .  In most  cases , t hi s is muc h more e f f i-

cient.

‘4.2.2 Datacom~ u t e r Ver s ion~~

In the second half of the reporting period , d eve l oomen t

effor ts were concentrated on the implementation of new

fea tures  for  th e Vers ion 3 Datacom pu t e r .
_ _S, I

~ c
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14.2.2.1 File Grou ,r~

-
~~~~ Un der support from a related contract from the ARPA

Nuc lear Mon itor in g Researc h Off ice, the File Group feature

was implemented and made available to all Datacomouter users

w ith t he release of Vers ion 3 .

Modifications were made to all levels of the compiler

and the command handler to support this feature .

The CREATE command was expanded to support the creation

of a group node. A group node itself is a special kind of

file which defines the members of the group. Two oDtions

were added to the description mechanism for files. The

logical constraint option (,LC=< boolean>) allows the system

to determine which suhfiles of a group should be accessed

during the execution of a reauest. The automatic include

option (,GROUP=<group—pathname>) causes the file to be in-

c lu d ed as a su b f ile of th e name d g rou p at crea ti on t ime.

The user must take the initiative in definin g and m ain—

tam ing a group ’s domain using three new commands. INCLUDE

causes the system to include a file as a subfile in a group.

At  INCLUDE t ime , the user may also specify a logical con—

~~~~~ s t ra in t . EXCLUDE causes a su b f il e to be mar ked as de le te d

from the domain of a group. COMPRESS causes the system to

• S
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garbage collect the group ’s domain , removin g .~ll suh fil~ s

m a r k e d as de l e t e d.

S 

In support of these three new commands , a genera] mech— 
1

anism for internal requests was implemented. An internal

request is a recuest initiated by the Datacomouter itself

rather than a user. INCLUDE results in an internal request

to append a record to the group ’s list of members describin g

the newly included subfile. EXCLUDE resu lts in an in t e r n a l

request to update this list , marking the subfile as deleted.

COMPRESS results in the list being rewritten , skipping all

recor ds mar ked as delete d .

A new op tion , %DOMAIN , was added to the LIST command.

This option causes the system to read the list of the files

in the group (its “domain ”), an d output the names and

logical constraints of all non—excluded subfiles.

The pre—com oiler , compiler and code generator were mod-

ified to handle requests run on groups. Essentiall y, a loon

is generated to read the group ’s domain. For each non—

excluded subfile in the group , an ana l ysis is pe r f o r m e d on

- ‘ 
the subfile ’s logical constraint and the request qualif ’ica—

Li Lion to determine if the subfile must be accessed. If it is

determined that the subfile should not be accessed , the

‘inner—loo p ’ which would process the subfile is skinned and

the next subfile is considered.

-

- 

~~~
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14 .2.2.2 Functions

Four special arithmetic functions were added to Data—

language and made available to all Datacomputer users with

the release of Version 3. Each of these functions may he

used semantically as an exoression or on the left hand side

of a relation.

GCDIST re turns  th e grea t  c ircl e di s t anc e f rom pos it ion

A to position B accurate to the nearest nautical mile.

B E A R I N G  r e tu rns  t he grea t c ircle  bear in g f rom pos it ion A to

position B accurate to the nearest degree. RLDIST returns

the rhumb line distance from position A to position B accur—

a te to the ne arest  nau tical m i le.  COURSE r e tu rns  th e r hu mb

l ine course  f rom pos it ion A to pos it ion B accur ate to t he

ne arest n a u t ica l m i le.

_____ priority

U

~

A comprehensive priority mechanism is planned for a

L future version of the Datacomputer. The Datalanguage to

support this mechanism was implemented during the reportin g

period.

Ii
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Each node will have a priority limit associated with

r it. A system default priority level (queue nosition ) will

be established. All requests will be run at this level

unless overridden.

A new option was added to the CREATE (node) and MODIFY

comman ds ( , P=<inte ger>). Its function is to set the prior-

ity limit at a node , similar to the allocation h u t  option.

The PRIORITY command was implemented. Its function is

to override the system default priority level for a session ,

u p to a use r ’s priority limit.

A new privilege option was added to the CREA €P command

(,Q~ <mnteger>). Its function is to override the system

default oriority level when matched , without the need for

issu in g a P R I O R I T Y  comman d .

- ~4 .2 ,J__Ma in t enan~~~And_ Test i~g

Due to t he f ac t  th a t two vers ions o f th e Data com pu ter
‘a

were  r e l eased  d u r i n g  t h i s  r e p o r t i ng  n e r iod , a l a r g e  a m o u n t

~ F3 ~ of time was spent on testin g . Our catalogue of test decks

was expanded to insure comprehensive testing of old and new

fea tures .  A ll of th e t est decks were  run  tw ice , once i n

Au gust prior to the release of’ Version 2 and again in Decern —

J 
ber prior to the release of Version 3.

—‘ 5~~~~~
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Chapter 5

• Hardware / Site / Operations

During the first half of 1976 , an Amp ex Tera—Bit Memory

‘ system (TBM) was installed at CCA. After extensive tests

durin g the second half of 1976 , the TBM was accented.

~ J Si te  Imp.rovements

Major site improvements were made to accommodate the

TBM near the end of 1975. An additional air conditionin g

unit became operational in January 1976 and in February the

TBM hardware was delivered.

I
4

The TBM system at CCA is a 200 billion bit confi gura—

tion with 50 billion bits per drive and four drives. The

S following figure shows the general structure. The TBM’ s I

t r an s f e r  ra te  is 6 m il l ion bi ts per secon d , sim i la r  to an

IBM 3330 type disk. A high speed seek from one end of a I .”
- .

tape to the other takes approximate ly ‘45 seconds.
41 F~ ’
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Figure 5. Datacomputer TBM Configuration
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By March 1976 data had been transfered to and from the

Ampex TBM but Ampex continued to work on ironing out diffi—

culties in the TBM at CCA through the end of June. Agree-

ment on a mutually acceptable detailed test plan was reached

in earl y June and formal acceptance testing started in July. 
—

The hardware performed well during this test but some diffi—

culties were encountered with the internal TBM software ear—

ticularly in the CIU (Channel Interface Unit , a PDP— 11/05 )

and the SCP (System Control Processor , a PDP— 11/35 ). A

further software test in August demonstrated that these

problems had been corrected and the system was 3ccented .

5.3 Operations

The Version 1 Datacomputer as described in its User

Manual was operational using three 3330 type disk spindles

for storage and provided service over the Arpanet at the

start of this reporting period. When the Version 2 Datacom—

S 
puter was made publicly available , using the TBM , some in—

formation was transfered into it from the operational

Version 1 Datacomputer and the Version 1 Datacomputer was

~~ squeezed down to two 3330 disk spindles to provide staging

room for  V ers ion 2 .
I -— ‘ I
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The Version 2 Datacomputer was provided experimentall y

starting in June 1976 using a 23144 type disk as staging .

Starting in October , 1 976 , Version 2 using 3330 type disks

for staging and TBM tape for storage became the standard

Datacomputer.

At the end of 1976 , the Version 3 Datacomn uter , with

the enhancements described above , became available over the

network.

‘ 5
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Seismic Data Base Support

As mentioned in the Introduction , some work on the

Datacomputer is funded under a separate contract from the

Nuclear Monitoring Research Office (NMRO) of A R PA. A short

discussion of this work is included here because of its in-

t imat e rela tion to t he work of th e p r imar y Datacom pu ter de-

velopment contract.

6.1 Overview

This work is directed toward establishing an on—li re ,

real—time data base of seismic information from a world—wide

network of monitoring sites and toward making this data

available to computers for seismic analysis and other

purposes.

Since t he sys tem w il l wor k in real t ime an d som e of t he

data will be retrieved by computers on the Arpanet , the

Ar panet was chosen as the most appropriate communications

me di um ava il a b le for t he en ti re sys t em.  Se ism ic da ta  is

collected at the Seismic Data Analysis Center from sensors

at various locations around the world. The data is then

Page 51
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Seismic Data Base Support

transmitted from the SDAC Control and Communications Pro-

cessor to CCA over the network . At CCA a small highly reli—

15- able computer known as the Seismic Input Processor , or SIP ,

absorbs the incoming data and stores it in a disk buffer.

Periodically, the SIP connects to the Datacomputer (again

via the netw9rk) and bursts the collected data into the

Datacomputer at a very high rate. A limited amount of data

from sources that do not report in real time will also be

sent to the Datacomputer directly.

5 

6.2 The SIP and Network_Considerations

The SIP became operational during the first half of

1976. In the later part of 1976 , NORSAR and LASA data were

being successfully processed through the SIP.

Observation of network behavior while real time seismic

data is being sent from SDAC to the SIP and older seismic

data is being burst from the SIP to the Datacomputer leads

to the conclusion that the current network capacity at CCA

S 
is marginal for this application. The difficulty is due t-o S

limited processor power and very limited reassembly buffers 
S

in the 516 IMP. Some relief was gained last year when the

316 TIP at CCA was replaced with a 516 IMP to increase the
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bandwidth of’ CCA’ s n etwor k n ode . Tem porar y re li ef was a lso

S provided by moving the Lincoln Laboratories VD(-1 that had

term inate d at CCA to anot her IMP . How ever  cons ide r in g the

much higher loads planned in the future , the most appropri-

ate long run solution to this problem appears to be the in—

stallation of a properly configured PLURIBUS IMP at CCA.

A c t i o n  has been t aken  to a c c o m p l i s h  t h i s  and installation is

expected to take place in 1977.
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Chapter 7

S Summar y

Over the course of this contract the Datacomputer has

grown from a very basic system into a sophisticated large

scale data storage facility with substantial data management

• capabilities. At the beginning of this contract the Data—

computer suppor~ ed only a limited amount of storage and a

• restricted set of user functions. Data description and man—

ipulation facilities were limited. Today the system pro—
S 

vides facilities for data sharing among dissimilar machines

on the Arpanet , rapid access to large on— line files , storage

economy through shared use of tertiary store and improved
S 

access con t r ol .

Internall y, all Datacomputer modules fall into one of

two principle subsystems , which are called “Services ” and

S “Re quest Handler ” . The Re q u est Han d ler is t he “ou te r ” layer

of the Datacomputer. It provides the interface to the Data—

computer user , parses and compiles Datalanguage , forma ts an d
- - interprets user data , an d is in genera l cont rol of ov eral l

Datacomputer functions. Services modules provide the lower—

lev el func tions in terna l to t he Datacom pu t e r  its elf , such as

:1 devi-ce and network I/O control , core an d disk buffer manage—

file directory services, and operating system inter-
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71. 1 Serv i~~ s

When this contract began , the Services subsystem of—

fered rudimentary capabilities. Many of the then—existing

modules have been ex t ens ivel y rewor ked , an d sev eral  ma jor
S 

, modules have been added. Major changes or additions have

been made in the areas of tertiary memory I/O functions ,

testing and support utilities , file security and accountin g .

Each of these facilities is described in more detail below .

71~ 1 .1 Tertiary Memory Support

The most important addition to Services is the support

system for the tertiary memory. This has required implemen—

tation of the data—staging mechanism known as SDAX , a gener—
~1

•1 alized data—page moving mechanism (“ sloshe r ”) capable of

m o v i n g  l a rge  a m o u n t s  of da ta  be tween  TBM ’ s , 3 3 3 0 — t y p e  d i sks ,

RPO 2—type disks and core. SDAX reduces I/O wait times for

5-,
. .~~~~ user s who have da ta s tore d on t e r t i a r y  memory by st a i i n g

-; - ‘

~~~~~~ ~ (portions of) file data onto dedicated 3330—type disks. The

user ’s f i l e  da t a  o p e r a t i o n s  are t h e n  p e r f o r m e d  on the  s taged

-
~~s~~;-~~~ - S
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• Su m m a r y

data and at an appropriate time modified data is written

back to tertiary memory or simply deleted from disk. These
S 

operations are completely transparent to the Datacomputer

user . Im p lemen ta tion of SDAX an d slosher rout ines re q u ir ed

extensive modifications throughout many other Services

mo dule s, including the directory tree , error and core—

management handlers .

• 

- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

In addition and as an enhancement to tertiary memory
S 

device support , a number of utility functions were added to

the Datacomputer. The most important of these are:

— The directory cross—checker , which exhaustively

examines the internal consistency of the file dir-

ectory ;

— Backup and reload utilities for Datacomputer files ,

the file directory and TBM tapes (each of which

contains the equivalent of approximately 6,000

- ‘
~ stan dard magtapes worth of data);

t I
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— E x t e n s i v e  t e s t i n g  f a c i l i t i e s, i n c l u d i n g  a “ Q—

tes ter ” wh ich  s i m u l a t e s  the  a c t i v i t y  of s~ ver a1

c o n c u r r e n t  n e t w o r k  D a t a c o m p u t e r  users  in c r e a t i ng

and d e l e t i n g  node s and f i les , and re ad ing  and

writing patterned data to these files;

— Greatly improved error—handling facilities. The

Datacom puter  is a bl e to recover an d cont inue  from a

very  lar ge num ber of potent ial e r ro r s , especially

including device and network I/O problem s .

S j_~~_Security and Ac~~ unting

Two o ther  ma jor areas of wor k have been t he addi t ion of

a so phi st icate d secur it y su bsys tem an d inc lus ion of an ac-

counting package. Datacomputer security is provided by a

S privilege block and password system which operates at every

level of the di rec tor y t ree , is user—settable for all nodes

un der that user ’s cont ro l , and which offers per—user acces—

sability to any given file. The accounting package offers

a facility for prorating costs of Datacomputer operation ,

data storage and network interface to individ ual sites ac—

cessing the Datacomputer.
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-~ 
5 7.2 Re H n d l e r

Ke y r esu l t s  of the Re quest  Han d ler develo pmen t e f f o rt

have fallen into the following categories: data descrip—

t i on , da t a  m a n i p u l a t i o n , and e f f i c i e n c y  e n h a n c i n g  mechan-

isms . The f o l l o w i n g  subsec t i ons  w i l l  cons ide r  each of these

issues in t u r n .

7.2 .1 Data Descr~ p~ ion

Da ta is s tor ed by the  Datacom pu te r  in FILEs whose

S 
c o n t e n t s  are desc r ibed  in a d i r e c t ory m a i n t a i n e d  by the

sys tem . Data  is t r a n s m i t t e d  to or f rom the  Datacom pu ter

through PORTs which are also described in the system direc—

t o r y .  The D a t a c o m p u t e r ’s role  as a c e n t r a l  p o i n t  for  d a t a

in a heterogeneous network gives it the r a t h e r  u n u s u a l  re—

q u i r e m e n t  of be ing  ab le  to deal  w i t h  a l a rge  v a r i e t y  of da ta

types and machine representations of data. The data des—

cription facilities were greatly expanded to handle strings

whose c h a r a c t e r  set is EBCDIC or BCD as we l l  as A S C I I ;  one ’s

com plem e n t , two ’s com plement and unsigned binary integers;

and n o n — b i n a r y  i n t e g e r s  ( s i g n e d  as we l l  as u n s i g n e d  oc tal ,

L decimal and hexadecimal).
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A f u l l  set of d e s c r i p t i o n  o p t i o n s  was implemented. The

b y t e  s ize  o p t i o n  s p e c i f i e s  the  n u m b e r  of b i t s  in each byte

of the  c o n t a i n e r .  The f i l l  c h a r a c t e r  o p t i o n  s p e c i f i e s  w h i c h  S

value  the sys t em should use to f i ll ,  the con ta ine r  if no da ta

is ass igned  to it or to pad da ta  wh ich  does not  f i l l  the

container to its minimum size. A terminator tells the Data—

c o m p u t e r  where  to f i n d  the  end of’ data in a variable— length

c o n t a i n e r .  There are th ree  t e r m i n a t o r  op t ions :  count , de-

limiter and punctuation. Virtual data is data that is not

stored within the file , but  is sys tem ma in ta ine d an d access-

ible by the user. No space is allocated for a container

having a virtual option specified ; the system supplies a

v a l u e  wh ich  may be r e t r i eved  and used l i ke  the  v a l u e  of a

‘n o r m a l ’  c o n t a i n e r  in a s s i g n m e n t s  and e x p r e s s i o n s .  The

D a t a c o m p u t e r  suppor t s  two v i r t u a l  o p t i o n s , v i r t u a l  e x p r e s —

sions and v i r t u a l  ind ices .  A v ir t u a l  express ion  may con t a in

any ar i thmet ic or s tr in g oper ators on cons tan ts or o ther

c o n t a i n e r s  w i t h i n  the same f i l e .  When r e f e r e n c e d  the  sys tem

c a l c u l a t e s  the  va lue  of the  e x p r e s s i o n .  A v i r t u a l  index

supp l i es  the pos i t i on  of the closest l i s t  ( i . e .  , the  record

n u m b e r  at  the  o u t e r m o s t  l e v e l )  and may be used in any  ex-

p r e s s i o n .

I_ _ i - - .5
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- 7.2.2 Data Manipulation

S 

From t he us er ’s point of view the Datacomputer is a

remotely— located utility. It would be impractical to use

such a utility if , whenever  t he user  wan ted to access or

change any portion of his file , the entire file had to be

transmitted to him. Accordingly , Datalanguage has been

• e x p a n d e d  to be self  c o n t a i n e d .  The user  sends  a ‘ r e q u e s t ’ ,

which causes the proper functions to be executed at the

Datacomputer without requiring entire files to be shipped

back and forth. Requests are composed of one or more state-

ments which transfer data (assignment statement) ; group

S 
sta temen ts so tha t two or more sta temen ts ar e t r ea t e d as a

single statement (BEGIN—EN D block) ; declare local variables

S (DECLARE statement) ; selectively execute statements (the IF—

THEN—ELSE statement and the UNTIL loop); selective ly

rece ive , t r a n s f e r , and transmit data (FOR and APPEND loops);

update containers (UPDATE loop); delete records (REMOVE

statement); and print messages (COMMENT , E R R O R , ALERT ,

A B O R T , QUIT s t a t e m ents ).

•

~ 

The first implementation of the UPDATE loop restricted

t h e  c o n t a i n e r s  w h i c h  cou ld  be changed  to f i x e d — l e n g t h  o n e s .

Variable —len gth containers are typically the best choice in

terms of storage efficiency and ease of data handling where
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s t r in gs of cha r ac t e r s  ( suc h as names  an d a dd resses) are  in-

volved. With these considerations in mind , the CHAPTERed

file m~ hanism was implemented. Chaptering is a technique

S which divides a file into parts , called chapters , to facili—

S tate the insertion and deletion of data . Each chapter can

be independently expanded or contracted to accommodate

shrinking or growing records.

In order to provide a full set of computational capa-

b i l i t i~ s, arbitrarily complex arithme tic , Boolean and string

expressions are handled by the Datacomputer. In addition to 
S

the representation of different data types a full set of

conversions from one type to another must be available so

that ass~~ n m en t , arithmetic and comparison operations across

data types are possible .

Efficiency

Alt hou gh often no t as visib le to the user as Data-

language , efficiency considerations during the manipulation

H of data are an important aspect of datamana gement systems ,
S especially when dealin g with large volumes of data .

.1 L-‘1
L1~: r‘ I
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For very large files , it is desirable to break up the

data into physically smaller units so that each subfile or

component of the group can be individually accessed , check—

- 

S 

pointed , dumped , validated , etc. File groups were irnple—

mented to give the user control over how to break up the

data into physically smaller more manageable units , those

that are online or offline , etc. The user may also specify

- 

S 

a logical constraint on each member of a group. ‘Logical

constraint’ is a Boolean which limits the records in one

subfile to having specific values in specified container(s)

of the file. The system responds to each reference to a

group ’s name by taking the appropriate action to handle a

set of subfiles. The logical constraint is a very important

efficiency consideration. When looping on a group without a

qualification (WITH <Boolean>) each subfile would have to be

opened and operated on. With an appropriate qualifi cation

(one based on the logical constraint) , the system need only

reference those subfiles selected. An analysis of the

subfile ’s logical constraint and the request qualific ation
- 1

is performed. If the analysis determines that no record of

the subfile would be selected by the request qualific ation ,

the subfile is skipped. Otherwise the subfile is accepted

for processing.
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An inversion is a secondary data structure that the

- Datacomputer can use to improve its efficiency in retrievin g

data by content from a file. Specifically, an entry in the

inversion is constructed for every container with the

inversion option. For each data value which occurs for the

container , the inversion contains pointers to all the outer-

most list members for which that container has that value.

When an inverted file is created , storage space is allocated

- 
for the secondary data structure. Although fixed—length

inverted strings were previously supported by the Datacom—

- 
‘ puter , significant improvements have been made. Indirect

inversion was implemented , permitting the retrieval of

outermost list members based on the values of inverted con-

tainers in any inner list. All elementary containers , in—

S cluding variable—length strings , may be inverted. A n

inversion is not only automatically constructed by the Data—

computer when the file is loaded , it is also automatically

maintained when data is appended or updated.

Complex Boolean expressions , those involvin g several

comparisons , fall into three classes: those with all com—

parisons evaluate from the inversion , those containin g no

comparisons evaluable from the inversion , and those which

~~
- mix the two kinds of comparisons. The first two classes

pose no problems; the Datacomputer will use the inversion to
I I

evaluate expressions in the first category, and not for ex—
-
~~ 

~ S
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nressions in the second category. For those Booleans in the

third category, the Datacomputer decomposes the expressi~ln

into two Booleans. The first , based on inverted compari—

sons , will be used to retrieve the data. The second , know

as ‘direct search’ and based on the non—in verted cornpari—

sons , will be applied to only that data selected by the

inverted Boolean.

The container address table (CAT) is used for fast re—

• trieval of variable—length list members. It is automatic —

ally created for variable—length list members which contain

at least one inverted container and for chaptered files , but

may be specified as an option on the description of a file.

The CAT provides quick access to list elements and is o n —

man ly a tool for increasing efficiency at run— time . For

example , to obtain the pth element of a list of variable —

length , delimited strings with no CAT would require readin g

through the first n— i elements , searching for delimiters.

- j If the same list had a CAT , obtaining the ~th element would

require only loading a pointer from the nth CAT slot.

~~
- 
~ Virtual indices are treated as a pseudo inversion , as

if it were an inverted container having the list member ’s

record number as data , although no auxiliary data struc—

ture is maintained.
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