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ABSTRACT

It has been conjectured that a uniquely decipherable (U.D.) code can
be replaced by a prefix code with the same codeword compositions. The
conjecture is proved for the two length case, that is for U.D. codes with
codeword lengths from the set {LI,LZ]. This result is then extended to a

more general class of U.D. codes and an equivalent conjecture is proposed
for the general case.

1. Introduction

The basic elements of a discrete communication system are its source,
encoder, channel, decoder and destination. The source may be represented
as a random variable, X, taking on values from a source alphabet
fxl,xz,...,xu} with propabilities PysPgsecesPy respectively. A message is

a sequence of source characters. To facilitate transmission, the encoder
associates with every source character, x,, a finite sequence of code
characters from the code alphabet {al,az,a3,...,aD]. Such a sequence of

code characters is called a codeword. A code is the collection of all
codewords. The encoded message is then transmitted over the channel which

we assume to be noiseless. At the receiving end, the decoder attempts to
reproduce the original message by assigning a set of source characters to
the coded message.

To avoid ambiguity, every finite sequence of code characters must
correspond to no more than one message. A code that conforms with this
requirement is said to be a uniquely decipherable (U.D.) code. Further-
more, if no codeword is a prefix to some other codeword, the code is said
to be a prefix (or instantaneous) code. A codeword "j’ is a prefix of

are in juxtaposition and bj is some

codeword W if wi=wjbj’ where wj, bj

sequence of code characters.

The composition of a codeword Wi is written as
(dl(i),dz(i),.. ,dD(i)) where dj(i) is the number of times code character

aj appears in codeword . Given a set of costs (°1’°2""’°D) associated

with the respective code characters {al,az,...,an} the code cost is given

by:

1 This work is-supported by the U.S. Air Force Office of Scientific
Research, Systems Command, Grant AF-AFOSR-76-3017.
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The problem of minimizing the code cost has been treated for prefix
codes. Karp [2] gave an integer programming formulation and, if all the
costs are equal, the problem is solved by the well-known Huffman algorithm
(3]. However, no results exist for uniquely decipherable codes. It is
known that a U.D, code can be replaced by a prefix code with the same
codeword lengths.

Theorem 1: (Kraft [4]). A prefix code with codeword lengths Dysfgsees By
exists if, and only if, the following condition holds:

M

A

LD i <1

i=1
where D is the number of characters in the code alphabet.

McMillan [5] showed that the same inequality must hold for uniquely
decipherable codes. Thus, every U.D. code can be replaced by a prefix code
with the same codeword lengths.

If the costs (cl,cz,...,cD) are not all equal, the composition of the

codewords becomes important. The following theorem, independently dis-
covered by Block (6] and Carter and Gill (7], establishes necessary and
sufficient conditions for the existence of a prefix code with a given set
of compositions.

\I
Theorem 2: Given a set of compositions of the form C = {ﬁml,mz,...,mD)I,

there exists a prefix code with these exact codeword compositions if, and
only if, the follgwing inequality is satisfied for each (mi,mz,...,mb) €C.

¥m
D-1 ?‘. @, 1= * D-1 igk (mi-ni)
et 2 21 2 : ) ALY,
1=1 n,4n +...= "
L 1 “12‘ . " "

where ["1’“2""’“D] is the number of codewords with composition

(nl,nz,...,nD).

A summary of the proof is described as follows:

The necessity of the condition is a direct result of the prefix prop-
erty. Let a word be a sequence of code characters. Then the product term
on the right side represents the number of words of composition
(ml’m2""’mD) that have as prefix a word with composition (nl,nz,...,nD).

The product term on the left side is the number of all words of composition
(mg,m2,...,mp). The inequality states that the number of words of composi-

tion (ml,mz,...,mn) must be greater than or equal to the number of words of
composition (ml,mz,...,mn) that are eliminated by the prefix property, plus
the number [ml,mz,...mn )
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The sufficiency of the condition can be shown by constructing a prefix
code with the given compositions. The construction proceeds fium the
shorter to the longer codewords. At each step, if we require
[ml,mz,...,mD] words of composition (ml,mz,...,mn), it follows from the

composition inequalities that there are at least [m.é,m seee,m Jwords of
composition (ml,mz,...,mb) and such that they do no hgve a prefix in the

set of words chosen so far. The code, thus constructed, will be a prefix
code with the required codeword compositions.

Example 1. Given the compositions (1,1),(1,1),(2,0),(1,2), is there a
binary prefix code whose codewords have the given compositions?

The composition inequalities are:

1+1 (1-1)+(1-1) 0 ‘
for (1,1); ( )z ( ) [1,1] -( )2 .
1 1-1 0

or 222
240 (2-2)+(0-0) 0
for (2,0); ( )z ( ) (2,0] -( )1
2 3-3 0
or 121
1+2 (1-1)+(2-1) ]
for (1,2); ( )z ( ) ,11+ : 3
1 1-1 :
((1-1)+(2-2)) | i
1,2} :
1-1 ¥
or 3=23

All the composition inequalities are satisfied. The only prefix code
with the given codeword compositions is: W = {01,10,00,110}. However, if
one more composition (1,2) is added to the above set, the last inequality

becomes:
1+2 (1-1)+(2-1) (1-1)+(2-2)
( ) 2 ( )El,l] + ( ) (1,2]
1 1-1 1-1

or 3 =4

Thus, there is no prefix code with codeword compositions
{a,1,1,1),(2,0),(1,2),(1,2)}. This is easily confirmed by constructing
a binary tree.

1t has been conjectured [6,7] that theorem 2 holds for U.D., codes, If
this is true, the problem of comstructing minimum cost uniquely decipher-
able codes reduces to that of constructing minimum cost prefix codes.

o
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2, The Two Length Case

In this section we show that every uniquely decipherable¢ code with
codeword lengths from the set [{.1,1,2} can be replaced by a prefix code with
the same codeword compositions.

Let wz = {wl,wz,...,wM} be a non-prefix uniquely decipherable code
such that Wz = LIUL2 where:
L = by M) = 4]
L, = {ijX(wj) =1, > 4]
and A(w) is the length of codeword w.

Lemma 1. Let W be a non-prefix U.D. code, wi,wj € W and wj =wb

d’
Then biwi £W.

Proof. Suppose that biwi ™ € W. Consider the message iji.' This
meéaage may be written as:

= wibiwi = wiwk

iji
Hence, there would be two interpretations for the same message
(i.e. wj.vi or w,. k) and the code is not a U.D. code. This contradicts
our assumption that W is a U.D. code. Thus, biwi £W.

Consider now the code wz. For each codeword w, € Wz that has a prefix

in wz, we construct a codeword chain, Aw . The first word in the chain is

w, = w b, ; the next word is biw If biwi does not have a prefix in wz the

| b i

2
chain terminates with biwi' Otherwise, we can write biw1 wkbk (wk EWT)

and the next word in the chain is bkwk. This process is repeated until a
word that has no prefix in Wz is reached. It will be shown later that such
a chain must terminate. We represent the chain associated with wj=wibi by:

ij = "j = wibia biw1 = wkbk -»bkwk =, ,,.= "xbx -»l.-»xwx __ S

Example 2. Let W2 = {000,001,010,100,00101}. The codeword 00101 has the

prefix 001 and the chain A00101 is given by:

AOOIOI = 00101 -» 01001 - 01010 - 10010 - 10100

Clearly, all words in a chain A, , have the same composition as they are
cyclic permutations of vy - b

Theorem 3. Let w.1 €W2, wj = wibi &wi sz) and let Aw be the "c.hain associ-

ated with w,. Then, the first word of A, is the only member of the chain
b 2 3

that is a codeword of W™,

Proof. Let ij be:
~j - 'j =wb "bi'i e wkbk "bkwk = wlbl - blwl B, 'xbx "’Abx"x ®, e

ii

!

i
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L ? Suppose that bxwx is a member of the chain and also a codeword of Wz. Con-

| \ sider the message B = ijiwkwl.. L Since w, = w b, , we can write:

j i1

? B = wibiwiwkwl' o 'wx-lwx

but bw=wb = B=wwbww....w .w

ii kk ikkkl Tx-1"x
,: but bkwk-wlbl = B = wiwkwlblwl""wx-lwx
’ .. w1wkw1”“"bx-1wx-1wx

| but bx-lwx-l'w b = B = w.w Wy esenes

X x : ik VP

Yx-1"%"x"x
! Now, if bxwx ewz, there would be two interpretations for message B. That
is B = wj-wi-wk.....wx = wi-wk-wl.....wx-bxwx. This corzxcradicts our
assumption that W~ is a U.D, code. Therefore, bxwx ¢ W- for any x.

We noted before that a chain must terminate. If a chain A, . does

not terminate, because of the finite number of words of composition equal
to that of w,, the chain must cycle. In other words, at some point a

word will be obtained that has already appeared in the chain. Then part
of, or the whole chain, will be repeated indefinitely.

Theorem 4. Let wi,wj € wz and wj = wibi‘ Let Aw be the chain associated

with w,. Then Aw contains no cycles. i

] 3
Proof. First suppose that the chain cycles to a word other than wj. That
is:

ij i wj = wibi-’b iwi e ewe™ Wnbn "bnwn B, 60" prp "bpwp - bnwn

Since the codewords Vo and wp are of equal length (&1), it follows that

# -..‘,.,;v,’,.‘ o

w =w and b = b ., But then from the chain we have that:
n P n P

bn-lwn-l = wnbn and bp-lwp-i = wpbp

Since wnbn = wpbp it follows that bn-lwn-l = bp-lwp-l' Then, by the same
argument, w.-1 - '"p-l and bn-l = bp-l' This process is repeated until we
reach "j' Then we have the following situation:

A "Vj"wb -»biw = .02 Wb obw =w

wj i1 i 11 11 h]
Theorem 3 states that the first word of A, (i.e. "j) is the only word ;
that belongs to Wz. But if bl"l 4w2 awj sz, a contradiction. The g




ambiguous message for this case is:

\ B.w"'1“"""'"1-w1°"k“""“'w

3 - X

We now describe a method for replacing a uniquely decipherable code
W™ with a prefix code with the same codeword compositions as w2, Given

the U.D. code Wz, define the set S as follows:

S = {wjéwz[ v, = wibi for some wié wz}

Then, for each member of S, we construct a chain and form the set S' where:

S'= bw |w €w? and b_w_ is the last word in a chainA , w €s}
xx'x w

3
Lemma 2. 1f |C| is the cardinality of set C, we have |s|=|S'|.

i

Proof. This follows from the fact that no two chains can have any words in
common. Suppose that the chains Aw 3 Aw have common words. Then,
w -

[ &
bewe = bW, = WP oo

- = wo'h! o 1Ht
Awk Wi wlbl-»blwl .....-wfbf

By the argument used in the proof of Theorem 4, we have: w, = wé,
l:1 = bé which implies that LA wé_l, bi-l = bi'.-l and so on. The two
chains cannot have equal lengths because that would require that W= e
Thus, the shorter of the two chains, say A , is a part of the longer one,
Aw . But then the codeword Ve ew2 appears in ij, while, by Theorem 3, wJ
isjthe only member of Aw that belongs to Wz. Thus W ¢ Wz, a contradic-

tion. J

The code W = w2-s + S' is then a prefix code with the exact same
codeword compositions as Wz.

Example 3. Consider the binary U.D. code W given by:

Wz = {000,001,010,100,00110,10011,01011,01111,11011,00101}
The set S is: § = {00101,00110,10011,01011}

We now construct the chains associated with each member of S.

A00101 = 00101 -»01001 -»01010 »10010 »10100
A00110 = 00110 10001 -»01100

A10011 = 10011 11100

A01011 = 01011 11010

e
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Then the set S' is: §' = {10100,01100,11100,11010} and the prefix code W'
is:
W' = {000,001,010,100,10100,01100,11100,11010,01111,11011]

3. An Extension of the Two Length Case

The method used for the two length case can be applied to a more gen=~
eral class of U.D. codes. The basic requirements are that the concept of
a codeword chain is applicable and that Lemma 2 holds. Let Wp be a non-

prefix U.D. code such that:

WP = ["'1""2'"3’ e ,wM} = P,UP,

Py = By M) =4, A>NW) MW €R) ]

3

and P2 is both a prefix and a suffix code. A code P is said to be a suffix

code if no codeword W,E€P is a suffix to some other codeword wjéP, i.e.

Wj# biwi for any wi,wje P.
Lemma 3. All suffix codes are uniquely decipherable.

Proof. Suppose that suffix code P = {wl,wz,...,wM} is not uniquely deciph-

erable. Then there is at least one ambiguous message. Let that message

" - = w'w e ' = hix?
be: B w1w2w3...wf w1w2w3...wg. Then we can either write wf bg“g or

wéabgwf for some sequences of code characters bf,b[s. Either case contra-

dicts our assumption that P is a suffix code.

Prefix and suffix codes are very similar in structure. However, suf-
fix codes are impractical because decoding may have to wait until the whole
message is received. As in the two length case, we can construct codeword
chains Aw for all wj € Pl that have a prefix in Pz. Also, Theorem 3 still

holds. J

Lemma 4. Let A 'Awk’“'A be the chains associated with the codewords
—_— W “n
wj,wk,...,wnGPl. Then

a) no two (or more) chains can have common words
b) all chains must terminate

Proof. a) From Theorem 3 it follows that no chain can be part of another
chain. Also, since wj # i t T v and P, is a prefix code, at any step

in the construction of the chains there is no more than one way for the
chain to grow (i.e. a chain can not split up into two or more subchains).
Suppose that chains A ,A  merge:

w,” W

3 K
ij = wj = wlble blwl =,,.= wibi

=h'lw'! = -
biwi bfwf wgbg-» bswg suse
(1] leg! = a w'h!

A"’k . wlbl-) blwl wfbf

From Theorem 3, it follows that biwi = béw; EPI' Then, wi,wé € P2 and




either w is a suffix of wé, or wé is a suffix of w, . This contradicts our
assumption that Pz is a suffix code.
b)If a chain does not terminate, it must cycle. Let Aw Le:

A =y =y
b

wj lbl-) blwl = wzbz-) bzwz B, .= W b —’b Wo B, ,.,%

g5~ Oe¥s e-15-1"

wb =wb

R " N " Y

Since wg,wf € Pz and P2 is a prefix code, we must have wg =ve.
Also, since Pz is a suffix code it follows that "3-1 Ve and so om until
we reach wj. Then, by Theorem 3, wj € Wp a contradiction. Q.E.D.

Example 4. Consider the code W = {001,010,100,1010,00101}. We have:

AOOIO]. = 00101 -»01001 -»01010 »10100 01010 ...

The chain cycles. By Theorem 4b the code is not uniquely decipherable.
One ambiguous message is:

B = 001-010-010°100°1010 = 00101-00101-001-010

We have then shown that the U.D. code W can be replaced by a prefix

code with the same codeword compositions.
Example 5. Consider the U.D., code
Wp = {00,010,101,0110,1110,00111,10111,01001,11111}
We have: B - {oo111,10111,01001,11111}
Py {00, 010,101,0110, 1110}

and = 00111 -»11100 »01110

Agor11

A10111 = 10111 »11101 »11110

A01001 = 01001 -»01010 »10010

The required prefix code is W' = wp -S+8'or
w' = {00,010,101,0110,1110,01110,11110,10010,11111}
4. The General Case
We start with the following conjecture.

Conjecture A. Every uniquely decipherable code must satisfy the composi-
tion inequalities established for prefix codes.

Suppose that conjecture A is false. Then there is a uniquely deci-
pherable code suc& thac at least one of the composition inequalities is not
satisfied. Let W [wl,wz,...,vu} be such a code, and let (m,,m,,...,m)

be a composition of minimum length,
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(Z.mi)’ for which the corresponding inequality is not satisfied. Consider
i=]

the code W defined by:

W= [wilmj(i) sm,, ¥j3m, (1) <m_, 15jsp}

3’ j : 4

Code W is a U.D. code because it is a subcode of W . Furthermore,
all the composition inequalities are satisfied for W, Therefore, there
exists a prefix code, W', with the same codeword compositions as W. Let
R be the set: 3

R = {wj €W | k(wj) = (ml,mz,...,mD)}
where k(wj) is the composition of wj. Then, the code WUR is a U.D. code

but there is no prefix code with the same codeword compositions as WUR.

This means that lRl is greater than the number of words of composition
(ml,mz,.. .,mD) that can be added to W' without violating the prefix prop-

erty. Equivalently, the U.D. code W eliminates less words of composition
(ml,mz,...,mD) than the prefix code W'. Thus, conjecture A is equivalent

to:

Conjecture B. Given any non-prefix U.D. code W = {wl,wz,...,wM} and a pre-
fix code W' = {wi,wé,...,w}"} such that

k(wi) = k(wi) = (ml(i),mz(i),...,mn(i)) for 1 =i s M, let the composition
(ml,mz,...,mb) satisfy: ijmj (i) for all i,j and 3 j ij >mj(i),

1i<{<M, 1sj <D, Then code W eliminates at least as many words of compo-
sition (ml,mz,...,mD) as code W'.

Code W' eliminates those words of composition (ml,mz,...mb) that can
be written as wi" b.1 (i), wi €W'. Consider the word pairs (wibj (i),
bj(i)wi)' From Lemma 1, it follows that at least one word from each pair
is eliminated by W (if borh words are added to W, the augmented code is not

a U.D. code). Since the number of pairs is equal to the number of words
of composition (ml,mz,...,mD) that are eliminated by W', it follows that

conjecture B is true if the words wibj(i), bj(i)wi are distinct for all

i,j. Unfortunately, this is not the case. In certain cases, the matching
that may occur, can be resolved by considering non-cyclic permutations.
In general however, the question remains open.

5. Conclusion

It is proved that any uniquely decipherable code with codeword lengths
from the set [LI,LZ] can be replaced by a prefix code with the same code-

word compositions. The proof is based on the concept of a codeword chain.
This result is then extended to the more general class of uniquely deci-
pherable codes described by: WP = P.UP

;e
where P, = {wjh(w )=, 4> )\(wi)*q‘wi € P2} and P, is both a prefix and
a suffix code.

3

=2
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The general case is then discussed and, using a theorem discovered by

Block [6] and Carter and Gill [7), a conjecture on the replacement of

uniquely decipherable codes by prefix codes with the same codew rd composi-
tions is proposed. Some implications of this conjecture are ilhien discus-
sed. No device analogous to a codeword chain could be found for the gen-
eral case. Attempts to prove or disprove the conjecture have been unsuc-

cesful so far.
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