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ABSTRACT D
It has been conjectured that a uniquely decipherable (U.D.) code can

be replaced by a prefix code with the same codeword compositions~. The
conjecture is proved for the two length case, that is for U.D. codes with
codeword lengths from the set ~~~~~~ This result is then extended to a

more general class of U.D. codes and an equivalent conjecture is proposed
for the general case.

1. Introduction

The basic elements of a discrete communication system are its source,
encoder, channel, decoder and destination. The source may be represented
as a random variable, X, taking on values from a source alphabet

with propabilities 
~l’~ 2 ’ ’ ~M 

respectively. A message is

a sequence of source characters. To facilitate transmission, the encoder ‘~ j
associates with every source character, x , a finite sequence of code
characters from the code alphabet (al,a2,&3,...,aD). Such a sequence of

code characters is called a codeword. A code is the collection of all
codewords. The encoded message is then transmitted over the channel which
we assume to be noiseless. At the receiving end, the decoder attempts to
reproduce the original message by assigning a set of source characters to
the coded message.

To avoid ambiguity, every finite sequence of code characters must
correspond to no more than one message. A code that conforms with this
requirement is said to be a uniquely decipherable (U.D.) code. Further-
more, if no codeword is a prefix to some other codeword, the code is said
to be a prefix (or instantaneous) code. A codeword wj~ is a prefix of

codeword w~, if ~~~~~~~ where w~, b1 
are in juxtaposition and b~ is some

sequence of code characters.

The composition of a codeword ~~ is written as

(d (i),d2(i),...,
d~(i)) where d (i) is the number of times code character

aj 
appears in codeword w~. Given a set of costs (cl,c2,...,cD) associated

with the respective code characters the code cost is given

by:

‘This work is supported by the U S Air Force Office of Scientific
Research, Systems Command, Grant A7-APOSR-76-3017.

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~



— — 
~~~~~~~~~~~~~

~~~~~~ y
bI~ S.ct~.. r

111 N D
~
... 

~~
..

r Code cost = L LP i*~j
(t)c j

i-l j 1

• ~~neij av~n ~~tt i:~
- The problem of minimizing the code cost has been treated for prefix

codes. Karp t2] gave an integer programming formulation and , if all the
~~ costs are equal, the problem is solved by the well-known Huffznan algorithm

C3]. However, no results exist for uniquely decipherable codes. It is
known that a U.D. code can be replaced by a prefix code with the same
codeword lengths.

• Theorem 1: (Kraft £4]). A prefix code with codeword lengths nl~
n2,...,nM

exists if, and only if, the following condition holds:
• N

-ni � l
- 

i—i

where D is the number of characters in the code alphabet.

NcMillan £5] showed that the same inequality must hold for uniquely
decipherable codes. Thus, every U.D. code can be replaced by a prefix code
with the same codeword lengths.

If the costs (c1~c2~...,c~) are not all equal, the composition of the
codewords becomes important. The following theorem, independently dis-
covered by Block £6] and Carter and Gill Cl], establishes necessary and
sufficient conditions for the existence of a prefix code with a given set
of compositions.

Theorem 2: Given a set of compositions of the form C —

there exists a prefix code with these exact codeword compositions if, and
only if, the following inequality is satisfied for each (n11,m2,...,m.~) E C.

:~: (t
~~ m

t) 

~~~~~ 
~~~~ i~ k

(mi-nL)~~~

1-1 
~~~~~~~~~~~ mk~% /Joh i

where £nl,n2,...,nD] is the number of codewords with composition

(n1,n2,...,n,~).

A summary of the proof is described as follows:

The necessity of the condition is a direct result of the prefix prop-
erty. Let a word be a sequence of code characters. Then the product term
on the righ t side represents the number of words of composition
(m1,m2,...,m,~) that have as prefix a word with composition (n1,n2,...
The product term on the left side is the number of all wotds of composition
~~~~~~~~~~~~ The inequality states that the number of words of composi-
tion (mj,m21...,mD) must be greater than or equal to the number of words ofj composition (ml,m2,...,mD) that are eliminated by the prefix property, plus
the number [ml,m2,...WD 3. 

— — •-



The sufficiency of the condition can be shown by constructing a prefix
code with the given compositions. The construction proceeds ft~.ri: the
shorter to the longer codewords. At each step, if we requir€~
Cml,m2 , . . ., mD] words of composition (ml,m2,...,mD) ,  it follows from the

• composition inequalities that there are at least £m.,,m~,...,m~]
worda of

composition (m1,m2,...,m~) and such that they do noe hive a ptCefix in the
set of words chosen so far. The code, thus constructed, will be a prefix
code with the required codeword compositions.

Example 1. Given the compositions (l,l) ,(l ,l),(2,O),(j,2), is there a
binary prefix code whose codewords have the given compositions?

The composition inequalities are:

((l-l)+(l—1)~for (1,1); 1 1 � ( J [1,1] — ( )2
\ 1-1 /

or 2 � 2

f2+O~ ((2-2)+(0-0)\ j0~for (2,0); ( J � ( J £2.0] — ( Ji
~~2 F  \ 2-2 / ~~0I

I
or l � l

I l+2\ ((l -l)+(2-l)\
for (1,2); ~ ~

� t I C’~’)~‘~l I  \ 1-1 /

((1-1)+(2-2) \ 
-

( J t l ,2]
\ 1-1 /

I. or 3 � 3

All the composition inequalities are satisfied. The only prefix code
with the given codeword compositions is: W tbl,lO,00,llO3. However, if

• one more composition (1,2) is added to the above set, the last inequality
• becomes :
• I l+2~ ((l-l)+(2-1) \

• 
~ 

) � ) Ci,’] + ) C1 2]

or 3 � 4  

1-1

Thus, there is no prefix code with codeword compositions
((l,1),(i,l),(2,0) ,(1,2) ,(l,2)}. This is easily confirmed by constructing
a binary tree.

It has been conjectured [6,7] that theorem 2 holds for LI D. codes. If
this is true, the problem of constructing minimum cost uniquely decipher-
able codes reduces to that of constructing minimum coat prefix codes.

_________ 
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2 . The Two Length Case

In this section we show that every uniquely decipherable r~xie wi th
codeword lengths from the set can be replaced by a prefix code with
the same codeword compositions.

Let V2 — fwl,w2,. . .,wM ) be a non-prefix uniquely decipherable code

such that V 2 
— L1UL 2 where :

L1 — (wi I X (vi) —

L2 — (wj  I X (wj ) — 

~‘2 
>

and X(w) is the length of codeword w .

Lemma 1. Let W be a non-prefix U.D. code, v~,w3 E 
V and V

j 
— ~~~~~

Then biwi ~ V.

Proof. Suppose that b
i
w
i 

Vk E V. Consider the message WjWj• This

message may be written as:
W V  v b w  — w .vji i i i  ik

Hence , there wou ld be two interpretations for the same message
• (i.e. W

j~~W
j 
or w

~
.wk) and the code is not a U.D. code . This contradicts

our assumption that W is a U .D. code . Thus, biwi ~ W.

Consider now the code V2. For each codeword W
j 
E W

2 that has a prefix

• in V
2, we construct a codeword chain, A . The first word in the chain is

w — w~b~; the next word is b w . If b~~ does not have a prefix in W 2 the

chain terminates with biwi. Otherwise, we can write b~v~ — vkbk (wk E W )
and the next word in the chain is b w . This process is repeated until a

word that has no prefix in V is reached. It will be shown later that such

a chain must terminate. We represent the chain associated with w~~w.b1 b~ :
A •w — v b - ,bw w b  -,bw — ....— w b  ..bv — ....Wj  j i i  i i  kk kk xx x x

Example 2. Let V 2 — (000,001,OlO ,lO0 ,00lOl). The codeword 00101 has the
prefix 001 and the chain A®,01 is given by:

— 00101 ., 01001 -~ 01010 -. 10010 -, 10100
Clearly , all words in a chain A

~ , 
have the same composition as they are

cyclic permutations of Vj.

Theorem 3. Let W
j  
EW2, W

j 
— wibi (w~ EW~) and let 

A
~ be thc~chain associ-

ated with v . Then, the first word of A is the onl~ member of the chain
2 

W
j

that is a codeword of V

Proof. Let A,~ be:
A~, 

_ v
j
_ w

jbj .,biwi
_ w

kbk~
+bkwk

_ w
lb,~

!blw,
_....._ wxbx .sbxw,c

_ ...

1~~~~~i~~• .-.-- —- . ~~~~~~ - • - -. ••• —.-— -._--•_.•••
~~
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Suppos. that b
~
w is a member of the chain and also a codeword of V2. Con-

aider the message B — W
J
W
L
W
k
V1••• ~~~~~~ 

Since wj — w
i
bi, 

we c~n write:

B — w b w w w  ....v wi i i k l  x-l x

but b
iwi

wkbk ~ B — Wiwkbkwk
wl.. • V ~l

Wx

but bkwk=w,
bl B - WiwkWlblwl....wx lwx

• B — w w v  b w w
H . i k i  x-l x-l x

but bx_ iWx_ ;Swxbx ~~ B — WjWkWl w iw b w
~

Now, if bxwx EW
2, there would be two interpretations for message B. That

is B — w .,~ •v w — v ~~ w .b w . This contradicts ourj i k 2 x i k l  x x x 2assumption that W is a U.D. code. Therefore, b
~
w
~ ~ 

V for any x.

We noted before that a chain must terminate. If a chain A~~. does

not terminate , because of the finite number of words of compositIon equal
to that of the chain must cycle . In other words , at some point a
word will be obtained that has already appeared in the chain. Then part
of, or the whole chain, will be repeated indefinitely.

Theorem 4. Let wi~
wj E V

2 and — wibi. Let A~, 
be the chain associated

with w . Then A,, contains no cycles.
LI j

Proof. First suppose that the chain cycles to a word other than w1. That
is:

A.,, — w  w b - ~b V .. w b  ..b w — . . . .— w b  -.b w — b yLI i i  i i  n o n n  p p  p p  on

Since the codewords w0 and ~~ are of equal length 
~~~~ ~ 

follows that

w — w and b — b . But then from the chain we have that:n p n p

b w w b  and b w — y b
n-l n-l n n p-i p-i p p

Since w0b0 — v~b~ it follows that bn_iwn_l — ~~~~~~~ Then, by the same
argument, w01 

— w~,1 and b01 — b~~.1. This process is repeated until we

reach V
j
. Then we have the following situation:

A.,, — W
j 

— w
ibi 

..
~
biwi 

— ... w~b1 -.b1v1 
—

Theorem 3 states that the first word of A.,, (i.e. w ) is the only word
2 2 LI 2

that belongs to V • But if b 1v1 ~ V ~ ~ V a contradiction. The

N 
_ _ _   

_ _ _
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ambiguous message for this case is:

B — • v W
i 

a . w~ V

2 We now describe a method for replacing a uniquely decipherable code
V with a prefix code with the same codeword compositions as V2. Given

the U.D. code W2, define the set S as follows:

2 2S — fW
J
EW I w~ — w

i
bj for some w~EW 3

Then, for each member of S, we construct a chain and forts the set S’ where:

w ~v EW2 and b v is the last word in a chain A , w ES)
X X X  X X  V

j 
LI

Lemma 2. If IC I is the cardinality of set C, we have ls l”ls’ ~
.

Proof. This follows from the fact that no two chains can have any words in
common. Suppose that the chains A , A have common words. Then,

W
k 

W
j

A.,, — Wj — w1b1-~b1v1 
•.....

b’w’ b w  — w  b -~~ff i i  i+l i+l
A — w  — w ’b’-,b’v’w k i i  1 1 f f

By the argument used in the proof of Theorem 4, we have: w~ — v~,

— b~ which implies that wi_ i — v~_1, bi_, — bj1 and so on. The two

chains cannot have equal lengths because that would require that — Wk~
Thus, the shorter of the two chains, say A , is a part of the longer one,

2 “Ic
A.,, . But then the codeword EW appears in A.,,~ , while , by Theorem 3 , W

j
is3 the only member of A that belongs to W2. Thus Wk ~ W 2 , a contradic~
tion.

The code w — w 2.~ $ + S’ is then a prefix code with the exact same
codeword compositions as V2.

Example 3. Consider the binary U .D . code V given by:

— (000,001,0lo,loo,00llO ,looll,olOll,olii1,llOii ,00iOl)

The set S is: $ — (OOiOi,00llO,lOOli,OiOli)

We now construct the chains associated with each member of S.

A00101 — O01Ol -,0i001-.0i010..,lOOlO -~10l00 
S 

-

A00110 — 00ll0-~l00Ol -~Oll00

• A10011 — 10011 ..1i100

A01011 — 01011 -,11010

- - --~~~~~ _
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Then the set S’ is: S’ — [10100,OllOO ,lIlOO,llOlO3 and the prefix code U’
is:

• * [000,00i,O1O ,i00,i0lO0,OllOO ,1l100,llOlO,01i11,1101i

3. An Extension of the Two Length Case

The method used for the two length case can be applied to a more gen-
eral class of U.D. codes. The basic requirements are that the concept of
a codeword chain is applicable and that Lemma 2 holds. Let W~ be a non-

prefix U.n. code such that:

• W — 
~i’~’2”~3’”””M

3 — P~•
UP2

• P1 
— tw~ tX(v~) -{. . ~> X(w~) ~ E l’2 ~

and P2 is both a prefix and 
a suf f ix code. A code P is said to be a suffix

code if no codeword w~EP is a suffix to some other codeword w EP, i.e.• W
j# b~w~ for any w~~w~E P. 

LI
Lemma 3. All suffix codes are uniquely decipherable.

Proof. Suppose that suffix code P — tv,,w2,... ~
W

M
) is not uniquely deciph-

erable. Then there is at least one ambiguous message. Let that message
be: B — w1

W
2
w3.. .Vf 

— W~V ’2W~
. . .w~. Then we can either write Wf — b~w~ or

¶J~Sbg
W
f 

for some sequences of code characters bf.b~. Either case contra-

dicts our assumption that P is a suffix code.

Prefix and suffix codes are very similar in structure. However, suf-
fix codes are impractical because decoding may have to wait until the whole

S message is received. As in the two length case, we can construct codeword
chains A for all v E P that have a prefix in P . Also , Theorem 3 still

holds. 
W
j 

j 1 2

Lemma 4. Let A ,A .. ,...A be the chains associated with the codewords
Wj K

wLI,wk,...,wfl E P1. Then
a) no two (or more) chains can have common words •

b) all chains must terminate

Proof. a) From Theorem 3 it follows that no chain can be part of another
chain. Also, since # v~ ~~

. .. #  w0 and P2 
is a prefix code , a t any step

in the construction of the chains there is no more than one way for the
chain to grow (i.e. a chain can not split up into two or more subchains).
Suppose that chains A.,, ,A~ 

merge:
.1 k

A — V  — w b - g b w  -...- w b
V LI 11 11 i i

-~ b v — b’w’ — v b -~b v —
i i  f f  g g  g g

A - “Ic — w~b~4 b~w~ — . • . wkb~

trots Theorem 3, it follows that b~w~ — b w  EP1. Then, “i”'~ 
€ P~ and

_ _  

I 
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either w~ is a suffix of w , or w~ is a suffix of Vi
. This contradicts our

assumption that P2 is a suffix code.
b)If a chain does not terminate, it must cycle. Let A.,, tie :

A.,, — w~ — w
1b1-øb 1w1 — w2b2..b2u2 ~~~~~~~~~~ ~~~~~~~~~ ~~ • • • ~~~

— ib w — w b  — w bg-l g-1 g g  f f

Since W
8

IVf 
E P2 and P2 is a prefix code, we must have Vg Wf.

Also, since P is a suffix code it follows that w — w and so on until2 g-]. f—]
we reach w

1
. Then, by Theorem 3, W

j 
E W~ a contradiction. Q.E.D.

Example 4. Consider the code U — (0Oi,OlO,l0O,lOlO ,001013. We have:

A00101 — 00iO1-~O1001-,0lO10-*1O100-,01O10-+...

The chain cycles. By Theorem 4b the code is not uniquely decipherable.
One ambiguous message is:

B O0l~010•0l0 lO0 ’lOl0 = 0O10l•OOlOl.OOl.OlO

S We have then shown that the U.D. code V
P 
can be replaced by a prefix

code with the same codeword compositions.

Example 5. Consider the UD. code

— (oo,olo,lol,oIlo,it1o,00lll,lolll,olool,11l1l3
We have: P1 — (0011i,1011i,QlOOl,U111)

P2 — foo, olo , lol ,ollo, 111o)

and A00111 — 00111 -+11100-.OlllO

A10111 10111 -+11101 -+11110

A01001 = 01001 .+OlOlO -I lOOlO

The required prefix code is W’ V - S + S’ or

U’ — (oo,olo,lol,ollo,lllo,olllo,lllIO,ioolO,lllll)

4. The General Case

We start with the following conjecture.

Conlecture A. Every uniquely decipherable code must satisfy the composi-
tion inequalities established for prefix codes.

Suppose that conjecture A is false. Then there is a uniquely deci-
pherable code suck that at least one of the composition inequalities is not
satisfied. Let V — CW1,V2*•••,WM) be such a code, and let
be a composition of minimum length, 

-•- .---,—-~ —.~~~~ --- •- - - - -.• -~~--—- ---—-—• -• - .—~-S------ -
.--- -- .~ - p~~~~~~
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for which the corresponding inequali ty is not satisfied. Consider

the code U defined by:

W — (w~ I m~ (i) �ts
j

~~ ~ 
j ?m~(i) <m i

, 1�j ~D 3
Code U is a U.D. code because it is a subcode of W~. Furthermore,

all the composition inequalities are satisfied for W . Therefore, there
exists a prefix code , W’, with the same codeword compositions as W. Let
R be the set:

4 R (V
j  
EW j k(w.) a

where k(w~) is the composition of Wj . Then, the code WUR is a U.D. code
• but there is no prefix code with the same codeword compositions as WUR .

This means that IRI is greater than the number of words of composition
(m.i,m2,...,m~

) that can be added to U’ without violating the prefix prop-

erty. Equivalently, the U.D. code U eliminates less words of composition
(m.i,m2,...,m.~

) than the prefix code U’. Thus, conjecture A is equivalent

to:

Conjecture B. Given any non-prefix U.D. code U a (w1,w2,.. . ,w~4 ) and a pre-
fix cod e W’ a 

~~~~~~~~~~~ such that

k(wi) 
a k(w~) a (m1(i),m2(i),.. . ,m.~(i))  for 1 ~~i ~ M, let the composition

• (ml,m2,...,LSD) satisfy: aij�m j (L) for all i,j and SJ ?m~ > m ~ .(i)~

• i �i � M, 1 �j  �D. Then code V eliminates at least as many words of compo-
• sition (m1,m2,...,m.~) as code W’.

Code U’ eliminates those words of composition (m1,m2,.. 
~~~~~~~ 

that can

be written as w~ b~(i)~ w~ EW ’. Consider the word pairs (w~b~(i).

b~ (i)w~). From Lemma 1, it follows that at least one word from each pair

is eliminated by W (if borh words are added to W , the augmented code is not

S a U.D. code). Since the number of pairs is equal to the number of words
H of composition (mj,in2,...,m~

) that are eliminated by W ’, it follows that

conjecture B is true if the words w b (i), b (i)w are distinct for all

i,j• Unfortunately , this is not the case. In certain cases, the matching
that may occur, can be resolved by considering non-cyclic permutations.
In general however , the question remains open.

• 5. Conclusion

It is proved that any uniquely decipherable code with codeword lengths
from the set (L~ t2) can be replaced by a prefix code with the same code- 

S

word compositions. The proof is based on the concept of a codeword chain.
This result is then extended to the more general class of uniquely dcci-
pherable codes described by: W — P1UP 2,
where P1 — (w~ IX (w ~

) t, ~,> X(w1)~
1 v~ E P2) and P2 is both a prefix and

a suff ix code.



The general case is then discussed and , using a theorem discovered by
Block £6) and Carter and Gill £7), a conjecture on the replacement of
uniquely decipherable codes by prefix codes with the same code~r: -r d composi-
tions is proposed . Some implications of this conjecture are ::heu discus-
sed. No device analogous to a codeword chain could be found for the gen-
era] case. Attempts to prove or disprove the conjecture have been unsuc-
cesful so far.
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It  has been conjectured that a uniquely decipherable (U.D.) code
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