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Boston University
725 Commonwealth Avenue
Boston, Masachusetts 02215
617.353-2625

Depanment of Astronomy 1 June, 1976

Dear Colleagues:

It is a pleasure to welcome you to the City of Boston, often

called the Athens of America, and in particular to Boston University.
In the Boston area, there are eight major universities and over

fifty colleges, with a total enrollment of nearly 200,000 students.
Because of the city's rich heritage, Boston is one of the centers
where America is celebrating this year's Bicentennial Anniversary.

It was in Lexington, Massachusetts, only 15 minutes from Boston,

where the first shots of the War of Independence were fired 200

years ago.

Boston has fine museums, outstanding hospitals, a famous

symphony orchestra, and many excellent restaurants where you can

taste some of the delicacies of New England.
We at Boston University are honored to have you with us and

we want to express our congratulations to Dr. Aarons of the Air

Force Geophysics Laboratory and to Professor Mendillo of our
Department of Astronomy for their initiative and hard work to

organize this fine symposium in our University.
Boston University was established in 1869 and it is now the

third largest private University in the United States. Among its
original faculty was Alexander Graham Bell, who one hundred years
ago invented the telephone here in Boston. Boston University has

16 different schools including Schools of Medicine, Law, Education,
Engineering, Nursing, Management, Dentistry, Fine Arts, etc.

The Medical School receives more than ten million dollars per

year in research grants and the Law School has on its faculty
several past and present members of the Massachusetts Supreme
Court. The School of Theology counts among its graduates Dr.
Martin Luther King, the Nobel Laureate for Peace, and the

President of Cyprus, Archbishop Makarios.
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--The Department of Astronomy is one of the twenty departments
of the School of Arts and Sciences. Though there are nearly 2000
Physics Departments in the United States, there are less than one
hundred independent Astronomy Departments. Boston University thus
belongs to a small group of prestigeous universities, including
Harvard, Princeton, Columbia, Cal Tech, Berkeley, and Chicago,
which have a Ph.D. granting Department of Astronomy.

During your stay with us, we hope we will have an opportunity
to show you our faculty and student quarters, our library, our
dark room, our observatory and our planetarium, which is now under
construction. The department has five professors (Dr. Saul Adelman,

Dr. Kenneth Janes, Dr. Lucas Kamp, Dr. Michael Mendillo and Dr.
Michael Papagiannis), ten graduate students, including four teaching
assistants, and about twenty undergraduate majors. We will all be
more than happy to discuss our academic programs and our research

work with you.
We are looking forward to a fine scientific meeting and the

opportunity to exchange with all of you data and ideas on research
work of common interest. We hope your visit to Boston and the

COSPAR Symposium at Boston University will be culturally gratifying
and scientifically rewarding. On behalf of the President of the
University, the Dean of Arts and Sciences and the entire faculty
of the Astronomy Department, I extend to all of you a most cordial
welcome.

Sincerely yours,

Michael D. Papagiannis
Professor and Chairman

Department of Astronomy
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I.I

SATELLITE BEACON CONTRIBUTIONS TO STUDIES OF THE
STRUCTURE OF THE IONOSPHERE

A J. V. Evans
M.I.T. Lincoln LaboratoryLexington, Massachusetts 02173

ABSTRACT

The radio beacons on board artificial satellites have been widely used for

studies of the earth's ionosphere. Following the launch of Sputnik I, two
lines of investigation quickly emerged - the study of the total columnar
content of the ionosphere (up to the height of the satellite) and the study
of the fine-scale irregularities within the layer responsible for causing
scintillation of the received signal. Early studies of total content
employed either the Faraday rotation or the differential doppler method and
suffered because of an ambiguity in the results. In principle, the
ambiguity could be resolved by assuming that the ionosphere is horizontally
uniform, but in practice north-south gradients introduced, for example, by
TIDs often rendered this difficult. This problem can be overcome using
pairs of stations and/or local vertical-incidence measurements; the results
then yield useful information concerning temporal changes of total content
and large scale structure such as TIDs and the trough.

The advent of geostationary satellites has made possible long continuous
records of total content for many fixed locations on the earth, and by using
multiple frequencies it has also been possible to study the exchange of
plasma between the ionosphere and the magnetosphere. An extension of these
observations to higher latitudes could resolve the question of whether the
shrinkage of the plasmasphere during magnetically disturbed periods is
accomplished by "peeling away" the outer shells or an inward compression of
the plasma into the ionosphere.

The morphology of ionospheric scintillation has been studied extensively
using beacon signals. In addition, these studies have shown that the
spectrum of irregularities is power law (rather than Gaussian), and at the
equator can extend to very small spatial scales. While it is generally
agreed that the irregularities responsible for scintillation are created by
some form of plasma instability, there seems to be no generally accepted
mechanism. It may be that different instability mechanisms operate at the
equator, auroral zone and at midlatitudes and/or at different times.

1
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1. INTRODUCTION

Prior to the advent of in-situ exploration of outer space employing
artificial earth satellites, considerable study of the earth's Ionosphere
had been accomplished using ground-based HF soundings, and many excellent
summaries of this era of exploration have been written (e.g., Rawer and

Katz, 1957; Ratcliffe and Weekes, 1960; Alpert, 1963).

In addition, some rocket measurements had been carried out that provided
measurements of E- and F-region electron density to altitudes of 200-300 km
(e.g., Berning, 1951; Seddon, 1953; Seddon and Jackson, 1955). However,

these were limited in number, and significant information concerning regions
well above the peak of the F-layer did not become available until about the
time that Sputnik I was launched (e.g., Gringauz, 1958; Nisbet, 1960). The
early rocket results have been reviewed by Newell (1960). Finally,
measurements of the total number of electrons in the ionosphere had been
made by observing the Faraday rotation of moon-reflected radar signals (for

review, see Evans, 1974). These showed that there were typically n 3 times
as many electrons above h F2 compared to the number below, implying that
the F-layer was more complicated than a simple a-Chapman layer at uniform
temperature.

Somewhat surprisingly, the first really useful results of satellite

investigations of the ionosphere came from observations of the satellite
beacon signals, rather than in-situ sampling, and this has remained a
valuable technique to this day. This paper attempts to summarize the types
of measurements that are possible by observing the radio signals transmitted
from satellite beacons. It is not intended to be an exhaustive review of
the subject. (Such a review has been provided by Alpert, 1976.) The
examples of the results presented have been chosen merely to illustrate the
developments that were made, and are not meant to imply any priority of
discovery.

In the section that follows we outline two methods of measuring the total
electron content. Section 3 discusses observations of the gross structure
of the F-layer from low altitude satellites and geostationary satellites,
while Section 4 briefly comments on some of the physical processes that
serve to control the total content as measured by either method. Section 5
describes observations of large scale features in the ionosphere such as the
trough and the equatorial anomaly, and Section 6 deals with observations of
Travelling Ionospheric Disturbances (TIDs). Finally, in Section 7, we
discuss what can be learned concerning the ionospheric irregularities

responsible for Spread F and radio star scintillation.

2. OBSERVING TECHNIQUES

a. Faraday Rotation

At the time of the launch of Sputnik I (September 1957) the Faraday rotation
of a linearly polarised electromagnetic wave was already being exploited as
a means of measuring the integrated number of electrons through the

2



ionosphere by means of the moon echo technique (Browne et al, 1956; Evans,
1956, 1957). At frequencies f much higher than the plasr, frequency f
the one-way rotation a of the plane of polarisation of the wave is gieen
by

h

n f -K SBcosesecX Nhdh rotations. (i)

f 0

J" where

K - 3.75 x 10 in mks units

8jh - the flux density of the earth's magnetic fieldh at h~ight h

8h - the angle between the ray and the magnetic field direction

Xh - the local zenith distance to the ray

h - the height of the satellite~s

and Nh - the electron density (el/m 3)!h

Equation (1) holds provided the ray path at no point becomes exactly normal
to the magnetic field. As shown by many authors (e.g., Browne et al, 1956;
Bauer and Daniels, 1958), the term BhcossecXh is usually slowly varying
below about 2000 km. As a result some average value

M oss h case hBsecXhNn (2)

h coeh seh h
f S dho h

can be taken and placed outside the integral sign in Eq. (1), yielding

h
Q M S dh h < 2000 km (3a)

- KMN t  (3b)

where Nt  is the ionospheric total content beneath the satellite.

3
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'A
n typical applications the number of rotations a exceeds 1/2 introducing

an ambiguity in the measurements. This may be removed if observations can
be made simultaneously at two well-separated frequencies, or if a small
frequency shift Af can be introduced and the resulting change AQ in

Q observed, whence

1 Af
£2 = T-AP rotations. (4)

This was the approach originally employed in the moon reflection experiments
(Evans, 1957) and later used in satellite experiments where multifrequency
beacons were employed. For example, the satellite S-66 (1964-64a) carried
beacons at 40 and 41 MHz expressly for this purpose.

For low altitude satellite measurements what is observed is a rate of change
of Q introduced principally by the variation in M resulting from the
changing geometry. That is the first term in

K fNhdh -M + MK -f Nhdh (5)dth dt dt h

is larger than the second. By making an assumption concerning the second,
such as that the ionosphere is horizontally stratified and homogeneous, it
is possible to solve for £. In cases where the beacon frequency f exceeds
the highest plasma frequency f along the path by only a few times the
approximations leading to Eq. (') may no longer be valid, and more general
expressions which should then be used have been given by Garriott (1960a).
At such frequencies, ionospheric refraction may also become important, and
corrections for these effects have been developed by Yeh and Swenson (1961).

In early experiments, the assumption of no horizontal gradient in the
ionosphere was widely employed in analysing the results (e.g., Garriott,
1960b), even though the error inherent in this approach was recognized.
Garriott and Mendonca (1963) evaluated the probable errors encountered in
the various methods of data reduction and concluded that a hybrid method
using Faraday rotation and differential-doppler records (see below)
simultaneously gave the least error.

For geostationary satellite experiments the second term of Eq. 5 dominates.
It is then possible to solve the ambiguity if, at some time, bounds can be
placed on fNhdh from some other measurement. Yuen et al (1969) and da
Rosa (1973) have discussed how this might be accomplished using F-region
critical frequency measurements. An excellent review of the satellite
beacon Faraday rotation method of studying the ionosphere has been given by

Garriott et al (1970), who also summarized the types of results obtainable.

i.
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b. Differential Doppler or Phase

An alternative method of studying the number of electrons along the line-of-
sight to the satellite depends upon observing the phase of the received
signal. This technique was employed originally by Seddon (1953) in early V-
2 rocket experiments. The total phase path length to the satellite may be
written

f hs

P r ho p ds radian (5)
C 0

where p - the refractive Index of the medium

c - the free space velocity of light.

, The phase path length P depends upon the actual distance to the satellite
s as well as on the properties of the troposphere and ionosphere.

The effect of the troposphere can be removed by making use of the fact that
the ionspheric portion of the path introduces a phase change that is

frequency dependent. Thus observations are made of a second frequency V
higher than the first that is harmonically related, i.e., V = mf
(m > i). On reception both signals are observed to exhibit doppler shifts
dP/dt, dP'/dt caused chiefly by the satellite motion. A differential

kdoppZer signal F is developed in the receiver as

F (dP'/dt). -m(dP/dt) (6a)

Provided again that the lower frequency f is much larger than the
ionospheric plasma frequency f anywhere along the path (f >> fp), Eq. 6a
reduces to p p

1)40.3 d h(m 03 c ht s Nh ds Hz

1400 h

(m -- ) ---- fo N sec dh Hz (6b)
')i cf dit ohscXhd

where c is the velocity of light. By integrating F (i.e., counting
radians of phase change over some finite time interval) it is possible to
recover the total electron content along the line-of-sight to the satellite
with an unknown constant of integration.

For a low-altitude satellite the plot of F vs. time will be an S-shaped
curve whose slope at the point of closest approach will be proportional to
the total electron content local to the station. Thus by assuming, either
that there are no horizontal gradients in the ionosphere, or

5
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some particular linear gradient it is possible to recover f N hdh.
Alternatively, a solution may be sought that minimises the curvature of a
plot of fNAhdh vs. time during the pass. The accuracy of these approaches
has been reviewed by Tyagi (1974).

If the absolute frequency of the satellite beacon is known with great
precision, (or can be estimated by averaging many measurements over a period
of time), then the time of closest approach can be inferred from
observations of the doppler shift of the higher frequency f'. In this
case, use can be made of any displacement observed in the times of closest
approach and the time at which the differential doppler F = 0 to infer the
magnitude of any NS gradient (de Mendon~a 1962).

Other methods of solving the ambiguity have been developed in which appeal
is made to additional ionospheric measurements. For example, Evans and Holt
(1973) described an approach in which local measurements of the electron
density profile using incoherent scatter radar are employed to resolve the
ambiguity, and the differential doppler record is then used to determine the
latitudinal variation in the total electron content. Alternatively, a local
measurement of the F-region critical frequency (made with an ionosonde)
together with a model for the layer shape may be used to resolve the
ambiguity and the differential doppler record then supplies information on
the variation of N F2 vs. latitude. Leitinger et a] (1975) have
described a method in which pairs of differential doppler records gathered
at stations separated by a few hundred km are used to resolve the ambiguity.

For a geostationary satellite the differential doppler signal F will

depend chiefly upon the time rate of change of total electron content and
there will be a large ambiguity in the total number of cycles of phase
difference along the path (da Rosa 1973). In this case it is preferable to
measure the group delay or differential phase AP between identical
modulation signals applied to widely spaced carrier frequencies. These may
be generated in the satellite by amplitude modulation. By employing two
carriers it is possible to remove all ambiguity and the ATS-6 satellite was
designed with this in mind (Hargreaves 1970; Davies et al 1975).

Measurements of the differential phase between a pair of widely spaced
frequencies transmitted from geostationary satellites can be made to yield
useul mersurements of total electron content with an uncertainty of about
10 el/m by using a hybrid technique in which the Faraday rotation is
also measured (Almeida 1972).

3. GROSS STRUCTURE OF THE IONOSPHERE

a. Low-altitude satellite observations

Early efforts to measure the total content of the ionosphere N using the
-first Sputnik satellites were made by a number of groups employing the
Faraday rotation and/or differential doppler methods. A detailed study of

6
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8 months data gathered over the period September 1958 - April 1959 by
observing Sputnik 3 at Stanford, California (370N), was published by
Garriott (1960b). In this work two methods of analyzing the Faraday
rotation records were tried yielding two estimates of N (- N in
Garriott's paper). These are shown in Figure 1 as a funition of local time
over the 8 month period. Also shown is the total content up to the layer
peak

h F2max (7)Nb " N dh
100 n

obtained from ionosonde records.VMixed together in Figure 1 are seasonal and diurnal variations, and in this
respect these results are less useful than moon-echo observations in which
the diurnal variation can be established over an interval of one month
(e.g., Evans and Taylor 1961). Nevertheless, this work confirmed that the
ratio N /N_ is of the order of 3-4 by day increasing to > 5 by night, as
observed Sin the early moon radar experiments (e.g., Evans 1957).

Total content measurements were made by a number of other groups over
various shorter time intervals and by 1965, using moon radar and satellite
data, it was possible to to construct plots of total electron content in
summer and winter at midlatitudes vs. 10.7 cm solar flux F10 ,(Taylor
1966). These suggested the existence of a linear dependence bween 2Nt at
noon on quiet days and Fln 7, with a winter value of 15 x 10 el/m at
F10 .7 - 100 that is twice the summer value.

At about the same time, Bhonsle et al (1965) reported results gathered using
the differential doppler sechnique while observing the Transit 4A satellite
from Washington, D.C. (40 N) and Ottawa (450) over the 8 month interval
February - September 1962. Figure 2 shows total content vs. local time
determined for these two sites. From these data and earlier published
results, Bhonsle et al were able to show that the largest noon values of
total content actually occur in equinox for all parts of the sunspot cycle
as may be seen from Figure 3. This is in contrast to N F2 whichrrx

maximizes in winter. Bohnsle et al were able to account or this behavior
empirically in terms of variations in the slab thickness parameter

N -t km (8)

-N
max

as T - 270 (1 + 0.005 R) km summer

T - 240 (1 + 0.005 -) km equinox

T - 210 (1 + 0.005 R) km winter

where is the mean sunspot number.
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That is the slab thickness maximizes in summer while N maximizes in
winter, and the combination of these two variations prouues a maximum in
Nt in equinox.

These conclusions were confirmed in a study by Yeh and Fl~herty (1966) who
made observations of Transit 4A from Urbana, Illinois (40 N) over the
period July 1961 to October 1964. Figure 4 shows the variation of Nt and
T at noon reported by Yeh and Flaherty over the period July 1961 to
December 1962. It is clear that N peaks in the equinoxes and has minima

tat the solstices with the summer minimum being deeper than the winter one
(Fig. 4a). The slab thickness, on the other hand, shows a simple annual
variation with a minimum in winter (Figure 4b).

While a nighttime dependence of slab thickness T on the magnetic activity
index K had been recognized earlier (e.g., Evans and Taylor 1961), Yeh
and Flahgrty appear to be one of the earliest groups to identify a daytime
dependence. This is shown in Figure 5. It can be explained as a
consequence of the increased temperature of the neutral atmosphere
associated with magnetically disturbed conditions (e.g., Jacchia and Slowey,
1964). Over the range 0 < K < 5, this trend appears to be almost
independent of time of day between about 06 and 15 hours.

b. Geostationary Satellite Observations.

Useful measurements of total electron content using radio transmissions from
geostationary satellites became possible with the launch of Syncom 3 in
August 1964. Garriott et al (1965) published results of a study made

between September and November lg64 of the Faraday rotation at Stanford,
California (40°N) and Hawaii (20 N). Figure 6ab shows the variations in N
and T observed at the University of Hawaii in these measurements. It can
be seen that the ability to obtain long continuous records permits much
detail to be seen that otherwise might be missed. For example, the
variation in slab thickness shown in Figure 6b is considerably more
complicated than anticipated, exhibiting maxima immediately before sunrise
and after sunset.

The ease with which geostationary satellites permit measurements of the
gross structure of the ionosphere, and the absence of any appreciable motion
of the subionosphere point with time, has rendered this method much more
attractive than either low-altitude satellite or moon-radar observations.
Thus, several groups, including those at Stanford University and the Air
Force Research Laboratories, Cambridge, Massachusetts, have collected such
data for long periods of time. Figure 7 shows the records obtained for the
year 1968 by Klobuchar and Allen (1970) using Faraday rotation observations
of the VHF beacon on ATS-3. Recognizing that the slab thickness T apoears
to exhibit smaller seasonal and diurnal variations than N , these
authors derived a simple analytical expression for T tha awould permit N
to be predicted given an estimate of N max . This relation is

T .261 + 26 sin (H -9) i + 73 sin (D -.-160) km. (9)
1218
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where H is the local time (hours) and D the day number. Figure 8 shows
the fit of the data points to the second term which describes the seasonal
variation. Subsequently, the AFCRL group attempted to extend their model to
storm time conditions by describing average percentage changes in T
following storm sudden commencements (Mendillo et at, 1975).

The launch of ATS-6 In August 1975 permitted for the first time accurate
simultaneous measurements of the electron content of the ionosphere (from
Faraday rotation measurements) and total electron content beneath the
satellite (via group delay measurements) (Davies et al, 1975). These
permit observations of variations of total content (and hence density) in

the magnetosphere and their relationship to variations in the underlying
ionosphere. interesting results are now beginning to emerge (e.g., Davies
et al, 1976, Soicher, 1976) which suggest that within the plasmasphere there
are only small day-to-night changes in total content, and during
magnetically disturbed periods the protonosphere responds to (rather than
drives) any changes In the ionosphere at the foot of the flux tube.K C. Magnetically Disturbed Behavior

Measurements of the variation of the total electron content during magnetic
storms have been made by a number of workers (e.g., Titheridge and Andrews,
1967; Warren, 1969; Lanzerotti, 1975). In general N tends to vary in the
same way as N F2. A typical sequence of events following a storm suddenmax 0

commencement is show for Jodrell Bank (53°N) in Figure 9 (Taylor and
Earnshaw, 1969). These observations were made with the Early Bird Satellite
(1965 - 28a) with a sub-ionospheric point (i.e., the latitude of the ray
path at 400 km altitude) of 47'N. On the day of the storm, the evening
increases in N and N F2 were more pronounced than normal. This
represents the positive pmase of the storm. On the second day N was
above normal while N was depressed indicating a marked increase in the
slab thickness parameTV (here denoted by d). On the third day, both Nt
and N were below normal but the slab thickness tended to remain above
normar~x These changes are thought to be brought about by the competing
effects of 1) electric fields and winds which tend to raise the layer (and
hence lower the loss rate) in the early phase of the storm, 2) increases in
the scale height of the neutral atmosphere caused by heat deposited in the
auroral zone, and 3) changes in the composition of the atmosphere brought
about by the redistribution of the lighter constituents (e.g., He and 0) as
a result of the winds established by the auroral zone heating. Additional
effects such as heating by thermal conduction from the magnetosphere (where
energy is deposited through the decay of ring current protons), and from the
precipitation of low energy electrons tend to be important only at night.
All of these effects tend to vary from storm to storm and their importance
depends considerably on the location of the station. As a result, much of
our present understanding has come from other observations, such as those of
particle temperature by the incoherent scatter technique and neutral
composition by means of saLellite-borne mass spectometers.
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One feature of the storm-time behavior, that has been pursued from satellite
beacon studies, is the behavior during the positive phase. This increase is
frequently much larger in N than in N (e.g., Goodman, 1968; Webb,
1969), and has been studied Sxtensively bma~endillo et al (1970) and
Papagiannis et al (1971, 1972). It has been established that the increase
is observed only at stations lying on L-shells within the plasmasphere
during the first 18 h. after the storm sudden commencement and is seen
principally in the local time interval between noon and sunset. Figure 10
shows the behavior observed at 10 widely spaced stations for the storm of
8 March 1970 (Klobuchar et al, 1971). In this instance, increases were seen
only at those stations that were lying in the sunlit hemisphere at the time
of the storm commencement. Early theories advanced for this feature include
the rapid diffusion of ionization from the magnetosphere into the ionosphere
(Mendillo et al, 1970), 2) convergence of ionization in the dusk sector
brought about by E-W drifts (Papagiannis et al, 1971; Evans, 1973a), and 3),
the lifting of the layer into regions of low recombination rate either by
electric fields (Evans, 1970; Somayajulu et al, 1971) or equatorward
thermospheric winds (Jones and Rishbeth, 1971; Obayashi, 1972). The present
view is that lifting of the layer by substorm electric fields causes the
phenomenon (Tanaka and Hirao, 1973; Soicher, 1976), and hence by determining
where it is seen it is possible to explore how the fields penetrate the
plasmasphere.

4. PHYSICAL INTERPRETATION OF TOTAL CONTENT MEASUREMENTS

a. Dependence Upon Temperature of the Neutral Atmosphere

Bauer (1960) stimulated interest in the possibility that studies of the
gross structure of the ionospherc might lead to the determination of
physically useful parameters such as the temperature of the upper
atmosphere. He pointed out that for a Chapman layer formed in an isothermal
atmosphere with scale height H, the slab thickness should be given by

T = 4.133 H (10)

It transpires that this relation should hold for an isothermal F2 layer
formed as a subsidiary layer (to the Fl) by the competing processes of
production, loss and diffusion (for review see Rishbeth, 1967). In a layer
with a Chapman shape, the ratio of the number of electrons lying above h

to the number below is max

N

a 2.15 (11)

b

Hence, and the early observations which showed that in the daytime, this
ratio is typically 3, cast doubt on the validity of Eq. (10). Bauer (1960)
sought to account for this difference by supposing that the layer is formed
in a region of increasing temperature. In this case the constant in

AEq. (10) would be reduced in a manner depending upon the gradient assumed.
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The discovery (in 1962) that the F-layer is not in thermal equilibrium and
that, during the daytime the electron temperature T exceeds the ion
temperature T I  (which above about 300 km exceeds te neutral temperature
T ) further complicated any interpretation. In the years following, the
efects of these temperature variations on layer shape have been examined in
a number of papers (e.g., Thomas, 1966).

tAdditional difficulties with interpreting the slab thickness parameter in
terms of exospheric temperature are introduced by changes in the composition
of the F-layer with height (from predominantly +0 below 1000 km to
predominantly H above). Upward fluxes of H exist in the daytime which
markedly alter the transition altitude between the two species (Banks and
Holzer, 1969). Titheridge (1973) showed, however, that in the daytime this

flatter complication should not be very important, and hence, if
relationships between T e T. and T are adopted, it is possible to find
a dependency between r and neutral temperature such as that shown inFigure 11.

Using the dependence of Figure 11, Titheridge (1973) obtained seasonal
variations of the neutral temperature from data collected at Aukland (370S)
and Invercargill (46.5 S) when viewing Syncom 3 and ATS-I (with
subionospheric points at 340S and 420S, respectively). These indicated an
average annual temperature of 1200 K with a summer to winter variation of
±250°K. Incoherent scatter measurements (e.g., Salah and Evans, 1973) have
shown that, in fact, the exospheric temperature at this level of solar
activity is more typically about 10000K and the seasonal variation only
±CI0K. While the model could be adjusted to yield lower mean values it
seems that the seasonal variation will remain too large. This discrepancy
is thought to reflect the neglect ff the seasonal variation of the
composition of the thermosphere which leads to marked changes in the shape
of the F-layer (e.g., Strobel and McElroy, 1970; Tanaka and Hirao, 1972; Wu
and Newell, 1972).

Given the enormous improvement in the models of the neutral atmosphere
resulting from composition measurements made using satellite-borne mass
spectometers (Hedin et al, 1974) as well improvements modelling the F-region
behavior gained from incoherent scatter measurements (e.g., Roble, 1975), it
seems it should now be possible to recover useful information on the state

* of the upper atmosphere from measurements of Nt. Nmax, and T.

b. Dependence upon Solar Flux

The dependence of total content upon solar flux F10 7  measured at 10.7 cm
wavelength has been discussed, among others by Tay or (1966), who showed the
existence of a clear seasonal dependence. By constructing plots of 24-hour
mean electron total content averaged over 31 days against the 183 day mean
of F 1 , da Rosa et al (1973) were able to obtain the average dependence
of thet tal content on solar flux for all parts of the year. These
regression formulae were then used to compute the expected variation in the
31 day average total content with F , throughout the year. As may be
seen in Figure 12, this empirical desc ption permits much (though not all)
of the variation seen at Stanford in 1965 and 1969 to be predicted. There
remain however, marked discrepancies which may be associated with
magnetically disturbed conditions (Kane, 1975).

' !11
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c. Dependence upon Topside Composition

Large nighttime increases in T (or N N,) were observed in the early
measurements. Titheridge (1973) succe~deg in accounting for these in terms
of the change in composition of the F-region that is known to occur wilh
altitude. As noted above, there is a transition from predominantly 0 to
H ions in the region above +h F2. he transition altitude
i.e., the altitude at which N(O ) =a N(H ) depends upon the abundances

of each species, the presence of vertical fluxes and the ion and electron
temperatures (for review, see Banks and Kockarts, 1973).

During the daytime, the vertical flux is usually upwards and together with
a reduction in the a~undance of neutral hydrogen (which is responsible for
the production of H via charge transfer) this leads to a height of the
transition altitude at midlatitudes typically in the range 1500-2000 km. At
night the transition altitude moves lower than 1000 km and reaches a minimum
a little before ionospheric sunrise. This can lead to a marked increase in
slab thickness T observed by the Faraday rotation technique, and Figure 13
illustrates this dependence for 3 values of the neutral exospheric
temperature.

5. LARGE SCALE STRUCTURES IN THE IONOSPHERE

a. Low-altitude Satellite observations

Faraday-rotation (or differential-doppler) measurements made with low-
altitude satellites are naturally very sensitive to horizontal variations in
the total electron content and have been undertaken to study the latitudinal
variations. By observing polar orbiting satellites as a function of local
time, it is possible to map the total content over a range of geocentric
latitudes of ±150 about the station. In this section we discuss those
features of the ionosphere viz., the equatorial anomaly, the midlatitude
trough, and the midlatitude winter night increase that have been studied in
this fashion.

Early ionosonde measurements showed the existence during the daytime of
crests of anomalously high F2-region critical frequencies at geographic

latitudes separated by ±150 from the geomagnetic equator (Appleton, 1946;
Bailey, 1948). An explanation for this effect was given by Martyn (1947) in
terms of the vertical lifting of ionization over the magnetic equator by the
E-W electric field associated with the equatorial electrojet and
subsequent diffusion of ionization north and south along magnetic field
lines. This behavior has been reproduced in theoretical models of the
ionosphere (e.g, Hanson and Moffett, 1966) and is now widely accepted.

The resulting ionisation irregularity is too large to be seen in total
content measurements made observing low altitude satellites from a single
station. However, Rastogi and Sharma (1971), Rastogi et al (1973) and
others have studied the behavior of one of the crests as a function of local
time and sunspot cycle. By combining data gathered at Singapore (10N),
Bangkok (140 and Hong Kong (220N) using Faraday rotation observations of
the Transit 4A satellite, Golton and Walker (1971) were able to reconstruct
the total content variation across this feature as shown in Figure 14.
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As was known from ionosonde records the anomaly develops between 09 and
10 hrs. and during the solstices is assymetric with the larger crest

appearing in the winter hemisphere. This behavior is believed to be caused
by the influence of interhemispheric F-region neutral winds, which blow from
the summer to winter hemisphere (Sterling et al, 1969).

A region of low F-region lonisation located near 60 invariant latitude on
the nightside of the earth was clearly identified in satellite-borne HF
soundings by Muldrew (1965) and has been studied by a large number of
workers (e.g., Rycroft and Thomas, 1970) since. This feature, now known as
the trough, is generally thought to mark the boundary between the
plasmasphere, i.e, that part of the earth's ionised envelope that corotates
with the earth and the high latitude ionosphere where the field lines do not
remain closed during the course of a whole day.

t No completely accepted mechanism ha been advanced to explain this feature,
but the observation of enhanced NO abundance at F-region altitudes in the
trough (Grebowsky et a), 1976) lends support to the view that it is formed
as a consequence of an increase in the recombination rate. Such an increase

P could result from large 0 ion drift velocites caused by the large
ionospheric electric fields that exist just outside the plasmasphere

Anomalous variations of total content at auroral latitudes were seen in

7early moon-radar total content measurements conducted at Jodrell Bank
(530N) (Taylor, 1965) but not recognized as being caused by an E-W trough of
low density until later (Earnshaw and Taylor, 1968). Liska (1966, 1967)
appears to have been the first to clearly identify the trough in records of
total electron content gathered from observations of a low altitude
satellite (Figure 15). Using data gathered throughout the winter months in
1964-1965 Liska was able to construct a contour diagram of overhead electron
content as a function of geographic latitude and local time that delineates
this region of low electron density (Figure 16).

The position of the midlatitude trough has also been studied by Wand and
Evans (1975) using the method described by Evans and Holt (1973) to
determine the variation of peak electron density with latitude. In these
observations the differential doppler signals of the Navy Navigation Series
satellites were observed during some 2300 passes over the two year period
(1971-1973). The records were divided into three levels of K activity
(K = 0 to 1+, 2- to 3+ and > 4-) and two seasons (smmer and
witer) and used to cqnstruct contour diagrams showing the average variation
of Loglo Nmax. (el/cm ) as functions of latitude and local time. Two of
the maps are given in Figure 17 a, b.

The observations of Liska (1967) from Kiruna were combined with measurements
made at Val-Joyeux, France, by Bertin and Papet Lepine (1970) to obtain
plots of total electron content vs. local time spanning the interval 40°-700
geographic latitude. An example of one of these for the 1965-1966 winter is
shown in Figure 18. These maps reveal yet another feature of the
midlatltude ionosphere, namely a post-midnight winter increase that is
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seen near 450 latitude. This feature was studied by the incoherent scatter
technique (Evans, 1965) and shown not to be caused by particle
precipitation. Evans (1965) invoked downward transport from the
protonosphere as the cause and assumed that this was initiated by conjugate
sunset. It seems more probable, however, that it is related to the
penetration of substorm electric fields into the plasmasphere (e.g., Park
and Banks, 1974).

b. G-ostationary Satellite Observations

Obse.'v~tions of geostationary satellites do not immediately lend themselves
to studies of large scale horizontal structure in the ionosphere owing to
the absence of appreciable motion of the subionospheric point. However, by
using a nCzwork of stations, it is possible to reconstruct the variation
over a limited geographic area. This has been attempted by Mendillo and
Klobuchar (1975), who employed the network shown in Figure 19, and were able
to derive contour maps of electron content vs. latitude and time such as
that shown in Figure 20 for the two-day period 8-9 December 1971. This
figure shows clearly the region of the trough (near A = 600) as well as
many other interesting features. It would seem that by combining
measurements made at a number of geostationary satellites (which
give essentially the time variation at different latitudes) with data from
low altitude satellites, it should be possible to construct quite detailed
maps showing the behavior within a given region as a function of time.

6. MEDIUM SCALE STRUCTURE IN THE IONOSPHERE
Little and Lawrence (1960) and Evans and Taylor (1961) drew attention to the

presence of ionospheric irregularities with large spatial scale which were
observed as quasi-sinusoidal fluctuations of N of the order of 1-22.

tThese irregularities were attributed to the presence of Travelling
Ionospheric Disturbances (TIDs) seen originally in HF soundings (e.g.,
Munro, 1950). It is now established that TIDs represent the perturbation of
the F-region produced by neutral air motions established by acoustic-gravity
waves (Figure 21). The excitation and propagation of acoustic gravity waves
has attracted considerable theoretical interest (for review, see Yeh and
Liu, (1974), and the F-region perturbations they produce have been studied
by a variety of methods (see Evans, 1975) that have included measurements of
total electron content by means of satellite beacon experiments.

It would be beyond the scope of this article to attempt to review all this
work and here we shall confine our discussion to a single study conducted at
Millstone Hill (Evans, 1973). Medium scale TIDs move with velocities of

100-250 m/sec which are slow compared to the speed at which the
subionospheric point moves during observations of a polar orbiting
satellite. Thus the wave (Figure 21) can be regarded as frozen in place
during a satellite transit. At midlatitudes most waves appear to have
crests that are oriented E-W and propagate approximately in N-S directions.
Faraday rotation records are particularly sensitive to the presence of the
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irregularities, but the waves can also be seen in differential doppler
records (Figure 22). The histograms shown in Figures 23 and 24 for the
distribution of wavelengths and latitudes (of the mid points) for the TIDs
observed at Millstone Hill in 1971-1973 were obtained from examining 2300
passes of the Navy Navigation Series satellites. Ths most frequently
observed wavelength at the latitude of Millstone (42 N) is 250 km and while
It seems that It is difficult to detect waves with lengths larger than
1000 km from such records, the peak (in Figure 23) is probably a real
feature.

The waves are expected to be seen best when the ray path to the satellite is
approximately parallel to the phase fronts of the perturbation (shown as
broken lines in Figure 21). This will mean that the waves are more readily
detected when travelling away from the station than when approaching it.
Thus the detection of most of the waves to the south of Millstone (Figure
24) is consistent with a north-to-south direction of propagation and auroral
zone origin.

While low-altitude satellite observations are useful for providing a near-
instantaneous picture of the wave, they provide no information on its speed
or direction, and it is usually not possible to recognize features of the
wave pattern on satellite passes occurring about an hour apart.
Observations made with geostationary satellites yield the wave period, but
not the wavelength. However, by making measurements from 3 widely-separated
stations, it is possible to recover the period, wavelengzh. phase speed and
direction (e.g., Davis and da Rosa, 1969) provided tha' the form of the
wave does not change with time, e.g., Francis (1974). By employing several
such measurements, it should be possible to locate th. wave source, but the
interpretation of the records is complicated by the jifference in the phase
and group velocities, (Hines, 1974) and the effects of neutral winds, (Yeh,
1972). Here again it would seem that useful _,,uits could be obtained from
simultaneous geostationary and low alti~ude orbitting satellite
measurements, but to the knowledge of the author no such combined study has
yet been undertaken.

7. SMALL SCALE STRUCTURE IN THE IONOSPHERE

The existence of small scale irregularities in the ionosphere was first
recognized from the observation that, at times, the intensity of cosmic
radio sources appears to fluctuate e.g., Little and Maxwell (1951). Shortly

0 ,~ thereafter, it was surmised that these irregularities were also the agent
that gave rise to the appearance of Spread F on vertical incidence
ionograms, e.g., Dagg, (1957a, b). Herman (1966) has reviewed the occurence
of Spread F and some of the early theories for its production.

Interest in ionospheric irregularities observed by means of radio-star
scintillation and HF reflections reached a peak during the IGY when a large
number of stations were established in an effort to measure the drift of
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ionisation in the F-region by observing the motion of the diffraction

pattern over the ground (Briggs, 1957; Huxley and Greenhow, 1957).
Subsequently, interest in the radio astronomy community shifted to the study
of irregularities in the solar wind responsible for "interplanetary"

scintillation.

The observation of amplitude scintillation on records of satellite beacon

signals provided new impetus to the subject especially when it was
establis.hed that ionospheric irregularities are capable of introducing
fading at frequencies well above 1000 MHz. Thus, over th~e past decade there
has been lively interest in this field resulting in a large amount of
effort which can be organized under the following head;ngs, viz.:

a. studies of the morphology of the irregularities (i.e,,
incidence vs. time of day, year, sunspot cycle and geomagnetic

conditions).

b. studies of the theory of propagation for plane electromagnetic
waves traversing ionospheric irregularities (leading, for example,
to the frequency dependence of the scintillation).

c. theoretical and experimental studies of the production mechanism
for the irregularities (presumed to be some form of plasma
instability).

The irregularities responsible for Spread F and beacon signal scintillations

are encountered chiefly at high latitudes - in the vicinity of the auroral
ovals - and over the geomagnetic equator at night, as illustrated in Figure
25. Considerable effort has been expended in attempting to study the
morphology of ionospheric scintillation which cannot be described here.
Useful reviews have been given in a series of papers by Aarons (Aarons et
al, 1970, 1971; Aarons and Allen, 1971; Aarons, 1973, 1975).

* The problem of the propagation of radio waves through an irregular
ionosphere was treated in a series of now classical papers by Booker et al
(1950), Briggs and Phillips (1950), Hewish (1952) and reviewed by Ratcliffe
(1956). In order to proceed, it was necessary to make certain assumptions
concerning the shape and size of the irregularities. In early work it was
assumed (for mathematical convenience) that the irregularities were local

.4 increases of electron density of equal amount and size and were either
spherical or cylindrically symmetrical. The density across the irregularity
was assumed to increase above the background and return to it in a gaussian
fashion, and the peak departure from the mean was thought to be a few

percent. This model proved incapable of accounting for the scintillation
observed at very high frequencies, and was abandoned when radio star
(Rufenach, 1972; Singleton, 1974) and in-situ sampling measurements (e.g.,
Dyson et al, 1974) showed that, in fact, there is a wide range of

irregularity sizes describable by a power law. Extensions of the theory for
this case have been made, among others, by Rufenach (1974), Crane (1974) and
Rino (1976).
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Many different approaches have been employed to describe the amplitude and

phase fluctuations that develop as the wave traverses the irregular layer,
and the-e all lead to the same result when the scintillation is weak (i.e.,
the rms phase fluctuations in the emerging wavefront are less than ± 1
radian). Theoretical difficulties are encountered when the fading becomes
severe as this corresponds to the case where there is multiple scattering by
the irregularities. Despite this, useful results can be obtained employing
an approximation due to Rytov (1937) (see Crane, 1976a). A good review of
our present understanding of the radiowave propagation effects has been
given by Crane (1976a).

The relationship between the frequency spectra of the amplitude and phase of
the received signals and spatial spectra of the ionospheric irregularities
has been discussed by Rufenach (1974) and Crane (1976b). The frequency
spectrum of the log of the amplitude fluctuations is found to depend cily
slighty on the shape of the irregularities and the manner in which the ray
path cuts through them.

Figure 26 shows a match between the spectrum of the log amplitude of signals

recorded at Millstone Hill at 400 MHz from a Navy Navigation Series
satellite during scintillating conditions and theory (Crane, 1976b). In
this figure, a is the ratio of the length of the irregularities (assumed
aligned along the magnetic field direction) to their width; p is the angle
between the field direction and ray direction, and & is the angle between
the normal to the plane containing the ray and field directions and the
direction of motion of the ray path. For spatial scales less than the
Fresnal zone size, the frequency fluctuations are expected to be related to
the spectrum P(k) of the irregularities, where k is their wave number.
A power-law type three-dimensional wave number spectrum P(k) a k P should
cause the log amplitude spectrum3 to fall off with frequency at constant
slope. The observed slope is f3 and this is consistent with results of
in-situ measurements (3.5 < p < 4.3).

Observations of amplitude scintillation are insensitive to the presence of
structures much larger than the Fresnel zone size appropriate to the radio
wavelength and geometry of the observation (Rufenach, 1974). For beacon
satellite observations conducted at VHF or UHF, this is typically -. 1 km.
The smaZllest structure that may be detected usually depends upon
instrumental limitations imposed by the signal-to-noise ratio or unwanted
modulation of the signal frequency, and may be a few tens of meters.

As noted above, differential-doppler records are sensitive to the presence
of irregularities of all scales. Thus by obtaining the power spectrum of
the phase fluctuations it is possible to recover information of the presence
of irregularities with scales much Larger than the Fresnel zone size. This
is one advantage provided by observations of satellite beacon signals over
radio star measurements. Figure 27 shows the power spectral density of the
VHF (differential doppler) signals observed at Millstone Hill at the same

time as the data shown in Figure 26. Residual phase noise on the VHF signal
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introduces the departure between the experimental and theoretical results at
f > 10 Hz. However, at all lower frequencies (larger spatial scales) the
fit is very good, indicating that the ionospheric irregularities that are
responsible for scintillation have a continuous distribution of sizes from
meters to tens of kilometers.

No completely accepted theory for the production of these irregularities has
yet been presented (Crane, 1976a), and it seems probable that more than one
plasma instability may be responsible at different times and/or places. The
continuous nature of the wave number spectrum suggests, however, that large
scale irregularities are generated first and that these in turn stimulate
the growth of smaller ones and so on down to some very small size set by the
inability of the particles to behave collectively. Qualitatively, this is
very similar to the manner in which atmospheric turbulence is generated in

/the troposphere.

8. CONCLUDING REMARKS

We have described the use of observations of satellite beacon signals to
study the over-all structure of the ionosphere, some irregular features,
large scale gravity waves, and smaller scale irregularities. It is evident
that the technique has and will continue to make valuable contributions to
understanding the ionosphere. In the view of the author the most fruitful
applications for further study appear to be in three areas, viz.:

a. Measurements of total content and peak electron density in
conjunction with realistic models for the ionosphere should permit
some parameters (such as the solar EUV flux) to be monitored
inexpensively.

b. Measurements of the total content by a network of stations
surrounding the auroral oval in conjunction with the incoherent
scatter measurements should permit the study of the transient
manner in which the energy input into the upper atmosphere by

I' Joule heating is redistributed to other latitudes by planetary
waves, acoustic gravity waves and winds.

c. Studies of the morphology of scintillation in conjunction with
satellite measurements of AC and DC electric fields should permit
conclusions to be drawn concerning the production and
redistribution of the small scale irregularities.

1This work was supported by the National Science Foundation under

Grant ATM-75-22193
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Figure 1 Measurements of the total electron content of the ionosphere
(here N_) compared with the content below the layer peak
N k fromobservations of Sputnik 3 at Stanford, California
(arriott, 1960b).

Figure 2 Measurements of the total electron content of the ionosphere

(here NT) vs. local time observed (a) at Washington, D.C.,
and (b) at Ottawa using differential doppler measurements of
Transit 4A (Bhonsle et al, 1965).

Figure 3 Variation of the total electron content of the ionosphere at
noon vs. mean sunspot number for 3 seasons (Bhonsle et al,
1965).

Figure 4a, b Variation with season of the mean total electron content

and slab thickness observed at Urbana, Illinois, (Yeh and
Flaherty, 1966). a.) total electron content. b.) slabjthickness.

Figure 5 Average variation of slab thickness T over the time
intervals 06-09, 09-12 and 12-15 with the K index. (Yeh
and Flaherty, 1966). p

Figure 6a, b Variation of total content and slab thickness observed
at the University of Hawaii in 1964, from Faraday rotation
observations of the Syncom 3 geostationary satellite
(Garriott et al, 1965). a.) total content. b.) slab
thickness.

Figure 7 Values of total electron content measured by the Air Force
Cambridge Research Laboratories group at Hamilton,
Massachusetts (430 N) using Faraday rotation observations of
the VHF beacon on ATS-3 in 1968 (Klobuchar and Allen, 1970).

Figure 8 Seasonal variation of midday slab thickness (here denoted
by S) in 1968 obtained by Klobuchar and Allen (1970).

Figure 9 Variation of K, total content (here n ), peak electron
density (Nm), Pand slab thickness (here following a storm
sudden commencement (SSC) at 47°N (Taylor and Earnshaw,
1969).

Figure 10 Variation of total electron content at 10 stations observed
by means of Faraday rotation observations of ATS-1 and ATS-3

a following the sudden commencement (denoted by the arrow) of a
storm occurring on 8 March 1970 (Klobuchar et al, 1971).

i
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Figure 11 Variation of slab thickness at midlatitudes with neutral
temperature according to a model by Titheridge (1973).

Figure 12 Variation of the 24-hour mean total electron content averaged
over 31 days for 1965 and 1969 as observed at Stanford
(crosses). Also shown (solid line) is the variation
predicted from regressions obtained between total content and
solar flux (da Rosa et al, 1973).

Figure 13 Dependence of the slab thickness parameter on the height
of the transition between 0 and H in the upper F2-layer
for three values of the exospheric temperature (Titheridge,
1973). The solid line corresponds to nighttime conditions
where the plasma temperature (Te + T.)/2 increases at
0.5°/km and the broken line the daytime situation where the

*gradient is 40/km.

Figure 14 Total content variations across the equatorial anomaly
f deduced from Faraday rotation observations of the Transit 4A

satellite from three stations (Golton and Walker, 1971).

Figure 15 Variation of total electron content with latitude deduced
from Faraday rotation records made at Kiruna (680 N) by
observing the S66 satellite in November 1964. Top: shortly
before noon. Bottom: shortly after midnight (Liska, 1966).

Figure 16 Variation of overhead total electron content as a function
of latitude and local time derived by Liska (1966) from 1
records suc as those shown in Figure 15. Units are 10 6

electrons/m

Figure 17 Maps of average Log10 N (el/cm3) constructed from
2300 records of the xferentia doppler records of the Nevy
Navigation Series satellites by Wand and Evans (1975). a.)
Winter, low magnetic activity. b.) Summer, medium magnetic
activity.

Figure 18 Map ofItveragl overhead total electron content (units
of 10 el/m ) vs. geographic latitude and local time
obtained by Bertin and Papet Lepine (1970) by combined
Faraday rotation measurements made in Sweden and France
through observations of the Transit 4A satellite.

Figure 19 The network of geostationary satellite observing stations
employed by Mendillo and Klobuchar (1975) to construct the

*plot of total electron content shown in Figure 20.
A.

Figure 20 Contgurs of overhead total electron content (units of 10- 16

el/m obtained from geostationary satellite observations by
Mendillo and Klobuchar (1975).
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Figure 21 Contours of electron density in the F-layer when disturbed
by a TID as computed by S. H. Francis (Evans, 1973b). Broken
lines indicate the wave phase fronts for a wave that is
propagating from left to right. Contours are labelled in
units of the undisturbed peak electron density.

Figure 22 Fluctuations in differential doppler, apparent elevation
and azimuth observed for a very large TID at Millstone Hill
(Evans, 1973b).

Figure 23 Wavelength distribution of TIDs observed in differential
doppler records (cf. Figure 22) gathered at Millstone Hill
(Evans, 1973b).

Figure 24 Latitude distribution of TID mid points observed in
Adifferential doppler records (cf. Figure 22) gathered at

Millstone Hill (Evans, 1973b).

Figure 25 Map showing the locations on the earth where ionospheric
irregularities causing the scintillation of satellite beacon
signals are most often found (Aarons et al, 1970). The
hatched area represents the region in which deep fading may
be encountered.

Figure 26 Comparision with theory of the frequency spectra of the
log of the amplitude of 400 MHz satellite beacon signals
recorded at Millstone Hill during a period of scintillation
(Crane, 1976b).

Figure 27 Comparison with theory of the frequency spectra of the phase
fluctuations of the 150 MHz satellite beacon signals recorded
at Millstone Hill during a period of scintillation (Crane,i 1976b).
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EARLY RESULTS OF THE IONOSPHERIC EXPERIMENT OF THE APOLLO-SOYUZ TEST PROJECT

M. D. Grossi and R. H. Gay

Smithsonian Astrophysical Observatory, Cambridge, Massachusetts 02138

1. INTRODUCTION

A spacecraft-to-spacecraft doppler-tracking experiment was performed by I
the Smithsonian Astrophysical Observatory on the occasion of the Apollo-Soyuz
Test Project (ASTP). Launched in orbit on July 15, 1975, the ASTP was the
first joint USA/USSR space effort.

The experiment consisted of measuring, by means of doppler tracking, the
relative velocity between the ASTP docking module (DM) and the Apollo command I
service module (CSM). The DM and the CSM both orbited at a height of approxi-
mately 200 km and kept a relative distance of about 400 km during the 24-hour
period of data taking. The main scope in collecting relative-velocity data
was to invert them into anomalies of the earth's gravity field with a thresh-
old sensitivity of the order of 10 mgal in 10-sec integration time. In addi-
tion, by using the transmitter installed on board the OM as a dual-frequency
beacon (operating at two-frequency-coherent carriers of 162 and 324 MHz), an
ionospheric experiment was also performed, with differential doppler data
collected in both DM-to-CSM and DM-to-earth paths. Figure 1 schematically
represents the links used by the experiment.

The goals of the ionospheric experiment were as follows (Refs. 1-4):

A. To measure the time changes of the columnar electron content between
the two spacecraft, from which horizontal gradients of electron density at
the height of 220 km (along the orbital path of the DM/CSM pair) could be
derived.

B. To measure the time changes of the spacecraft-to-ground columnar
electron content, from which an averaged columnar content and the electron
density at the DM could be derived under some simplifying assumptions. Be-
cause horizontal gradients at orbital heights are measured simultaneously, a
secondary goal was to investigate the increase in accuracy obtained by per-
forming these inversions.

C. To observe traveling ionospheric disturbances (TID) with both the DM-
to-CSM and the DM-to-earth links.

D. To detect boundaries of turbulent regions of the ionosphere, such as
. the aurora oval and the equatorial region.

The data-collection phase of the experiment was highly successful. The
DM-to-CSM link collected samples of differential doppler data over a period of
nearly 14 hours from nine orbital revolutions on July 24. Through the courtesy
of the Defense Mapping Agency, DM dual-frequency emissions were recorded on
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STATII
Figure 1. Measurement links of the ASTP doppler-tracking experiment.

earth by eight Tranet and Geoceiver tracking stations on 235 passes. Table 1
provides orbital data for both the DM and the CSM.

The resolution in the doppler measurements was lI = 3 mHz in 10-sec
integration time, consistent with preflight expectations. The oscillators
of th? doppler links performed as specified, with stability of a few parts
in 1O"2 over a 10- to 100-sec integration interval.

Block diagrams of the instrumentation can be found in Reference 1. Fig-
ures 2 and 3 provide a schematic representation of the raw data utilized by
the experiment and of the data reduction and processing flow adopted.

* ITable 1. Orbital data for DM and CSM (epoch 42617.008305567 MJD).

Orbital element DM CSM

Semimajor axis 6590.8184769 km 6590.8434884 km
Eccentricity 0.0011944815576 0.0012376262770
Inclination 51?770492247 51?765736753
True anomaly 98?984865652 97?558757298
Longitude of the ascending node 81?308688226 81E311408223
Argument of perigee 220?53048262 219?30088626

* 2. BASIC ALGORITHMS USED IN DATA REDUCTION

Let us define 6. = *l - fl/f 2 ) 2
, where 1 and *2 are the doppler shifts

at the higher (fl) and lower (f2 ) frequenciesof the link. In our case, fl =
324 MHz and f2 = 162 MHz; therefore,
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In the path from the OM to the CSM, the following relationship applies:
2 CSM

a= = (40.3/2x) [(I/f2) - (1/f2)] d/dt CDM N ds

where x, = c/f1 , c being the velocity of light in free space.

Under the assumptions that the two terminals of the link are in nearly
coincident circular orbits and that the temporal variations of the iono-
sphere can be disregarded while the doppler samples are being taken, the
differential doppler shift 6 is a measure of the electron-density gradients
at the ASTP orbital altitude averaged over the DM-to-CSM separation Ax:

f 2 f2A : flf2

;N '11 2o . 2 f 2) Vo 6 '
'40.3(f~ 2 ) 1 o~

where v0 is the ccnmon orbital velocity of the two terminals.

In DM-to-earth paths, the following relationships apply (see Figure 4_ and Ref. 5):

ZS Z s

WOt = a0  cos s Ns + r + cos @s

if horizontal gradients are neglected. When horizontal gradients are taken
into account, we have (Ref. 5)

6 = ao [Ns cos- + r(s + cos OS s -NtI

In these expressions,

S N='Ndz
~ .ire wl w2)

and, for a planar approximation,

- z N dz + 0 z dz
z s 0 o
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Figure 4. Geometry of space-to-ground observations.
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3. PRELIMINARY RESULTS OF DATA PROCESSING AND ANALYSIS

Figures 5 and 6 reproduce the DM-to-CSM differential doppler records ob-
tained from revolutions 127 and 131. Table 2 gives the starting time of each
orbit and the serial number of the frame-word recorded when the DM crossed the
meridian containing the subsolar point (SSP). Each frame has 73 words, each
10 sec long, so that, for example, the start of revolution 126 corresponds to
(47 x 73 + 31) x 10 = 34,620 sec from reference time zero, which was set at
the beginning of the link operation.

It can be seen that sharp horizontal gradients of electrgn density have
been detected. As introduced in Section 2, 'N/6x = 2.62 x 10 x 64 (el m-3/m).
The figures show that gradients up to 1106 el m-3/m are not uncommon for a day
such as July 24, which was magnetically quiet and was harac:erized by an elec-
tron density at 220-km height that varied from -3 x lO el/m (night side) to
,5 x 1011 el/m 3 (day side). Most of the gradients are encountered at the equa-

'torial crossings and are most likely related to the equatorial F-layer irregu-
larities.
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Table 2. Tims of data take, July 24.

Revolution Revolution start time Frame-word at

number (GMT) meridian crossing

126 0h56m 47-31
127 2 34 54-50
128 4 12 61-69
129 5 47 69-15
130 7 20 76-34
131 8 52 83-56
132 10 24 91-03
133 11 58 98-22
134 13 34 105-41

The nine-cycle waveform shown in Figure 5 is suggestive of a day-side
TID characterized by the following parameters (preliminary model):

Apparent spatial wavelength along the orbital track
at 220-km height: -.800 km

Estimate of the spatial wavelength as it would be
observed from the ground: 690 km

Spatial extent along orbital track at 220-km height: %7200 km
Estimate of peak-to-peak electron-density perturbation: 35%

Estimate of velocity: %700 m/sec

Estimate of the period as it would be observed from
the ground: 16 min

Data analysis still continues at this time, both for the data collected
with the DM-to-CSM link and for the space-to-ground data collected by the
ground-based network of stations that participated in the experiment.

4. CONCLUSIONS

The ionospheric experiment on board the ASTP performed the first space-
craft-to-spacecraft horizontal sounding of the ionosphere at a height of 220
km and acquired data that are expected to add new and useful information to
the literature on ionospheric electron-density structures at a height that
is important and that had never been probed before.

In addition, it is expected that the experiment will contribute to a
better understanding of how horizontal gradients of electron density in-
fluence the accuracy of ionospheric columnar measurements performed by
transmitting radio emissions from satellites to the earth.
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STRUCTURE AND MORPHOLOGY OF THE MAIN PLASMA

TROUGH IN THE TOPSIDE IONOSPHERE

P.J.L. Wildman and R.C. Sagalyn

Air Force Geophysics Laboratory
Hanscom AFB, MA

and

M. Ahmed

Regis College
Weston, MA

The main trough is a region where thermal plasma density
depletions are consistently observed at mid latitudes in the night

side ionosphere. It is considered to indicate the boundary
between regions of the ionosphere having different primary source

processes. Firstly the low latitude ionosphere or plasmasphere,
resulting principally from solar radiation, and secondly a high
latitude region due primarily to magnetospheric particle precipi-
tation. Characteristics of the main trough in the F region and

topside ionosphere have been studied by several workers includingA
Muldrew (1965), Sharp (1966), Rycroft and Thomas (1970), Tulunay

and Sayers (1971), Wrenn and Raitt (1975). These studies have

established the location of the trough, its variation with
magnetic activity, its relation with the plasmapause position,

concentrating on the night side.

In this paper a study of the morphology of several features of
the main trough is presented, based on 3 year's data obtained

from thermal plasma sensors flown on the ISIS-I and INJUN V
satellites. Boom mounted spherical electrostatic analyzers were

biased to measure positive ions on ISIS-I and electrons on INJUN V.
The dayside trough is also examined and the trough structure,
that is, its width, depth, equatorial and poleward gradients are

determined as a function of local time and season, for Kp 3.
Additional plasma depletions observed on the dayside between

L = 2 and 4 at altitudes greater than 1500 km are also described.

.'
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METHOD

In Figure 1 the orbital parameters for the satellites utilized

are given.

It is seen that both are polar orbiting satellites and data
is obtained throughout the topside ionosphere.

Approximately 1000 individual troughs were examined from

12,000 whole or partial orbits. A representative trough obtained

on orbit 6864 is shown in Figure 2. It is shown to define the

properties we have measured.

The equatorial edge of the trough, point a, is the location

of the intercept of two lines drawn through the density just

equatorward of the trough, and the equatorial trough wall, i.e.

the midpoint of the knee.

The poleward edge, point d, is the intercept of lines drawn

1through the first ionization maximum in the precipitation region,

and the poleward trough wall.

r The width is taken to be the latitude range between points

a and d.

The depth of the trough is defined for both its equatorial

and poleward edge since the densities at points a and d and at

the base b and c are frequently very different. The equatorial

-* depth is the ratio of the density at a over the density at b.

The poleward depth is the density at d over the density at c.

In order to minimize the effects of varying density with
j height normalized gradients were evaluated at the equatorial and

* poleward walls. Then the gradient at the equatorial edge is the

density a minus density b divided by the latitude a minus latitude

b all over the average density between points a and b.

Figure 3 illustrates the variability of individual troughs

at different local times and altitudes. On the left side of the

figure troughs measured within 2 hours of local noon at varying

altitudes between 600 and 2300 km are illustrated. On the right

side results obtained within 2 hours of midnight are given for

600 km and 3500 km. The nightside troughs tend to be broader and

1 ,deeper than the dayside troughs.

*7
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The troug occurrence frequency as a function of local time
is shown in Figure 4. The results for each hour of local time

are based on data from at least 2 seasons. It is seen that in the
night hours between 1900 hrs and 0400 hrs the occurrence frequency is

high, >95%. After 0400 hrs the occurrence frequency decreases

reaching a minimum of 48% around noon. This is followed by a
steady increase to 1900 hrs. These nighttime results are in
good agreement with results reported earlier by Tulunay and

Sayers (1974). They concluded, however, that the trough was
primarily a nighttime phenomenon. The difference in the daytime
results is probably due to the selection process for each study.

Tulunay and Sayers used the criterion that the ratio of the maximum

density to minimum density in the trough must be greater than

2:1 for a trough to be noted. It will be seen from our results

on trough amplitude in Figure 9 that this criterion would eliminate

most of the midday troughs which we have identified, where values
as low as 1.25:1 are identified.

TROUGH LOCATION

The mean location of the equatorial edge of the trough as a

function of time is shown for the winter and summer seasons on

Figure 5. It is seen in the polar plot that the seasonal variation
of the trough position at a given local time is small, within the

limits of the standard deviation indicated on the figure except
for the hours between 6 and 9 am. In the summer the invariant

latitude of the trough increases steadily between 0400 and 1000

hrs. In the winter the trough position remains close to the

nighttime value of about 600 up to 0900 hours. This is followed

by a rapid increase between 0900 and 1000 hrs. These differences

are considered to be due to the varying tilt angle of the sun
with season.

The relatively high invariant latitude of the trough on the

* dayside around 720 near local noon should be noted. Throughout

7the day and night the trough is found at the equatorward edge of
the auroral precipitation zone.

The next few figures show some results on the trough structure.

First the width - In Figure 6, the trough width exhibits a simple
diurnal variation with a maximum between 0300 and 0500 hours and

a minimum of about 40 around local noon. It then increases
gradually to the early morning maximum. There is a pronounced
seasonal variation in the night hours. For example at 0500 hours

* the width is nearly 120 in winter and 50 in summer. Spring and
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fall values lie between these limits. The strong influence of

solar radiation on the width is evident from the onset times of

the rapid decrease in width in the morning hours in each season.

The standard deviations for all trough parameters are large.

This is illustrated in Figure 7 where the mean width data for

summer and winter shown in the previous slide, is given with

calculated standard deviation. The standard deviation in width
is approximately ±20. We have searched for factors contributing
to the standard deviation including altitude, Kp, previous magnetic

history and have been unable to account for the variability.

It probably reflects the complicated plasma processes contributing

to the formation of the trough including plasma convection,

E-fields and charge exchange.

TROUGH GRADIENTS

Plasma density gradients at the equatorial edge of the trough

as a function of local time for each season are shown in Figure 8.

The amplitude of the diurnal variation is greatest in winter
when there is observed an 80% change in density per degree latitude

at 20:00 hrs and a minimum value of 25% per degree latitude around
local noon. In summer the gradients are reduced with a maximum

of 45% per degree at 2000 hrs and a minimum of 17% per degree at
1303 hrs.

The diurnal and seasonal variation of the poleward gradients

are similar to the results obtained at the equatorwards edge (Figure f
9). The most noticeable difference is that the poleward gradients

are consistently found to be about 30% higher in the night hours.

TROUGH DEPTH J
The depth or amplitude of the trough, that is, the ratio

of the plasma density at the trough edge to the value at the base

of the trough wall has been evaluated for both poleward and

equatorial edges. It is seen in Figure 10 that the amplitude is a

minimum around local noon and a maximum near midnight. The depth

changes by a factor of 10 throughout the day in winder and by a
factor of 2.3 in summer. The results for spring and fall lie

between these limits.

* Similar results were obtained for the amplitude at the
poleward edge with the exception of winter nights when the ratios

are 2 to 3 times smaller than for the equatorial depth. This
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reflects primarily the smaller contribution of solar radiation
to the ionization in the polar regions on winter nights.

In this paper we have presented only results for low Kp,
(Kp : 30). We have carried out a similar analysis of a smaller
sample of high Kp data. The results on the trough structure are
found to be surprisingly similar to the results at low Kp with
the location moved to lower latitudes.

It is instructive to relate these results on the trough
location to independent measurements of the plasmapause location
from the same satellite by Brace and Theis (1974), and by Miller
(1974) as well as with other higher altitude measurements of the
plasmapause.

Brace and Theis reported gradients in electron density above

2000 km on the dayside from ISIS-I. They associate these gradients
with the plasmapause location. We observe similar gradients with
our own ion probe on ISIS-I on over 60% of the data near this loca-
tion at altitudes above 2000 km. Figure 11, for example, gives
results for the midday pass 6325. A low latitude density gradient
is seen at about L = 3 together with a high latitude trough
observed at 780 latitude. We consider that the low latitude

Igradients indicate the partial filling of flux tubes at low
latitudes. The high latitude dayside trough would not normally
be seen in the analysis carried out by Brace and Theis since they

used a spatial resolution of about 90 in their analysis.

In Figure 12, we compare the equatorward edge of the trough
with the plasmapause location observed by others. In addition,
the cross-hatched region on the dayside (between L = 2 and 4)
indicates the location of low latitude high altitude depressions
mentioned above. It is seen that on the nightside the trough
location agrees with the plasmapause location reported by other
workers. On the dayside two regions of plasma depletion are.&A observed. First the high latitude trough observed at all altitudes
located at the equatorward edge of the cusp. Second, plasma de-
pletions between L = 2 and 4 at altitude -> 1500 k. Since they

occur on lower L shells than the normal plasmapause we consider
that they represent partial filling of plasmasphere flux tubes as
described by Banks and Doupnik (1974).

Finally we must consider how these data add to our under-

standing of the formation of the trough. Since they are real data,
gathered on a global scale over several years we cannot dismiss

them if they do not fit current theories of the formation and
maintenance of the trough. In particular the existence of daytime
troughs means that solar UV cannot always be the major determining
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cause of trough formation. Since the daytime trough has a lower
probability of occurrence and is also less pronounced than at night
we must conclude that competing processes control the plasma

density and motion at different times, and that these can sometimes
overcome the constant replenishment of ionization by solar UV on
the dayside. The most important of these is convective drift
across the polar cap to supply plasma at night.

Other processes which influence the trough and its location
include, on the nightside: 1. Auroral particle precipitation,
causing ionization to give the poleward boundary; 2. The escape
of light (H+ and He + ) along open field lines to give depletion of
plasma within the trough; 3. The presence of electric fields
within the trough regions. This causes bulk motion of the plasma

(direct depletion) in addition to Joule heating as this flow takes
place. This heating increases the reaction rate of 0 + N2 - NO+ + N,

further reducing the total ionization present above the F region peak.

The processes in u ed by E fields become very important in
the formation of the trough at latitudes and altitudes where H+ is

not the dominant ion, and where the more classical picture of ion
escape along magnetic field lines is usually invoked as the major
cause of ion depletion.

On the dayside the poleward edge is again set by the particle
precipitation. At the equatorward edge, however, the location
shown in Figure 12, around L = 8 - 12 for several hours each side
of local noon, fits more closely with the cusp location than with
the plasmapause.

CONCLUSION

I. The trough is found to exist at all local times. It is
not only a nighttime phenomenon. It is consistently found at
the equatorial edge of the precipitation zone.

2. Significant variation of the widths, amplitude, and

gradients at both the equatorward and trough wall are found with
local time and season. Maximum values are observed on winter nights.

REFERENCES

Banks, P.M. and J.R. Doupnik. 1974, "Thermal proton flow in the
plasmasphere: The morning sector", Planet. and Space Sci., 22,

p. 79-94.

62

ham



Brace, L. and R.F. Theis , 1974, "The behavior of the plasmapause
at mid-latitudes: ISIS I Langmuir probe measurements", J.

Geophys. Res., 79, p. 1871-1884.

Muldrew, D.B., 1965, "The main electron trough during the rising
solar cycle", J. Geophys. Res., 70, p. 2635-2650.

Rycroft, M.J., and J.0. Thomas, 1970, "The magnetospheric plasma-
pause and the electron density trough at the Alouette I orbit",
Planet. and Space Sci., 18, p. 65-80.

Sharp, G.W., 1966, "Mid-latitude trough in the night ionosphere",
J. Geophys. Res., 71, p. 1345-1356.

Tulunay, Y. and J. Sayers 1971, "Characteristics of the mid-lati-
tude trough as determined by the electron density experiment

on Ariel III", J. Atmos. and Terr. Phys., 33, p. 1737-1761.

Wrenn, G.L. and W.J. Raitt, 1975, "in-situ observations of mid-
latitude plasma associated with the plasmapause", Ann. Geophys.,

i31, p. 17-28.

• I

63

~r



4

.4k!

ATITUAL 300kI

3U - - -J

45 0 5 110 65 70 5
IN.IANT LATITUDE (d4g)

Figure 1

rFigure 2

TruhVraiiy Figure 
!

64

--- 7a - .



H 'RTOO WIDTH

,l TL -. 1 -si

-- -FALL

-TR

R,

.00 2 4 6 0 s2 4 20 22 24

. ' H LOCAL TIME Isl

f Figure 5 Figure 6

, o..-.A.LOCAL TIME 41 S2 .

2'" LO,, CAL, , ,-"E - ' :'',  
EO..... : Ao GAAOEHO - - -

2 '£ - - o- ,/ .""'

CO /

2: i i ; ' o ,* , - /% t, '

2. 0 4 H 20 22 2

LOC AL''E HL I

Figure 7 Figure 8

65

A

Flt 90

.4. 3o
o 12 - 6 2 2 -.



T

i /

7R0UG" P0255 AE4h EOAOA D

9oCA 2ou TROUGM DEP"hI L .. 
~z

4 0-

2so --F . ,7 '

420 2

o z 4 e 1o 2 1 6 .6 20 22 24
0 4 S 2

LOC~~lL TIMEASAI LOCAL T0k (bt)

Figure 9 Figure 10

(233 1241 (252 1307 1334 1441 k L T

2526 2501 2449 23 76 2261 2159 AL

22 29 40 &o 105 23.2 L

ORBIGT 632

G: t
D4a 54 60 66 72 78

INVARIANT LATITUDE (de.

4'
Figure 11 Figure 12

Trough and Low Latitude Gradient

666

66A

"-.



EARLV RESULTS ON INTASAT BEACON DATA RECORDED AT EL

ARENOSILLO (SPAIN)
Jotd L. Sagtedo
INTA
Spal

ABSTRACT

The INTASAT satellite, equipped with a radio beacon trans
mitter at frequencies of 40.0100 MHz and 41.01025 MHz, was
launched on November 15, 1974 into a sun-syncronous, nearly cir
cular orbit, with an inclination of 101.70 and an altitude of
1460 Km.

A receiver installed in El Arenosillo (37.1 0 N, 353.57 0 E)
records INTASAT beacon data for two orbits per day, one in the
local morning 0, 0900 LT) and the other later in the evening
(' 2100 LT). The recording time of the latter which is roughly
the same during the whole year sweeps along the year the region
of solar zenith angles between 800 and 110where important gra-
dients of electron density are to be expected.

Faraday rotation data recorded during the equinox periods
March 2 to April 4, 1975 and September 11 to November 17, 1975
have been analyzed and the vertical ionospheric electron content
obtained are shown as a function of the solar zenith angle.
Apart from a sharp decrease of electron content of about 40%
which occurs during the days 19/20 May, the ionospheric electron
content at solar zenith angles of about 600 appears to decrease
by about 1% per degree of SZA.

In the records of El Arenosillo it is not unusual to ob-
serve inversions of the apparent Faraday rotation angle, special
ly in the northern end of the records which roughly correspond
to a subionospheric latitude of about 400. Using linearizedpropagation theory, it is shown in the paper that a Northern

gradient of electron density must exist to account for the exist
ence of such inversions.

1. INTRODUCTION

A "The INTASAT satellite is a sun-syncronous orbiting satellite

equipped with a radio-beacon transmitter.

The beacon transmits continuous unmodulated plane polarized

radiowaves at frequencies 40.0100 MHz and 41,01025 MHz. The sat-

ellite was launched on November 15, 1974 into a nearly circular

orbit at an altitude of 1460 Km, inclination 101.70. The equator
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crossing in the North to South direction occurs at 0835 LT.

The signals from the beacon are recorded in El Arenosillo

(37.10N, 353.570 E) during two passes per day. Due to the character

istics of the INTASAT orbit, the two passes recorded occur nearly

at the same tocal time during the whole year. The pass recorded in

the morning ( 0900 LT) is in the North to South direction while

the orbit recorded in the late local evening ("x 2100 LT) corre-

sponds to a South to North pass.

The data recorded at a single station from a low orbiting

satellite such as the INTASAT do not allow a good coverage of local

time. At El Arenosillo the evening recordings occur at a time not

far from the local dusk, and data recorded along the year for these

orbits sweep the zone of solar zenith angles between 800 and 1100

at ionospheric F-region heights where important gradients of

electron content are to be expected.

The range of latitude covered by the data lies between 320 N-

420N.

2. DATA REDUCTION

The polarization of a plane polarized radiowave which propa-

gates through a non-isotropic medium such as the Ionosphere rotates

continuously (Faraday effect). The total angle rotated by .ie wave

polarization plane on its way through the ionosphere from the sat-

ellite to the receiver is given, in linearized theory, by

K
f NHcosesecxdh (1)

f2 o

where f is the frequency of the radiowave, N the electron density of

the ionospheric plasma, H the earth's magnetic field intensity,

x the angle between the earth's magnetic field and the wave normal,
X the angle between the ray path and the local vertical and K a

.constant of value 2.97 x 1O 2 in MKS units, and the integral is

extended from the ground to the altitude of the satellite.

The above expression can be simplified by taking the mean value

VV along the propagation path of the slowly varying quantity Hcos~sec X .

Thus
K- (2)- MN

_ f2  h
where M Hcos~secX and NT = fhNdh is the vertical electron
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content in a column of unit cross section up to the satellite
heith.

Due to the Faraday rotation the signals recorded appear modu-
lated in amplitud and a fading null is observed every time that

the total angle rotated by the polarization plane has increased or

decreased by it radians. On a record several fading nulls are ob-

served and therefore relative variations of the rotation angle can be

measured directly. To compute the total electron content from

equation (2) the absolute values of fl are needed and these cannot

be read on the records. To overcome this difficulty two close

frequencies, f1 and f2 , are emitted by the beacon ane at the point

at which a fading null of the two frequencies coincides in time

(coincidence), the differential Faraday rotation between the two

frequencies is an integer of R radians.

At any point, the rotation undergone by the polarization plane

of the upper frequency (Qf2) can be expressed as a function of the

differential Faraday rotation between the two frequencies by

f2

At =2 ( f )- f (3)

At the point of coincidence the differential Faraday rotation

has the valor ni and n takes usually an integer value between 1

and 4. Thus at this point the absolute rotation angle Qf2 is

f2f

2 1

For the INTASAT beacon (f1  40 MHz , f2 
= 1 MHz)

P41 19.75 ni (4)

If no coincidence is seen on the record, its position can be

determined by fitting a straight line of slope 1 to the dif-f2 -f 2

2 1ferential Faraday rotation for each null, in the way described by

Klobuchar and Aarons (1968) or of undetermined slope as described

by Kersley and Taylor, (1974).

Once the appropriate value of n has been determined, the rota

ticn Q4. at the coincidence is known (eq.4) and the corresponding

angle of rotation for the succesive nulls of the record are obtain
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S- the coincidence.

The integer n is unumbign-I obtained in most cases by com

paring the interva-s of time between consecutive fading nulls

with those obtained if no horizontal gradients of total electron

content occur (dN T /dt - 0)(Crooker, 1970).

The method of determining n is described with the aid of

figure 1. Let Q(t) be the total rotation of the polarization

plane. The semi-period of the modulated signal obtained in the

register, i.e. the time interval between consecutive nulls is

given by
iP = T

IdQ/dtI

which using equation (2) gives

Trf
2  

1

k INT(dM/dt) +q(dNT/dt)I

If no horizontal gradients of total electron content occur,

the above expression becomes

n) -f2 A t

(r) = k N T(n)lAM9

where N*(n) is the columnar electron content obtained from equa-
T

tion (2) corresponding to a point of occurrence of a fading null

at t = t* where Q takes succesively the values given by equation

(4) for n= 1 to 4.

In figure 1(b) the measured values of P for each null corre

sponding to one of the frequencies are plotted as a function of

subionospheric latitude together with the curves P*(n) for dif-

ferent values of n. Comparing these curves it is possible in

most cases to select the curve P*(n) which best fits to the ex-

..perimental curve P, thus allowing the identification of the ap-

propriate value of n to be used in equation (4).

When the slope of the P curve differs sensibly from that of

the P*(n) curves, a horizontal gradient of electron density exists.

For example if, as in figure 1(b), dP/de >dP*/de, the electron

density increases toward the south. As the time t* is taken at

C the northern end of the record, the appropriate value for n is

n =1 which corresponds to the upper curve.
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3. EXPERIMENTAL RESULTS

Over sixty orbits of Data recorded at Arenosillo during the

periods March 2 to April 4, 1975 and September 11 to November 17,

1975 have been analyzed. Figure 2 shows examples of the analysis

performed on two orbits. In the lower orbit the period of the

fading nulls as measured in the records (curve +-+-+) fits well

to one of the curves obtained assuming constant electron content

(curve m- - ), indicating that the value of n corresponding to

this curve is the appropriate to use in equation 4. In the orbit

corresponding to the upper curves the slope of the curve for the

measured periods is greater than that for the curves with constant

electron content, indicating the existence of a southern gradient

of electron density. As the constant electron density was taken

at a northern point of the record the upper curve (- -m -s ) is

selected for the determination of the integer n.

It has to be pointed out that in some orbits it is not easy

to identify the curve that fits best to the data. In such cases

the selection of n is done by comparing with similar orbits of

previous days.

Figure 3 shows the vertical electron content for the morning

orbits of the firet period analyzed, as a function of the peak F

region solar zenith angle (X). In this figure straight lines have

been fitted to the data, which indicate a decrease of about 1% of

total electron content per degree of solar zenith angle. Interesting

in these data is the observation of a sharp decrease of about 40% of

total electron content during two days (19/20 May).

Data for the same period corresponding to the evening passes

are shown in figure 4. Here the solar zenith angle at the F region

I} peak is greater than 1000, and therefore the zone sounded is in
the shadow. The scattering of the data is somehow greater than the

corresponding for the morning data, but the decrease in electron

density during the days 19/20 May is also apparent in coincidence

with the morning data. Important diurnal changes in total electron

Ilk content have been reported in several works. In the present case,

the decrease occurs very neatly between two periods for which the

total electron content as a function of solar zenith anple r- eats

itself during several days. It is to be noted thct the pl]netarv
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conditions do not show any important change during the days under

study: ZKp = 18+ for May 19 and EKp = 23 for May 20; in previous

days the index range from ZKp = 36- to 22-, and the following day

corresponds to a rather quiet day with ZKp = 6-.

Figures 5 and 6 show examples of the total electron content

deduced from several orbits as a function of latitude. They cor-

responded to orbits registered in the morning and evening respec-

tively.

During the second period analyzed (September 11 to November

17) only the morning orbits provide sufficient data for analysis.

The variation of total electron content as a function of solar

zenith angle is shown in figure 7. ihe sca:t'ring of the data is

somehow greater than that for the corresponding data of March/

April (figure 3). The straight line fitted to the data indicates

again a decrease of about 1% of total electron content per degree

of solar zenith angle.

Tn the records of Arenosillo it is not unusual to observe

inversions of the sense of rotation of the signal. These in-

Ir versions which normaly appear in pairs occur in the northern end

of the record where the M factor takes small values (< 10 ampere-

turns/m), indicating that these inversions are due to critical

propagation conditions rather than to large local gradients of

elerctron density. However gradients of electron content must exist

since the condition for inversion is

AN-. AMF
+-

Thus on a Northbound orbit CM decreases) the gradient of electron

content must be positive (AN T> 0) whereas on a Southbound orbit

this gradient has to be negative (AN <0).
T

Figure 9 shows examples of inversions in two orbits. The upper

* "record corresponds to a north to south pass and the lower is a

south to north pass. In both cases the inversion occur in the

northern end of the record and typical size of the region where

the inversion occur is of the order of 200 Km at F-peak heights.
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FIGURE CAPTIONS

Fig.1 Illustrative description of the method for determining

the absolute rotation of the polarization of a radiowave.

See text.

Fig.2 Examples of analysis of two INTASAT passes recorded at

Arenosillo.

+-+-+-+- Periods of fading nulls

Periods of fading nulls assuming constant
-A-A-A- electron content.

-0-0-0-

-*-*-,- Solar zenith angle at the satellite height.

-p-v-w- Solar zenith angle at the F region peak.

Fig.3 - Total electron content versus solar zenith angle for the

morning passes during the period 2 March/4 April 1975.

t Fig.4 - Total electron content versus solar zenith angle for the

evening passes during the same period.

Fig.5 - Examples of total electron content versus latitude for

several morning passes during the same period.

Fig.6 - As for Fig.6 for evening passes.

Fig.7 - Total electron content versus solar zenith angle for the

morning passes during the period 11 Sept./17 Nov 1975.

Fig.8 - Examples of records of two orbits. The upper record is a

south to north pass on April 1976 and the lower pass a
• .W, north to south pass on 17 April 1976. The upper part of

each orbit corresponds to f = 40 MHz and the lower to

Sf 41 MHz.
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Latitudinal Morphologies of TEC Deduced

from Polar Orbiting Satellite INTASAT

K. H. PAI

Dept. of Electrical Engineering

National Taiwan University

Taipei, Taiwan, Republic of China

ABSTRACT

The radio beacon 6ignals transmitted by the polar orbiting

satellite INTASAT have been observed since Feb. 1975 at Radio

Wave Research Laboratory (Geographic latitude 250 N, longitude

121.50 9, magnetic dip 340 N ) of National Taiwan University.

This satellite transmits beacon signals of 40 and 41 MHz which

enables determination of electron content by in the differ-

ential Faraday rotation method. Because of low latitude of

Taiwan the quasi-transverse propagation condition is met at

some point of nearly every satellite pass. At the point of

transverse propagation, there generally occur coincident shallow

nulls at 40 and 41 MH7. This gives an alternate but easier

method of determining the electron content value and has been

applied to more than two hundred INTASAT records in an effort

of studying the latitudinal morphologies.

The present paper shows that the variation of the monthly

mean total electron content versus sub-ionospheric latitude

exhibit a strong equatorial anomaly. A comparative analysis

also has been carried out in the latitudinal variation of TEC

for magnetically disturbed days (Z k> 16 ) and quiet days

(-kp<16 ). Almost all of the data deduced from south-bound
passes under the low sun-spot number near 0800 to 0900 local time.
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1. INTRODUCTION

The Spanish orbiting satellite INTASAT was successfully launched

from Vandenberg Air Force Base on November 15, 1974. This sate-

llite was designed for measurement of total electron content of

the ionosphere. (13

At present about fourty observation stations scattered through-

out the world are making observations. C 23 Because the INTASAT

transmits continuous stable unmodulated linearly polarized signals

at 40.01 MHZ and 41.01 MHz, the differential Faraday technique

may be applied for the determination of total electron content in

the ionosphere.

Owing to the high orbital inclination ( i - 101.735 degrees

* i and almost circular orbit (apogee - 1457.97 km, perigee -

1440-39 km, and orbiting period - 114.86 min) (3), INTASAT travels

nearly in south-north or north-south direction at Taipei, Taiwan.

During the 1975-1976, the satellite tracking station of Radio

Wave Research Laboratory, National Taiwan University at Taipei

have been observing the geostationary satellite IIF-2 and IIF-3

by using a rotating linearly polarized antenna as well as cross-

polarized antenna with polarimeter. Therefore, we have an exce-

llent opportunity to compare the TEC values deduced by differen-

tial Faraday technique with that of single-frequency Faraday

rotation method.

2. METHOD OF ANALYSIS

It is well known fact that when a linearly polarized wave trans-

mitted by the satellite under the quasi-longitudinal approxi-
A

mation undergoes a continuous rotation in the direction of pro-

pagation. This effect is called the Faraday rotation. The Faraday

rotation angleS in a magneto-ionic medium is given by
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f M N dh

M - N, degrees (1)

where R is a constant (-1.699 in International System of Units),

iiM (-3 cosesec x) is the geomagnetic factor in amp-turn/meter,
f is the satellite signal frequency in Hz and N is the total

electron content in electrons per square meter. Because the

Spanish satellite INTASAT transmits at two closely spaced fre-

quencies 40 and 41 MHz, one can apply differential Faraday

TL technique for the determination of total electron content Nt

Applying eq(1) to two frequencies fl and f the absolute Faraday

rotation of the signal at frequency fl is given by 42)

.€, f _f (2- , (2)

.f2

iLet f 40 Mz and f2 41 Mz, we obtain

4O z 20.75 ( Q4  , (3)

and

'41 1• 1 - O.- U,, kM ,~ i -4 - 1 (i.)

In evaluating the total electron content Nt from Faraday fading

chart, one can employ the following two methods. (a): Time coin-

cidence of 40 and 41 MHz nulls. (b): Measurement of differential

Faraday rotation by using eq(4).
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If a coincidence of Faraday nullb at the two frequencies occurs

at any particular time during the satellite passage, the differ-

ential rotation at that time is equal to an integral multiple

of X radians. If no null time coincidence is found, the value

of £AS are found from linear interpolation. (5)

The geographical variation of the electron content is determined

by the total number of rotation measured from the transverse

position T0 by using the geomagnetic factorW. (6)

In particular, if the transverse propagation condition is met at

some point during the pass, the total rotation can be obtained
by merely counting the Faraday fading chart at a single frequency.

Taiwan is fortunately situated at a location where the transverse

propagation condition is met for nearly every pass.

Near the transverse propagation condition the Faraday fading is
usually slower and at the transverse point the nulls are shallow

and coincident. The point of transverse propagation can there-
fore be identified easily. Both analysis methods have been applied

to our data. But we have found the counting of Faraday rotation

from transverse point much simpler. A typical chart record is
shown in Fig 1. This is a record of voltage induced in a 3-element

vertically directed Yagi receiving antenna by 40 and 41 MHz
unmodulated signal transmitted by the satellite INTASAT. Fig 2

shows the south-going of the INTASAT passage (revolution number

5602) on February 6, 1976.

The fading pattern shown in Fig 1 is caused by the resultant

polarization vector of the received downcoming signal alternately

in parallel to or orthogonal to the linearly polarized antenna.

Because of the south-going satellite passage, the number of
Faraday rotation in every minute is increasing toward the magnetic

equator. The transverse point T0 is easily visible near the local

time 0902:13 and this time correspond to the sub-ionospheric point
at 33.70 N and 123.30° B. Some investigators discuss the measure-

ment of total electron content from Faraday effect and concludes
that the correct conversion of polarization data to equivalent

vertical TEC values is mainly dependent upon the choice of the
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1 factor which appear in the Faraday equation. (7) The geomag-

netic factor M value for the present analysis is based on the

computor data which was supplied by Air Force Geophysics Labora-

tory (AFSC) and under the assumption of a mean ionospheric height

of 350 km. All total electron content was computed at every

minute during the south-going of the satellite passage.

3. RESULTS

Fig 3. illustrates the monthly mean value of TEC versus sub-

ionospheric latitude for Spring, Summer, Autumn in 1975 and

January in 1976. The maximum total electron content of the

four seasons was found around a sub-ionospheric latitude of

20° N (magnetic dip - 16.50 N) and decreases both poleward and

equatorward from this latitude.

The maximum value of TEC at the equatorial anomaly for the four
16 2representative months are 20.1 x 10 el/m (October), 16.5 x

1016 el/M 2 (April), 11,4 x 1016 el/m 2 (July) in 1975 and

13.3 x 1016 el/m 2 (January) in 1976. A comparative analysis

also has been carried out in the latitudinal variation of TEC

for magnetically disturbed days (Xkp > 16) and quiet days

(Z kp K 16).

In Fig.4 latitudinal variations of TEC are plotted for four
seasons on a meridian of 1100 - 1350 East. It is noted that

16 2
the average latitudinal gradient varies from 1.0 x 10 el/m /deg

in Autumn and Summer to 0.2 x 1016 el/m2/deg in Winter under the

low sun-spot number near 0800 to 0900 local time for south-

going passages. The difference of TEC between disturbed days

and quiet days is biggest in Autumn (about 4.0 x 1016 el/m
2 )

ans smallest in Winter (approx. 0.4 x 1016 el/m ).

An interesting point is that in Summer the TEC for those quiet

days is greater than that for disturbed days and the difference

of TEC is about 1.5 x 1016 el/M 2
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4. DISCUSSION

Twelve months of observations of INTASAT signals enable us to

deduce the monthly mean total electron content versus sub-iono-
spheric latitude as shown in Pig.5. The highest TEC was found

in October 1975 while lowest TEC happened in January 1976.

A .teep slope occurred in November 1975 and a shallow slope

occurred in July 1975. It may be observed that the electron

content is maximum around a sub-ionospheric latitude 20o-22° N

and decreases towards the magnetic equator and higher latitude.

From Fig. 5 we obtain the TSC contour map as shown in Fig. 6.

The contour map in Fig. 6 illustrates the relation between sub-
ionospheric latitude and 12 months ( from April 1975 to March
1976), and the parameter is total electron content ( unit is

1016 el/M2). From this map it is easily seen that maximum TEC
are located near vernal equinox in March 1975 and 1976 also in
autumnal equinox in 1975.
The peak value of the former is about 16.5 x 1016 el//m 2 while
for the latter is approximately 20-21 x 1016 el/m 2. Their
minimum values are 10-11 x 1016 el/ 2 (in Summer) and 8.5 x

1016 el/rm2 (in Winter). It will be noted that the peak of TEC

in vernal equinox was situated near 20.5-22° N of the sub-
ionospheric latitude and this situation well meet the equatorial

anomaly in the low latitudinal region.

An outstanding feature is that another valley is located in May
16 21975 and its minimum TEC is approximately equal 10 x 10 el/m

As indicated by the dashed lines, the location of the valleys
is shift from 280 N (in May 1975) to 310 N (in Dec-Jan 1975-

1976) via 27.80 N (in July-August) of the sub-ionospheric lati-
tude. In contrast of the valley, peak TEC is located in lower

sub-ionospheric regions. In March 1975 it is situated at

N 20.60 N while in March 1976 is located near 220 N.
In Autumn, TEC is highest and is situated at about 18.50 North.

The relation between TEC, months, and sub-ionospheric latitude

is shown in the following table.
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Total Electron Content Sub-Ionospheric

(unit: a1/&2) Latitude Months

Max. value 20 x 1016 18.50 N Oct 1975

8.5 x 1016 31°  N Jan 1976

Min. value 10 x 1016 27.80 N July 1975

10 x 1016 28.00 N May 1975

Medium value 16.5xi 116 20.5-210 N Mar 1975
Mar 1976
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THEORETICAL AND EXPERIMENTAL STUDIES OF

TEC MEASUREMENTS IN THE TRANSVERSE ZONE

I.H. KEROUB

NATIONAL COMMITTEE FOR SPACE RESEARCH

RADIO OBSERVATORY

P.O.B. 4W5 .. Haifa ISRAEL

ABSTRACT

The theoretical principles of the transionospheric Faraday effect

are reviewed, using the properties of conformal transformations. The total

Faraday rotation Is effectively calculated through a ray tracing algorithm,

without postulating the well known quasi-longitudinal approximations of

"divers" orders. This treatment makes it possible to overcome the difficul-

ties which are in fact encountered in the neighborhood of the transverse zone.

It is shown that this treatment enables substantial advances to be made in

the concepts involved in the geophysical interpretation of the Faraday effect

recordings in the transverse zone, for stations situated at moderate geomagnetic

mid-latitudes. An interesting example of such an application is furnished

by the classical methods as compared with our own analysis of a recording from

the region of New Delhi. However, our most important contribution is a

quantitative method for the correction of systematic TEC error gradients which

become particularly large in the vicinity of the transverse zone. The trend

of the latitudinal TEC gradients thus obtained agrees with the results given

by several other independent determinations. In this way, optimum geophysical

use can be made of satellite beacons observations performed at moderate geo-

magnetic latitudes such as Hlaifa.
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1. INTRODUCTION

The optimum geophysical utilization of satellite beacon observations

performed from a single station such as Haifa involves the determination

of the TEC by using synchronous and low-altitude satellites; the synchronous

satellites ensure the time coverage, unlike a low-altitude satellite, which

can be usefully observed only during a few minutes each day. Nevertheless,

the typical advantage of a low-altitude over a synchronous satellite is the

fact that the low-altitude satellite can give an extended coverage of TEC

gradients from a single station*.

However,-especially so when approaching the transverse zone for a

moderately mid-latitude situated station - the classical (i.e. counting from

the transverse point) method for TEC determination may introduce systemati-

cally erroneous TEC gradients, and thus eliminate the principal advantage

of the low altitude satellite.

The large relative size of the recorder tracings representing this zone

in these stations, resulted in the development of rigorous specific methods
I for accurate determination of TEC in the transverse zone (Keroub, 1976).

Following a brief survey of the fundamental principles of the Faraday

rotation, and a brief review of the ray tracing program employed, this study

illustrates the application of new concepts to the geophysical interpretation

concerning the transverse recording zone; it also shows that it is possible

to make a quantitative correction of systematic error gradients produced by

the classical methods. We shall also show that the new methods are a powerful

tool in the geophysical interpretation and analysis of the available recordings.

* Gradient studies with the aid of synchronous satellites necessitate

the establishment of a network of stations (Mendillo - Klobuchar, 1975).

i
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2. THEORETICAL PRINCIPLES OF TOTAL FARADAY ROTATION THROUGH THE TRANSVERSE ZONE

2.1. General

This section deals with Faraday Rotation as observed from "low altitude"

satellites. These are satellites for which the changes in phase path

length are dominated by effects resulting from the change in the direction

of the source as seen from the receiving station. Their orbits often

lie above much of the ionization layer, but the general results of this

study are also valid if the satellite's orbit penetrates deeply into the

denser parts of the ionosphere.

The polarization rotation becomes small when extended into the Transverse

Propagation Region (Garriott et al, 1970), so that if such an observation

of the transverse point is possible, the rotation at other points can be

accurately determined within the framework of first order analysis by

simple counting.

However, this simple first order analysis assumes a thin ionospheric

layer in which the whole total electron cotent is concentrated. An

advanced study in this field must include a study of the behaviour of

the Faraday Rotation along the whole path of the ray between the satellite

and the receiving station. For this purpose we consider the behaviour of

the Faraday Rotation in the general case, and describe a ray tracing

program which computes the total Faraday Rotation for any position of a

satellite relative to an observing station.

2.2. Behavior of Faraday Rotation in the General Case

If the eikonal solution and the properties of conformal transformation

are used (Keroub; 1975), 
the Faraday Rotation (a2 - 00 along the pro-

pagation path (from satellite to station) ? to ? is obtained as the
result of an integration which depends on the physical behavior of the

ionosphere between the transmitter and the receiver, and on the relative

geometrical location at any given instant.
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In general, in the "transverse region" of a recording chart of Faraday

fading, It is quite impossible to make any simple assumption which gives

a simple fit to the real behavior of the propagation (quasi-longitudinal,

first order, second order, third order; quasi-transversal, etc.). The

only rigorous assumption that can be made is that the period of Faraday

fading is related to changes in the phase path length by the relationship

2I

2(02 - 01) f , dr-k+ - f dr-tr, r I
whatever the conditions of the propagation between the transmitter and

: )the receiver.

It follows that the way to find the phase path length is to determine

the directions of the ray. This will be discussed in the next sub-sectIon.

2.3. Determination of the Ray

In the case of free p-opagation without absorption, the Poynting vector

of an individual mode, averaged over the cycle of the wave, has the direction

* of the raydeviation from the normal is thus a consequence of the presence

of a longitudinal E component (the En component in the direction of the

wave normal). The polarization of propagation modes is usually elliptical,

with one longitudinal and two transverse E components and two transverse H

components of the wave field. The derivation of the a~erage Poynting vector
requires the study of all these field components. Now let us consider an

infinite number of plane waves whose wave normals vary slightly. They may

be superimposed, and the location of the wave packet is where all of them

are in phase. They turn out to be in phase on an entire line. This line

is the ray. In other words, this is the line along which the wave packet

travels. It is thus seen that the variation of the refractive index with a

slight variation of the direction of the wave normal is of decisive significance

for the direction of the ray.
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It is seen that it is not very easy to determine the path along which the

energy will travel. In general, the path of the ray cannot be determined

analytically. It has to be determined by a step-by-step process.

There are varying degrees of sophistication in ray tracing; thus, for instance,

in its simplest form we assume that the ionosphere is plane. In the more sophis-

ticated ray-tracing programs, the effects of curvature of the ionosphere, electron

density variations (provided they are compatible with the eikonal hypothesis),

Smagnetic-field changes and collision frequency are all taken i.nto account.

Several methods exists for ray-tracing computation (Booker. Bremer, Hazelgrove,

Poeverlein). The Bremmer method is useful in visualizing what is happening

to the ray, and was chosen for this reason (see Fig. 1).

S"2.4. Conclusion

The theoretical principles underlying the most general case of trans-ionospheric

Faraday effect are outlined.

The properties of conformal transformations are utilized in order to obtain the

exact results valid in all cases of trans-ionospheric propagation of electro-

magnetic waves.

- !' In order to overcome the difficulties encountered in calculating the Faraday

Rotations, for which the conventional classical quasi-longitudinal approximation

fails, especially so in the case of recorder tracings of the transverse zone

of mid-latitude geomagnetic stations, the suitable method seems to be the use

of an exact formulation of the phase path lengths involved. The several possible
options in the choice of a ray-tracing program are stated, and the Bremmer method

is chosen.

Such an approach could bring about substantial progress in the geophysical exploita-

tion of the Faraday Effect. We shall attempt to demonstrate this point in the

following sections.
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3. A NEW CONCEPT IN THE GEOPHYSICAL INTERPRETATION OF THE FARADAY EFFECT

RECORDINGS IN THE TRANSVERSE ZONE

3.1. General

Having recalled the interpretation which follows from the application

of the classical methods of TEC determination, we shall describe an

algorithm which leads to a new concept for the geophysical interpretation

in the transverse zone.

3.2. Classical Study of the Revolution of BEB-S 66 Satellite

In order to ensure an objective attitude towards the classical interpretat-

ion, we chose the results already published for New Delhi, which is a

station located at a moderate geomagnetic latitude.

Figs. 2 and 3 clearly illustrate the classical interpretation of a day pass
of the BEB-S 66 satellite in terms of rotation reversals. More details

will be found elsewhere (Mitra et al, 1970).

3.3. The Algorithm Employed

We simulated, with the aid of our ray tracing program, several passes of

polar satellites of BEB-S 66 type for moderate geomagnetic latitudes.

Whatever the ionosphere model adopted, and whatever the actual magnitude

of the latitudinal TEC gradient, the "rotation reversals" referred to above

(para. 3.2) were never observed.

In order to give some idea of the results obtained by simulation, the

reader is referred to the curves published by the author elsewhere

(Keroub, 1976). Here we shall give another typical curve obtained by

simulation. The curve represents the total Faraday rotation n as a

function of An, which is the difference between the Faraday rotations at

101 f

*1.



40 and 41 MHz shown in the selected recording. Fig. 4 shows the result

obtained for a day pass.

*It is noteworthy that a change in the geophysical parameters employed in the

simulation produces no significant changes in the topology of the curve in Fig. 4.
In the following sub-section we shall give an interpretation based on this

~ *topology.

. 3.4. Proposed Interpretation

It is seen in Fig. 4 that in the case of day passes the minimum Faraday
Rotation does not become zero for a station located at a moderate geomagnetic

latitude, but assumes a minimum value (e.g., aoE on the curve in Fig. 4).

On the other hand, on both sides of this minimum, the synchronisms between

40 and 41 MHz are compatible with the theory of the differential Faraday effect -

especially so starting from the first synchronism adjacent to the transverse

zone (point A, in the present case). In the case of synchronisms taking place

to the north of the transverse recording zone (above point B), i.e., towards

low elevations of ray paths, the validity of the classical analysis is limited

owing to the refraction effect.

As far as we are concerned, two general results may be stated.

1. The minimum of the total Faraday rotation does not pass through zero at the

transverse point.

2. Counts starting from synchronisms must allow for QoE, in order to avoid the
difficulties presented by the classical interpretation (systematic error

giving rise to "multiple reversal polarizations" concept as stated above).

3.5. Conclusion

It is seen that the treatment proposed in the present study may introduce new
, Jconcepts in the geophysical interpretation connected with the transverse zone.

4In the following section, we shall give a quantitative example of the use of
our algorithm to correct systematic TEC error gradients.
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4. QUANTITATIVE CORRECTION OF SYSTEMATIC TEC ERROR GRADIENTS

4.1. General

This chapter will give a quantitative description of the use of the

* methods we have developed, and the results obtained in this manner
will be compared with those obtained by the conventional counting
methods.

4.2. Study of TEC Gradient as a Function of the Latitude

As an example, we shall study the variation of TEC with time during

pass No. 22,591 of the quasi-polar BEB S-66 over the Haifa station.

In order to be able immediately to compare our results with those

obtained by the classical method, the magnitude nE /L is plotted on

the ordinate of Fig. 5 as a function of time; aE is the experimental

angle of Faraday rotation determined by our method, while a is the

total Faraday Rotation angle read on the recording in the counting,

method.

Let 0oE be the residual Faraday Rotation of the above pass for the

frequency of 20 MHz. To determine noE' we shall use our algorithm

*(for more details, see Keroub, 1976); as a result, the simple relation-
ship aE =0  + aoE is obtained.

Table I lists the experimental data and the magnitudes used in determining

the curve in Fig. 5.

We hive plotted similar pass curves with different TEC's. The curves

describe BEB S-66 passes No. 22,509 of 5th April 1969 at 7:23 U.T., and

SNo. 22,468 of 2nd April 1969 at 7:23 U.T. These passes are described.

respectively, in Tables 1I and III and in Figs. 6 and 7.

10
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TABLE I

Satellite: BEB S-66

Pass No.: 22,591

Date: 11 April 1969, 06h35 U.T.

Frequency: 20 MHz

T O" 19" 290 59" 89" 119" 149* 179m 209"

DE 21 29 37 63 91 123 155 192 230

L  0 28 16 42 70 102 134 171 209

- 3,62 2,31 1.50 1,30 1,22 1,16 1,12 1.10

TABLE I.

Satellite: BEB S-6f

Pass No.: 22,509

Date: 5 April 1969, 7h23 U.T.

Frequency: 20 MHz

T 0" 14" 24" 54" 84" 114" 144" 174' 209"

GE 32 37 51 87 121 156 191 228 276

1 0 5 19 55 89 124 159 196 244

/ 7,4 2,68 1,58 1,36 1,26 1.20 1,16 1.13
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TABLE III

Satellite: BE8 S-66

Pass No.: 22.468

Date: 2 April 1969, 7h45 U.T.
Frequency: 20 MIz

0 10" 30" 1' 90" 2' 150" 3' 3'3"

E  55 65 82 135 182 227 275 324 331

nL  0 10 27 80 127 172 220 269 276

QE/QL  6.5 3 1,68 1.43 1,32 1,25 1,204 1,2

The three selected passes of the polar satellite BEB S-66 are north-south
passes.

The origins of the curves in Figs. 5, 6 and 7 are the times of the minimum
Faraday Rotation for each pass.

The dimensionless magnitude nE/OL, plotted on the ordinate, is the number by
which we must multiply the TEC value obtained by the classical method in order
to obtain the true result, not distorted by the systematic error. The relative
systematic error, which distorts the determination of TEC at a given moment,

will thus be:

'.4

C - (AE - 1)

In the vicinity of the transverse zone, this error is greater than 200%. At the
transverse point, it becomes infinitely large. -'
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One minute after the satellite has passed through the minimum point of

Faraday Rotation, the error is still 50% or larger when the satellite

is already about 30 of geographical latitude away from the position it

occupied at minimum Faraday Rotation.

Since the TEC's corresponding to Figs. 5, 6 and 7 are in increasing

sequence, it is seen in the figure that the magnitude of the correction

to be introduced also increases with the TEC.

Thus, the assumption that the residual angle noE is negligibly small or

zero strongly affects the estimated value of the TEC; an artificial latitudinal

gradient is introduced, which rapidly becomes intolerable for latitudes to

the north of the listening station (in the northern hemisphere).

4.3. Conclusion

Two points must be made.

1. The residual angle of Faraday Rotation given by our algorithm makes it

possible to extend the improvements of our technique into the range of

quasi-longitudinal propagation. In fact, a quantitative correction is
thus made of the systematic error introduced by most classical methods
of determination of the TEC latitudinal gradient, which is an important

magnitude.

2. The results of any study of TEC which is exclusively based on counting

from the minimum point of Faraday Rotation must be treated with caution.

4

106

A1



S. CONCLUSION

In the case of stations located at moderate geomagnetic latitudes such
as Haifa, there are two main difficulties involved in the study of TEC

latitudinal morphologies, starting from a single station:

1. The correct geophysical interpretation of the transverse zone, which

occupies a major part of the recording;

2. The introduction of systematic errors into the determination of latitu-

dinal TEC gradients. These errors are due to the fundamental assumptions

(quasi-longitudinal propagation, etc.) which are usually made in such

determinations.

We have drawn attention to the fact that by the use of a theoretically rigorous

algorithm these difficulties can be overcome. Having outlined the fundamental

principles employed, we have introduced new concepts in the interpretation of

the experimental recordings concerning the transverse zone. We have also shown

that this approach makes it possible to effect a quantitative correction of

the systematic TEC error gradients, which become particularly large in the

vicinity of the transverse zone.

Thus, the present study makes for the best possible utilization of the available

satellite beacons observations.
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Fig. 1: shows an example of a part of the output of this program.

For the drawing of 10 curves simultaneously the abscissae should be

linear and the ordinates should correspond to the height above a spherical

earth.

1. Electron density In the proximity of ordinary ray.

2. Electron density in the proximity of extraordinary ray. j
3. Electron density above observatory.

4. K1 cose, 9 as in the Appleton-Hartree formula.

5. K2H, H intensity of terrestrial magnetic field.

6. K3X, X distance from ray to plane vertical to the observatory and

passing through the satellite.

7. K4Y, Y horizontal projection of the distance from station to satellite.

8. KSZ, Z distance between ordinary and extraordinary rays.

9,10. Relative gradient factor of electronic densities for ordinary and

extraordinary rays.

K1 to K5 are constants.

i
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•FIGURE I: Plotter Output.

,', The quantities were multiplied by scaling
\ .j' constants to make the simultaneous drawing

possible. The 10 curves are described on
,. the following page. For more details, see

- "Keroub, 1. (1972), *An Ionospheric HF Ray
, ,"Tracing Program". Haifa Radio Observatory,

Repor't No. : 724.
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t FIGURE 2: A Faraday Rotation record showing four rotation/ reversals.
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FIGURE 3: Variation of rotation angle with time for the

record shown in Fig. 2.
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FIG. 5 :CALCULATED FOR PASS No. 22,591

OF BES S-66 SATELLITE(II APRIL1969)
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IFIS. 7: CALCULATED FOR PASS No. 22,468

OF BEB S-66 SATELLITE (2 APRIL 1969)
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VERTICAL ION DRIFTS, EXOSPHERIC TEMPERATURES AND NEUTRAL WINDS

CALCULATED FROM SIMPLE OBSERVATIONS AND NUMERICAL SIMULATION

OF THE IONOSPHERE

by

D. A. Antoniadis and A. V. da Rosa
Radioscience Laboratory

Stanford University
Stanford, California 94305

ABSTRACT

A method was developed for the determination of induced ionospheric
plasma drifts by means of a dynamic simulation technique using columnar
electron content as the only measured input. The method can be extended to
yield also exospheric neutral temperatures if, in addition to the electron
content data, values of peak electron concentrations are available. The
method was tested with data collected both in the East and the West coasts of
the USA during the 23-24 March 1970 period. The values of drifts and
temperatures as well as those of some other ionospheric parameters obtained
were compared with corresponding results from radar measurements made at
Millstone Hill. A good agreement was found between the two sets of measure-
ments. Meridional exospheric temperature gradients and the corresponding
neutral winds, compatible with the calculated plasma drifts were derived
through the use of a dynamic model of the thermosphere.

1. INTRODUCTION

It has long been recognized that both neutral winds and electric fields
induce ionospheric plasma motions that strongly influence the behavior of the
ionosphere. Of greatest interest concerning the F-layer ionosphere are the
induced, magnetic field-aligned, plasma motions, often termed vertical plasma
drifts. Following the terminology in Rishbeth [1972], the word "drift" in the
present article refers to a bulk motion of plasma, due to either winds or
electric fields. Such motions are indirectly observed with incoherent radars
[c.f. Vasseur, 1969; Evans et al., 1970; Taylor, 1974]. When electric fields
can be estimated, it is possible to calculate the neutral winds that are
compatible with those plasma drifts [Salah and Holt, 1974; Roble et al., 1974:
Antioniadis, 1976a].

- Numerous theoretical studies of neutral winds have been presented [for a
review see Rishbeth, 1972], and the most important aspects of this phenomenon
have been analyzed in detail. Similarly electric fields affecting the iono-
spheric F-layer have been studied in several papers and some models have been_jW1 proposed (Maeda et al., 1966; Matsushita, 1969, 1971; Stening, 1973; Kirchhoff

and Carpenter, 1975].

Ionospheric dynamic models, coupled with theoretical neutral wind and
electric field models, have been used by a number of workers [for example:
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Kohl et al., 1968; Baila et al., 1969; Stubbe, 1970; RUster, 1971] to explain
various ispects of ionospheiric-behavior, especially during quiet periods. More

V ~ recently, Roble [1975] has used a dynamic ionospheric model with reasonable
success in simulating the diurnal ionospheric behavior in realistic terms, by
using neutral winds derived from incoherent scatter radar observations of
plasma motions.

It is possible to invert the problem and attempt to determine vertical
plasma drifts from the ionospheric behavior by using simulation techniques.
In this pao1r, we present and evaluate a simulation technique through which
one or more observable ionospheric parameters are directly introduced to a
dynamic ionospheric model to yield information about one or more processes (or
physical quantities) affecting the behavior of the ionosphere. Limitations of
our technique arising from the necessity of additional inputs to the iono-
spheric simulation are identified and discussed. The basic mode (mode 1) of
our simulation technique is used to derive vertical plasma drifts, at the
East coast of USA from vertical electron content data, I , during an equinoxial
day of 1970. These drifts are compared with those obtaiAed during the same
day by incoherent scatter radar at roughly the same geographical location. A
second variation (mode 2), which employs peak electron concentration, N
data in addition to I , is used to derive both vertical drifts and exoswRric
temperatures at the Wst coast of USA during the same day as above, bringing
out some interesting similarities and differences between quantities in the
East and West coasts. A third variation (mode 3), which is a combination ofmode 2 with a thermospheric model, presented by Antoniadis [1976a], is used to

derive horizontal wind profiles and meridional exospherc temperature
gradients at the East coast.

T I;I To1

II

Figure 1. Block diagram of the ionospheric odel. Also shown are

the input parameters required for the basic mode (mode 1) of
, simulation. This mode Is used to calculate the induced vertical

*plasma drift, W, from electron content data.
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2. THE IONOSPHERIC MODEL

A block diagram of our basic ionospheric model is shown in Figure 1. Many
of the details of this model are given by Antoniadis [1976b] and thus, only a
brief description will be given here.

The neutral atmosphere is assumed to be in diffusive equilibrium and the
vertical distributions of 0, 0 , N and Tn are given by the analytic expression
of Bates [1959]. The necessar inuts to this atmospheric model are the
concentrations at the bottom of the thermosphere, at 120 km, and the exospheric
neutral temperature, T0.

+4 +2 + +
+ The considered ionospheric constituents are, 0( S), 0+(2D). N 0 and

NO . The concentration of O+(4S) N and the yertical ion drift vilocity, W,
are derived from the continuity equation of 0+(*S), in the form:

aNI a(NIW) 2N1  aN1  (1)t Q, - ON, - -z + D z + N +z 1

where Q is the net production rate of O+(4S) resulting from photoionization
processes and calculated using the solar EUV spectrum of Hinteregger [1970]
multiplied by an adjustable fa:tor F ; B is the O+(4S) loss rate coefficient;
D the effective diffusion coefficie~flVfor vertical transport related to the
aIbipolar diffusion coefficient by D = D sin 2l, where I is the geomagnetic
inclination or dip angle. The coefficients A and B are functions of altitude
and of neutral and plasma temperatures. The exact expression for W is:

W = -- Uy sin) cosl cosD

+ U sin cosl sinD +U sin2l (2)

where x, y, z are our cartesian coordinates correspondingly eastward, north-
ward and upward, E the electric field, U the velocity of neutral wind and D
the magnetic declination. It can be seen from (2) that because of U, W would,
under most circumstances, be altitude dependent. However, in order to keep
the solution of (1) in terms of W and N , as simple as possible, we have made
the assumption of an altitude independeht "effective" W. It turns out, as will
be seen later on, that the value of this effective W is very close to the value
of an altitude dependent drift at the peak of the F2 layer. 1

The boundary conditions, b.c., for (1) are: chemical equilibrium at the
lower boundary (z = 120 km) nd plasma flux, B and the upper (z = 800 km).
In addition, the 6ertical 0 (*S) content i I used as a b.c. so Vhat a
simultaneous solution for the altitude prof9 le of N and the vertical plasma
drift, W, is obtained. Details of the numerical te hnique are given in
Antoniadis [1976b]. In order to derive I, from the vertical electron content,
I (which is obtained from measurements aR discussed in the next section), it

necessary to determine the contribution of the other ions (primarily 0+ and
NO+ and also N+ and 0+(4D) to Iz. This is accomplished by solving the
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i icontinuity equations of those ions to yield their concentration profiles.
These equations however can be and are simplified substantially by assuming
negligible transport, and, for N1 and 0+(2D) further assuming chemical
equilibrium.

The electron and ion temperatures are obtained from the heat balance
equations [Herman and Chandra, 1969]:

3T Q Lef L sin 2 ie QH-ei-Len.+ a (Ke '-e

T 3 -k N z ez
kN

(3)
DT. L inL I

i _ ei-Lin + s (Ki aT)at 3 k Ni  1k N i  3z i

where T , T. are the electron and ion temperatures; Q the electron heat input
given bg Sw~rtz et al. [1972]; L ., L , L. the electron-ion, electron-
neutral, ion-neutral-heat loss res;en K inK the electron and ion thermal
conductivities; k Boltzmann's constant an8 N ri. the electron and ion
concentrations. Equations (3) are by no means cmplete since mechanisms such
as convection and non-local heating are neglected. However, they are adequatefor our purposes. Boundary conditions for (3) are: T = T. = T at the lower

boundary and the electron temperature at the upper boundary, TeU Bn

The differential equations of the model are solved numerically as
discussed in Antoniadis [1976b]. The resulting computer program is very
efficient; for example, a complete solution for a single time step with 70
altitude cells, requires approximately 2 seconds on a SDS E-5 computer.

3. THE DATA

Referring to Figure 1, the input data to the ionospheric simulation can
be classified into three categories:

(a) Directly (and simply) observable ionospheric parameters such as I
and Nmax (in mode 2, Figure 5).

(b) Indirectly observable geophysical parameters such as EUV flux (Feuv
in our case) and T. which may be related through models to the
observable solar radio flux parameters Flo 7.A (c) Modeled parameters such as neutral composition at the lower boundary
(120 km), protonospheric plasma flux 0 and heat flux or
alternatively, T that generally caRIot be related on a day-to-day
basis to observagTg quantities.

It should be noted that though T, 4 and T,,, are all quantities that
can be measured by incoherent scatter rad9P techn Hes and thus might all fit
category (a), we have reserved this category for those data that can be
measured in a simple manner. This reflects the basic philosophy behind our
simulation technique which is to use as primary input only easily obtainable
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quantities. Thus, radar data, whenever available, can be used to support our

simulation but are not a required input.
Ideally, the results of our simulation technique should exhibit large

sensitivity to parameters in (a) and small to parameters in (b) and (c). Due

to the complexity of the ionospheric model and to the great variety of possible
conditions to which this simulation might be applied, a general sensitivity
analysis is almost impossible and, the best approach to this task is to
evaluate the reliability of the results for each particular application or
perhaps class of applications. As we proceed in the following section with
the presentation of our results, we will be discussing the sensitivity
aspect in terms as general as possible. In the rest of this section we will
consider the determination of Iz from beacon satellite measurements.

The data from which I has been determined, for the applications in the
following section, have alf been produced by the Faraday rotation method. With
this method a slant electron content, Is, is determined from the measured
rotation angle (in radians),Q F9 by:

Is = F (4)

where G is known as the layer shape factor and is defined by
I QF f sat NeB ds

G F o eL (5)
=  - satNeds

where Q is a constant with a numerical value of 2.36 x l04 in m.k.s. units,
f the fNequency in Hz, Ne the concentration of electrons in m

-3, B the
longitudinal component of the geomagnetic flux in wbm -2 and I ak element
of length along the ray path, s, in meters. Since B is not coAstant with
respect to s, G depends on the shape of the N distrfbution along s (but not
on the magnitude of N ). Because of this dep~ndence on the layer shape
factor, G cannot be uniquely defined.

Figure 2 is a plot of BL with respect to altitude along s, for two
different observer-satellite geometries. Since B decays rather quickly withaltitude and the bulk of the plasma exists at lowr altitudes, most workers

often define a constant shape factor G and use (4) to determine the plasma
4. content below a certain (rather loosely determined) altitude. For example,

Titheridge [1972], using a collection of ionization profiles and the centered

dipole approximation for the geomagnetic field has pointed out that, by
adopting a constant or "effective shape factor" G determined by:

QF

=2 BL (6)

with B evaluated at a point on s and at an altitude of 420 km, the plasma
contenA below about 2000 km can be determined with an estimated accuracy of +5%.

120

-.



V

! STANFORD

-7-0

X 10O80km

10.
i 0  0.5 1.0

BL/BLo

Figure 2. Vertical profile of the normalized longitudinal
component of N for Stanford and two different geostationary
satellite locations. [Adapted from Almeida, 1973].

It is common practice (and a necessity in our work) to convert the slant
content obtained, as described above, to a vertical content. This involves
the assumption of horizontal stratification and is described by the following
equation:

Izt = sec (7)

where I is the estimated vertical content up to 2000 km and X is the zenithal
angle of the line of sight at the point, often referred to as i~nospheric point,
where G is evaluated. Thus, I is considered as the representative vertical
content at the geographic coorAInates of the ionospheric point and not of the
observer.

Perhaps it can be appreciated that, the Faraday method is indeed more
appropriate than the group delay or phase path difference methods in our case,
because it is relatively insensitive to electron concentrations outside the
region of interest to us. Ideally, we would like BL to be non-zero and
constant up to 800 km and zero beyond. This is, of course, a physically un-
realizable requirement and, as it is obvious from Figure 2,we might expect
some contamination from ionization above 800 km.

In deriving I from I , in the present work we have used the simplest
possible scheme, nimely, slling of Izt by a constant factor r < 1:

Iz = r Izt (8)

The value of r depends of course on the value of G that was used in determining
I This scheme was found quite satisfactory for the applications of our
zt"
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simulation technique, presented in the following section. As mentioned there,
we have used data of I t from two stations and, the value of r was .9 for the
East coast data and .8z fur the West coast (Stanford) data. These values were
arrived at by comparing the measured I with the electron content up to 800
km derived from a plausible electron c6hcentration profile at a given time
near local midday. The shape of this profile was assumed similar to that
measured with the Millstone Hill radar at the same local time, and its
absolute magnitude was determined from the measured Nmax at each location of
interest. We estimate a probable error in r of about +.05.

4. APPLICATIONS

4.1. Mode 1

Mode 1 of our ionospheric simulation technique (Figure 1) was used to
derive the behavior of vertical plasma drifts, W, for a 24 hour period during
days 23-24 March 1970. The single, directly observable ionospheric parameter
required by this mode is I and it was derived as discussed in the previous
section, from Faraday rotafion data obtained at Sagamore Hill, Massachusetts,
using the geostationary satellite ATS-3, then at 80°W longitude. A 420 km
ionospheric point with geographic coordinates of 390N, 720W, was assumed for
the derivation of Izt and the scaling factor r was estimated to be about .9.

Vertical plasma drifts for the same period had been derived by Salah
and Holt [1974], from radar data obtained at Millstone Hill (42.6°N, 71.-5W).

r This proximity provides an excellent opportunity for evaluation of our
technique.

The upper boundary electron temperature, T , the plasma flux, RB
and the exospheric neutral temperature, T were estaY~ished consistent witM
the incoherent radar measurements [Evans,1971a, b; Salah and Evans, 1973].
These data are shown in Figure 3.

A comparison of our results with the observations is presented in
Figure 4. Shown from top to bottom are: the electron content, I ; the verticalion drift deduced from our calculations together with the drift af 300 km from

radar data [Salah and Holt, 1974]; the calculated peak electron concentration,
Nmax , together with the Nmax measured by the Wallops Island ionosonde (38N,

75°W); the calculated peak height of the F-layer, h x , together with the hmax
observed by the incoherent scatter radar at MillstoWgxHill. The good

agreement between calculations and observations is self-evident.

In the above simulation we have used F =2. This is consistentwith the fact that the analyzed period of time B8 urred during relatively high

solar activity (see section 4.5). The neutral composition at 120 km was kept
constant throughout the 24 hours at the following concentrations:

[0] = 1.35 x lOll [N] =3.0 x 101 2] = 0.5 x 10 (cm- 3

These concentrations are in general agreement with those used by Roble [1975].
However, it was not found necessary to vary the concentration of monatomic
oxygen at 120 km between day and night, as he did.
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tBOUNDARY CONDITIONS AT 800 km
MARC3I 23/24,1970 MILLSTONE HILL

- Y 2

3400"'-" I "

I L

0

Figure 3. The 800 km boundary conditions for day 23-24 March,
1970 at Millstone Hill. Adapted from Roble [1975].

In a complex numerical simulation, such as the one presented here,
the only meaningful way of estimating the sensitivity of calculated quantities
to input parameters, is through controlled numerical experiments. We have
performed such a series of experiments and the results are presented in the
remainder of this section. However, some insight into the expected
sensitivities may be gained by discussing briefly, in physical terms, the way
in which W is calculated through our ionospheric model. This can be easily
done by considering the continuity equation for 0+(4S) (which is the
fundamental equation of the model), in its integrated form:

zU  zU .
ZU LU

iz J Qldz - BNldz - UB (9)

Z L

where:
zu

dIz N , (10)

ZL
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'1Figure 4. Day 23-24 March, 1970, East Coast. From top to bottom:
observed (corrected) vertical electron content, I Z; calculited and
observed Nmax; calculated and observed h max*Z
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and where for discussion purposes we haye assumed that the 0( 4S) content is
r equal to I . At any given time,I and I are known from observations. The

effect of iertical drifts, W, is o contol the shape of the ionization
distribution and in particular, the altitude of the peak of the F-layer, h .
The ion loss rate coefficient, a, is a function of atmospheric concentratiTA
and consequently it decreases exponentially with height. Therefore, the net
result of W in (9) is to control the magnitude of the second term at the right
hand side (the integrated ionization loss rate). W is not explicitly contained
in (9) but is implicitly calculated from this equation by finding the shape of
NI(z) that satisfies both (9) and (10).

It follows from the preceding discussion that, the sensitivity of the
calculated W (and therefore of h ax), to the values of F and to the assumed
atmospheric composition at 120 kMXshould be quite largee Ynce, the first
controls Q while the second controls both Q and 6. For instance, at midday,
for the co'ditions of the application presented here (which may be considered
typical of equinox conditions during medium and high solar activity) a change
of 7 m/s to the calculated W,with a corresponding change of about 18 km in
h would result from: a) -25% change in F or, b) -25% change in the
c entration of oxygen at 120 km, [0] , oFU) -60% change in [N2]1 , or, d)
-110% change in [02 The experime~i~i error in deducin , field al 8ned
plasma drifts from i herent radar measurements is about +10 m/s [Evans et al.,
1970; Salah and Holt, 1974]. Thus, the uncertainty of the calculated W, from-I our method, due to any of the above uncertainties is well within the limits
of radar measurement errors. We may add here, that since h can be obtained
from ionosonde measurements, comparisons between calculatedm d observed h
can be used to adjust either Feuv or, say, [0]120 (whichever is less reliant9
known).

It also follows from equation (9) that R can play a significant role in
our calculations only if it is of magnitude cYoparable to the integrated
production or loss of ionization or, to I . Of course, since 1' is not known
a priori, we might resort to a plausible ialue for sucP co pariS ns. Thus,
assuming that t will not be larger than about 2 x 10 cm sec- (generally
values reported Ry incoherent radar investigators are quite smaller than this
[Evans, 1975]), under most circumstances, B can be assumed negligible,
provided the solar zenithal angle is smalley than about 95-. However, during

v nighttime a much closer examination of individual cases is necessary. In the
particular period under i~ vest~gatioy the rate of decay of nighttime ionization,
I , is larger than 2 x 10 cm- sec - . Since tie average _ownward flux
o6served at Millstone Hill was less than 5 x 10' cm-£ sec the sensitivity of
our results to D of that order is small. Indeed setting : 0 for the
complete diurnalU un barely affects our results.

The sensitivity of the calculated W, as well as of most ionospheric

parameters, is very small with respect to T This quantity reflects the
protonospheric heat flux which controls thee ectron temperature, T, down to
an altitude of about 400 km (for the conditions considered here) an8, thus,
affects the behavior of only a small amount of the ionospheric ionization. For

'1instance, setting T constant and equal to 2000 K, 2500 K or, 3500 K in the
present simulation, afects our results by a negligible amount. It is there-
fore estimated that for most applications a simple model of T (or of the
protonospheric heat flux) would suffice. Nevertheless, this $Ant must be
examined more closely in applications during summer conditions. Summers are
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characterized by low electron concentrations resulting to deeper penetration
of the heat flux into the ionosphere and generally high Te at relatively lowaltitudes [Evans, 1971c, 1973, 1974].

Finally, the sensitivity of W to T, was found to be rather small. We

tested this by adding a constant bias (+100 K), to the observed values of T
and also by forcing T to remain constant through the day at 1050 K, with only
small effects in the calculated W. This observation combined with the fact
that N is very sensitive to T., has led to the development of mode 2 of our
simula"iln which is presented in the following section.

: 4.2. Mode 2
The functional block diagram of mode 2 of our ionospheric simulation

is shown in Figure 5. As can be seen, the input parameter T has been replaced 4

by the observable N , so that T now becomes an output of The simulation.
The T. controller c~ects successively TO, by means of the empirical equation:

T
AT At

where T i IN ax, is often referred to as "slab thickness". Equation (11) is
solved at e~er time step using the expected T and the value of To. and t at
the previous step.

mLiz0 m EUNO+ONN
ISPEON.TR

F IATMSPHRE -I, IEUATONS TOTOiONZTO PLSMi,,o. ~~O Wi.. AND, ,~
MODELO N

, N(, Ni0E

calule 5 lc iga of the ionospheric model (mode 2) used to
calclatetime dependent, induced vertical plasma drift, W, and

exospheric neutral temperature, T , from electron content and Nmax
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We have applied mode 2 with electron content data obtained at Stanford
during the same period (23-24 March 1970), as the data in the preceding section.
The Faraday rotation method was used with signals from the ATS-l satellite,
parked at 1500W. The 400 km ionospheric point with coordinates 34.20N, 125.50W
was located just 50 west of the Point Arguello ionosonde station (34.6°N,
120.6°W), where the N data used here were obtained. In this case the
scaling factor 2 for A determination of I (equation 8) was estimated, as
discussed in Section 3, to be about.8. z

Figure 6 presents the vertical electron content, I , that was used in
the simulation, the calculated vertical ion drift, W, the cilculated and
observed (P. Arguello ionosonde) h and, the calculated exospheric
temperature which is compared with" '!e same temperature at Millstone Hill.
The latter was shifted in time by about 3 hours in order to coincide with the
local time in this simulation. Owing to the fact that this period of time
was geomagnetically quiet and that the difference in geographic latitude
between Millstone Hill and the location of this simulation is only 80, this
comparison of exospheric temperatures may be considered valid.

The observed h has been plotted directly from the routine table of
hourly ionogram data, pMuced at Point Arguello. We believe that the
relatively large discrepancy between calculated and observed h from 0500 to
about 1700 is very probably due to errors introduced by the ap SximateImethods of routinely scaling ionograms, manifested mainly by an increase of
the estimated h due to incorrect accounting of the bottom side ionization
which is quite Ti nificant during daytime [Rishbeth and Garriott, 1969].

Several differences between the electron content behavior at the two
locations (East and West Coast) can be seen by comparing Figures 4 and 6. For
instance, the maximum value of Iz at Stanford is significantly larger than
that at Sagamore Hill. Also the ionization in the East coast decays
continuously throughout the night but never reaches values as low as those at
Stanford which remain unaltered from a little after midnight to sunrise.

The different behavior of I is reflected in the difference between
the calculated vertical drifts at thi two locations. Thus, though the change
from upward to downward drifts in the early morning occurs at ro.'qhly the same
local time at the two locations, at the West coast, the drift becomes again
positive at 1000 LT and remains so until about 1500 LT while, at the East coast
the drift is negative throughout the day. Since negative drifts tend to
increase the integrated loss rate (equation 9), the build-up of ionization at
the East is slower than at the West coast where it reaches a larger maximum as
stated before. On the other hand the opposite may be observed in the afternoon.
Then, the drift in the West coast becomes more negative than that in the East
coast and remains so until much later in the early evening. This,results in a
steeper decline of the ionization in the first location.

Referring to the definition of W (equation 2), repeated here for
convenience, the difference of the behavior of W can be, at least partially
explained bythe different magnetic field declination at the two locations:

W = -(Uy cosD + Ux sinD) cos I sin I (12)
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where we have assumed that W is due purely to neutral winds. The magnetic
declination is positive (eastward) at the West coast location (D=15') and
negative at the East coast location (D=-15'). Thus, the contribution of the
zonal winds, U , is negative at the West and positive at the East coast. Since~neutral winds fend to be westward, i.e. Uv is negative, from midnight to about

1500 LT and positive in the remaining timt, we may indeed expect W to be
algebraically larger at the West in the former period of time and at the East
in the latter.

We must add here that, such differences in the behavior of the iono-
sphere at the same latitude but at different longitudes were spotted rather
early from N observations at various locations on the Earth and Eyfrig
[1963] suggestd that they might result from the neutral wind action at
different magnetic declinations. Later Kohl et al. [1969] carried out
theoretical calculations which confirmed the plausibility of Eyfrig's
suggestion.

An interesting result of the steep decay of ionization at the West
coast is that the nighttime plasma concentrations are quite small. This leads
to a different nighttime situation from that at the East coast. It may be
seen from Figure 6 that I is constant from about 0100 LT to 0530 LT.
Referring to equation (9)Zand assuming that nighttime production of ionization
is negligible [Fujitaka et al., 1971], the only way for I to be zero is if
the protonospheric flux, (D is significant and negative fdownward). Thus for
this simulation, DR canno be neglected during nighttime and, therefore W will
depend on the assugd value of UB

In order to determine 0,R we decided to use a very simple model of

its behavior namely, we assumed Hat (D is zero between 0700 LT and 2000 LT
and has a constant non zero value, durqig the rest of the time. Then, we
adjusted this value by making several trial runs and comparing the calculated
h with that observed at Point Arguello. Since it is the balance between
tAxaction of W (which controls hmax) and DUB that makes Iz = 0, this approach

justiiable 101-
is justifiable. The estimated plasma flux was 1.3 x 108 cm sec- and it must
have been present at least between 0100 LT and 0530 LT. This is a substantially

larger nighttime flux than that observed at Millstone Hill.

Finally, we would like to discuss briefly the behavior of the

*calculated W in the early night hours. The maximum and minimum of W, both

indicated by the arrows in Figure 6,.arise (in our simulation) from the rapid

change of ionization rate of decay, , and coincide with the lowest and the

highest I respectively (of course, iW nature, the causality is reversed).
This feat~re of z was persistent during this period at the West coast, roughly

at constant local time and, thus, it seems to represent a regular phenomenon

in the behavior of vertical drifts, as further testified by the agreement

between calculated and observed h at this time. Since, a rapid change in

neutral winds that would give risafo such behavior of W is rather 
unlikely, a

possible cause for this behavior could be a large travelling ionospheric
disturbance, TID, or rapidly changing electric fields. In the latter case,

because of the small conductivities of the E-layer at this time, a probable

origin for the electric fields could be the F-region dynamo [Rishbeth, 
1971],

or magnetospheric convection. The dashed lines in Figure 6 represent a

hypothetical smooth change of electron content, I , for this period of time

and the resulting effective vertical drift, W; thy have been included 
to
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emphasize the large fluctuation of W necessary to produce the relatively small
changes in 1 and to provide a baseline for the estimation of the amplitude of
this fluctuation. As can be seen this amplitude is about 20 m/s. If this
fluctuation is of electromagnetic nature, the necessary electric field
amplitude would be about 2 mV/m, an order of magnitude which is well within
plausibility limits [c.f. Klrchhoff and Carpenter, 1975].

4.3. Mode 3

Up to this point we have derived vertical plasma drifts by means of
modes 1 and 2 of our ionospheric simulation without specifically considering
their origin. These drifts have been assumed altitude independent as described
in Section 2 where we defined such drifts as "effective", meaning that they
have the same effect on the plasma content as altitude dependent drifts under
the same circumstances. If the calculated drifts were entirely the result of
electric fields then, they could be immediately related to the eastward
component of the electric field (assuming D O*), as can be seen from
equation (2). However, since at midlatitudes (under geomagnetically quiet
conditions), vertical plasma drifts are primarily driven by neutral winds, it
is reasonable to relate the calculated drifts to these neutral winds. 1

Neutral winds and the meridional gradient of exospheric temperature
can indeed be calculated from the results of our ionospheric simulation under
mode 2 through a dynamic thermospheric model in a way very similar to that
presented by Antoniadis [1976a1 In the present case, instead of using
incoherent radar data, the data produced by the ionospheric simulation are
coupled directly to the thermospheric model. We refer to this mode of coupled
ionospheric-thermospheric simulation as "mode 3". A functional block diagram
of this mode is given in Figure 7.

As discussed in Antoniadis L1976aJ, the altitude dependent horizontal

components of the wind are specified through the thermospheric model from the

value of the vertical plasma drift at a given height. At present the assumption
is made that the value of this drift is equal to the value of the effective
drift and that the appropriate height is the peak of electron concentration,
hmax , calculated through the ionospheric model.

We have tested the above assumption by comparing the plasma content I
calculated through our model in two ways (note that I in this case was 

not anz

input): a) the model was used with an altitude indpe~dent plasma drift W, and
b) the model was used with a wind compatible (i.e. altitude dependent) W, which
at h had the same value as the drift in (a). All other model parameters
werem"pt the same. The results of the two runs are shown in Figure 8. It can
be seen that during most of the day the calculated contents agree well. The
larger differences at night are due to the sharp increase of vertical drift

* with decreasing altitude below hm, associated with the low ion drag in these
regions resulting from the smallmRlghttime concentrations of ions (see Figure
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Figure 9. Day 23-24 March, 1970, East coast. Top: the
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gradient (a), by means of lonospheric-thermospheric
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D4simulation and incoherent data [Antoniadis, 1976a].
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We have used mode 3 with the East coast data already discussed in
Section 4.1. The N data which are also an input in this mode, were obtained
from the Wallops Is'N~d ionosonde. All other parameters were the same as in
Section 4.1. Figure 9 (top) presents the calculated exospheric temperature,
T , in comparison with the temperature obtained by the Millstone Hill
incoherent scatter radar. In the bottom part of this figure, the meridional
gradient of T calculated here is shown in comparison with the gradient
calculated from radar data during the same period in Antoniadis [1976a].
Though several differences between the two calculations can be observed, the
agreement is quite remarkable considering the greatly different types of
information from which they were derived. Besides we have reason to believe
that a more careful treatment of the effective drift used here would result
in smaller discrepancies, particularly during nighttime.

Finally, Figure 10 presents the calculated wind components, which may
be compared with those obtained in Antoniadis [1976a]. Also shown in the same
figure is the altitude dependent vertical drift velocity resulting from those
wind components.

4. CONCLUSIONS

A new technique, for determining vertical plasma drifts in the F-region,
has been presented and its application during a geomagnetically quiet equinox
day was evaluated by comparing values calculated using electron content data
with those measured independently by incoherent scatter techniques. Although
electron content provides the most important b.c. in the analysis, it is
necessary to establish the neutral exospheric temperature, T , and upper
boundary electron temperature and flux by models or radar data. Under many
circumstances, the sensitivity to the last two parameters is small and it was
demonstrated that T can be obtained by using N as additional information,
thus, effectively freeing the application of ourmf chnique from the need of
radar support. Finally, neutral winds and meridional exospheric temperature
gradients were derived by coupling the ionospheric model to a thermospheric
dynamic model that was presented in a previous paper. In view of the simplicityin acquisition of the required ionospheric input parameters, it is believed

that the simulation technique presented here,will be a useful new source of
neutral wind and exospheric temperature data.
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DETERMINATION OF LUNAR-DYNAMO ELECTRIC FIELDS
FROM TOTAL ELECTRON CONTENT MEASUREMENTS

by

P. A. Bernhardt, D. A. Antoniadis, and A. V. da Rosa
Radioscience Laboratory

Stanford University
Stanford, California 94305

Temporal variations in the ionospheric electron content result from
movement of the sun and the moon with respect to a fixed point in the F-
layer. The solar electron content component contains diurnal effects due
to photoionization, neutral winds driven by pressure gradients, and electric
fields. The solar thermal contribution masks the solar gravitational con-
tribution to tidal variations in electron content. Relatively small lunar
variations in electron content are produced by atmospheric tides resulting
from fluctuations in the lunar gravitational potential. Since the lunar
gravitational potential contains frequency components that are significantly
different from the solar frequency components, filtering may be used to
separate the lunar and solar effects in the electron content measurements.
A finite-duration impulse-response digital filter is used in the separation
process. Theoretical analysis of the filtered electron content variation
is used to determine electric fields produced by the lunar dynamo.

INTRODUCTION

Tidal variations in ionospheric electron content have been previously
observed by Rao and Stubenrauch [1967]. Their analysis produced an estimate1of the content variation at the lunar semi-diurnal (M ) frequency. The
ionosphere is a nonlinear medium in which the solar p~otoionization and the
lunar gravitational field interact resulting in the mixing of the solar and
lunar frequencies. Thus, the M tidal component produces variations at
several frequencies. I- our analysis, all the frequency components, generated
by the M tidal frequency are considered.

It has been shown that the established methods of tidal analysis (such as
given by Bartels and Johnston [1940], Chapman and Bartels [19401, and
Chapman and Miller [1940]) which involve grouping of data by fixed periods
of time are equivalent to processing by a finite-duration impulse-response
digital filter (or, equivalently, delay filter) [Bernhardt, 1974]. The
transfer function of the delay filter has narrow stopbands and passbands
for the rejection or acceptance of harmonic components in data. By cascading
several delay filters, a wide range of filter characteristics may be
achieved [Bernhardt and Schlapp, 1976].

In this paper we present an optimized delay-filter which is used to
estimate the variations of the total electron content produced by the main
lunar tidal component M . The lunar variations in electron content are used
to derive the F-layer piasma drifts necessary to produce these variations

by means of the ionospheric simulation technique developed by Antoniadis
[1976]. These plasma drifts are attributed to electric fields resulting

from the E-region lunar-dynamo.
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THE FILTER

The electron content data are analyzed by the use of the generalized
delay filter illustrated in Figure 1. The filter consists of 2N elements
each with a delay of T (days). The data input, U(t), is fed into the first
element in the delay line. The taps of the delay line are multiplied by
weights a _,-N < m < N. The outputs of the multiplicative weights are
averaged o produce the output of the filter X(t). Thus, X(t) is the weighted
average of the data N delays before and after the data value at a time
t - NT. U(t-NT), the unfiltered representative of X(t), is tapped from the
center of the delay line.

Ut-NT)

UW-T) UW-(N-|)T U(t-(N+I)T) UWt-(2N-DI)T U0t-NT]

UM DELAY DELAY DEAY DELAY I- DELAY DELAY DELAY DELAY
T T T T T T T T

0-(-1 "-t ON 1O

-Nr XM- N I I I 1UuttN-NT)

UM) T-_.. N=_.. XMt

FIGURE 1. Generalized delay-filter model.

T(f) 2N+ Z a exp[-j2Trf(N+m)T] (1)

* 'I where T(f) is the Fourier transform of the impulse response of the filter
and f is frequency in cycles per day. The procedure of calculation of the
filter transfer function is given by Bernhardt [1974].

We have developed an easily implementable filter which is used to isolate
the solar harmonic components (with frequencies that are multiples of one
cycle per day) from the lunar semi-diurnal component M (at frequency
f : 1.93227 cycles per day) and the frequency compongnts resulting from

. m ing between the solar harmonics and M The notation for the components

1of the measured electron content variatigns is as follows:
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S + I+ R is the unfiltered data.

I S  is the variation due to the sun.

I L  is the luni-solar variation resulting from nonlinear interaction
between the semi-diurnal lunar (M2 ) input and the solar harmonics.

IR is the residue after IS and IL have been subtracted from the data.

The filter was designed to efficiently sort out each of these data
components.

The solar variation can be written as a Fourier series

Is(t) = E b cos (2Trnt + 6n) (2)
n=O n

where t is time in days, bn is the amplitude of the component with frequency
n cycles per day and is the phase of each component. The solar filter
with narrow passbands ground 0, 1, 2, 3 etc. cycles/day may be constructed
from the generalized delay filter by setting all the weights to unity (i.e.,
a = 1, -N < m < N) and setting the length of each delay element to T = 1
dwy. The transfer function of the solar delay-filter is calculated from
(1) to give

6= exp [-j21TfT] sin[(2N+l iT (fT3S (2N+I) sin(7fT)

P ~ The width of the bandpass lobes in the filter is inversely proportional
to the length (2N+l) of the delay line. All the filtering in this paper
is done with N = 29 delay filters requiring 59 days (two months) of data.
The magnitude response of the N = 29 solar filter is illustrated in Figure 2a.

W-

,,,w I

23 0.1 _j (a)

< 0 L- I L 3-2 L. 3 4

FREQUENCY (cycles/doy)

FIGURE 2. Comparison of response ofte (a solar and b)unrfilters.
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The lunar semi-diurnal frequency component is written as

I M2 = aM2 cos (2ntfM2+ aM2
)  (4)

where I is the electron content variation at the lunar frequency fM9,
and a d are the amplitude and phase of this variation, respectively.
The lli-solaW lines resulting from nonlinear mixing in the ionosphere have
the form

I L E) c=n+ cos [27(fM n t + n]
n=O cn fMn) n+
M(5)

+Lt E n c cn+ cos [21T(f M2 n) t + 6]-+ c cos t+6

n=l n- fM2
-n)

where c and 6,+ are the amplitude and phase, respectively. The t sign
denotes qbfe sola -sidebands around the M2 frequency. Redefining the
amplitudes and phases, and noting that f 2 = 1.93227 is close to the solar
semi-diurnal frequency (2 cycles per day , the equation for I (t) can be

written in terms of sidebands around the solar harmonic freqbencies:

I L(t) E {din+ cos[2n(m+Af)t+ ym+] + dm_ cos[2n(r-Af)t+ ,'mP (6)
m=O

where Af 2 - fM .677262 cycles/day, and dm± and y _ are the amplitudes
and phases of the iuni-solar sidebands about the solar 1 ne at m cycles/day.

The main luni-solar lines are denoted according to the convection adopted
by Gupta and Chapman [1969]. L is the lower sideband of M2 produced by

mixing with the solar diurnal cdmponent S at one cycle per day. L and M2
are equivalent. L3 is the upper solar sideband of M2. The frequenties of
the main lines are

f = f - I = .93227 cycles/day

fL2 fM2 = 1.93227 cycles/day

fL3 = fM2 + 1 = 2.93227 cycles/day

In Eq. (s), the amplitudes of the L1 , L2 and L lines are di_, d2 , andrespectively.

*Several methods of estimating I (t) come to mind. For instance, the

amplitude of each line could be estimated by using a separate filter with
*a narrow passband at the appropriate frequency. Or, equivalently, the

discrete Fourier transform may be used to estimate the spectral components
in the data. After the strength of each luni-solar frequency component has
been obtained, they may be summed to give I (t). We have devised a scheme
which directly evaluates IL(t) without separate filtering of each component
in the summation.

By appropriate choices of the weights in the generalized filter, a lunar
filter with passbands at the frequency components of IL(t) is obtained.
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:* The weights are given by

a = 2 cos (2wAfmT) (7)V m

where T = 1 day. Substituting the cosine weights into (1) and simplifying
yields the transfer function of the lunar filter

TL(f) = Ts(f + Af) + Ts(f - Af) (8)

where T (f) is the solar filter transfer function given by (3). Using thp
cosine wights instead of constant weights shifts the passbands of the solar
filter by plus or minus Af (Figure 2b). The passbands of the lunar filter
coincide exactly with the luni-solar frequencies produced by mixing of the
M frequency with the solar harmonics. The location of the main luni-solar
f4equencies Ll, L2, and L3 are indicated in Figure 2b.

The weighted delay filter is flexible and easy to implement. By changing
Af in the cosine weights, the passbands around the solar lines may be
located at any desired frequency. Thus, using this filter, the frequency
mixing between the solar harmonics and any lunar line may be investigated.

Notice that in both the solar and lunar filters, the length of each
delay is one day. Thus, data recorded at intervals which divide an integer
number of times into 24 hours may be used directly by the filters without

any interpolation.

The solar and lunar delay-filters are cascaded as shown in Figure 3.
The output of the solar filter, I is subtracted from the central delay-line
point of this filter. This effec ively suppresses the solar harmonics
[Bernhardt and Schlapp, 1976]. The data are further processed by the lunar
filter. I is subtracted from the center of the lunar delay-filter leaving
the residu6, IR '

"T, I day N,29 11 T-Idoy N-29 +1

" ~~~ l m :1o n= 2 co s (2 r m a f T ) ( -

I (l)At = 0.067726 cy/doy
" 'SOLAR FILTER LUNAR FILTER

'4l FIGURE 3. Implementation of solar and lunar delay filters in the analysis

of electron content data.

In summary, the delay filter is an efficient method of processing long
data streams containing harmonically related frequency components. A
filter composed of cascaded delay filters seems to be the optimum solution
'Fr separating solar variations from luni-solar variations in electron-content
Jdta.
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THE FILTERED DATA

Half-hour samples of electron content data obtained at Stanford during
the winter and spring of 1971 were processed by the delay filter. Missing

v data points were rare, and when they occurred linear interpolation was used.
The results in this section are typical of the first 6 months of 1971.

Figure 4 shows a sequence of five days for which the electron content was
split in the manner described in the preceding section. Figure 4a shows the
diurnal variation of the observed electron content days 80 through 85 of 1971.
Figure 4b shows the diurnal variation of the solar component which can be
seen to exhibit negligible day-to-day changes owing to the 59 day averaging
process and to the fact that the solar activity changed little over the
period considered. Figure 4c shows the lunar component displaying a systematic
maximum near the time of upper transit (marked "U" in the plots). Finally,
Figure 4d displays the residue component, IR .

Si: o0 (a)
400 

8".6300

200

100
0 6 u 2 I' 24 U I. U U L

LOCAL 1IME (HOURS)

- 500 (b)
0 300

200

100

LOCAL TIME (HOURS)

50 80/71 
)

0 0 .6UI 8 2 I\ /

-5

)!'; TIME (FIRS)1s1 180/71 ( )

0 18L24 U LV UII

TIME (MRtS)

~'FIGURE 4. A sequence of five days for which the electron content was split,
as discussed in the text. (a) The diurnal variation of the
observed electron content during 80 through 85, 1971. (b) The
diurnal variation of the solar component. (c) The diurnal vari-
ation of the lunar component. The time of lunar upper transit is

* marked "U". (d) The diurnal variation of the residue component.
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The magnitude spectrum of the unfiltered data is shown in Figure 5a.
A logarithmic scale is used in all such spectra. The solar harmonics

T (S SS S, , etc.) dominate the spectrum. The lunar semi-diurnal
colponnt 2 ((r M2) is much weaker than the neighboring solar semi-diurnal
component S2. The major solar sidebands around M are denoted by L1 and L3.

The solar filter removes most of the fluctuations in the unfiltered data
so that only the solar harmonics are present in the spectrum of IS (Figure 5b).

The frequency spectrum at the output of the lunar filter is illustrated
in Figure 5c. The L frequency component and the symmetric sidebands at
L and L clearly stind out. The significance of the L1, L and L lines
mly be eitimated by comparing their magnitudes with thole oi the complementary
lines just above the solar harmonic frequencies. The three main luni-solar
lines are greater than their complements. In all the data examined, the
magnitude of L is about 15% higher than the magnitude of L We attribute

it this to contamination of the L, line by the lunar tidal lin 0 at frequency
.92954 cycles per day. The pa sband of the delay filter is not narrow enough
to completely reject the 01 line.

100

D" 10 L , L(2 (a)o

00

S- (b)

0) -10
-_ (c)

* ( OUL LL

0 I 2 3 4 5 6 7 8

FREQUENCY (cycles/day)

FIGURE 5. (a) Spectrum of unfiltered electron content data. (b) Spectrum
of output of solar filter. (c) Spectrum of output of lunar filter.

If lines L, and LA are produced by mixing of the solar S component with
the lunar L componef t, the phase of L, and L should be th difference and
sum, respeciively, of the phases of S and L For all the data analysed,
the phase of L3 stays within 20 of th sums gf the phases of SI and L2.
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However, the phase of L differs by as much as 200 from the difference be-
tween the phases of the S and L2 lines. This is again attributed to the
presence of the 0 lunar line.

Although the 0 line can be removed by using a longer delay-filter which
has narrower passbands, no attempt has been made to do this because the
interference of 01 with L was considered unimportant.

The luni-solar fluctuations, I correlate well with the position of the
moon. Figure 6 illustrates the bhavior of I over a period of half a
month. It is immediately evident that the lu ar influence is small at
night. During daytime, the lunar upper (U) and lower (L) transits are
associated with positive values of I When the moon is either rising or
setting, IL reaches its most negativ values.

A compari on of the fluctuations in I (which can amour; to 5xO 16  2
electrons m-P, peak to peak) with those n I (some 35x]10" electrons m-
peak to peak) shows that the lunar effects oA the electron content have
amplitudes some 14% of those of the solar effects.

50-T
80/71

T o 0 12  824 U A F_ ,,.\_-/,_ .,, .

5  TIME (HRS)

87/71

94/71

_.50

FIGURE 6. Temporal variation of lunar component in electron content data.

THE LUNAR DYNAMO ELECTRIC FIELDS§3 Before we present the analysis of the electron content data, a short
review of the atmospheric dynamo theory is in order. Lunar tidal variations
in the gravitational potential set up pressure gradients in the atmosphere.
These gradients produce winds, U, that cause ions and electrons to move in
different directions owing to the presence of the geomagnetic field. Thus,
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a current of density J flows piling up charges that produce polarization
electric fields E. The currents and fields are coupled by the conductivity
tensor 6 in the generalized Ohm's law equation:

J=[ + U X

where B is the flux density of the geomagnetic field. The conductivity
has daily fluctuations due to the variations in the E-region plasma con-
centration caused by the variation of the solar zenith angle. Multiplication
of the solar harmonics in the conductivity tensor by the lunar frequencies
in the tidal winds produces the luni-solar fluctuations in the electrostatic
fields and currents. Both currents and electric fields in the E-region
manifest themselves indirectly by affecting the behavior of observable
quantities. Currents affect the behavior of the geomagnetic field as
initially suggested by Stewart [1882], while electric fields are mapped
along the highly conductive magnetic field lines into the F-region, thus
affecting the behavior of the ionospheric plasma distribution. This coupling
between the dynamo region and the F-region was suggested by Martyn [1955]
and Dagg [1957] and was subsequently pursued by Farley [1959, 1960, 1961]
and Spreiter and Briggs [1961a,b]. Equivalent electric current distributions
resulting from the lunar dynamo can be deduced by analyzing the measurements
of geomaynetic variations at the surface of the Earth (c.f. Chapman and
Bartels [1940]; Matsushita [1968]). Such measurements have attracted a lot
of attention over the years. On the other hand, electric fields resulting
from the lunar dynamo cannot be determined from localized geomagnetic measure-
ments and thus have been primarily deduced theoretically from models of
lunar tides and of E-region conductivities (c.f. Matsushita [1969]; Tarpley
[1970]; Abur-Robb and Dunford [1975]). Maeda and Fujiwara [1967] have determined
experimentally the lunar dynamo electric fields by using the procedure
developed by Maeda [1955] for the calculation of electric fields resulting
from the solar dynamo. This procedure consists of converting global measure-
ments of geomagnetic variations into currents and, through theoretical
models of conductivity, producing a tidal wind and electric field pattern
consistent with the currents.

Our technique for determining electric fields makes use of measurements
of electron content at only one location on the globe. The electron content
is influenced by plasma drifts induced by electric fields in the F-region.
These drifts are related to the electric fields by:

- xB
d B82

The vertical component of the drift raises or lowers the F-layer into
regions of higher or lower ion loss rate and, thus, modulates the ionospheric
plasma content. This modulation is recovered by the filtering technique, as
already discussed.

The procedure for determining vertical plasma drifts from electron content
measurements has been presented by Antoniadis [1976] and Antoniadis and da Rosa
[1976]. It consists of a dynamic ionospheric simulation technique which allows
the calculation of the time dependent vertical plasma drifts from the behavior
of the observed electron content. The coupled equations of ion continuity
and of plasma heat balance are solved in the 120 km and 8OOkm altitude range
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subject to some externally imposed boundary conditions. The sensitivity
of the absolute values of the calculated vertical drifts to these boundary
conditions has been discussed in the above papers. It was concluded that

T the sensitivity is small with respect to changes in T (neutral exospheric
temperature), negligible with respect to changes in T (upper boundary
electron temperature), and negligible with respect t? eanges in 1 (upper
boundary plasma flux, provided that the integrated 0 production (Rd losg)
and- he rate of change of the electron content are larger than about 2xlO cm 2

sec -. During the particular day under investigation here, these requirements
were met between 0530 LT and 2130 LT. On the other hand, the sensitivity to
the solar EUV flux is quite significant. The value of this flux is adjusted
by comparing the calculated and observed behavior of h . In our simulation,
the external model parameters were established as follwM:

a) T and T ,are the same as those reported for days 28-29 September

0 70 at MYYlstone Hill (Roble et al [1974] and Salah [1975, private
communication]). The solar activity during these days matches closely
the activity during the simulated period.

b) The solar EUV flux was taken as the flux given by Hinteregger [1970]
multiplied by a factor FEUV = 1.5.

c) The atmospheric model lower boundary conditions were: T (neutral
tempera re) i 355 K, [0] (monoatomic oxygen concentrdtign =
1.35xlO cm- , [N ] (nitrogen concentration = 3xlO1u cm- and [02]
(diatomic oxygen c~ncentration) = SxlOlO cm-3.

d) The protonospheric flux , wascassumed to be zero between 0600 LT

and 1900 LT and l.3xl0 8 c8 2 sec from the remaining time.

A comparison (not shown here) has indicated good agreement between
calculated and observed values of N a and hT at Point Arguello, which is
close to the subionospheric point o fhe ele on content measurement. This
fact indicates that the external parameters used here and the calculatedabsolute values of vertical drifts are realistic.

The lunar variation in the vertical plasma drift is calculated by using
the ionospheric model twice as shown diagramatically in Figure 7. First,
the solar driven component of the plasma drift is calculated from the solar
component of the electron content data. Second, the sum of the lunar and
solar components of the electron content data are used to calculate the sum
of the lunar and solar components of the vertical plasma drift. The solar
drift velocity is then subtracted from the lunar plus solar drift velocity,
leaving the lunar component of the drift velocity. This procedure is prob-

i °" ably valid since the lunar component is only a small perturbation of the
4. large solar component of the vertical plasma drift.

One component of the electric field can be calculated from the vertical
drift WL using the equation

co- eWL = (E cos D + E si

where 0 is the dip angle and x and y are the geographic eastward and pole-
ward directions, respectively. It is clear that the sum inside the paren-
thesis is simply the component of the electric field in the magnetic eastward
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d: 7

direction. Denoting this direction by x', we have

E = WL B/cos 0

The magnetic dip at Stanford is 0 = 610 and B may be taken as 4.8xlO 5

Webers/m . Then, the relation between the eastward electric field and the
vertical drift becomes:

Ex  10- WL

where E is in V/m and WL in m/sec.

._ DYNAMIC W(SOLAR)

IONOSPHERIC -

Wa: MODEL --

_jBOUNDARY CONDITIONS:

a _IS PLASMA FLUX,

2EUV SPECTRUM,
0 ELECTRON TEMPERATURE,ETJ.

L:, _ WL
, Z DYNAMIC WL )(IONOSPHERIC

. -. PLUS SOLAR) COMPONENT OF

VERTICAL PLASMA
. / - DRIFT

FIGURE 7. The ionospheric model is used twice to produce an estimate of
the lunar fluctuations in the vertical plasma drift.

The vertical plasma drift, WI and the lunar dynamo electric field, E
(the magnetically eastward compbnent) are illustrated in Figure 8 for dys
80/71, 83/71, and 87/71. The calculated WI shows a strong semidiurnal

! variation as might have been anticipated f~om the behavior of I. A closer

observation, however, reveals that there is a phase difference between I
and W. ; I_ seems to lag W.L about 2 hrs. This can be seen more clearly i6

; Figur6 9 6here IL and the calculated perturbations to Nm and hma are
shown together wlth the WI obtained for day 80/71. Star ng frol Ma he bottom

:".. of this figure, the ionosbheric quantities are shown in the sequence in which
. one affects the other. Thus, the lunar perturbation of the vertical drift,
iW, causes the perturbation, hm ax. in h , which in turn causes the per-
.•.BL xtrbation,' N gL in Nm  N . s, oy course, tied very closely to I..*
.. The progressTO lag in oase W6 bottom to top is clearly evident. L

" '; A delay of up to several hours between observed h a-and Nm  has been
• reported in previous studies [Matsushita, 1967]. Th a 6portedmA ay was a

function of latitude. The crepnigdlyof about I hr. calculated
--,, ~here is smaller than what would rpnigbe expected yat the latitude of Stanford, from

Matsushita's work, but it is in the same direction.
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iil FIGURE 8. Calculated electric field and vertical drift fluctuations for

: three cays. The fluctuations are closely coupled to the times
of upper or lower transit of the Moon.

The lunar electrostatic fields have peak excursions of +.4 millivolts
per meter. These values are consistent with fields obtained by Maeda and
Fujiwara [1967], Matsushita [1969], and Matsushita and Tarpley [1970].

CONCLUSIONS

A generalized delay filter has been used to decompose the ionospheric
electron content into solar, luni-solar and residual components. This type
of filter is a flexible and easily implementable tool and is particularly
suitable for the analysis of long streams of data, such as geophysical data,

149

•-- .. "II'e e " i _ 1' ' . . ...



M. W., 0

containing periodic fluctuations at various frequencies.

The luni-solar component of electron content was found to be on the order
of 10% of the solar component for the period analyzed. This luni-solar
cononent was attributed to the perturbation of the F2 region by electro-
magnetic drifts resulting from the lunear dynamo electrostatic field in the
E region. By means of a dynamic ionospheric simulation technique, the
magnitude of this lunar electrostatic field was calculated to be approximately
.4 mV/m.
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GRAVITY WAV[! ITM MD FLHC'YTATIONS I!" TOTAL ELECTRON qOFTFr?

By

A. Sengupta, O.P. Nagpal and C..G.A. Setty

Ionosphere Research Centre

Department of Physics and Astrophysics,

University of Delhi, Delhi-1llO7, India.

Abstract

Continuous records of the electron content at Delhi
(Geog. Lat 2P.0 I 77 0 E; Sub Ionospheric Point 26.-0 N, 72.9°E)
obtainei by monitoring the Paralay angle variation? of signals
at 140 ."1Z transmitted 'rom eostationarv satellite ATS-6 have
-revealed the presence of atmospLeric gravity waves in the F-
re'ion of the ionospriere with periods ran-ing from 1 to I-I
minutes. The records obtained from August I 1975 have been
examined for the pirpose of the present st-my. Some tens of
continuous daytine records have been chosen which sh.ow clear
periodicities. Variations produced by these waves were very
common in the range of 1"-6 min with a marked dip near 15 min
period. The amplitudes of electron content fluctuatinns hve
been estimated to be in the range of 0.5 to 6.,g. -heoretical
computations based on a simple model of the ionosphere cravity
wave internction have been carried out. The inte-rated resporse
to gravity waves is found to be dependent on the satellite
ohserved ray path eometr; , magnetic dip and the wave azi,-uth.
The observed average spectrum agrees -ualitatively with the
computed spectrum if a meridional propagation is a'7umel.

Introduction

Ionospheric irregularities h-,ve been studied for -iany
* years. One class of these irregularities known as travelling

ionospheric disturbances (TID's) have been detected by a'1 number of techniques. Recent work (Hines 1'OO; Thcone Ii04
1969; Testud and Vasseur, 1q69; Georges, 968; Titherilpeio:
1971; Davis and Da Rosa, 1969; Klostermeyer, 1969, Yeh, 19'2;
Gupta and Nagpal, 1973) has revealed that t:'ese disturbances
are caused by propagation of atmospheric Fravity waves. The
TTD's are 7enerated by an interaction bet-.een the neutral atmos-
pheric wave and the ambient ionization (Hooke, 196P,127).<I VHF Radio signals received from the geostationary satellites
provide a convenient means for studying the temporal variations

* of columnar electron content, between the satelite and the
I observer, in the ionosphere over continuous periods. In this

paper we present the results of analysis of continuour rec-rds
of the polarisations angles of the 140 MHz signals rec-ived at
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the University of Delhi from the satellite ATS-6, of wavelike
perturbations in the total electron content. The Faraday polari-
meter used to obtain these records has been described elsewhere
(Sengupta and Serty, 1976). The records often show fluctuations
in the total electron content. The records obtained from August
1975 - December 1975 have been used to determine the number of
occurrences of these fluctuations each day provided the record
exhibits atleast two or more complete cycles of the same period.
The periods ranged from 70 min down to a sharply defined lower
limit of 10 min agreeing with the permitted spectrum of gravity
waves in the F-region.

Exoerimental Results

The polarization rotation due to Faraday effect is pro-
portional to the electron density integrated along the way path.
Therefore the experimental records represent variations of the
integrateA electron density (or electron content). These records
show small fluctuations superimposed on the larger variations
caused by the production and loss processess. These small
fluctuations, believed to be caused by propagating atmospheric
gravity waves, are extracted from the records (Cowling et al.,
197n ) and spectrim analysed. About thirty non overlapping
records (each of which lasted for about 9 hrs) of data taken
during day time were selected for the present analysis.

Sample records of the polarisation angle variations are
r reproduced in Figures 1 and 2. It is seen that the fluctua-

tions in these records are not random but are cf a sustained
type. Some periodicity is usually evident on every record.
Periods greater than 100 min and any overall trend has been
removed by visual inspection from the data before it is sub-
jected to spectral analysis. The spectral estimate is followed
by a process of smoothing using Hanning weight (Biack-nan and

* Tukey, 195R). The spectra of the sample records are shown in
Figures 1 and 2 respectively as insets. Three dominant osci-
llations of about l, 25 and 50 min periods are seen on the
spectrim of Fig. 1. The spectral estimates were made for each
record separately and dominant periods were read. The periodi-cities thus obtained were divided into the following ranges:
7.5 - 12.5 12.5 - 17.5 --- and so on. The lowest period was~chosen to te greater than the Nyquist period of about 5 min.

The distribution of significant periodicities are noted at 10,
25, and 45 min with a well defined minimum at about 15 min.
Of these three at least the two at 10 and 25 min are clearly
distinct. These features are visible even on the spectrum of
individual records (see inisets of Figs. 1 and 2). The average
distribut.on of periods shown in Fig. 3 is characterised by a

' short period cut off near 8 minutes, a long period cut off near
60 min., and a sharp dip nenr 15 min. It appears that the
short cut off period may be associated with thp increased
damping near the Brunt period (Yeh and Liu 1974) neutral winds
and temperature gradients (Gupta et al., l 73). +he shape of
the spectral distribution is related to the Pravity wave -
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ionosphere interaction. Hence the following sections have been
devoted for discussions of a theoretical model of the ionospheric
response to atmospheric gravity waves and the conclusions that
can be drawn by comparing the theoretical model with the experi-
mental results.

Theoretical Background

Our theoretical analysis in the following will be made with
the understanding that the theory will be applied to the electron
content data. Since the electron content is heavily weighted by
electrons with a few scale heights away from the F2 peak, many
simplifications can be made in the analysis. In a lossy i othermal
atmosphere, the wave induced neutral air parcel velocity, V', can
be expressed as

V1 = Vo exp + z/211 l

where ___

Vo = velocity amplitude which may depend on " and k.

= angular wave frequency
k = wave vector

H = scale heightJ z = height

P = damping coefficient which usually depends on z.
In the F region of the ionosphere the perturbation in the Ion

velocity is constrained to be along the geomagnetic field lines.
Hence, the ionization velocity is

-* A A

VI = (V' . Bo)B o  (2)

A

where Bo is the unit vector in the direction of the geomagnetic
field lines. Substituting equation (2) into the continuity
equation (1), and assuming that the background ionization den-
sity No depends only on z, we find that the perturbed ionization

a idensity N' is of the form

AA

"!N' , V,.B o Bo . r + iz(F -1/2H - ]N,-)(3

where z is the unit vector in the vertical direction. If we
neglect the dissipation (putting 9 =0) and the exponential
growth of the wave with z (putting 1/2H to zero) we can see
that (3) reduces to the result obtaiied by Hooke (1968).
However, the integration of equation (3) from the ground based
observer to the satellite, results in an equation for the

4. perturbation in electron content along an oblique path.
With the time factor exp(-ct) omitted it becomesIA

ko k(VO.BQ)g(I o b  'B°)cos2  o (Z) exp (kz CosVj/CosX) + z/2H Jr z dz

(4)
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where _
kh = the horizontal component of k

AA A-

g = the geomagnetic factor (r x Bo)xz.kh

= the satellite zenity angle (the angle between
A
r and )

A -
= the angle between r and k

For ano(-Chapman layer, the integration of equation (4) gives
-4 A=ll J2  (V,.Bo)g ( /(5= Vh Cos X pf) s

where -.
Vm  the amplitude of the air parcel velocity at the

ionization peak.
Vh ='/kh = the horizontal phase velocity

k+M = the modified Bessel function of the third kind
with an imaginary order and a real argument.

p = k H Cosj/cosx

" (2H P (zm))'/2 t

it'= lo Icos = perturbed electron content converted
to the vertical direction

Ie = the background vertical electron content.

When the dissipation and growth are both neglected (or when
these two effects cancel) the equation corresponding to
equation (5) is (Yeh, 197 ):

- -* A

It kh(VmBo) g (6)
To- 4Cos X 4 Cosh(TrkH Cos /Cosx)

As seen in equation(5) the ratio between I' and Io depends
upon two factors : (1) the interaction geometry involving the air
parcel velocity wave vect)r, magnetic field, and the satellite
direction and ( i) the dissipative processes. Both of these will
be discussed in the next section.

Qoaparison of Ecperimental and Theoretical Results:

The geomagnetic factor, g, appearing in both the equations
(5) and (6) causes the electron content tD be sensitive to
certain waves, and insensitive to others (Georges and Hooke,
1970; Davis 1973). The angle 0 , between the neutral air parcel
velocity and the geomagnetic field vector is given by

Cos Cos I Cos+Coso( - Sin I Sin 4 (7)

where
r = the tilt of the wave front (sin =

= the Brunt period
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* t = the wave period

I = the dip angle

oC = the azimuth of kh"

Equa-ion (6) has been studied for various azimuthal angles
of The Brunt period has been assumed to be 13 minutes at
300 km altitude and the constant scale height jo be 60 km. The
wave wave number, kt, was chosen to be 0.02 km-4 on the basis of
several disturbances observed by Cowling et al., (1970). The
use of these quantities in equation (6) allows the amplitude of
II'/Iol to be computed as a function of the wave period for
several different azimuthslas shown in Fig. 4. These curves are
symmetric with respect to the magnetic meridian and hence are
plotted only for a varying from 00 to 1800. It may be noted
that a clear bite out is present for small angles. However,
this bite out is not so pronounced as those reported for mid
latitudes (Setty et al., 1973) for fluctuation in the electron
density observed at the F2 peak.

* Let us first assume that the gravity waves occur with equal
probability in all azimuths. Then a composite spectrum can be
constructed theoretically by averaging over all the azimuths
with equal weighting. This theoretical spectrum appears inIFigure 5. The theoretical spectrum for northsouth propagating
waves is shown in Figure 4 (top left). Comparing the experi-
mental results of Figure 3 with the theoretical spectra of
Figures 4 and 5 appears to agree with our earlier conclusions

(Gupta and Nagpal, 1973) that the gravity waves have a tendency
to travel close to the magnetic meridian.

Conclusions

The fluctuations iiduced in the electron content by the
atmospheric gravity waves have been studied both experimentally
and theoreticaily. Following conclusions are shown by comparing
the experimental results (Fig. 3) with the theoretical results
(Fig. 4):

(a) The fluctuations in total content are generally weaker
than the fluctuation in the electron density at a fixed

* height.
(b) The amplitude of fluctuation in total content for higher

periods are greater than those for shorter periods and

4 (c) The response of the electron content to the 15 min wave
is generally relatively weak and anisotropic.

Cenerally, studies of the wave induced fluctuations in
the ionosphere are aimed at getting information about the
character of the wave propagating in the neutral atmosphere.

b: , However this task is quite involved as has been stressed by
* Hooke. This is particularly sowhen one is dealing with the

integrated effects as in the present case of total electron
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content measurements. Hence the conclusion drawn in this paper
can at best be compared with those arrived at using a single

r parameter such as fluctuations in FoF2.
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POWER SPECTI OF ACOUSTIC GRAVITY WAVES IN

THE F-REGION IONOSPHERE

R. DuBroff, K. C. Yeh and C. If. Liu

Department of Electrical Engineering
University of Illinois
Urbana, Illinois 61801

Abstract

Maximum entropy power spectrum analysis was applied to
the travelling ionospheric disturbances (TID's) observed in
the electron content data obtained from the ATS-III satellite.
Assuming that the TID's are caused by atmospheric internal
gravity waves, the power spectra should provide some indication
of the frequency dependent dissipative effects of atmospheric
loss mechanisms. In this regard, a theoretical model of the
attenuation of acoustic gravity waves was utilized to compute
the frequency dependence of thermal conduction and viscous
damping of internal gravity waves in the thermosphere. The
experimentally obtained power spectra are then compared with
the theoretical predictions.

In particular it has been found that the experime%.tally
observed spectral peak, occurring at a frequency of about .04
cycles/min, generally corresponds to the theoretical prediction
of minimum attenuation.
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I. Introduction

The primary purpose of the present work is directed
towards a comparison between a theoretical consideration of the
effects of dissipative processes upon the propagation of
acoustic gravity waves and the experimentally obtained power
spectra of fluctuations in ionospheric electron content. Within
the context of theoretical models of dissipative processes, a
number of different methods have been proposed. For example,
full wave and coupled mode (also known as WIKB) methods have been
applied to the linearized lossy hydrodynamic equations by
Klostermeyer [1972], Liu and Klostermeyer [1975], Volland [1969]
and others. On the other hand, Yeh et al. [1975] and Yeh and
Liu [1974] have considered the problem from the viewpoint that
the dissipative effects may be evaluated by determininQ the
imaginary part of the wave vector which, in a weakly dissipative
medium, should be equal to the rate of energy dissipation divided
by twice the energy flux [Lindas and Lifshitz, 1959]. The present
approach to the theoretical model falls somewhere between these
two methods, and is, perhaps, most similar to the method of
Pitteway and Hines [1963], as will become more apparent in the
next section.

Experimental power spectra of ionospheric electron density
perturbations have been investigated by many aut.,ors [Titheridge,
1968; Sch6del, 1972; Toman, 1976]. In this paper, power spectra
of wave-like perturbations in ionospheric electron content data
are computed and compared with the theoretical results in an
attempt to interpret the general features of the spectra in
terms of the atmospheric filtering effects due to dissipative
processes.

II. A theoretical model of the effects of dissipation upon the

'propagation of acoustic gravity waves.

Since acoustic gravity waves are governed by the linearized
hydrodynamic equations [e.g. Hines, 1960], the effects of
dissipation are also contained in the linearized hydrodynamic
equations. Althouqh these equations may be written in many
forms, the form which was discussed by Yeh and liu [P)74]
provides a basis for the present discussion-- i.e.

+ V'' P ' 0 ]v3t Vp + V 
()
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+ Vp' - v' i Vv') + (Vv',)T I (V v')]

(2)
- VP -v v!i

+ v" Vp 2  c2v• Vp °  (y-l)V K VT' (3)
0

with pressure p 0 + p'; density : p0 + p'; velocity -0+ v';
temperature -- T + T'; speed of sound c; ratio of specific

o

heats - y; gravitational acceleration g g; coefficient of thermal
conduction - K; collision frequency £ v; and ion velocity E v'.

The viscous stress tensor, T ', has been written explicitly as a
function of v', and n is the coefficient of viscosity. The
perturbed quantities are primed and subscript 0 indicates back-
ground quantities. Assuming that the horizontal and temporal
variation of the first order perturbations may be represented by

r -i( t - k x - k .y)-e x y  , then it should be possible to write equations

) (1) through (3) in the form of a set of coupled first order
differential equations, i.e.

r .

9A(z) • (z) (4)

where the components of F(z) generally involve some combination
of the first order perturbed quantities and/or their derivatives.

In any case, the eigenvalues (X) of A(z) are defined
implicitly by some dispersion equation of the form

G(w, kx, ,k y I' n, v, K, z) = 0 (5)

-_ If it is now assumed that Tj, v, K each represent a small departure
from lossless ( = 0 K ) conditions, then the deviation of
from its lossless (\o) value may be obtained by expansion ot

equation (5) as:

0 = G(w,kx,k ,\o,0,0,0,z) + G (u),kxk ,ko ,0,0,0,z)
xy 0l x y0

+ G (wi,kx,k . , ,\ ,0,0 ,0,z)V + G (w ,kx,k , \ ,0,0,0 ,z) (6)

V X \WKXf '000 K X +

-G(w,kx,kyo,0,0,0,z)' +.
,.i4 165
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with X A - X The first term, of course, vanishes since
0

X is defined as the solution of the lossless dispersion equa-

tion. Thus, when the losses are small, the modification of the
real part of the eigenvalue (the attenuation coefficient) in
the case of thermal conduction, for example is

G (w,kx,k ,Ao,O,O,O,z)K<

X' R : [X - X -R K X ' 0 (7)
r o GX (w,kx,k y, ,0,0,0,z)

Similar expressions can be obtained for the contributions to
the attenuation coefficient by viscosity and ion drag. These
expressions can then be used for the computations of the attenu-
ation coefficient.

On the other hand, in the method used by Yeh et al. [1975],
it is assumed that the effects of a dissipative process upon

the pseudo energy flux, r = 2R : [p'Vz*], may be adequatelyz 2'

represented by multiplying the lossless pseudo energy flux by

exp 2Xrd Therefore, the attenuation coefficient can
Lr

be computed by dividing the rate of energy dissipation by twice
the energy flux. It is found that the two methods yield the
save value of A' when thermal conduction, viscosity and ion drag

r
are considered.

To study the effects of the dissipative processes, let us
define a transmittivJty function, E(s,kh) as:

I
z  

4

when, in our computations, z 150 km, z = 350 km. The trans-

miLtivity function represents the changc of amplitude of a wave
-'.ie to dissipation when propagating from height z to height z.

in the case of thermal conduction the functional dependence of
(w, kh) is shown in TFigure (1). The effects of viscosity are

shown in Figu--e (2). The atmosphere between 150 km and 350 km
.* was assumed to be described by the CIRA (19651 atiiito;sheric 1iwt(el
' ro). 5 at 12:00. In both cases, the general features of =-(o, kh)

are similar to the resuits obtained by Yeh et al. [19751.
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Figures (1) and (2) represent the' cumul tt iv,, -t , (C:t , of
dissipation as it acts over a range of t L Li LUd.'; f(or .;v I A]
given horizontal wave numbers k h . The experimetntal dat.,, how-

ever, does not contain any spatial infotmtition, and as ai r ul
cannot be compared directly to th(ese two figures. In ore(r to
allow the data to be compared to the theoretical model, the:refore,
3 (ru, kh) was averaged over a range of values of k I f the

sources exciting the gravity waves are relatively broa, ha-nd (in
the sense of wave numbers) , then this approach may be reasonable.
The result of averaging over kh is shown in Figures (3) an( (4)

(for viscosity and thermal conduction, respectively). In both
cases, it would appear that the two dissipative processes exert
a similar filtering effect upon the frequency components of the
acoustic gravity waves.

III. Experimental measurements

The electron content was obtained from Urbana, Illinois
(40.0690 N, 88.2250 W) by monitoring the Faraday rotation of
signals from ATS-III. After sampling the data at 2 minute
intervals, thirteen records, each l-sting 8 hours, were selected

)' for spectrum analysis. Although no systematic attempt was madu
to select the records on either a seasonal or time of day basis,
most of the records lasted from mid-morning to mid-afternoon in

r the Fall of 1971. The data was selected on the basis of visible
indications of the presence of wavelike fluctuations super-
imposed upon the slowly varying diurnal trend. Four additional
records were selected on the basis of visible indications of the
absence of wavelike fluctuations, in order to assess the possible
effects of the diurnal variations upon the spectrum. In order
to remove at least part of the contribution of very low frequency
components to the power spectrum, each of the thirteen records
were passed through a weighted running mean filter [Webster and
Lyon, 1973]. Figure 5 represents the frequency response of this
particular filter, corresponding to a cut off frecuency of
(/120)min - I . The effect of the filter on one of the records

is shown, as an example, in Figure (6).

aving filtered the raw data, the power spectrum of each of
tit e rteen records was evaluated by usinq maximum ent rop.

Ss;pectrtini' analysis. ThiS technique, as described by Burq 1 ,(,7,
!9k) 81, wis imoplemented by two different me thods, both of whi h
aIl' described by DuBroff [1976]. The thirteen power s ectr
wer, then averaged, and the resulting average specti. were com-
pared with the theoretical predictions of the weak diss ipation
theory.

'1
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IV. Interpretation of Results

The average spectrum of the thirteen records is shown in
Figure (7). Although there ia a substantial amount of power at
low frequencies, there would also appear to be a broad local
maximum and a sharp peak within the shaded region of Figure (7)
The fre~juency band, in which the maximum occurs, extends from
about .03 to .06 cycles/min. This would seem to correspond to
the predictions of the theoretical model, as represented by
Figures (1) and (2). This maximuc, becomes even more prominent
if the power spectrum shown in Figure (7) is multiplied by w2

in order to partially compensate for the frequency dependent
nature of the response of tiie ionosphere due to acoustic gravity
waves in a neutral atmosphere [Hooke, 1968]. This result is
shown in Figure (8)

A second method of maximum entropy spectrum analysis was
used, and the results shown in Figures (9) and (10) compare
favorably with Figures (7) and (8) , respectively. Conventional
spectrum analysis also reveals the same general features -- a
maximum extending from .03 to .06 cycles/min.

In order to interpret the sharp peak which occurs within
the shaded region in the four figures, the thirteen individual
spectra were renormalized before averaging. In particular, each
of the thirteen spectra were, in effect, multiplied by a number
which was inversely proportional to the variance of each record.
After averaging the thirteen renormalized spectra together, it
was found that the sharp peak which is exhibited in Figures (7)
through (10) does not appear. However, a local maximum was
still found to extend from about .03 to .06 cycles/min.

Finally, in order to determine the possible effects of the
diurnal variation of the electron content upon the spectra, the
four specially selected records were considered. After passing
each of the four records through the weighted running mean filter
shown in Figure (5) , evaluating the maximum entropy spectra, and
averaging the four spectra together, Figure (11) was obtained.
Figure (11) indicates the presence of a lw frequency spectral
peak, (-.005 cycles/min) as well as a general downward trend

* from about .01 to .08 cycles/min. The low frequency peak occurs
iv outside of the passband of the weighted running mean filter, and
* therefore is difficult to interpret. Nevertheless, a similar

low frequency peak occurs in Figure (7) and (9). The general
downward trend, however, would appear to be a common feature
of all of the spectra which have been presented in Figures (7)
through ( 10) .Thus, the largec downward trend occurring in the
spectra might not be associated with the observed wavelike

IL fluctuations in electron content.
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V. Conclusion

In summary, it should be rioted that the observation of
wavelike fluctuations in the ionosphere with periods corres-
ponding to the minimum attenuation (from about 15 to 30 minutes),
as shown in Figures (1) and (2), has been fairly well sub-
stantiated by other experiments (e.g. Titheridge [1968], and
Toman [1976]). While the limitations in the theoretical models
and uncertainities in the experimental data prevent us from
carrying out more quantitative comparisons in this paper, the
general agreement between the experimentaL and theoretical
results would seem to indicate that the dissipative processes
indeed play a role in the propagation of acoustic-gravity waves
in the upper atmosphere and this filtering effect can be
investigated using the theoretical model discussed in the paper.
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THE METZOROLOCICAL JET STREAH AS A SOURCE OF MEDIUM SCALE GRAVITY
WAVES IN THE THERMOSPHERE AN EXPERIMENTAL STUDY

§ by F. Bertin and J. Teetud

CHET, Isay lea Moulineaux, France

and

L. Kersley and P.R. Rees

UCW, Aberystwyth,U.K.

INTRODUCTION

In an earlier paper BERTIN et al (1975) presented results which
linked atmospheric gravity waves observed at ionospheric heights to

* possible sources of a meteorological nature in the troposphere. The
present work represents a continuation in which attempts have been

made in the first place to allay possible objections to the earlier
study and secondly to define more precisely the source regions.

EXPERIMENTAL NETWORK AND DATA ANALYSIS

The experimental basis of this preliminary paper was a coordinated
campaign carried out in July 1974. The investigations involved use
of the quadristatic incoherent scatter sounder at St. Santin-Nancay-
Mende-Montpazier together with a system of six spaced polarimeters, two
networks of three each in France and U.K., receiving transmission; frem
a geostationary satellite and providing measurements of ionospheric
electron content fluctuations. Figure 1 shows the geographic location
of the observations.

In the thermosphere, the incoherent scatter technique provides

a quasi-direct means of observing gravity waves as it gives access

over a wide altitude range (100 to 5OOkm) to parameters, ionic
temperature and velocity, which are strongly coupled to the temperature
and velocity of the neutral atmosphere; in addition the effect of the
wave on electron density is observed simultaneously. The horizontal
structure of the wave, which is not accessible by incoherent scatter,
can be derived from spaced polarimeter measurements. Thus, taken
together, the two techniques constitute a powerf.l method of observing
gravity waves.

Correlation analysis is used to determine the characteristics of
the wave : amplitude, period, speed and azimuth of propagation. Five
consecutive days have been analysed by this method, and for each wave
detected a reverse ray tracing has been computed to look for the source
of the phenomenon. Performing such a ray tracing requires an
atmospheric model. From the point of view of gravity wave propagation,
the neutral atmosphere can be characterised at different heights by
the scale height, the ratio of the specific heats and the background
wind. For medium scale gravity waves, with periods in the 20 or 30
minute range and propagation speeds 70 to 200 m s-', the interaction
between the wave srd the neutral wind can be very important, so that
special care must be exercised in the choice of the background wind

model. The wind model used f.n the present study is based on tidal
observations (steady, 

2
4-hour and 12-hour components), provided by
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the incoherent scatter sounder in the altitude range 1oo to 300km and
by the meteor radar measurements at Garchy (France) between 70 and 1OOkm.
These are complemented by meteorological data in the range 0 to 30km,
while between 30 and 70km the theoretical model of URGATROYD (1965),
somal circulation with a westwards maximum around 50km, is assumed
representative. The uncertainty in the wind model can be estimated,
for example from the day to day variation in the incoherent scatter
or meteor radar data, so that the error in the reverse ray tracing is
calculated systematically for each observed wave.

RESULTS

This preliminary paper presents the results of a study of
approxim.tely 1OO waves. For 20 per cent of the waves the vertical
wave number becomes zero at around the 110km level. The speed of
many of these waves approximates to the speed of sound at this altitude.
It is suggested that the observed waves at iouospheric F2- layer heights
represent an energy escape of Lamb waves propagating in the middle
atmosphere.

For 80 per cent of the waves detected the reverse ray tracing
could be continued down to the 15km level, indicating that no critical
or reflection level is encountered by the wave between the F2-peak and
the tropopause. For each wave satisfying this condition, the pcint
where the wave reaches the 15km level is plotted on a tropopausic
meteorological chart. Figures 2 and 3 show examples of such plots.
In these figures the sizes of the circles represent the errors resulting
from uncertainties in the wind profile used in the ray tracing procedure.
The positions of the circles corresponJ in most cases to geographical
areas where strong winds blow at the tropopause level, indicating the
presence of the jet stream. The significance of the relationship ic
enhanced by the fact that ray tracings are performed for waves observed
at two locations, in U.K. and France, separated by about one thousand
kilometers.

The distance of each source location from the jet stream axis has
been determined, distinguishing between sources lying on the polar and
tropical sides of this axis as shown in the discribution of Figure 4.
The histogram shows an assymetry with respect to the jet stream axis and
strongly suggests that in fact it comprises two component distributions,
one centred on thq axis with a second disolaced towards the polar side
by some 400ka. The sources lying in this latter region have been
re-examined individually and appear to fall into two categories only one
of which can be linked genuinely to the jet strepm. The other group
can be illustrated by the example of the sources marked by the hatching
in Figure 5. These show no obvious association with either of the jet
streams present at this time, but lie in the strongly convective region
on the polar side of the jet stream axis. It is suggested that these
sources are associated with convective instability, thunderstorm activity
having been reported from these regions on the days in question.

CONCLUSIONS

It is important to try to understand the significance of and to
appreciate the objectives of a study of this kind. It is believed that
work of the type described above is of use in three areas.

1. The method developed to study the gravity waves is in itself a good
tool to understand the meteorological instability process. (GOSSARD and
W=O0N, 1975).
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2. from the results already obtained work is in progress on energy
balance considerations and there are indications that a study of this
kind can lead to a greater understanding of the waves and their sources.
The velocity amplitude in the neutral atmosphere of the waves observed
by the St. Santin i-coherenc scatter at 250km was about 15 m s-&.
Assuming an exponential growth the corresponding amplitude at 151cm would
be about 1/2000 of this value. However, considerction of damping effe,;cs,
like resonant interaction with the wind (YEH and LIU, 1970), suggests that
the actual amplification is much less. A full wave calculation for one
of the waves in the present study has 4iven an amplification factor in
the range 15 to 40 (VIDAL IMADJAR, private couunication). This would
imply that the velocity amplitude at the tropopause would have a
magnitude in the range 0.3 to 1.0 m s-i. Thus for a source of finite
size, say 20km horizontal extent, the total energy launched would be
very large.

3. If the indications outlined above are correct, namely that the wave
spectrum is characteristic of the source type, then studies of this
kind may assist in the evaluation of theoretical work on the wave
generation process (MASTRANTONIO et al., 1976).
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WORLD DATA CENTER A
for

SOLAR-TERRESTRIAL PHYSICS

National Oceanic and Atmospheric Adminjitration
Boulder. ColoraJo 80302 U. S. A.

. MESSAGE FROM WORLD DATA CENTER-A FOR SOLAR-TERRESTRIAL PHYSICS

by J. Virginia Lincoln

LI have brought 25 copies of 3 handouts. The first is an updated version of
the Catalog of B.6 Total Electron Content data from Satellite Beacons presently

in the World Data Center. You will note it consists of very little actual
data in our hands at present. What we do hold are copies of reports made by

various institutions, universities, or government laboratories for limited

periods. We feel the WDC could be more helpful to the total electron content

and scintillation data community if your data were supplied to a WDC, parti-

cularly if in computerized format as recommended by the COSPAR Working Group

some years ago; however, hard copy data are still welcome.

The second handout is the format for hourly electron content data on punched
cards as prepared by J. Klobuchar. I am happy to announce that he has just

nailed some of these data to us. The only change is the asterisk indicating

that WDC-A needs columns 74-80 for control use, and, therefore, would prefer

that the information optionally suggested for columns 74-80 be placed on

information header sheets.

The third handout is pages from the Second Edition of the URSI Handbook of
Ionogrcn Interpretation and Reduction, Report UAG-23 of World Data Center-A
for Solar-Terrestrial Physics. This handout indicates that if the proposed

Klobuchar format is used, it readily fits into the internationally adopted

scheme for preparing hourly values of ionospheric characteristics in computer

format. In fact, the two formats are identical for the electron content data.

I must, however, confess that my own agency NOAA is submitting computer tapes
in a different format. It is as described by K. Davies, R. B. Fritz, R. N. Grubb

and J. E. Jones at an earlier COSPAR meeting. These NOAA data are additionally

expected to be published in a UAG Report of World Data Center-A for Solar-

Terrestrial Physics. Though we prefer standardized data formats, we will
happily accept data on punched cards or magnetic tape as long as they are in

fully documented form. I believe you are all aware of the problems of con-

verting data tapes from one computer system to another, hence the need for
documentation. If you have any questions on format, please write our data
center, and our programmers will respond.

We have just recently issued our Catalog of B.1 Ionospheric Vertical Soundings
Data, and if any of you (or your organization) did not receive a copy, please

let me know. It includes all of our holdings, not just the data from the ICY

onward. We hope to publish the other ionospheric holdings catalog by the end
of the year. Therefore, I beg you to submit your electron content and scintil-
lation data and indices in the near future (or at least tell us what data are

to be available on query). Replies to the MONSEE-STP questionnaire have pro-

vided a little such information, but complete details are still needed from
many of you.

By supplying equivalent amounts of data to you on request in exchange for your

data (or supplying larger amounts of data at the cost of reproduction) we feel
we can relieve you of such copying burdens from bilateral type requests.

May I close with other advertisements of our data center services. Mini-
catalogs are presented in the flyers 1976 (A), Monthly Composite Data - h'f
and N(h), and 1976 (B) for Whistler Data - 1956-1966, available from our
archives.

June 1, 1976
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Proposed Format for Hourly Electron Content Data on Punched Cards (from J. Klobuchar)

(for submission of data to WDC)

Card Column Description Remarks

1 Type Card Ionospheric Data: "1"

2 Hours Hours 00 - 11: "1" (assumed to be local standard time unless
Hours 12 - 23: "2" noted otherwise in column 80.)

3-5 Station Code See master list or write WDC-A (Boulder) for new code.

6-11 Date Code Year-Month-Dey (YYMDD)

12-13 Characteristic Code "70": Ionospheric Electron Content to 2000 km, Faraday Rotation,
geostationary satellite.

"71": Total Elcctron Content up to the geostationary satellite

14-18, Hourly Data Divided into five columns per hour:
19-23, first three columns: hourly value in units of 1015 electrons-

meter-
2 

vertical column. right justified, no decimal pt. If
more than 999 use H or N descriptive letter.

fourth column: qualifying letter
69-73 fifth column: descriptive letter

74-7; Sub-ionospheric In whole degrees (positive North),,right justified. Use 420km height.
tlatitude

C1
o 77-79 Sub-ionospheric In whole degrees East, right justified. Use 420km height.

longitude

80 Time standard "U": Universal Time
"L": Local Standard Time
"S": Sub-ionospheric longitude time

Header Card Information (for use with hourly electron content data)

Column Description

1 Identifier for electron content: "7"

2 Blank

3-20 Station name

21-30 Satellite name

31-34 Satellite East Longitude

35-40 Beacon Frequency (' Hz)

41-45 Sub-ionospheric point Latitude (use 420 km height)

46-50 Sub-ionospheric point East Longitude (use 420 km height)

51-60 East Longitude Time Zone used for data.

61-70 Conversion factor (unit of ambiguity) in units of electrons per meter squared per unit of
ambiguity (e.g. pi radians) times 10

-
15.

71-80 Method of data reduction (e.g. Faraday Rotation - FR, Group Delay - GD, Differential
Carrier Phase - DCP, etc.)

This information is not processed in any mathematical way. It is used in the heading to explain the
hourly values which follow. A decimal point may be used on the Header Card, but all hourly data values
must be integers.

Qualifying and Descriptive Letters for Total Content Data

Qualifying Letters developed for ionosonde data which may be applicable to Electron Content data:

D Greater than ...

E Less than ...

I Missing value has been replaced by an interpolated value.

Descriptive Letters developed for ionosonde data which may be applicable to Electron Content data:

C Measurement influenced by, or impossible because of any non-ionospheric reason, e.g. equipment
failure.

S Measurement influenced by, or impossible because of, interference or atmospherics, including

scintillations.

The following Descriptive Letters are to be used in this way only for Electron Content data:

H To add 1000 to value reported

f To add 2000 to value reported

a WDC-A for Solar-Terrestrial Physics requests that these columns 74-80 be left blank for WDC control
use.
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TABULATION OF HOURLY VALUES
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Fig. 7.2 "Eleven punch" for station codes

(c) Date

Columns 6 and 7 identify the year (e.g. 57 implies 1957).
Columns 8 and 9 identify the month (e.g. 09 = September).
Columns 10 and 11 identify

(i) for hourly measurements: the day
(e.g. 08 signifies 8th of month).

(i) for monthly summaries:
40 the median,

50 the median count,
60 the upper quartile,
70 the lower quartile,
80 the quartile range.
77 the upper decile
87 the lower decile

(d) Characteristic

Columns 12 and 13 identify the ionospheric characteristic by using the
unified two-digit code given in Table 7.2 in section 7.34.
Characteristics normally interchanged are marked with
an asterisk.

Hourly measurements: The ionospheric data for one characteristic for 12 (or 13) hourly ob-
servations are punched on a single card. Five columns are devoted to each observation as follows:

(a) Characteristics normally expressed as numerical values

Columns 14, 15, 16 (for example): The numerical value. This is always punched with three
digits in the following way:

a 7.9 value of foF2 is punched as 079,

a 3.5 value of foFi is punched as 350,

a 2.45 value of foE is punched as 245,

a 9.4 value of foEs is punched as 094,
a 3.7 value of fbEs is punched as 037,

a 2.6 value of fmin is punched as 026,
a 2.95 value of M(3000)F2 is punched as 295,

a 245 value of h'F is punched as 245,

a 97 value of h'Es is punched as 097,

27.6 value of MUF(3000)F2 is Punched as 276.
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PUNCHED CARDS

Column 17 (for example): Qualifying letter.

Column 18 (for example): Descriptive letter.

Further groups of five columns are used in the same way.

(b) Type of Es

To accommodate the standard 5-column allotment to each hourly observation, Es types are

punched in the following way:

Column 14 (for example): First tabulated type.
Column 15 Number of Es traces of type punched in preceding

column (maximum of 9 traces permitted).
Columns 16, 17 (for example): Type and number of traces for second

tabulated type.
Column 18 (for example): Type (only) for third tabulated type.

Nothing is punched for vacant spaces on the tabulation sheets.

Code of characteristics: It is essential that all groups use the same characteristic code for
Akey punching ionospheric data. The standard characteristic code assignments of Table 7.2 was adopted

Internationally in January 1970, for punch card columns 12 and 13.

Table 7.2

Codes of Characteristics, Card Columns 12 and 13

Characteristics normally interchanged are marked with an asterisk (*).

CHARACTERISTIC CODES

USED FOR IONOSPHERIC MEASUREMENTS Jan. 1970

FREQUENCIES PARAMETERS HEIGHTS

CARD COL 13
0 1 2 3 4 5 6 7 8 9

L*CARD COL .
LAE 000 01 02 03 04 05 06 07 08 09

foF2* fxF2 fzF2 M(3000)F2* h'F2* hpF2 h'Ox MUF(3000)F2 hc qc

F1 1 10 11 13 14 16 17

foFl* fxFI M(3000)FI* h'F1 h'F* MUF(3000)F1

E 2 20 22 24 26

foE* foE2 h'E* h'E2

Es 3 30 31 32 33 34 36

foEs* fxEs fbEs* fEs h'Es* Type Es*

Other 4 40 42 43 44 47 48 49

foFl.5 finin* M(3000)FI.5 h'FI.5 fn12 hm fm3

Spread 5 50 51 52 53 54 57
F and
Oblique fol fxI* fm1 M(3000)I h'I dfS

60 61 63 64 65 66 67 68 69

N(h) 6 fh'F2 fh'F h'mFl hl h2 h3 h4 h5 H

70 71 72 79

T.E.C. 7 (2000) 1 I(xxxx) __ T
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TABULATION OF HOURLY VALUES

The table lists characteristii_ that should be exchanged internationally by all stations, with
the addition of some characteristics regularly measured at some stations for voluntary interchange
by special arrangement. In a few cases, an arbitrary code assignment was adopted, but, in general,

, the WWSC system has been followed.

This table differs slightly from that given in the first edition. The following changes and

additions have been adopted: Card column 12 (Layer identification), index 5 was originally reserved
for solar indices, but has not been used for this purpose since an independent solar code has been
developed. Therefore, index 5 in column 12 was adopted for parameters associated with spread F and

oblique reflections. Index 6 is adopted for electron density profile parameters and index 7 for total
electron content parameters.

02 fzF2 (new)

07 MUF(3000)F2 (change of code number)
17 MUF(3OOO)FI (change of code number)

26 hE2 (new)

44 hFI.5 (new)

47 fm2 (minimum frequency of second order trace) (new)

49 fm3 (minimum frequency of third order trace if required) (new)

50 Reserved for fol if required

51 fxl (new standard parameter)

52 fml, lowest frequency of spread (in use at some stations only) (new)

5 53 M(3000)I, factor deduced from upper frequency edge of spread traces and

fxl (in use at some stations on experimental basis only) (new)

54 h'I, minimum slant range of spread (in use at some stationt only) (new)

70 12000 or 1(2000) Definition: Ionospheric electron content up to 2000 km (for a geo-

stationary satellite measured by Faraday technique).

71 I Definition: Total electron content up to a geostationary satellite.

72 Ixxxx or I(xxxx) Definition: Ionospheric electron content up to satellite heiqht xxxx

for nongeostationary satellites.

The following allocations have been requested to facilitate interchange of electron density
41 profile data. They will be reviewed in the future to see whether they have been used in practice,
A. and may be changed.

IAdditional parameters needed to enable profiles to be calculated using conventional parameters
(e.g., foF2, M(3000)F2, h'F2, foFI, M(3000)FI, h'F, foE, hE, fmin).

60 fh'F2 Definition: The frequency at which hF2 is measured.
61 fh'F Definition: The frequency at which h'F is measured.

, 63 h'mF! Definition: The maximum virtual height in the o-mode FI cusp.
(i.e., the value of h' at foFl).

Profile characteristics calculated using Titheridge's method (Chapter 10).

48 hm Definition: The height of maximum density of the F2 layer calculated by
Titheridge's method.

79 T Definition: The total sub-peak content calculated by Titheridge's method.

69 H Definition: The effective scale height at hmF2 calculated by Titheridge's
method (H is similar to qc physically but liable to greater
experimental errors).
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PUNCHED CARPS

64 hl
65 h2 Definition: True heights calculated by Titheridge's method at the sampling
66 h3 frequencies fl, f2, f3, f4, f5.
67 h4 Note: At night hl represents fl.
68 h5

Among the recent additions only fxI (51) is now recommended for general use, but data available
frother-additions should conform to the recommended-code when punched.

The following definitions are generally accepted but have not been standardized internationally.
It should be noted that such local conventions may change with development and research.

x- and z-mode characteristics: For extraordinary-wave mode or z-wave mode (columns 1 and 3
Table 7.2), follow the corresponding definitions for o-wave mode character-
istics.

44 h'Fl.5 This is defined to be analogous to h'F2.

05 hpF2 This code may also be used for parameters analogous to hpF2 where this para-
meter is not measured at the station, e.g., hmF2 deduced by curve fitting
without correction for underlying ionization, but a note showing the exact
parameter used must be included with the cards.

06 h'Ox Height of extraordinary-wave trace at frequency equal to foF2.

57 dfS Frequency range of spread. This is normally equivalent to fxl-foF2, but can
denote total frequency range of spread when foF2 or fxF2 cannot be identified,
e.g., for equatorial scatter, when dfS = fxl - fml may be used.

Note: The URSI/STP Vertical Incidence consultant or members of the INAG should be
consulted when preparing local conventions for regional use to insure that
scaling and reduction personnel receive instructions consistent in form with
those of standard characteristics included in the current international ex-
change program.

Some typical ionospheric data punched cards are shown in Fig. 7.3, 7.4, 7.5 and 7.6. The inter-
pretation of the punched codes and data is printed at the top of each card and in the figure caption.
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SIMULATION AND MEASUREMENT OF THlE

PLASMASPHERIC ELECTRON CONTENT

D. A. Poletti-Liuzzi, K. C. Yeh and C. II. Liu

Department of Electrical Engineering
University of Illinois
Urbana, Illinois 61801

Abstract

By combining the Faraday rotation, differential group delay
and the differential Doppler techniques, attempts have been made
in the ATS-6 beacon experiments to measure the plasmaspheric
electron content. However, the sensitivity of the techniques
depend on the ionospheric parameters. Therefore, in order to
obtain consistent results from the data, computer simulations
investigating the sensitivity of the techniques to different
ionospheric models are carried out. It is shown that in order
to obtain consistent results from the experiments, a pair of
optimal values for Faraday height and averaged magnetic field
strength used in the analysis of Faraday data should be found
which are applicable to a wide range of variations of nodel
parameters. Such a pair is obtained anO used to analyze the
ATS-6 data from our Danville, Illinois station. Our results
show that during magnetic quiet periods in the summer, the
plasmaspheric content I is quite large, of the order of 20% of
the total content durin the day and can be as high as 50%
during night time. No appreciable diurnal variations are found
in I ,. Also, increase of I during the few hours following
sudden commencement of magnetic storms is observed. These results
as well as those from computer simulations will be presented.
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1. Introduction

The ATS-6 satellite (ATS-F before launch) carries a multi-
frequency radio beacon which permits a continuous monitoring
of the integrated electron content in the ionosphere [Davies
et al., 1972]. This is done by measuring from ground stations
the effect of the ionosphere upon radio signals transmitted by
the satellite.

Two experiments are of particular interest to us. One
is the Faraday rotation experiment, which consists of measuringthe rotation of the plane of polarization of a radio wave that

has travelled across the ionosphere. Since this effect is
strongly dependent on the earth's magnetic field, whose strength
decreases approximately with the cube of the distance from the
center of the earth, it is rather insensitive to the electrons
encountered in the upper parts of the ray path. Consequently,
it gives a measure of the electron content of the lower iono-
sphere, where most of the ionization is known to occur. We
call this quantity Faraday content.

The differential group delay experiment, which measures the
difference in transit times of two radio waves across the
ionosphere, is equally sensitive to all electrons regardless of
their position along the ray path. The total content integrated
along the entire ray path can be computed from this observation.

The plasmaspheric content is then found by subtracting from
the total content the Faraday content. In this work we are
concerned with studying the techniques for measuring the plasma-
spheric electron content from both a theoretical and an experi-
mental standpoint. In section 2 we analyze the behavior of the
electron contents for model ionospheres. The experimental
results are presented in section 3. Some conclusions are dis-
cussed in section 4.

2. Simulation

Let us consider the radio ray path from the satellite to the
ground as shown in Figure 1. We will represent the distance
from the ground station to a point on the ray path by h, the
hei ht, and the elemental path length by ds. The slant electron
content from ground level to a height h is defined as

h

I(h) = N(s)ds (1)

0
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and the corresponding slab thickness obtained by dividing(1) by the peak density, Nm , is

T(h) = I(h)/N (2)

h = 0 at the ground station, hs = 37623 Km at the ATS-6
satellite. The total content and slab thickness are then

I = I(h s )

(3)
*T = T(h s )

The Faraday height, hF# is defined so that the equation

h 
F

IF = I(hF) f N(s)ds (4)

0

is satisfied. Then T = 1(hF). Let us recall that the Faraday

rotation angle undergone by the wave in its entire path is

h

= K fN(s)HL(s)ds (5)

0

where K 2.97162 x 10-2/f 2 (S.I. units) and HL is the magnetic
field intensity in the direction of wave propagation. Our
ultimate aim is to relate linearly IF to 0. Since HL is varaible,
we must account for its effect on Q by finding a weighted average
value, HL. Furthermore, we must answer this very crucial question:
Does a unique hF exist such that equation (5) can be written as

IF = O2/KH L  (6)

for the different model ionospheres? If such a quantity is
plausible-then, for the particular ray path geometry, we will have
a unique 1L value that will allow us to determine 1F from the
measured value of 12 for a range of varying conditions of the
ionosphere. In the next section, computer simulations are carried
out to study this problem.

4,'
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The geomagnetic field is modelled by the dipole aplprox-
imation (See Yeh and Liu, 1972, pp. 148-149). The lines of force
of the dipole, togetner with the ray path geometry, are shown in
Figure 1. The equatorial distance to the satellite is given
both in kilometers and by the L-value.

Notice that the radio path encounters different field lines
at different angles, and that it encounters some lines twice.
Our station in Danville is at L-2.45. Progressing upwards L
decreases to -2.1 at a height of -2100 Km, then it increases
monotonically up to the satellite (L-6.8). The lines correspond-
ing to L = 2.45 to 2.1 are encountered twice.

The model for the electron density consists of four different
parts. Above 500 Km the profile is that given by Angerami and

V, Thomas [1964], modified to make the temperature variable with
height. Below 500 Km, three layers are used.

Since we would like the model to be valid for any actual
magnitude of the peak density, we will normalize its value to
unity. In this way, an evaluation of equations such as equation
(1) will actually yield the slant slab thickness.

The model uses three parameters: the transition height, hT,
which is the level of the 0+ to H+ transition; the peak height,
h.1, and the exospheric plasma temperature, T... The ranges of
variation for the parameters are 500 Km<h <1500 Km,

200 Km<hm<400 Km, and 1000 0 K<T.<5000 0K. The illustrations that
follow, unless otherwise stated, will correspond to hT = 1000 Km,
hM = 300 Km, and T, ranging from 1000 0K to 5000 0K, in 10000 steps.

The density profiles change appreciably as the parameter
values are changed. In Figure 2 we can observe how strongly the
electron density at heights above hM is affected by changes in T

From equations (4), (5), and (6) we obtain

ht s h-
Nl (s)ds HL ds (7)f Nm  Li f N m

0 0

The left hand side can be readily evaluated since the integrand,
as well as the limit of integration hs, are known. The right
hand side, on the other hand, has two unknowns to be determined,
the constant 1i and the limit of integration, hl... Since there
is only one equation, we need to impose another condition in
order to solve both iL and h F from equation (7). The idea is to
make hi. as independent of the model parameters as possible.
Evidently, we have to use a trial-and-error procedure for the
solution. The results are shown in Figure 3.
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7
The curves show that there exists an optimum F1L = 35.1 A/m that
minimizes the changes in the Faraday height due to variations
of the model parameters. Although we cannot achieve a perfectly
constant hF, its total variation is of the order of 270 Km,
which is about 10% of its median value of 2715 Km. The signif-
icance of these numbers can be understood better if we take a
look at the other curves. Any small deviation from the optimum
11L, either above or below, produce drastic changes in hF. This
fact can give us an idea of how critical the value of 1L is. Let
us emphasize that these results, H1L = 35.1 A/m, and hF - 2700 Km,

i apply only to the geometry corresponding to the station at
Danville, Illinois.

of The ratio IF/IT at the satellite gives a good indication
of the behavior of the plasmaspheric content, for the ratio of
the content in the exosphere to the total content is simply

I I
P IT 1 IF (8)

IT IT

We can now use the obtained value of HL to compute this ratio.
The effects of each parameter upon IF/IT are shown in Figure 4
which shows the contours of constant value of this ratio for all
the parameter values used in this study. By fixing two of the
parameters and letting the other vary we can draw the following
conclusions:

(i) An increase in T makes IF/IT to decrease

(ii) An increase in hM makes IF/IT to decrease

(iii) An increase in hT makes IF/IT to increase

Also, using our model, we can simulate the behavior of the
plasmaspheric content during magnetic storms. During magnetic
storms, the plasmapause shrinks. As remarked earlier, the ray
path to the Danville Station intercepts an L-shell twice for
2.1<L<2.45. If the plasmapause should shrink to such low levels,
then the radio wave will travel through regions essentially
depleted of electrons, both below and above the L-shell. The
model is adapted to the magnetic storm conditions by neglecting
all electrons outside the plasmapause without other changes in the
density profile. We can now compute the Faraday and total slantslab thickness as a function of the plasilapause position for
different parameter values. The results are shown in Figure 5
for the total (full lines) and Faraday (broken lines) cases.

The Faraday slab thickness is unchan'ed as the plasmapause
moves inward, provided L>2.45, because the Faraday height is
below the plasmapause. On the other hand, for the same range
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of L-values the total slab thickness does decrease with L.
The decrease is almost negligible for T 1000°K, but becomes
more noticeable for higher temperatures, because the plasma-
sphere is reduced more and more. Now, if the plasmapause is
further shrunk below L = 2.45, both quantities will decrease
very sharply because of the special configuration of the
ionosphere.

Figure 6 shows how the ratio IF/IT changes during a mag-
netic storm. The abscissa represents the L-value. Starting

from the satellite and progressing down the ray path, as L
becomes smaller the ratio increases until a maximum is reached,
and then decreases again. The position of the maxima for

different temperatures varies between L = 2.45 and 2.7.

An important conclusion is that the ratio Ip/IT is likely
to drop considerably as the plasmapause progresses inward, un-
less it passes L = 2.45, a rather unlikely event. The
magnitude of the change of this ratio depends heavily on the
temperature and on the magnitude of the change in L. For
example, a change of L from 6.8 to 3.0 will provoke, if the
temperature remains constant throughout the process, a reduction

3000*K, and of 53% at 2000*K. These values are quite consid-
erable.

3. Data analysis and results

Records of the ATS-6 beacon experiment have been gathered
at the Danville station for a time span of almost one year
(5 July 1974 to 9 June 1975). We have attempted to analyze some
of these records. Two periods of data were chosen for analysis.
The first was during a long string of quiet and normal days in
August 1974. The second was in October 1974, for a period of
sharp changes in geomagnetic activity with two major storms.

In Figures 7 through 16, the results are shown in the follow-

ing manner. The bottom frame shows, in dashed lines, the Kp
value, together with the plots in full lines of the integrated
slant electron content, total, IT ' and Faraday, IF , The middle
frame depicts the integrated slant plasmaspheric content, Ip, ina scale twice as large as that for IT and I.. In the upper frame

the value of the ratio IT/I, or Ip/I is plotted. The time is
given in Central Standard Time (CST = UT - 6).

The August period analyzed is fairly distant from the pre-
vious moderately strong magnetic storm on 2 - 4 August. The
magnetic activity tends to decrease, with the last four days
(12 - 15 August) being very quiet (Kp < 2+).

The behavior of IT and IF is very much in line with what
was previously observe for IF for this month [Flaherty and
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Narayana Rao, 1972). The daytime increases in I-.T and IF above
their nighttime values are small. Figures 7 and 8 show the
typical behavior for this period. The plasmaspheric content, Ip,
is rather large, of the order of 3 - 5 x 1016 el/m2 . It is
essentially constant throughout the day. There appears to be
some substantially large oscillations in Ip (of the order of
2 x 1016 el/m 2 , peak-to-peak), which we think are mostly due to
errors in equipment and data scaling. The most representative
values are probably given by the mean of the oscillations.

The ratio Ip/IF for all these days follows the same general
daily variations. The maximum seems to occur betwen 0300 and
0400 with very large values, 0.5 to 0.6. After sunrise this
ratio experiences a very marked decrease in a period of one to
two hours, then remaining fairly constant with values between
0.15 to 0.25, depending on the day. It starts to increase again
before sunset, at a slower pace than the sunrise decrease, and
continues doing so until reaching the peak on the following day.

The progressive behavior of Ip during this period is lessSevident, yet noticeable. At the beginning of our observation
period I was from 3 to 4 x 1016 el/m 2, and towards the end,2J with much quieter conditions, it rose to about 5 x 1016 el/m 2

The period of 10 - 20 October 1974 consists of two quiet
days, 10 and 11 October and two important magnetic storm periods
with SC on the 12 and 14 October. The storm of 12 October had
two SC reported, one at 0645 and the other at 1415. Following
the first SC the Kp index remained high for the remainder of the
day and part of 13 October. On 14 October, another storm had an
SC at 1034 and lasted for a few days. The Kp index has risen
sharply by five units at SC, and remained in general fairly high
until the end of our data.

The behavior of IT and IF during the two quiet days at the
beginning of the period can be considered as normal for that
time of the year (See Figure 9 for 11 October). The plasma-
spheric content has a very much flat behavior (save for he
oscillations) of an average level of 3 - 3.5 x 1016 el/m . The
ratio Ip/IT is larger at nighttime than during the daytime, with
a typical nighttime value of 0.35, decreasing gradually after
sunrise and remaining at an average of 0.11 before gradually
increasing at the time IT and IF begin their afternoon decrease.

On 12 October, the Kp index increased after the first SC
from 4 to a high of 7- at midnight. In Figure 10, the curves
for IT and IF are in general higher than for the preceeding da-y,
expecially in the time period that follows the second SC until
0200 to 13 October. The plasmaspheric content showed a slow
increase in its mean behavio-, from the nighttime value of
2.5 x 1016 to about 3.7 x 10 after 1200; it remained at that
level until midnight. On 13 October the I T. and 1., curves were
very depressed and showed little daily variation (Figure ii).
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16The Ip curve showed a marked decrease from 3.7 x 10 at
0000 to about 1.5 x 1016 at 0600, staying at that low level
until midnight. On 14 October Ip showly increased from mid-
night until SC of the storm, to a value of 2 x 1016 (Figure 12).

The ratio I /1T on 12 October followed the same morning
behavior for 11 8ctober but in the afternoon its increase was
very slow, reaching a maximum at 0300 of 13 October. During the
rest of 13 October it was at a low 0.1 to 0.15 value, rising
only after midnight to a maximum at 0300, 14 October.

The storm on 14 October had some interesting effects upon
the ionosphere. It caused a very large peak of I,, and IF, about
four hours after SC; followed by a rapid decrease in the next
three hours, and a slower one until 0500 of 15 October. The
plasmaspheric content was -2 x 1016 el/m 2 before SC, increased
in a perceptible manner to -4 x 1016 el//m2 at the peaks of I T
and IF, and afterwards decreased to 2 x 1016 by 1800. Its value
remained roughly constant until sunrise of 15 October. We are
inclined to believe that the actual value of Ip did not increase
afterwards during the remainder of 15 October. The ratio Ip/IT
for 14 and 15 October were not much different from the correspond-
ing ones for the 12 - 13 October period. Similar to what happened
on 13 October, the IT and IF curves were very depressed on
15 October (Figure 13).

During the last five days of the storm period, 16 - 20
October (Figures 14 through 16) , the general pattern of IT and
IF appears to be that of depressed contents, except for 17 October.
The exact behavior of the plasmasphere during 16 and 17 October
is difficult to recognize because of the large sizes of the
oscillations. But averaging over them it is apparent that the
plasmasphere is essentially depleted of electrons. The mean
value is only around 1016 el/mL on 17 October. It is even lower
for 16 October. On 18 October it appears to start to increase to
2 1016 and to 2.5 ~ 3 x 1016 on 19 October. The average Ip for
20 October has dropped to 2.5 x 1016 el/m 2 .

It is of great interest to observe the daytime ratio Ip/IT
during those days. On 16 and 17 October it reached a very low
level of 0.05. As compared with the daytime ratio observed be-
fore the storm. This is in agreement with our simulation results.
The nighttime value on 17 October was of the order of 0.25, ana
that of 16 October was about 0.1. The discrepancy in the night-
time ratios may be due to different phase errors; also, at 0400
on 16 October, IT was extremely small, and even a small orror in IT
can influence a large error in Ip/IT* On 18, 19, and 20 OctoberS the ratio seems to go back to the behavior of the p~re-storm dlays.
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4. Discussion of the results

From the results, we note that under normal geomagnetic
conditions the plasmaspheric content exhibits a very flat daily
behavior, with an essentially constant value throuqhout the day.
The oscillations observed in Ip are a consequence of errors in
equipment calibrations and scaling. Taking the median values
of these oscillations, we find that the ratio Ip/IT is quite
large at nighttime, but low during daytime. This is due to
the relatively stable level of I p and to the large diurnal
changes undergone by IT and IF . This implies that the free ex-
change of plasma between the plasmasphere and the underlying
ionosphere, where the ionization is produced during daytime,
is hindered to the extent that the plasmasphere is unable to I
respond to the large diurnal changes in total electron content.
Therefore, most of the ionization produced during the day is
confined to remain in the regions below the plasmasphere, which
in our measuring technique is below 2700 Km, and contributes
only to the Faraday content. With respect to this fact, Park
[1970] mentioned the existence of a diffusive barrier hindering
the free exchange of ionization between the two re~ions. Since
the major ion constituent of the plasmasphere is II while the
corresponding constituent of the underlying layers is O+ , the
large Coulomb cross sections may be responsible for impedingthe free movement of the H+ ions in a region largely dominated

by 0 + ions.

Nonetheless, it was suggested that the plasmasphere acts
as a reservoir of ionization, by receiving excess plasma from
the lower layers during daytime, and providing the plasma
necessary to maintain the nighttime ionosphere. Park [19701
estimated that the flux along tubes of magnetic force between
both regions is sufficient to sustain the processes mentioned
above. To investigate this coupling we should compute the mag-
nitude of the flux. This, unfortunately, is hampered by the
uncertainties in the true variation of the contents created by
the oscillations. For this reason we did not seek to dete-mine
the flux.

During the quiet period of August we notice that the vl
of Ip tends to increase from day to day. This may b, due- t" hle
replenishing of the plasmasphere occurring during quiet :.i tr
storm periods. The preceeding storm was already dist.it it ti:-
beginning of our observation (7 August) , so the ;1],ishii
content was already at a high level but it continued to r1:!, to
even higher levels as quiet conditions persisted. Pirik IP) 701
found from whistler data that the content of a whistler du't con-
tinued to rise beyond the monthly median value (which was j echcd
five clays after the storm) as the geomagnetic conditions remained

-quiet.
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During the two storms in October, the content behavior
was characterized by a general increase in the plasmu.;pheric
content after SC. This can be explained by the lifting of the
F-layer during the positive phase of the storm [Mendillo et al.,
1972]. The ensuing decrease in Ip and the depletion occurred
at least during the following day, or, when the disturbed mag-
netic conditions persisted, for three days. This was caused by
large inward motions of the plasmapause, which also diminished
the plasmaspheric contribution to the total content to one half
of the pre-storm levels. This behavior is predicted by the
simulation study in section 2.

In conclusion, we note that from both our simulation studies
and experimental data it is possible to study the plasmaspheric
electron content using the Faraday and group delay techniques.

ACKNOWLEDGMENT

This work was supported in part by a grant from the
National Oceanic and Atmospheric Administration, Grant No.
NOAA 4-5-022-10, and in part, by a Contract F-19628-74-C0044.
from Air Force Cambridge Research Laboratory.

REFERENCES

Angerami, J. J. and J. 0. Thomas, "Studies of planetary atmos-pheres - 1, The distribution of ions and electrons in theearth's exosphere," J. Geophys. Res., 69, 4537-4560, 1964.

Davies, K., R. B. Fritz and R. N. Grubb, "The ATS-F/G radio
beacon experiments," J. Environ. Sci., 31-35, March/April,
1972.

Flaherty, B. J. and N. Narayana Rao, "Atlas of electron content
values observed at Urbana, Illinois, for the period December° i, 1967 through December 30, 1970," Tech. Rep. No. 47,

Ionosphere Radio Laboratory, University of Illinois, 1972.

Mendillo, M., M. D. Papagiannis and J. A. Klobuchar, "Average
* behavior of the midlatitude F-region parameters NT, N and

T during geomagnetic storms," J. Geophys. Res., 77, 4891-
4895, 1972.

X, Park, C. G., "Whistler observations of the interchange of
ionization between the ionosphere and protonosphere,"
J. Geophys. Res., 75, 4249-4260, 1970.

Yeh, K. C. and C. 11. Liu, "Theory of Ionospheric Waves,"
Academic Press, New York and London, 1972.

2~206



TR

* Figure 1. Geometry of the ray path and earth's magnetic
dipole model.

207

ar

11 16 4 111,1



6.0
5.0
4.0

g~440000K 3.0

2.5

TwaIOOO*K 200(0K 30000 5000*K 2

E -2.1021I

I- w
-2.2 3

-2.3 ..

-2.4

hm 300km

hy .1000 km

-3 1-2 K-1 100

NORMALIZED DENSITY

Figure 2. Ionosphere model, electron density profiles
as a function of height.

208



35001
3500 35.0 34.8

1 3000-
R~35.1

x2500-

0 200 352hm *300 km

35.4 h 1000km

0 2000 2000 3000 400 5000

.; ;Figure 3. Contours of h Ffor different Hi Values.

* 209

mzmc =772.



1500
hm 3200km

1000 0.9 .

0.5
0. 3

0.2
500,

1500 h C 0 k

E 0.9

0.7I- 5000 0.

0.2

500'

1500
hm=400km

E 0.9

1..5000- 0.

a 0.2

0.5

500,
0 2000 4000

Too( OK)

Figure. 4. Contours of constant I F/I T values for all
parameter values used in the simulation.

210



Cf)

w
3000

20000K

C,)

. hu =300km
)10 2hT=1000km

I - TOTAL
-FARADAY

2 3 4 5 6
L VALUE

Figure 5. Faraday and total slant slab thickness for

diffleren positions of the plasmapause.

211 I



To 10000 K1.0

1 0.820000 K

\0.6

ShT 100 km

L VALUE

Figure 6. Behavior of the ratio IF/IT for different

positions of the plasinapause. (L-value)

212



1 7 AUG 19714

I-.P

.

8-U 97

U

I.IF

TIME (""~S. OST)

for 7 and 8 August 1974.

Fiur 7 Fraay Tta ad lamaphri2Cnt3t

IL



44

w IF

' 00

fo 15Auus 1974.7L

-21



I IOCT 19'7q1

hJ~~ JI Ft.I&

. I?~ I .

LII

2 
......... . ......N

0-

for OCT Octbe174

I

L/ "I........

10. for 12 Ocoe 1974.;2150

Figure 1. Faraday, Total and Plasmaspheric Contents



II
ORW -W. ILL.

F0 1T

TiS(.S CT

fo 13 OCTbe 1?99I.

-I~~~ plII~

6 !- 2 ~

t. d20 IT

0620

TIfe (MOSA. CST)

Figure 12. Faraday, Total and Plasmaspheric Contents
for 13 October 19'74.

ISO alMillu-



15 OC 197:

hi
20

* IF

A0 

-10I f

TIME IMU5 ST

Figure 13. Faraday, Total and Plasinaspheric Contents
for 15 October 1974.

'~16 OCT 19711

20 I

"I,,,- ..... ..

00 Is21

Figure 14. Faraday, Total and Plasmaspheric Contents
for 16 October 1974.

r 217



0

I?1 OCT 197I4

0. 1

TIME Inm"3. CST)

Figure 15. Faraday, Total and Plasmaspheric Contents
for 17 October, 1974.

I 0P

t 0L

r 18 OCT 19714

20 I T

IFI

00 0 24
TIME ("OURS!. CST')

Figure 16. Faraday, Total and Plasmaspheric Contents
t for 18 October 1974.

218

41 l N 'I



COMPARATIVE STUDY OF ATS-6 DATA FROM LINDAU/HARZ

AND FROM GRAZ/AUSTRIA

G.K. Hartmann and W. Degenhardt, Max-Planck-
Institut fOr Aeronomie, Lindau/Harz, FRG,

R. Leitinger, University of Graz, Austria

I

1. Introduction.

Fig. 1 shows a map with the stations Lindau/Harz (FRG) and Graz
(Austria) and the projections of the rays from the stations to
ATS-6. One can see that the rays are very close which means that
the signals from ATS-6 propagate to the stations essentially
through the same longitude region.

500

LIN

450

45O0N

5 E 10 X 1 EF 2S E

,Fig. 1: Map with ray projections for ATS-6 observations from the
stations Lindau and Graz. Geographic and geomagnetic coordi-
nates. The rays are marked to indicate height (every 100 km).
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h X B L I a a

x sec x BL D Az(s)

0 51.6 63.2 0.480 2.66 67.5 52.2 0.675
10.1 2.214 0.346 - 2.2 -36.24

300 47.5 58.4 0.413 2.30 63.6 47.6 0.562
13.5 1.910 0.335 - 1.3 -37.20 =

400 46.3 57.1 0.392 2 .22 62.3 46.2 0.525 <
14.4 1.840 0.327 - 1.2 -37.96

500 45.1 55.8 0 373 2.16 61.1 45.0 0.490
15.2 1.780 0.319 - 1.2 -38.96

2000 33.1 42.8 0.181 1.83 46.3 32.1 0.165
21.9 1.362 0.177 - 2.4 72.66

35869 0.0 7.7 0.001 6.65 7.2 - 2.7
34.0 1.009 0.000 -10.4

0 47.1 57.1 0.473 2.14 63.9 46.8 0.545
15.5 1.838 0.390 0.1 -35.13

ii 300 43.6 53.3 0.405 1.96 60.0 43.0 0.434
17.7 1.672 0.353 - 0.0 -38.62

400 42.6 52.1 0.384 1.92 58.8 41.9 0.400
18.3 1.629 0.347 - 0.1 -40.34 N

500 41.6 51.1 0.365 1.89 57.6 40.9 0.367 <

18.8 1.592 0.335 - 0.2 -42.39

2000 30.9 39.7 0.177 1.74 43.3 29,5 0.192
23.8 1.299 0.172 - 2.2 40.08

35869 0.0 7.3 0.001 6.65 - 7.2 - 2.7
34.0 1.008 0.000 -10.4

Table 1: Geographic and geomagnetic constants for ATS-6 observat-
ions from Lindau and Graz. Points in the rays from ths stat-
ions to ATS-6. h: altitude (kin); : geogr. atitude ( N);
X: geogr. longitude ( E); x: zenith angle ( ); B: geomagnetic
induction (r); BL: component of B in the girection of the ray
(r); L: L-valge; I: geomagn. inclination ( ); D: geomagn.
declinazion ( ); € : geomagn. dipole-latitude (); a: vector
to calculate the aT-pect sensibility of slant electron content
for waves in the neutral gas (after Georges and Hooke, 1970).
a (r-x)x (T,b,z: unit vectors in the directions of the
ray, of the geomagn. induction, of the vertical, resp.). a is
a horizontal vector, Az(-) gives the azimut of its 4ijection

(N over E to S). The aspect sensitivity is given by a.K (k:
'3 unit vector in the direction of the wave vector)..Geomagnetic

data B,B I,D,a calculated from IGRF 1965, updated to 1974.0
(IAGA 19h9), L, m from geoc. dipole (pole: 78.51 0N, 290.32 E).
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Identical receiving equipment is operating at the two stations.
In this study data from two channels have been used: a) Group
delay (modulation phase) data using the 1 MHz modulation on the
ATS-6 carriers 140 MHz and 360 MHz (carriers and upper sidebands,
channel symbol: GD 141); b) Faraday rotation data for the 140 MHz
carrier (derived from the phase difference of circular components,
channel symbol: F 140).

Data reduction has been done with the following formulae:

ATS 2000

NT = f N ds = CGD OGD N F = f N ds = CF / BL
0 o

N: electron density (m-2); N with subscript: electron content
(subscript T for slant content from ground to ATS-6, F for slant
content from ground to appr. 2000 km); ds: ray path element (mi);
CGD and CF: constants; tGD measured modulation phase (radian);

s2: Faraday rotation angle (radian); B longitudinal component
of geomagnetic induction (r) in a suiiable mean field height.
A fieldheight of 400 km has been used in this study which is close
enough to the value recommended by Titheridge (1972).
The following values have been used for the constants:SCGD = 27.99×1015 m- , CF ' 8.2951015 m 2P, BL = 0.3274 r (Lindau),

B = 0.3471 r (Graz). Some additional geometrical and geomagnetic
dhta for the rays from the stations to ATS-6 are given in Table 1.

It is the purpose of this study to show in which way the results
of ATS-F observations from the stations Lindau and Graz differ
and which quantities are essentially identical. This is done by
means of a detailed comparison for four selected days, by compa-
ring diurnal curves for a period of 14 days and by studying mean
values over a longer period of time.

2. Comparison of daytime structure of electron content.

The diurnal curves of four days are studied in detail. The choice
of these days has been made with the purpose to show one partic-
ularly intersting case and three typical examples. For the latter
we could have found many other equally suitable days in the period.1. }for which we have had fully reduced data (November 15, 1975 to
February 10, 1976).
For the detailed comparison of those four days we have taken total

.4 electron content from group delay measurements. The comparison
would have been possible with essentially the same results using
Faraday observations.

From the original diurnal curves in Fig. 2 it can be seen that
there is some similarity in the behaviour of electron content for
Lindau (field station Gillersheim) and for Graz but one can easily
distinguish large differences during daytime when one compares
values for a given time (e.g. around 9:20 TIT on day 14, or around
12:40 UT on day 5, 1976). A more detailed inspection shows that
peaks and other prominent features can be identified in the diurnal
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curves for both stations but that there is a time delay and a
T jchange in amplitude and a change in shape. Examples for day 9:

j the peaks at 10:02, 11:36, 12:35, 13:32 (UT) in the curve for
Lindau can be identified in the curve for Graz and are found at
the times 10:59, 12:17, 13:19, 14:26 (UT), resp. If these peaks
are taken to be the signature of Travelling Ionospheric Distur-
bances (TID's) one can interpret the time delay as the travel
time from Lindau to Graz. With the distance of the ionospheric
points (542 km for a mean ionospheric height of 400 km) one can
calculate travel velocities. For the four peaks of day 9 the
results are 158, 220, 205, 167 m sec -1, resp. (mean: 188 m sec - )
A shift in the height of ionospheric points of +100 km / -100 km
changes the distance to 525 km / 561 km and would change the velo-
cities by -3.1 % / +3.5 % (the mean ionospheric height is not a
critical parameter in the calculation of travel velocities). The
results agree with the general ideas on TID's or on the ionosphe-
ric signature of gravity waves but it is our feeling that no far
reaching conclusions should be drawn: Apart from a strong hint
that the features identified in the two diurnal curves are "tra-
velling" we have no chance to derive parameters which would allow
to test theories. In the case that the gravity wave concept is
adopted the travel velocity of above could be used for an appro-
ximate value of the meridional component of the horizontal group
velocity but this would be the only parameter to be derived from
our comparison.

Not all identifiable features are travelling: The long period
structure immediately after the morning rise on days 5 and 9 (but
not on day 14!) is stationary: it appears synchronously in the
diurnal curves. Such a morning structure can be identified on
many days during December, 1975 and January, 1976. The duration
of this structure is about equal for the two stations, the ampli-
tudes differ.

A more detailed analysis for the days 5, 9, 11 and 14 (1976) has
been done by means of digital filtering. We have applied bandpass
filters which have no phaseshift. The results of the filtering

F process are shown above the diurnal curves in Fig. 2: a short-
period and a long-period component have been separated. The resi-

A dual electron content (diurnal curve minus short-period component
and diurnal curve minus both components) is shown in Fig. 2 in
the system of the diurnal curves.

It is easily seen from Fig. 2 that the short-period components do
not correlate.(This is in agreement with the general view that the
correlation length for such fluctuations is quite short, c. Davis
and da Rosa, 1969). In the short-period component for Lindau (but
not for Graz) one can distinguish longer "wave trains" with periods
around 30 min. (morning of day 9) and 20 min. (afternoon of dav 14).

In the long-period range one has very good correlation of the two
stations if one looks at "stationary" and "travelling" components
separately. A comparison shows that it is better to discuss the
travelling component in terms of characteristic features in the
original diurnal curves rather than in terms of the filtered com-
ponents: the wavelike structure is not sinusoidal but shows sharp
peaks and shallow troughs.
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Day 11 is a srecial case: it has the weakest structure of all days
in December, 1975 and January, 1976 (c. Fig. 3 and 4). It is very
interesting to find such a smooth diurnal curve in the middle of a
magnetic storm! 1 The aspect sensibility for Graz and for Lindau
is such that gravity waves with meridional components should have
signatures in the electron content observed at the two stations
(Table 1). The phase cancellation effect (Georges and Hooke, 1970)
could obliterate a short period component, but components with
longer periods (T > 1 hour) would probably have signatures in the
electron content for Graz and Lindau. Therefore one can conclude
that probably no gravity waves (or large scale TID's) with periods
longer than one hour have propagated southwards from the auroral
regions to Central Europe. The weak long period structure of day 11
is in marked contrast to the behaviour of the day before the onset
of the storm (day 9, s. Fig. 2) and of the days after the storm
(e.g. day 14, s.Fig. 2). The days 10, 12, 13 show structures which
are a bit weaker than the structures seen on days 9 and 14 (c.Fig.3).
No features can be seen which would allow to distinguish the days
10, 12, 13 from magnetically quiet days in January, 1976.

One important conclusion should be drawn from the comparison of
diurnal curves for Lindau and Graz: One should be very careful with
selected daytime values from one station. The use of selected noon
values, of daytime maxima, of the times when the maximum occured
etc. could be misleading because long period structures of consider-able amplitude could be present (highest relative amplitude of the

structure superimposed on the filtered diurnal curves of the sample
days 5, 9, 14: 30 %). One should be very careful to separate the
smoothed diurnal curve and the superimposed structure (e.g. for the
calculation of integrated production or loss rates).

It can be seen from Fig. 2 (day 14) that even the filtered diurnal
curves could show a quite different behaviour for the two stations.
This is probably a filter effect: the large peak in the morning
leaves a residual in the smoothed curve. This peak could lead to
the conclusion that the electron content had reached a maximum in
the morning at Graz (around 9:01 UT or 10:14 LT of ionospheric point)
and a secondary maximum in the afternoon (around 12:00 UT or 13:13LT).
For Lindau one could claim an absolute maximum in the early after-noon and a secondary maximum in the morning

A look at the means for the whole day (means of 720 values read every
second minute from 00:01 UT to 23:59 UT) shows no peculiar situation
for day 14: the mean slant electron content for Lindau is 95.7-1015,
the corresponding value for Graz is 86.7x1015 (m-2 ). Using a iono-
spheric height of 400 km one would et for the mean vertical content
52.0-1015 m - 2  (Lindau) and 53.2x0 5 m- 2 (Graz).

In this respect day 14 is no exception at all: we have found that
the means for the whole day in vertical electron content agree very
well for the two stations, the values for Graz being slightly higher
in the average than the values for Lindau.

1 SSC on day 10, 6:24 UT, end day 13, 10 UT (Irkutsk). Ap = 47 on

day 10, Ap = 40 on day 11, Ap = 13 on day 12.
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3. Parameters for which the two stations show similar behaviour.

a) Mean over a whole day.

The mean of electron content over a hole day is one parameter
4 which behaves in a similar way for Lindau and Graz. Geomagnetic

disturbances show in this parameter quite well: among others a
depression can be observed during the magnetic storm of January
10, 1976. This is summarized in Table 2.

day NT NT cos X xO-15
(1976) LIN GRA LIN GRA (station)

08 121.4 105.7 66.0 64.9
09 116.2 100.8 63.2 61.9
10 116.2 104.8 63.2 64.3
11 95.4 89.9 51.8 55.2
12 80.5 75.5 43.7 46.3

13 78.2 71.6 42.5 43.9
14 95.7 86.7 52.0 53.2
15 106.9 96.2 58.1 59.0
16 110.3 98.3 59.9 60.3
17 111.0 101.3 60.3 62.2

Table 2: Mean of electron content over a hole day, slant (NT)
and projected on the vertical (NT cos X) for Lindau and Graz.

b) Plasmaspheric content.

Plasmaspheric electron content is defined as the difference
N NT - NF (Davies et al. 1975). From the vicinity of the rays
t9 ATS-6 it follows that plasmaspheric content should behave simi-
larly at the two stations. This is the case as can be seen from
Fig. 3. N is strongly depressed during the magnetic storm. The
depressiog begins at both stations suddenly a few hours after
Sudden Storm Commencement (which occured at 6:24 UT on day 10 at
the observatory Irkutsk). The recovery phase is quite long, it
can be considered to end on day 16 (c. Fig. 3).

c) Nighttime values of electron content.

During nighttime the electron content behaves in a very similar
way at Lindau and at Graz. This can be seen from Fig. 3 and from

Fig. 4. When small scale fluctuations are smoothed by averaging
over a period of half an hour (over 15 values read every second
minute) the nighttime values show nearly perfect correlation (Fig.4,
values centered at 21:15 and at 03:15 UT). In the period covered by
this study the correlation is very good from about 17:00 UT until

5 shortly after sunrise. As can be seen from Fig. 4 some similarities
, in the behaviour of NT exist during daytime as well but the corre-

lation is much better during the night. (As has to be expected for
4the wavelike structures which are responsible for the daytime dif-

ferences the correlation is improved when some smoothing is applied
which removes the day to day scatter.)
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The nighttime values show a distinct depression during the storm
of January 10. The depression is comparable with the depression
seen in the mean over a whole day (case a). A preliminary evalua-
tion revealea that increases in Ap which surpass a lower limit
(Ap 1 25) are followed by a depression in nighttime N with a
timelag of 1 to 3 days. The depth of the depression slems to be
correlated with the magnitude of the increase of Ap. In Fig. 4
such depressions are centered on the days December 1 and 28 and
January 13. Probably depressions occured on November 24 and on
February 2, too (no proof: lack of data).

4. Concluding remarks.

From our study it can be concluded that daytime electron content
derived from observations of geostationary satellites may differ
considerably from one station to an other, even when longitudinal
effects are excluded and when the distance of the stations is only
a few hundred kilometers.

* 'One reason for the differences observed are long period TID's (or
signatures of gravity waves) of sometimes considerable amplitude.
An other reason is the "morning overshot", a stationary feature,
which could show large differences in amplitude for Graz and
Lindau.

All daytime differences seem to be traces of dynamical processes:
we have found that the mean values for a whole day are in excellent
agreement for the two stations. This means probably that in the
average daytime production and loss rates are nearly equal for thei two stations.

>i Nighttime values (smoothed to remove noise and small period fluc-

tuations) are nearly equal whereas the means over a whole day are
slightly higher at Graz. This could be an image of the solar
zenith angle dependence of electron production.

We have found that selected daytime values could have very large
differences for the two stations (up to SO % if one station
happens to see a "trough" at the time the other station sees a
"peak"). Therefore we feel that selected values are not a suit-
able indicator of solar activity or of geomagnetic influence, at
least not for the European sector and for the period of time
covered by our study. For studies of geomagnetic influence we
would recommend the use of means over a whole day or of smoothed
nighttime values.

Similar behaviour of electron content at two stations aligned as
Lindau and Graz is to be expected during nighttime, for means
taken over periods longer than 4 hours during daytime, for smoothed
values of plasmaspheric content. Short period fluctuations do
not correlate but rms values are nearly equal. When long period
TID's (signatures of gravity waves) are present they are seen from
both stations.

IQ
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Figure 2: Diurnal curves of slant electron content N from
group delay observations on signals of the ATS-6 Rldio Beacon
Experiment. Receiving stations Lindau (field station
GILLERSHEIM) and GRAZ. Original diurnal curves and smoothed
curves gained by digital filtering. Above the diurnal curves:
filtered components (short period and long period).
Electron content (m 2 ) vs. Universal Time (UT).
Local time for Lindau (ionospheric point 400 kin) : UT+O.96 hours,
local time for Graz (ionospheric point 400 km): UT+1.22 hours.
Vertical scale: 40101s to 20Ox1O i  M- 2 (the origin is not
zero!).
Dates (January 1976): a) day S; b) day 9; c) day 1; d) day 14.

227

-. 4J



Figure 3: Diurnal curves of slant electron content for a series
of days in January 1976. Total electron content from group
delay (NT), ionospheric electron content from Faraday effect
(N ) and plasmaspheric electron content (N = N - N )
Note that N has a larger scale. Stations Rnd d~ta source as
for Fig. 2."
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DIURNAL, DAY-TO-DAY, AND SEASONAL VARIABILITY
OF NF, NT, AND Np AT FORT MONMOUTH, NEW JERSEY

H. SOICHER
Communications/Automatic Data Processing Laboratory

U. S. Army Electronics Command, Fort Monmouth, New Jersey 07703

INTRODUCTION

The ATS-6 Satellite was launched into a geostationary orbit at 940W in
late May 1974 and, according to plan, drifted eastward in June 1975. During
this period, measurements of the total electron content (TEC) utilizing the
Faraday polarization rotation technique and the dispersive-group-delay tech-

nique were conducted at Fort Monmouth, New Jersey (40.18°N; 74o06°W)1'2,3

The total Faraday rotation from signal-source to observer is directly pro-
portional to (TEC) and to the mean magnetic field component along the prop-
agation path. Since the magnetic field decreases inversely with the cube
of the geocentric distance and the electron density decreases exponentially
with altitude above layer maximum, the rotation is heavily weighted near the
earth, and hence is considered to provide TEC below -1500 km (NF). The dis-

persive-group-delay technique, which involves comparison of the phase ofthe modulation envelope between the carrier and its sideband at two fre-

quencies, is insensitive to the earth's magnetic field. For this reason
it is considered to yield the total number of electrons along the path from
signal-source to observer (NT). The difference between the two, i.e.,
NT - NF , yields the plasmaspheric content, Np, which is the total electron

content above "1500 km.

THE DATA

The daily variations in vertical TEC measured by the Faraday technique
and by the dispersive-group-delay technique for January through April 1975
are shown in Figs. 1 through 8, respectively. Also indicated in these fig-
ures are the equivalent signal-delay-times normalized to a frequency of
1.6 GHz. The data gaps which appear in these figures were the result of
beacon transmitter turnoff at the satellite. The normal diurnal variations
in NF and NT are also depicted in the figures. The absolute value of NF

during these months varied from a predawn minimum of <1 TEC unit (I TEC

unit a 1016 e/m2) to an afternoon maximum of "22 TEC units. For the same
times, NT varied from "2 TEC units to "24.2 TEC units. The mean monthly
averages of NF varied from a predawn minimum of -1.8 TEC units in April
to an afternoon maximum of -12 TEC units in February. The mean monthly
averages of NT varied from a predawn minimum of "3,9 TEC units in February

and March, to an afternoon maximum of "13.5 TEC units in January.
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The daily variations in the vertical plasmaspheric content, Np, for

January through April 1975 are shown in Figs. 9 through 12, respectively.
During these months the absolute value of Np varied from a minimum of -0.1

TEC units to a maximum of -4.4 TEC units. Monthly averages, throughout
this period however, varied from -1.3 TEC units and 2.6 TEC units. Diurnal
changes, although noticeable, were relatively small in comparison to the
diurnal changes in NF and NT. During February, when the diurnal variation

of N was most pronounced, double maxima of NP occurred during the pre-
dawn period and during the decay phase of the ionospheric content variation;
the double minima occurred during the period of maximum daytime ionospheric
content and at the end of its decay phase at night. During April, the di-
urnal variation of Np was also pronounced. Np had reached a minimum during

the build-up phase of the ionospheric content variation, and a maximum during
the maximum phase of the ionospheric content variation. During January
and March, there was very little variation in the diurnal trend of Np.

The day-to-day variations of N were quite pronounced, often exceeding the
diurnal variation ranges. The day-to-day variation, as determined by the
standard deviation about the mean, varied from -0.35 TEC units to -0.9 TEC
units.

The daily variations in the plasmaspheric-to-ionospheric ratio (NP/NF)

for January through April 1975, are shown in Figs. 13 through 16, respec-
tively. During this period, the ratio varied from a minimum of a few per-
cent to a maximum of more than 200%. The mean monthly averages, however,
generally varied between -12% during the day, and '130% prior to dawn.
For all the months, the ratio minimum was reached during ionospheric maximum
content. During January and February, the maximum ratio was attained shortly
after midnight; it was maintained until sunrise, when it decreased rapidly.
During March and April, the ratio gradually increased until sunrise, when
it decreased rapidly.

The daily variations in the ratio of plasmaspheric-to-total contents,
Np/NT, for January through April 1975 are shown in Figs. 17 through 20,
respectively. The behavior of this ratio was similar to that of the plasma-
spheric to ionospheric ratio. The mean monthly averages throughout this

".period generally varied between '10% during the day and -56% at nighttime.

DISCUSSION

The mean monthly values of NF and NT for the four months considered

were roughly equal throughout the diurnal period. The only discernible
differences were the gradual content increases which occurred during the
eight-hour period centered at midnight from January through April. Content
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maxima were also somewhat larger in January and February than in March and
April. On the average, NF and NT varied diurnally by a factor of -4. The

day-to-day variations in NF and NT as determined by the standard deviations

were comparable throughout the period, although the most pronounced devia-
tions occurred prior to and after midnight in April. The standard devia-
tion throughout the period varied from -0.5 to '3.2 TEC units.

The mean monthly values of Np were comparable for January and April
as well as for February and March, with the former pair being larger in
absolute value than the latter pair, especially at night. The mean monthly
values never varied diurnally by more than I TEC unit; they generally varied
by much less. The day-to-day variations in Np were comparable throughout
the period.

The minimum ratios of NP/NF and NP/NT during daytime and nighttime

occurred in February. The seasonal behavior of these ratios is exhibited
in the trend of the nighttime ratio during January and February when com-
pared to that for March and April. The nearly constant value of the night-
time ratio in January and February was replaced by a gradually increasing
ratio in March and April, The maximum ratio usually attained just prior
to sunrise, increased from February to March and again to April.
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Fig. 1. Total ionospheric (Faraday) electron content (NF)

at 15-minute intervals at Ft. Monmouth, NJ.,during
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right ordinate: delay normalized to 1.6 GHz).
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Fig. 2. Same as Fig. 1, but for February 1975.
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Fig. 5. Total (dispersive-group-delay) electron content (NT) at

15-minute intervals at Fort Monmouth, N.J., during Jan 1975.
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Fig. 9. Total plasmaspheric electron content (Np) at 15-minute

intervals, Fart Mlonmouth, N.J., January 1975.
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at 15-minute intervals, Fort Monmouth, tN.J., during

January 1975.
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at 15-minute intervals, Fort Monmouth, N. J.,

during January 1975.
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.T - TIME AND LATITUDE DEPENDENCE OF IONOSPHERIC ELECTRON

CONTENT FROM THE COMBINATION OF NNSS AND ATS -6 DATA

R. Leitinger, University of Graz, Austria,

G.K. Hartmann, Max-Planck-Institut far Aeronomie,
Lindau/Harz, FRG

Abstract.

Geostationary satellites allow the observation of time changes in
the ionospheric electron content under nearly constant geometrical
conditions. From low orbiting satellites one can derive primarily
spatial changes of electron content, the time for a scan provided
by a pass of the satellite is short compared with timescales
typical for ionospheric processes (except scintillations). Polar
orbiting satellites have the additional advantage that they pro-
vide a scan in latitude for nearly constant local time if the
observed electron content is refered to a ionospheric point in a

bad time resolution even when several satellites can be observed:
the time interval from one useful pass to the next is of irregular
length. On the other hand geostationary satellites provide no
spatial resolution at all when only one observing station is used.

The combination of data from low orbiting and from geostationary
satellites could be used to override these disadvantages.
It was found that a suitable way to combine data from both sources
into a presentation which yields the highest amount of geophysical
information is to draw contour lines of constant electron content
in a local time versus latitude coordinate system covering longi-
tudes of ± 5% around the central satellite receiving station. It
should be emphasized that no averaging process was applied, i.e.
the displayed data give the real time changes in ionospheric elec-
tron content and are very useful in studying the day to day changes.
Not only the effects of magnetic disturbances can be studied under
new aspects but also during quiet days the effects of the dynamics
of the neutral atmosphere which lead to very different day to day
latitudinal and time dependent electron content distributions,
despite the fact that the overall amount of ionization remains al-
most constant. To improve the interpretation the data should be
supplemented by relevant ionogram data.

Some first results are presented here.
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1. Introduction.
Geostationary satellites allow the observation of time changes in
the ionospheric electron content under nearly constant geometrical
conditions. From low orbiting satellites one can derive primarily
spatial changes of electron content, the time for a scan provided
by a pass of the satellite is short compared with timescales
typical for ionospheric processes (except scintillations). Polar
orbiting satellites have the additional advantage that they pro-
vide a scan in latitude for nearly constant local time if the
observed electron content is refered to a ionospheric point in a
given height. The disadvantage of low orbiting satellites is the
bad time resolution even when several satellites can be observed:
the time interval from one useful pass to the next is of irregular
length. On the other hand geostationary satellites provide no
spatial resolution at all when only one observing station is used.

The combination of data from low orbiting and from geostationarysatellites could be used to override these disadvantages. We have

found that a suitable way to combine data from both sources into
a display which is easy to interpret is to draw lines of constant
electron content in a local time vs. latitude system. It should
be emphasized that we use no averaging of data: our display gives
real time changes and is especially useful in studying the day to
day changes in ionospheric electron content.

2. Construction procedure for isolines of ionospheric electron
content.

The following data are used: Faraday effect data from the 140 MP z
channel of the ATS-6 Radio Beacon Experiment (ATS-6 RRE) and
Differential Doppler data from the six fully operational satellites
of the Navy Navigational Satellite System (YNSS) (carrier frequen-
cies: 150 MHz and 400 MHz). For our purpose ATS-6 is a very good
approximation to a geostationary satellite and the NNSS satellites
have nearly polar orbits in a height range of 900 to 1200 km. As
is the case with all Radio Beacon observations the primary data
give information on integrals along the slant radio path from the
satellite to the receiver. To derive any useful information in a
local time vs. latitude system it is necessary to project the
data onto the vertical and to refer them to a well defined point
on the surface of the earth.
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A considerable amount of work has been devoted to this problem in
the past. We did not want to ignore or to neglect some of the
results but the unly practicable way to project and to refer thedata was to use a simple and constant procedure. Possibly the

errors in our results could be reduced with some kind of iterative
process but it is doubtful whether this would improve the results in
view of possible uses to such an extent that the efforts are justified.
In the reduction of ATS-6 Faraday observations we used the follow-
ing formulae for electron content:

N , SN N O
NA/ CF n / BL1 NA± =NA/ cos X

N with subscript: electron content (subscript A: refers to ATS-6
as the data source; symbols / and ±: to indicate slant and verti-
cal content, resp.); C Faraday constant; .Q: observed Faraday
rotation angle; B: logitudinal component of geomagnetic induct-

* •ion in a mean fie~d height; x: zenith angle of the ray in a mean
ionospheric height. For the 140 MHz carrier of A S-6 CF has the
value 8.295xlo0 m 2 r, when NA/ is expressed in m 2 , in radian
and BL in r.

The geometry for the projection from slant into vertical content is
shown in Fig. 1:

- I
I .00

.7 0

'E F 100E0o

Fig.1: Map with ray from Lindau to ATS-6 and with an NNSS
orbit (solid lines) and the corresponding trace of ionospheric

M points (400 kin). On the left: Geometry for the projection of
slant content onto the vertical. 0: center of the earth; S:
satellite; B: observer; P: ionospheric point; x: zenith angle
in P.

)
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The projection is done in the ionospheric point which is found
in the ray (straight line) from the satellite (S) to the obser-
ving station (B). The vertical electron content gained from the
projection is referred to a point on the surface of the earth
with the coordinates of the ionospheric point (PA' the subscript
indicating ATS-6, with latitude A and longitude XA). -x is the
zenith angle of the ray in PA*

Titheridge (1972) has shown that N can be interpreted as the
vertical electron content from groultd to 2000 km with an accur-
acy of ± 5% if a height of 420 km is taken for BL and for x.
We have taken 400 km for BL and for X. The difference in the
results is very small.

For the reduction of Differential Doppler observations an inte-
gration constant has to be determined which cannot be derived
from Differential Doppler data without additional information
(leitinger et al. 1975). Electron content can than be evaluated
by means of the formulae

NN,= C D ((o + Y); NNL = NNZ cos x

The subscript N refers to the NNSS satellites; C Differential
Doppler constant; : integration constant; Y: opserved Different-
ial Doppler phase a~gle; x is again the zenith anele of the ray
from NNSS (N) to the receiver (B) in the ionospheric point P
(Fig. 1). The information which is necessary to get a value or
¢ is provided by the ATS-6 - data: i is adjusted in such a way

r tRat vertical electron content valuesofrom observations of the
two satellites match in the latitude 4A at the local time t,.. For
this purpose the (vertical) electron content values from ATS-6
are considered to define a function of local time N& = NA(tL)
t being the local time of the ionospheric point P A (from now on
the symbol ± is omitted; all electron content values are vertical).
From NNSS Differential Doppler one has a set of measured values
which can be considered to define a function of Universal Time t:
Y = T(t). From the orbital parameters of the NNSS pass one can
calculate the corresponding coordinates of the ionospheric points
(400 kin) and the zenith angle on the ray to the satellite (lat.

4 ; (t), long. =.. x (t), zenith angle ' = 'Ki(t) ). Vertical
eiectron content wouid f1llow from the formula

Nt = CD (o + (t)) cos xi(t) ; t is to be considered as para-
NN(t)=CD(o+co it;
meter which connects coordinates and T-values.

Now one looks for the ionospheric point which has the latitude

Si = A" This point is crossed by the ray to the satellite at the

time t Its coordinates are \i(t*), resp., the correspondin,

Y-value is ,(t*), the local time is = t* + i (t* / 1o

4df (tN and t * in hours, xi in 0 E).

' With t one gets NA (t ) and using this value the integration
const; 0 follows:

= N,\(tN) sec X(t ) / C - .
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With D one can calculate the vertical electron content for the
ionospReric points of the NNSS pass and using the formula given
above one gets the corresponding local times. These are nearly
constant for a pass of the satellite.

The N values from ATS-6 together with the N values would give
enough information to draw isolines of elect~on content provided j
that the time interval from one NNSS pass to the next is not too .11
long. The situation is improved if ATS values from stations in
other latitudes can be used for interpolation. But the inclusion
of another station requires that the difference in the longitudes
of their ionospheric points is not larger than a few degrees.
(It was not possible to combine values from the Boulder region
with values from the West coast of the US kindly provided by
J.A. Klobuchar from AFCP! . Values from Bozeman and Boulder and
from Lindau and Craz, resp., could be combined very well; values
from Dallas had to be adjusted slightly in some cases before they,
could be used for interpolation of NNSS values gained at Boulder.)
One has to be careful with NNSS passes which ionospheric points
are too far West or East of P : the adjustment of local times

*described above requires the assumption that there is only a local
time and a latitude dependence but no longitude dependence of
ionization. No 0 NNSS passes should be used which have zenith angles
larger than 60 in the point of closest approach.

3. Sample isoline plots.

In the Fig. 2 to 4 three examples are shown for the isoline method.
Each plot was drawn for a series of three to four days. For Fig. 2
and Fig. 3 we used values from the American sector gained in late
summer and in fall ?974, for Fig. 4 we used values from the Euro-
pean sector gained in winter 1975/76. The station coordinates are
summarized in Table 1.

station let. lgng. observations
N E

.1 American sector
Bozeman (BO2) 45.66 -111.05 ATS-6
Boulder (BOU) 40.13 -105.24 ATS-6, NNSS
Las Vegas, NM 35.60 -105.17 NNSS

LV Dallas (DAL) 32.98 - 96.75 ATS-6
.'

European sector

Uppsala 59.80 17.60 NNSS
Lindau (LIN) 51.62 10.09 ATS-6, NNSS

. Graz (GRA) 47.08 15.49 ATS-6, NNSS

Table 1: Coordinates of the stations used for the construction of
isoline in Fig. 2 t8 4. Coordinates of ATS-6 for American sector:

"W lat.: 0 long : -94 F, height: 35869 km; for European sector:
lat. : 00' long.: .4°F, height: 35869 km.
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The solar and geomagnetic conditions have been quite different
for the three series of days shown in Fig. 2 to 4. The first
series (August 29 to September 1, 1974) could stand for a typical
period of time at low solar activity with average values of
magnetic indices and no storm of which ionospheric effects could
be expected (a weak storm without SSC has been reported from only
4 observatories for August 29). This contrasts strongly with the
series of Fig. 3 (October 12 to 14, 1974): the solar activity has
been higher and the days have been heavily disturbed magnetically:
two principal magnetic storms with Sudden Commencement have been
reported (onset in Boulder: October 12, 12:45 UT and October 14,
16:34 UT). Weaker storms without SSC have been reported for Octo-
ber 8 and 9 (no reports from Boulder). The third period has been
magnetically very quiet indeed (December 10 to 1S, 1975).
The solar flux values and some geomagnetic parameters are summa-

rized in Table 2.

date SF Ap kp date SF Ap kpi
Aug. 2%- 1974 72.3 2 Oct.12,1974 144.7 17 4+

27 "1.2 18 4 13 127.2 86 7
!] 28 >q4 2o 4+ 14 113.8 30 6

25 71. 31 4D Dec. ",1975 76.0 4 1+
30 -2.8 11 4+ 8 78.3 18 4
31 '4.2 21 4+ 9 75.6 16 3

Sep. 1,1974 76.4 24 5 10 75.6 8 C+
Oct. 9,1974 12:i.3 39 5+ 11 76.7 5 2+

10 129.7 10 3+ 12 75.7 3 1+
11 138.1 6 3 13 75.1 3 0+

Table 2: Solar flux values and geomagnetic parameters for
the series of da)s shown in Fig. 2 to 4. (Begin of the table:
three days before the begin of the figures). SF: solar flux
(2800 MHz) for OttawaAp: daily index of geomagnetic acti-
vity (linear scale); kp: maximum kp-value for this day. All
values from Solar-Geophysical Data (World Data Center A,
issues of 1974, 1975 and 1976).

Before discussing the Figures 2 to 4 some remarks have to be made.
As the time intervals from one NNSS pass to the next are of irre-
gular length there are differences in the resolution of the iso-
lines: in regions with a high density of observed values features
of smaller scale could be resolved than in regions for which the
bearing of the isolines had to be guessed. In the larger gaps
(e.g. in Fig. 2, Aug. 29, 8:15 to 19:45 LT) even larger features
are necessarily doubtful outside the region covered by ATS-6 oh-

'I servations. An other warning: it is in the very nature of obser-
vation by mean, of orbiting satellites that the spatial structures
are seen through a "low pass filter" which suppresses small scale
irregularities (higher spatial frequencies). The (spatial) cutoff
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frequency decreases with increasIng zenith angle (Leitinger et al.
1975). It can clearly be seen from the Figures that much more
details are shown in the center near the ATS-traces than in the
northern and southern regions. The (absolute and relative) accur-
acy of the isolines is highest in the center of the displays:(-o)
distortions increase with increasing zenith angles of NNSS passes.
One should bear in mind that the "slant electron content projected
onto the vertical" differs from "true electron content" when a
ionospheric point is used which differs from the center of the
electron distribution along the ray and that the resulting error
increases with increasing zenith angle. For the center our estimate
of the absolute accuracy is ± 10 % for daytime and magnetically quiet
periods.
Having given these warnings the displays of isolines can be dis-
cussed:

a) Display shown in Fig. 2 (August 29 to September 1, 1974).
The following characteristics are seen immediately: a nighttime• ' trough which changes its position from night to night (probably
identical with the main F-layer polar trough), the value of the

nighttime minimum changes too. The morning increase and the evening
decrease of electron content can vary considerably in steepness from
day to day in the whole latitude region. The overall electron con-
tent could be nearly equal for the series of days shown in the

j display: On August 29 the electrons appear to be swept southwards,
forming a broad daytime maximum, on August 30 the peak is small 8 r
(shorter) but much more electrons are found in the region of 50 N.

r Large scale irregularities are seen on all four days.

The characterization of days by the number of daytime maxima of
the diurnal curve cannot give much insight in ionospheric pro-
cesses: the number depends on the day and on the latitudes of the
station. On each day there is a latitude region for which two
maxima exist. On August 30, to give an example, this region is
limited to the North and to the South.

Some secondary peaks and troughs are seen in the display. In this
case the warning given above should be applied: the existence of
other secondary peaks and troughs cannot be e6cluded in regions
not covered by observations (e.g. north of 42 N on August 29 during
daytime).

It can be concluded from Fig. 2 that strong dynamic processes must
have acted to account for the day to day variability and for the
large scale irregularities seen in the display.

- b) Display shown in Fig. 3 (October 12 to 14, 1974). N
A comparison with Fig. 2 reveals that the electron content behaves

completely different during this heavily disturbed period: The
daytime values on October 12 and on October 14 are much higher
than the daytime values seen in Fig. 2, whereas the electron con-
tent is strongly depleted on October 13. In this case the overall
electron content has certainly changed considerably from day to
day: the depletion is seen in the whole latitude region of the

V. display.

Nighttime values are higher, too; on October 14 one can see a
clear nighttime increase of ionization but the region affected
by the increase seems to be comparatively small.
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It seems that the strong disturbance has not -roduced an unusual
amount of large scale irregularities.

A very important property is the steep decrease of ionization in
the afternoon of October 14.

c) Display shown in Fig. 4 (December 10 to 13, 1975).

This is one example from the European region. It has been possible
to extend the latitude region to the North because NNSS observa-
tions from Uppsala (Sweden) could be used in addition to values
gained at Lindau and at Graz. Fortunately a large number of NNSS
passes could be disposed of, therefore the accuracy of the iso-
lines is better than in the samples for the American sector.

It is interesting to see that no criteria can be derived to quali-
fy the ionosphere to be "very quiet" as has been the case for the
geomagnetic indices (Table 2). Large scale irregularities are
seen during daytime together with secondary peaks and troughs.
A nighttime increase of ionization is seer. on Decsmber 11 which
extends far in the North but is centered around 45 N. A compli-
cated pattern of isolines is revealed for the night Dec. 11/12.
As is the case for the previous night, a midlatitude ridge has
formed.

T-,etota )mczutjionization during daytime shows nearly no differences
as should be expected for a very quiet period with nearly constant
solar flux. The daytime pattern of isolines is very complicated
from the action of large scale TID's, but it can be seen quiteI, clearly that in the average the daytime electron content increases
from North to South and that by a suitable smoothinp process one
would get a diurnal maximum near local noon in all latitudes.

Some statements on the dynamics of the polar trough could be made
from Fig. 4: in the nights Dec. 11/12 and Dec. 12/13 it wandered
southwards in the evening, reached its lowest latitude around 1 LT
and wandered northwards in the morning.

4. Discussion.

From the samples shown it can be seen that the isoline display for
ionospheric electron content allows an easy inspection in the
behaviour of the ionosphere over a wide range of latitudes. The
method described can be successfully used to combine data from geo-
stationary ond from low orbiting satellites if gained from the
same station. It is an effective way to reduce a large amount of
data to have an optical display which allows a quick evaluation.
With present possibilities it is probably not feasible to construct
isolines for a longer series of days: ATS-6 PBF operates with
interruptions and the distribution of NNSS passes changes with

-4 time: there could be very long gaps from one useful pass to the
next (when two or more satellites are above the station horizon
in the same time interval the signals interfere etc.). The ever
present equipment failures produce additional gaps in the data.
Nevertheless we think that even isoline displays with interrup-

4, tions could be a very useful tool in studies based on ionospheric
electron content. Not only the effects of magnetic disturbances
can be studied under new aspects but also during quiet days the
effects of the dynamics of the neutral atmosphere which lead to
very different day to diy electron content distributions in lati-
tude and time, despite the fact that the overall amount of ioniz-
ation remains almost constant. To improve the interpretation the
data should be supplemented by relevant ionogram data.
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Abstract

1. Fluctuations caused by the troposphere

Periodic fluctuations in the range of duration between 1 and 10 minu-
tea were observed on the 140 MHz and 141 MHz Faraday channels of two
Single Frequency Polarimeters (SIPOL) using two Yagi antennas with
TOO beamwidth. DaTa from November and December 1975 were evaluated.
Examples for Nov 23, Nov 25, Nov 26 and Dec 18/19 1975 are presented.
During night periods between 5 and 6 minutes are typical with a maxi-
mum of occurrence around midnight. During day I to 3 minute periods
are dominant. These effects were not observable with a simultaneous
Multi Frequency Polarimeter (MEPOL) and Short Backfire antennas
with t 130 beamw Th. The elevation angle of ATS-6 at Lindau is 280
thus it is concluded that the SIPOL effects are not caused in the
ionosphere but in the troposphere and might possibly be caused by mi-
croclimatic effects close to the surface of the earth.

360 MHz amplitude fluctuations, which were observed during times when
neither the 140 MHz amplitude nor the 40 MHz amplitude showed relevant
fluctuations are very likely caused in the troposphere. One out of ten
very clear examples is presented here.

II. Fluctuations caused by the ionosphere

For detailed investigations three subsequent days in December 1975
were selected, Dec 11, 12, and 13.
On December 11 around 1955 UT 7 sec periods were observed on the 140
MHz and 141 MHz amplitudes lasting for about 1 minute. Simultaneously
on the 40 MHz amplitude and Dispersive Doppler 40 MHz 15 sec periods.
Furthermore periods less than 5 sec were observed. In addition to that
longer periodic fluctuations up to about 30 min were observed during
day and night. Due to the high resolution of the DD 40 measurement
( 200 times more sensitive than Faraday rotation 140 MHz) for the
first time real significant effects on TEC at midlatitudes due to gra- -

A vity waves could be shown in the middle of the night. DD 140-, Faraday
rotation- and Group delay measurements are too insensitive and marginal

for displaying any effect of gravity waves on the TEC during the night.
Furthermore the daily variations of the scintillation indices S4 at
40 MHz and 140 MHz are presented as well as a graph for the frequency
of occurrence of scintillations for the three months period Oct 1975
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Dec 1975. 54 includes any type of periodic and unperiodic fluctuations
and depends from the data sampling rate and from the receiving antenna
beemwidth.

Introduction

The ATS-6 geostationary satellite and the Radio Beacon Experiment (RBE).

There are three carrier frequencies, 40 MHz, 140 MHz, and 360 MHz. Ampli-
tude modulation frequencies are 100 KHz on the 40 MHz and 360 MHz sig-
nals and 1 MHz on the 360 MHz, 140 MHz, and 40 MHz signals. The RBE is
designed for several types of measurements, principally: Faraday Rota-
tion, differential carrier phase (Dispersive Doppler), modulation phase
(Differential Group Delay), and signal amplitude (Absorption). [], [5],
6], [19].
From September 1974 through April 1975 observations were carried out at
several locations in the US in the frame of cooperative programs with
NOAA ERL, Boulder, Colo; Montana State University, Bozeman, Mt. and
University of Texas at Dallas, Dallas, Texas. 7] 9], [10], 11], [18].
In summer 1975 the satellite moved from 940 W to 35 E and is now ob-
servable from Europe. Some preliminary results obtained from October 1975
through February 1976 will be presented here.

Location

The receiving station Gillersheim is a field site of the MPI f. Aerono-
mie and is located at 51.650 N and 10.130 E about 7 km spaced from the

main institute at Lindou. ATS-6 is positioned at 350 E, 36000 km above
the surface of the Earth. Its tropocentric coordinates with respect to
the receiving site Lindsu are azimuth: 300 from south towards east, ele-
vation: 280. The line of sight between ATS-6 and Gillersheim intersects
between 500 and 400 geogr. latitude the ionosphere in altitudes between
100 km and 1000 km and has a relevant length of 1600 km. Thus the results
are due to medium latitudes, in our case geographic and geomagnetic coor-
dinates are nearly identical.

Equipment

Several receiving equipments, designed at Lindau are in use.
1. rultifrequency-polarimeter receiving units (MEPOL) [3], [20]
2. Single frequency polarimeter receiving units (SIPOL) [l4]
The Multifrequencypolarimeter (MEPOL) is operated with One-Element-Short-
Backfire-Antennas, having a beemwidth (3 dB points) of about 300. [73].
The 'ingle frequency-polarimeter (SIPOL units are operated with commerci-
ally fabricated Yagi antennas having beamwidth of about 600.
I. Fluctuations caused by the troposphere

A) F14 0 and F14 1 measurements

With two single frequency polarimeter (SIPOL) units - inclusive two Yogi
antennas - the Faraday effect was recorded at 140 MHz and 141 MHz. Ana-
log chart recorders were used with a chart speed of 120 mm/h and a chart
width (resolution) of 200 mm per 1800 Faraday rotation. During the
nights we observed several times significant periodic variations with a
duration of about 5 min and rotation angle variations of more then ± 10.
Figure 1 displays a section of sucn a recording.
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I 1

~~Figue : Recording of the Faraday effect at 141 MHz in the early night
at No 272, 1975 at Gilleraheim

The periodic variations are observable on the 14.0 MHz recording and on
the 141 MHz recording. There seems to be a small time delay between the
two events.
For a better identification (amplification) of these effects we measu-red additionally the differential Faraday effect F14,/,41, where the

daily TEC variation is nearly eliminated.
Figure 2 shows quamiperiodic variations on F14 0/14 1 in the night from

Dec 18 to Dec 19, 1975 of about 5 to 6 min duration and shorter periods
during the following day hours.
Until now the period November and December 1975 was investigated.
During the night the sinusoidal fluctuations seem to be a rather regular
phenomenon with a maximum of occurrence before midnight. During the day
periods between I to 3 minutes are typical. The short period fluctua-
tions are superimposed on longer period fluctuations (gravity waves).

:18



7-F 140/141 18-19.12.19751

15 UT 16 17 18

r-4f

18 19 20 21

21 22 23 24

24 12 3

34 56

6 7 8 9

9 10 11 1

12 13 14 15I.IFigure 2: Faraday effect 140/141 MHz recording at Gillers eim

Comparison with simultaneous multifreguencypolarimeter (MEPOL) measure-
ment

PW ~The *Single frequency polarimeter (SIPOL)-effects" were not visible an
the multifrequencypolarimeter (MEPOL) recordings.
We have to conclude that the fluctuations measured with single frequen-
cy polarimeter (SIPOL) can only be due to the different besmwidth of
the Short Backfire (SBF) antenna and Yagi antenna CSBF antenna ± 150;
Yogi antenna ± 300).
Due to the fact that ATS-6 is visible from Gillersheim with an eleva-
tion angle of 280 and that the beamwidth of the Yagi antennas is ±300
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the Yogi antennas aseeO tropospheric regions very close to the ground
where the microclimate plays the dominant role [16]. The Short Backfire
(SBF) antenna with a beamwidth of ± 150 does not cover these lower regi-
ons.

8) 360 MHz amplitude variations

Tropospheric effects can play an important role. This was demonstrated
by the ATS-6 RBE 360 MHz amplitude recordings obtained at Bozeman, Mon-
tana, with a multifrequencypolarimeter (MEPOL) receiving unit when
ATS-6 was located 940 W. [2].

ATS-6 RBE Bozeman, Day 32. 1975
. -45dB-

S" ... :.. -30dB- A.. ....... ....... ... .40

; - -33dB- -
-6dB -

in -- .30dB - ..... .... .. .. " A3 0 02 - r:: .014 T02 COUT A140!0 1U
S... . .24dB-

-33dB- " " : 4 _" _
i- " .A30 -- 3 OdB-7 3

- -27dB-

- -360 °

02 000U
~~1ii 80oW 04i 0 CU

71 0 o

Figure 3: ATS-6 R8E recording taken at Bozeman, Montana, USA

Figure 3 shows part of a recording taken on Feb 1, 1975 (day 32) at
Bozeman. Channel 3 displays the ATS-6 360 MHz carrier amplitude (inten-
sity) recorded with the multifrequency (MEPOL) receiver and a 1-element
Short Backfire antenna.
Channel 4 at this time was connected to a separate pheaelock receiver
with a X/2 dipole 't/4 above ground. Lde see amplitude (intensity) vari-
ations with periods between 1 and 3 minutes. The amplitude of these

Model calculations show that the amplitude variations are proportional:. to the wave frequency. Refraction effects in the ionosphere show an oppo-
site frequency behaviour. [173

.'.. Figure 4 shows a portion of a 360 MHZ amplitude recording obtained around

0600 UT on Nov 20, 1975 at Gillersheim.
The effect is clearly to be seen on the 360 MHz channel but neither the

~140 MHz amplitude nor the 40 MHz amplitude showed simultaneously fluctua-
tiona. If the effect would be due to the ionosphere we wou~ld expect the

~opposite behaviour. Thus we conclude - like in Bozeman - that these 360
'"", .),i 'MHZ amplitude variations are very likely caused in the troposphere. [ 16]

1 741 260

i, .i
I ,

100

S B atn .

Channel~ ~ ~ ~ ~ ,4. at thi tiewsconce.o eaat s-ckrcie-'" wit .... 2 dipol X " A, " abo ve+ g ---- i-u... se ampltud (inensity ri - aa1""



201 1. 1975 Day 324 ATS-6 RBE Gillersheim
dB-
25.6

6.20 UT6.0.0

Figure 4: 360 MHz amplitude variations of tropospheric origin

The occurrence of tropospheric effects observed on the 360 MHz amplitu-
de from Nov 1975 through Jan 1976 is shown in Fig. 5 together with
various ionospheric effects. The amplitude fluctuations at 360 MHz are
given by open rectangles. There is to be seen no dependence on daytime.

ATS-6 RBE 40-140-360 MHz Amplitude and Phase Fluctuations Gillersheim

November 1975 December 1975 Januory 1976

,TU' 4 A 8112 461224 T 0
2 46112 11 12224 QLJT0 2 4 6 8101214 16 1620?2 24

4' - 4, 4 A

'o,10 a .- 101

- ~12- 1 2

'4 14 1-
4i 1- 16-

201 20 * . 201 -

22' 22 -. 22-

24- 24-, 24.
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:Jtropospheric effects on the 360 MHz amn 4 ude

I scintillation events s+ f" MMz and/or 140 MHz and/or 360 MHz

y quasi-peric2_'_ fluctuations with periods between 1 and 60 sec.
The line indicates periods where ATS-6 data were available

II. Fluctuations caused by the ionosphere

In this section various types of fluctuations will be presented which -

as we believe - are caused in the ionosphere.

A) quasiperiodic fluctuations with periods less than 1 minute.

The occurrence of quasiperiodic fluctuations is shown in figure 5 by
small arrows. The quasiperiooic fluctuations with periods between 1
and 60 sec always occur during scintillation periods. [4], [8], [11],
[15].
The occurrence of clearly detectable scintillation events at 40 MHz
and/or 140 MHz and/or 360 MHz from Nov 1975 through Jan 19?6 is shown

in fig. 5 by black rectangles. There seems to be no dependence from day-
time and the maximum of occurrence seems to be in December. There are
many more events than were expected.

11111975 Day 315

-_O140

GD 41

(,D 141

A360

i A 141

. . . . . .. . .09 40
i~ ~ ~ ~ 0 ........ 50 UT

Figure 6: Quasiperiodic fluctuations at 40 MHz
Fig. 6 shows a portion of an analog recording with periodic fluctuations.
The analog recording - taken at Gillersheim on Nov 11, 1975 between 0940

UT - displays the following channels:
1) DD 40 (Dispersive Doppler 40 MHz or carrier phase 40 MHz)

2) DD 140 (Dispersive Doppler 140 MHz or carrier phase 140 MHz)
3) GD 41 (Differential Group delay 41 MHz or modulation phase 41 MHz)
4) GD 141 (Differential Group delay 141MHz or modulation phase 141MHz)
5) F 140 (Faraday rotation angle at 140 MHz)
6) A 360 (Amplitude 360 MHz)
7) A 140 (Amplitude 140 MHz)
8) A 40 (Amplitude 40 MHz)
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9) A 361 (AMplitude 361 MHz) 10) A 14.1 (Amplitude 141 MHz)
11) 1 hour markers 12) 10 minute markcers
Chart speed was 1 mm/sec. All channels have a chart width of 20 mm ex-
cept channel I that has 40 Mm chart width. Time is increasing from right
to left.

Resolution of the channel.:
1) DO 40 00 ... 3600 90 /mmi 2) DO 140 00 ... 3600 180/mm
3) (30 41 00 .. 3600 180/rn 4) GD 141 00 ... 3600 180/mm
5) F 1, . 00 ... 1800a 90/om 6) A 360 22 ... 28 dB 0.3 dB/m
7) A 140 24 ... 36 dB 0.6 dS/m 8) A 40 15 ... 45 dB 1.5 d8/u.
9) A 361 22 ... 28 dO 0.3 dB/m 10)A 141 24 ... 36 dB 0.6 d8/m

The cquasiperiodic fluctuations follow a time period when most channels
show fairly strong variations (scintillations). Between 0944. UT and
0947 UT about 20 periods at D040, 13041, and A40 are visible with s
decreasing period duration from 14 sec. to 5 sec. They are followed by
several further wave trains with periods between 3 and 4 sec.

4 Figure 7: Quasiperindic oscillations of the carrier phase
(dispersive doppler) measurements at 40 MHz (DD40)

Fig. 7 shows a portion of a plot obtained from a digital recording taken461
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at Nov 18, 1975 at Gilleraheim between 0312 UT and 0512 UT. The sampling
rate was 0.1 sec for A4O, A140, and DD40.
Between 0340 UT and 0450 UT quasiperiodic (ainusoidal) oscillations are
to be seen at DD40 with periods at a ,jat 1 min. duration.
The corresponding A40 channel shows zasiperiodlc fluctuations which
are different from these at DD40. We see that phase and amplitude mena-
aurements do not necessarily give always the same information.
The lower portion of fig.7 shows also other types of fluctuations bet-
ween 0530 UT and 0630 UT and between 0725 UT and 0825 UT. These fluctu-
ations are nonperiodic and are normally called scintillationo.[17],[18].

12.12.1975 Day 346 DO 40

OUT 1 2 3 4

8 9 10 1 12

12 13 _ 415 1
* ' 'i ' 

4 J)S, i....

, + ,+,\ i ' i".

20 21 22 23 24

I Fioure 8: DD40 variations at Gillersheim

5) Long-periodic fluctuations with periods more than five minutes

Figure 8 shows the OD40 variations between 0 and 27r on Dec.12, 1975

between 0000 UT and 2400 UT. The variations of DD40 produce a density
modulation as a function of time. Its meaning is shown in the next fi-

gure.
Figure 9 shows the DD40 variations between 0 and 2T/- on Dec.12, 1975
between 0800 UT and 1600 UT. Simultaneously the number of integer 2 Fi

I ; changes of DD40 is displayed together with 1/2 hour mean values and
2 hour mean values to work out the shorter and longer periodic fluctua-
tions superimposed on the daily TEC variations. It can be seen how the

" 4+ density fluctuations of the 0D40 variations correspond with the short

period fluctuations displayed by the 21' changes.
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12121975, Day 346 DD040 AT S -6 RBE Glerhe~m

400.

300

a VT 1 0 11 T2 3 is 5

Figure 9: DD40 variations in two different presentations

'1Figure 10: DD40 nighttime variations in two different presen-I tat ions
Figure 10 shows the DD40 data froum fig. 7 (Nov. 28, 1975) in a different
presentation. It can be seen that the 1 minute oscillations are super-
imposed on longer periodic TEC variations with a period of about 30 mi-
nuts, which are very likely caused by gravity waves [12] and which are
only clearly visible at DD40, due to the very high resolution of the
dispersive doppler effect DD40 (carrier phase) as compared to F140 and

GD141 etc. This is just one example out of many.
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MULTI-STATION INVESTIGATIONS OF LOW LATITUDE IONOSPHERE USING
LOW ORBITING AND GEOSTATIONARY SATELLITES

by

M.R. Deshpande , R.G. Rastogi R.V. Bhonsle , H.S. Sawant
K.N. Jyer1 , Bansh Dhar I, A.V Janve2, R.K. R1i2 , Malkiat 5
Singh , H.S. Gurm , A.R. Jain , B.N. Bhargava , V.M. Patwari
and B.S. Subbarao5 .

ABSTRACT

Some investigations of low latitude Ionospheric Total
Electron Content (TEC) in Indian zone using BE-B, BE-C, and
ATS-6 satellites are reported in this paper. The results may
be summarized as follows:

(1) Integrated production ratesat Ahmedabad (dip 340N)
calculated from the mean daily curves of TEC obtained from

*' BE-B and BE-C satellites show a semiannual variation with
equinoxial peaks and increase linearly with 10.7 cm solar
flux.

(2) The effective loss coefficient in the F region also
shows a seasonal variation with larger values around equinoxes
and lesser values around solstices.

(3) A conclusive evidence for the effectiveness of
blanketing type of sporadic E in producing satellite signal
scintillations is presented.

(4) TEC over the Indian sub-continent using ATS-6 mea-
surements is studied. Equatorial anomaly in TEC is described.

(5) Occurence of Traveling Ionospheric Disturbances
(TID's) and their movements are investigated using the network
of stations in India. TID's move north-eastward in morning
hours and reverse in the afternoon, with a speed of about 50
m/sec. The time of occurrence, amplitude and period of TID's
are also studied.

(6) A time sharing radio polarimeter and Dicke switched
radiometer were used to record ATS-6 signals at 40 and 860 MHz

I, at Ahmedabad. Observation of scintillations at both frequencies,
on a few occasions, is reported.

INTRODUCTION

For more than a decade using low orbiting satellites at
an altitude of about 1000, Total Electron Content (TEC) of the
Ionosphere has been studied at high, middle and low latitudes.
Although such satellites are superior in respect of study of
spatial variations, they lack the continuity of observations
and time resolution. Geostationary satellites have been used
at a number of middle and high latitude stations to study the
TEC (Garriott et al.1965,Titheridge 1966 and Mendillo et al.
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1970). At low and equatorial latitudes relatively sparse mea-
surements using such satellites have been made and these are
mainly again in African and American sectors (Garriott et al.
1965, Yuen and Roclofs 1967 and Yeb8ah-Amankwah and Koster 1972).
With the positioning of ATS-6 at 35 E longitude in mid 1975, a
unique opportunity has arisen to study the equatorial and low
latitude in Indian zone ionosphere in order to augment the in-
formation obtained from the S-G6 satellite (Basu and Basu 1971,
Rastogi and Sharma 1971, Somayajulu et al. 1972 and Rastogi et
al. 1973, 1975) and from previous near geostationary satellites
that drifted across our longitudes (Basu et al. 1975 and
Deshpande and Rastogi 1975). In this paper some new phenomena
observed at low and equatorial latitudes are presented using
results of ATS-6 satellite at a chain of stations in India and the
5-CGsatellite at Ahmedabad, Kodaikanal and Thumba.

EXPERIMENTAL SET UP

(a) For S-66 Satellite: The equipment consists of simple
half wave dipole antenna at 20 and 40 MHz, followed by preampli-
fier, receiver and paper chart recorder. All passes of both
the satellites BE-B and BE-C were analysed to obtain the Faraday
rotation at every minute during the pass at the stations
Ahmedabad (dip 34 N), Kodaikanal (dip 3.4 N) and Thumba (dip
0.40 S), all lying around 750E longitude.

(b) For ATS-S Satellite: Rotating antenna type polari-
meters at 140 MHz were set 0 at Waltair (dip 19 N), Bombay
(dip 250 N), Rajkot (dip 33 N), Ahmedabad (dip 34 N), Udaipur
(dip 35°N), and Patiala (dip 450 N). At Jaipur (dip 39 N), polar-
imeter of X, Y component type was set up. In addition a com-
plete ATS-6 receiving system was also set up at Ootacamund
(dip 40 N) in collaboration with NOAA, Boulder. The Faraday
rotation data is analysed at every 15 minutes for total electron
content studies and for special studies like solar flares
scaling at every minute or less was used.

RESULTS

(a) S-66 Satellite: Detailed study of TEC and equivalent
slab-thickness at Ahmedabad for a period covering half a solar
cycle from 1964-1969 was done by Rastogi and Sharma (1971).
Studies of TEC at Thumba and Kodaikanal did not show the noon
bite-out in TEC similar to the one in foF 2 ; but the latitudinal
variation of TEC obtained by combining the observations at
Kodaikanal and Ahmedabad did show the equatorial anomaly in TEC
with peak values of EC around 200N dip latitude (Rastogi et al.
1973, 1975). In this note some of the associated parameters
such as integrated production rate for an overhead Sun (Q ), the
effective loss rate (e) are investigated following the method
of Garriott and Smith (1965), Titheridge (1966) and Smith (1968).
Using the early morning build up rate of TEC, integrated pro-
duction rate Qo is given by QO =(JWT/ )Ch (X,H)where (,tJT/)dk.)SuNSE

is the slope of NT vs time curve at sunrise and CH (X,H) is the
Chapman function which takes up a value of 15 for a scale height
H = 50 km and X between 870 and 930. From the decay rate of TEC
after sunset, the effective loss rate is calculated using the
equation it

(NT)t = (NT) e (1)
SuNT4ET
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Defining t/aas the time required by NT to reduce to half its
value at sunset (approximately half life) we can write

= 0.693 (2)
t '/2

The seasonal variation of Qo obtained separately using the
northbound and southbound passes of BE-B and BE-C satellites
is shown in Fig.l. A semiannual variation in Qo with equi-
noctial peaks and solstitial minima is clearly seen for all
the years 1965 through 1967. This semiannual variation may
be explained in terms of semiannual variation of O/N2 ratio
seen by Mayr and Mahajan (1971) of amplitude about 1.5:1.0.
Having observationsover the period 1964 through 1969, the
dependence of Q on solar activity was investigated. The pub-
lished data of EC from Delhi is also used in this study. Qo
shows a linear increase with 10.7 cm solar flux with varying
slopes in different seasons which is seen from Fig.2.

The effective loss rate ' was calculated for different
months, and average values for the different months are shown
in Table 1. It is seen Irom Table 1 that ' also shows a
seasonal variation with summer values around 0.6 x 10- 4 sec -1
and equinoctial values of about 1.1 x 10-4 sec-1 .

Scintillations are seen at polar latitudes during day and
night and are known to be caused by irregular ionization due to
charged particle precipitation. At equatorial latitudes
Chandra and Rastogi (1974) have shown that scintillations are
well correlated with spread F and the night time scintillation
belt spreads over 1000 km centered at ±50 from dip equator. In
this paper evidence is presented for blanketing type sporadic
E patches causing day time scintillations. One such example
is shown in Fig.3 where the burst of deep scintillations seen
between 23.4 and 23.7 0N geographic latitude is caused by the
strongly blanketing type Esof critical frequency more than 7
MHzrecorded in the ionograms shown. This illustrates the
effectiveness of sporadic E patches in causing scintillations
by day and also shows that the Es patches are much less in hor-
izontal extent (about .50 of latitude) than spread F clouds.

(b) ATS-6 Satellite: The chain of ATS-6 receiving sta-
tions is shown in Fig.4. It can be seen that a latitudinal
coverage right from the dip equator (about 40 N) to and beyond
the equatorial anomaly region is obtained by this chain of
stations.

.Contours of constant elevation angles over a grid of lati-
tude versus longitude covering the Indian zone when ATS-6 is
at 350 E longitude over the equator are presented in Fig.5. It
can be seen that ATS-6 signals can be received at elevation
angles between 42*and 220 from the different stations in India.
Elevation angle is more dependent on the longitude of the station.

For correlating the TEC data obtained from ATS-6 satellite
with other ionospheric data like foF 2 , it is necessary to know
the sub-ionospheric point where the ray path crosses the iono-
sphere. This again varies with the height of the ionosphen con-
sidered. Therefore we have computed the ionospheric points
corresponding to different ionospheric heights from 100 to 500
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km in steps of 100 km and these are shown in Fig.6. The pro-
jection of the ray from ATS-6 to the different stations is also
indicated in the figure.

Another important parameter in deducing TEC from Faraday
rotation records i the magnetic field factor M = B Cos 9 Sec%.
This is generally computed at a height known as the mean field
eight. This is generally taken as 400 km for our latitudes.

We have the information of ionospheric TEC obtained from pre-
vious measurements using BE-B and BE-C satellites. From such
known TEC and the computed M at 400 km height we have calcula-
ted the expected Faraday Rotation at Ahmedabad at 40 and 140
MHz for typical solstital and equinoctial months of low sunspot
years. This is shown in Fig.7. For comparison with the actually
observed Faraday Rotation, the experimental measurements at
Ahmedabad from ATS-6 are also plotted (circles) in the diagram.
There is a good agreement between the two. This will also help
to remove the n 7 ambiguity in determing the absolute Faraday
rotation at any station.

Typical daily variation of Ag2/M (proportional to LTEC) are
now studied. The normalization with respect to A is done in
order to obtain the genuine latitudianal effect due to ionosphere
rather than being contaminated by geometrical effects. In Fig.S
a {tilca plot of Af/Fi i' giveh for the day 24 October 1975 for 140
MHz, at the different stations Ootacamund, Bombay, Rajkot,
Ahmedabad, Udaipur and Patiala. For comparison,we aIso pi.t4'oFl ob-
tained at Ahmedabad. The diurnal maximum is quite flat at
Ootacamund. As one goes to high latitudes, the amplitude of the
daily curves (and hence the diurnal range of TEC) increases
re ng maximum around Ahmedabad and with further increasesof
latitude, the diurnal range again decreases. This suggests the
equatorial anomal inthelatitudinal variation of TEC.

To further understand the latitudinal variation of TEC, the
daily maximum of AQ/M is plotted against the sub-ionospheric dip
latitude. It is seen that TEC reaches peak values around .40
dip latitude indicating the presence of Appleton an m ly.

Next we investigate the passage of TID's through Indian
sub-continent. Percentage occurrence of TID's at different
times of the day at the stations Bombay, Ahmedabad, Udaipur,
and Patiala is shown in Fig.10. TID's predominantly occur in
daytime with peak occurrence at about 1400 hr LT at all the
stations. The period of investigation is from 15 September
1975 to 15 March 1976.

The statistics of the occurrence of TID's with different
.periods and amplitudes is investigated next. Daytime and night-

time cases were separately treated. Histograms of TID periods
*4 for the stations Bombay, Ahmedabad, Udaipur, and Patiala are

given in Fig. 11, separately for day and night. It can be seen
that by day most of the TID's have a period of about 20 minutes
in all the stations. At night also a period of about 20-30

14minutes is predominant at Bombay, about 10-1.5 minutes at
Ahmedabad and Udaipur and no preferential period at Patiala.
The TID amplitude histogram is shown in Fig.12. By day, lower
amplitudes of AQZl0-200 is preferred while by night the spread
is large except at Ahmedabad where a predominant amplitude of
about 100 is seen.
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Daily variation of TID period averaged for the period 15
September 1975 to 15 March 1976, is shown in Figure 13. At all
the stations TID's have a period of about 20 minutes, roughly
constant throughout the day. The periods seem to increase
towards nighttime hours reaching values as large as 60 minutes.
These nighttime peaks are more visible at higher latitudes,
Patiala and Udaipur as compared to Ahmedabad and Bombay.

Daily variation of TID amplitude is shown in Fig.14.
Nighttime peaks in amplitude are seen at stations Bombay,
Ahmedabad, and Udaipur, but not at Patiala. The mean ampli-
tude of TID's is about 200 (A).

From the above studies of TID's the vector velocity of
daytime TID's is plotted in Fig.15. It may be noted that TID
propagation is dominantly in the northwest or outheast dir-
ection during daytime. The median speed is about 70 m/sec.

Vector velocities of nighttime scintillations are shown
in Fig. 16. The median speed is found to be about 140 m/sec
and the predominant propagation direction of TID's seems to
be eastwest.

In addition to these investigations, a time-sharing radio
polarimeter was used to measure the Stokes polarization para-
meters of ATS-6 40 MHz signals. These data contain informa-

r tion regarding the Faraday rotation; typically 30 to 40 rota-
tions from the time of layer-sunrise to that of maximum electron
content were observed. This amounts to a total ionospheric
electron content of the order of 4 x 1017 electrons/m . There
were indications of large-scale ionospheric irregularities
manifested by variations in the Faraday rotation rate.

From Fig.17 it can be seen that scintillation is normally
weak as seen on the I-channel on 9-1-1976 in the post midnight
period. Of particular interest is the evidence that scintil-
lations were seen to start simultaneously with the commence-
mentofa magnetic storm in the presunrise period on 1.0-1-76.
On the following night, strong scintillations with fast fading
rates were observed throughout the night. After sunrise on
11-1-76, it is found that the fading rate was considerably
reduced.

Table 1
Effective loss rate at Ahmedabad (W')

for different months

Month

January 0.85
February 1.10
March 1.10
April 0.50
May 0.55
June 0.65
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Table 1 , CotoJ

Month

July 0.90
August 0.95
September 1.10
October 0.65
November 0.63
December 0.60
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altitude. 00 indicates measured Faraday
rotation from ATS-6 at Ahmedabad*
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ATS-6,140MHZ TID
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Figure 11 : Hitogram of TID period at Boubr, Abmedabad,
Udatpur and Patiala.
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ATS-6,140 MHz
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Figure 12 1; Histogram of TIL amplitude at Bombayr, Abmdabad,
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ATS-6 140 MHz
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Figure 13 :Daily variation of TIbJ period at Bombay,
Abmedabad, Udaipuar and Patiala.
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DAILY VARIATION OF (6fl) OF TID
ATS-6,140 MHz
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Figure 14 s Daily variation of T11 amplitude at Bombay,
Ahmedabad, Udaipur and Patiala.
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Figure 15 s Polar diagram of TID velocity vector durlir
daytime hours.
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Figure 16 j Polar diagram of TI]) velocities vector

* during nighttime hours.
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IIEA3URE4.P.NTS OF EQUATORIAL IONOSPHERE IRREGULARITIE-3 WITH T1E13
IROE IRJ'LTiFREQUENCY RECEIVING STATION AT SAN MARCO nANGE IN
KENY A

F.Bertini, M.T.de Giorgio, P.F.Pellegrini
Istituto di Ricerca sl1e Onde E1ettromagnetiche, C.!.R.
Firenze, Italy

P.Bruscaglioni, G.Fiori
UniversitA degli Studig Firenze, Italy

During the periods December 74 January 75 and July 75 3cp-
temb.or 75, a receiving station, assembled at IROE was used at the
Italian Equatorial Range San Marco in Yer.ya (40011,4'E, 2o59,6'1)
-to receive the signals of the orbiting satellites Intasat and
Intercosmos 12 and of the ATS-6 geostationary satellite.

The station is assembled in a standard contairner and can
receive simultaneously the signals from the satellites, through
a group of different antennas. A cross dipole was used for the

40 IflATz band.A 4 cross Yagi (6 elements) antenna was used for the
140 I}Hz band. A 6 cross Yagi. (8 elements) antenna vras used for
the 360 MHz band.

I. Figure 1 shows the block diagram of the station. A single
reference oscillator at 1 Miz is the basis of the whole RF sec-
tion, which is completely sinthcsized. A computer (HP 2100A) con-
trois the operation of two RF receivers with respect to frequen-
cy, bandwidth, gain and choic3 of the receiving mode.

The computer takes into account the frequency shift due to
Doppler effect by chaniing periodically thr- frequency of the re-
ceivers. The computer also controls the A/D converter connected
to the output of the receivers. The received signals are recorded
on digital tape together with time information. The computer also
controls the multiplexer, which selects the antennas to be elec-

:. trically connected to the station. During the campaign the beacon
signals of Intercosmos and Intasat satellites were recorded for
about 70 passages. As for the ATS 6,30 records each about lh long
have been obtained.

Fig.2 shows an example of the ATS records in a quick-look
form representation (one point in the drawing represents an ave-
rage over 1 second). One of the two channels was on a fixed fre-
quency, the lowest beacon frequency, while the other channel is
switched for the other 12 beacon frequencies, once every 30 se-

' tends.
Fig.3 is an analogous quick-look representation for an or-
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biting satellite (Intercosmos: 40 IHz upper channel, 41 131z low
er.. channel, night passage).

As the analysis of the data has just only begun, we only
say that our purposes are to study the scintillation of phase
and amplitude and to connect scintillation, when it is possi-
ble, to the caracteristics of the ionization irregularities.

Then, as allowed by the recorded signals at the different
beacon frequencies of ATS-6, we will study the communicttion
channel, throughthe determination of the time-frequency correla.
tion function of the complex envelope, and of the scattering
function of the channel.

As a first example of the work we refer to Fig.3 and to
the analysis of scintillation of amplitude and phase. During
the reception, after conversion of the beacon freqvency to few
hundreds Hz, the signal was sampled at a frequency of 6500 sam-
ples per second. For our analysis first the real part and the

imaginary part of the complex envelope of the signal have been
evaluated by multiplying the samples by cosw t and by sin0 t
respectively, where4 is an estimation of th low frequency
carrier frequency. A iow pass digital filter was then used.
The amplitude and phase of the obtained complex envelope was

then evaluated. As for the phase yet one has to take into ac-
count the fact that a residual low frequency (few tenths,
ore-say-111z) is still present after filtering, together with
a doppler shift, giving a continuous variation of phase to

which random oscillations (scintillation) in superimposed. We
tried two type of corrections: a linear correction for very
short periods of time (1/3 second) and a second order polyno-

mial correction for longer periods of time (5 seconds).
Fig.4 shows the variance of phase (dots) and the normali-

zed variance of amplitude (crosses) after this second type of
correction.

Each circle and each cross represent the average over an

interval of 5 seconds.
The power spectra of phase, obtained after linear detren-

ding are shown in figure 5. The spectra shown are evaluated
for successive intervals of time of 20 seconds (time is gro-
wing from spectrum 1 to spectrum 7). Small oscillations in

spectra are smoothed out. One has to note that linear or se-
cond order polynomial correction of phase led to practically
the same spectra only for frequencies higher than 1-2Hz.
Lower frequency spectra resulted substantially different.
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VHF Scintillation Observations at Calcutta with

Orbiting and Geostationary Satellites

S. Basu, S.K. Guhathakurte,
G.N. Bhattacharyya and A. DasGupta

Institute of Radio Physics and Electronics
92 Acharya P. C. Road

Calcutta 9, India

Abstract

The results of VHF scintillation observations carried
out at the Ionosphere Field Station of Calcutta University
(Geographic lat: 22058' N, long: 88"30' E; Dip lat: 17021 . N)
during the period November - April, 1972-73 and August to
October, 1975 are reported. 136 MHz transmissions from
Intelsat 2F2 located to the south of the station, 137 MHz
from ATS-6 in near westerly direction as well as 40 MHz
transmissions from orbiting satellite Intasat were received
at the station. The results indicate that the occurrence
of scintillations > 3 dB at 40 MHz did not exceed 20% in
the pre-midnight hours (when Intasat transits occurred)
whereas in the telemetry channels at 136 and 137 MHz the
occurrence was lower than 5%. Even though the occurrence
was low, scintillations were found to be intense, attaining
levels as large as 9 dB at 136 MHz. From a combined
study of scintillations with orbiting and geostationary
satellites the spatial extent of the irregularities and
their characteristics have been derived.

Introduction

The Field Station (Geographic latitude: 220S8' N,
longitude: 88"30' E; Magnetic latitude: 17021' N) of the
University of Calcutta is located below the northern crest
of equatorial F2 anomaly. As such, the equatorial
geomagnetic control plays a prominent role in governing
the plasma transport from the magnetic equator to
ionospheric locations in the vicinity of the station. Prior
to 1971, orbiting beacon satellite transmissions at the
low frequencies of 20 and 40 MHz were only available to the
Indian observers. Explorer 22 and 27 observations in
1966-1969 indicated that 20 and 40 MHz scintillations are
observed at the station primarily during the summer months
(Bhar et al., 1970).although other equatorial stations
have recorded an equinoctial maximum. During 1971-1972,
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observations at a higher frequency namely, 136 MHz, could be
carried out at the station on a continuous basis when Intelsat
2F2 made its transit over the Indian longitudes. A very low
occurrence of 136 MHz scintillation during November, 1971 to
April, 1972 was reported (Basu et al., 1975). Since August, 1975

136 MHz transmissions from Intelsat 2F2, drifting across the
longitude of the station, and 137 MHz transmissions from ATS-6
at 35" E longitude could be received at the station. The above
observations have been supported by 40 MHz scintillation
studies carried out with the help of orbiting satellite
Intasat. The continuous observations of the geostationary
satellites were used to obtain the percentage occurrence of
136-137 MHz scintillation. The observations of the orbiting
satellite Intasat, transiting between 1800-2100 local time,
were used to obtain the distribution of irregularities of
electron density causing 40 MHz scintillation.

Results

Figure 1 shows sections of data exhibiting scintillations

at 136 and 137 MHz. The top channel shows scintillations
on 136 MHz Intelsat 2F2 transmissions received with a rotating
yagi antenna. The two bottom channels of the figure exhibit
Intelsat 2F2 signals received with a rotating yagi antenna
and 137 MHz transmissions received from ATS-6 with a circularly
polarized antenna. ATS-6 was viewed nearly to the west of the
station and Intelsat 2F2 to the south. Scintillations due to
a sharp edge irregularity may be viewed on ATS-6 channel in
addition to the random type of scintillation. The characteristic
sudden onset of scintillation may be noted in all cases. The
decrease of ATS-6 signal level has been caused by the movement
of the satellite antenna at this time. It may be mentioned
that the fading period of scintillation is about 4-5 seconds
for strong scintillation but is as large as 40 seconds when

scintillations are weak.

.1 Figure 2 shows the percentage occurrence of 136 and
137 MHz scintillations > 3 dB obtained during November-April,
1972, 1973 and August to October, 1975. It is found that the
occurrence of 3 dB scintillation at 137 MHz does not exceed
5% at the station during the above period.

It is interesting to note that the global model of
equatorial scintillations recently developed by Basu et al.
(1976) on the basis of in-situ measurements of ionospheric
irregularities indicated a remarkable longitude variation of
equatorial scintillation. The low occurrence of scintillations
at this longitude is in agreement with the model which also shows
that over the African sector a station with a similar magnetic
latitude would have observed 3 dB scintillations at 140 MHz for
60% of the time.
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During the above period of August-November, 1975, when
continuous observations of geostationary satellites were
carried out, the transits of orbiting satellite Intasat
occurred between 1800-2100 (82 E time). Figure 3 shows the
portions of subionospheric track (400 km altitude) over which
40 MHz scintillation was obtained. The figure shows that the
irregularities are mostly localized towards the north. An
east-west asymmetry in the irregularity distribution may also
be noted. Let us consider that the irregularity patches in
the north are confined within magnetic field tubes and that
the irregularity amplitude, AN/N, (AN, the electron density
deviation and N, the ambient electron density) is preserved,
as is usually assumed, when the irregularities are mapped
along field lines. As these field lines are traced southward
(i.e., equatorward) the field lines map higher in altitudes where
the ambient N is reduced. The assumption of constant AN/N
requires a proportionate reduction of AN. The reduced value
of AN is probably insufficient to cause scintillations towards
the south of the station. It is to be noted that the northern
patch of irregularities would correspond to those in the
topside portion of the ionosphere above the magnetic equator.
The southernmost location viewed from Calcutta corresponds
to a magnetic latitude as low as S N. The low occurrence
of irregularities at this position indicates that the width
of the equatorial belt of strong scintillation is indeed very
narrow in this longitude zone for the above period of
observation.

Considering that the irregularities which give rise to
strong scintillations at the magnetic equator are located
around the F peak, the narrow width of the scintillation belt
signifies a limited irregularity layer thickness above the
magnetic equator in this longitude zone. The northern
irregularity patches observed from the present station
probably indicate the presence of isolated irregularities at
altitudes greater than 700 km above the magnetic equator.
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Daytime VHF Scintillations at Huancayo, Peru and

their Possible Relationship to the Equatorial Electrojet

S. Basu*
Emmanuel College
Boston, MA 02115

Jules Aarons
Air Force Geophysics Laboratory

Air Force Systems Command
Hanscom AFB, MA 01731

Abstract

Daytime VHF scintillation observations at Huancayo,
Peru, during February to May, 1975 indicate that it is a
regularly occurring phenomenon and is possibly related to
the equatorial electrojet. The level of daytime scintillation
at 41 MHz is typically of the order of 10 dB peak-to-peak
and I dB at 140 MHz. On certain days, the scintillation
is, however, found to be inhibited. The spectral index of*1 daytime scintillation has been shown to depend on the
level of scintillation.

Introduction

The characteristics of nighttime VHF scintillation
near the magnetic equator caused by the irregularities of
electron density at F region heights have been well documented
(Aarons, 1976 and references therein). On the other hand,
the daytime VHF scintillation at this location, though
less intense, has not been fully explored. It is found,
however, that daytime V11F scintillation near the magnetic
equator is a regularly occurring phenomenon except on a
few days. The most viable portion of the equatorial
ionosphere where plasma irregularities are generated
during the daytime corresponds to the altitude range of
100-110 km where an intense equatorial electrojet current
is located. The presence of irregularities in this region
is revealed in equatorial sporadic E (E ) signature on
ionograms. In recent years, the powerfu Jicamarca radar
facility, capable of covering the frequency range of
15-150 M1Uz, has been used to make an extensive study of
the irregularity characteristics in this reigon (Balsley
et al., 1976)

*On leave from the University of Calcutta
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Since backscatter radars are only sensi'ive to the

irregularities having scale lengths one half the transmitted
* wavelength, the E echoes obtained by conventional

ionosonde provideSnformation on irregularity wavelength
of 30-300 m. whereas Jicamarca radar operated between IS-
ISO Milz probes the irregularities with wavelengths ranging
between 1-10 m. On the other hand, the scintillation
experiment being sensitive to irregularity wavelengths
of the order of a Fresnel dimension, 41 and 140 MHz
scintillation observations effectively sample E region
irregularities having scale lengths of the order of
O.S-1 km.

Results

Figure 1 shows daytime scintillation data at 41 MHz
obtained from ATS-6 at Huancayo, Peru on April 28, 1975.
The three sections of the figure correspond to three
intervals of time on the same day. The left hand section
corresponding to local noon exhibits intense scintillation
at 41 MHz with a peak-to-peak fluctuation of 13 dB.

Figure 2 shows the typical features of daytime VHF
/ scintillation at lluancayo. The top panel shows the diurnal

variation of scintillation index (SI) at 41 MHz and
140 MHz on successive days covering April 25-29, 1975.
On April 27, the transmission was interrupted for the major
part of the day and the limited data is not shown. From
the figure it may be observed that daytime scintillation
was consistently present on successive days at both
frequencies between 0600-1800 (75°W time). This time period
coincides with the daytime equatbrial electrojet activity.
The SI index at 41 MHz ranges between 70-901 corresponding
to a peak-to-peak fluctuation of 7-13 dB. At 140 MHz, the
SI index is found to range between 1-1.5 dB. The departure
from the normal daytime scintillation behavior is shown
in the bottom panel of Figure 2. It may be observed that
although normal daytime scintillation was observed on
March 19 and March 21, no conspicuous sc'ntillation was
present on March 20 and March 22. The ini.ibition of
daytime scintillation is probably related to a weakening
of electrojet activity (Mlatsushita, 1957; Knecht, 1959;
Egan, 1960; Rastogi, 1976).

From simultaneous measurements of scintillation at
41 and 140 Mliz, the frequency dependence of daytime
scintillation was studied. The spectral index, n, of the
theory based scintillation index S was derived from the
relation S4 a: f-' , where f is thle 4frequency. Figure 3
shows the variation of spectral index T1 with S4 index at

4V
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41 MIz as obtained from an analysis of five days observa-
tions. It is interesting to note that the spectral index,
n, varies from a value of about 0.6 to 1.2 with an increase
of S index at 41 MI1z from 0.2 to 0.4. It has been shown
(Lov~lacc et al., 1970; Jokippi and ilollweg, 1970) that
for weak-scattering, the spectral index of scintillation,
n1 - (p+2)/4 where p is the spectral index of the 3-dimensional
power-law irregularity power spectrum. Based on this
relation, the plot in Figure 3 indicates that the irregularity
power spectrum is very flat at low levels of scintillation
but tends to a value of 3 at increased levels of scintillation
satisfying the weak scatter criterion.

Simultaneous studies of VHF scintillation, equatorial
sporadic E and radar backscatter are being conducted to
obtain information on the characteristics of daytime
ionospheric irregularities over the magnetic equator with
scale lengths ranging from a meter to a kilometer.
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SATELLITE k6EACON STUDIES OF GLOIJAL F-REGION

DISTURBANCE EFFECTS

Michael Mendillo
As tronomy Depar tment
[Goston University

Boston, Massachusetts U2215

ABSTRACT

Satellite radio beacon observations have made a i;aajor

contribution to the geophysical sciences In the area of
solar terrestrial disturbances. The monitoring of ViIF
signals from geostationary satellites has provided a ,ost

effetivewayto study solar flare and geomagnetic storm
induced perturbations upon the Ionospheric F-region. A high
time resolution, relative accuracy, and potential for data

jcontinuity ,ake the satellite beacon measurements a valuable
tecnnique for the specification of ionospheric disturbances.

1 ~The present review concentrates on the use of the
satellite beacon derived paraneter total electron content
(TEC) as a means of stuJying F-re;,lon plasa disturbance
effects. A semi-global network of TEC .onitorin,; stations
has presented the most detailed morphology of an F-region
solar flare effect recorded to date (7 August, 1972), and asummary o: these observations Is presented. The satellite
beacon corimunity has also :iade significant contributions to
the study of magnetic storm effects upon the F-region. Two
.3pproaches have been used: (1) the construction of "average
stor;i patterns" at a single site, and (2) the "case study"
approach of describing a few particularly large events as
observed uy a network of stations. Both of these schemes are
reviewed, as applied to large geomagnetic storm-induced
perturbations. Finally, attention is drawn to the ;reat
potential of using the ATS-b satellite to study stori~
effects in the plasmaspheric content. This area is in its
infancy, and thus future work should add appreclably to our
understandin 6  of the coupled ionosphere-plasmasphere
response to geomagnetic disturbances.
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1. INTRODUCTION

Since the first days of the Space Era, satellite radio
beacon transmissions have been used to study the behavior of
the propagation medium they traverse. In addition to
specifying quiet-time or "normal" ionospheric morphology,
satellite beacon observations have made significant
contributions to the study of F-region disturbance effects.
At least five areas are particularly well documented: (1)
radio scintillation studies of F-region irregularities In
electron density, (2) atmospheric gravity wave
Investigations using total electron content TID data, (3)
solar flare effects upon the Ionosphere, (4.) geoinagnetic
storm associated disturbances upon the ionosphere and
plasmasphere, and (5) artificial modification effects upon
the F-region.

in this brief review, only topics (3) and (4) will be
touched upon. Time does not permit a complete docunentation
of all those who have made contributions to these areas; the
figures and references chosen are thus intended to be
Illustrative of the type of investigations carried out Uy
the satellite beacon community, but in no way constitute a
definitive sutinary.

Satellite beacon studies of the ionosphere are now
chiefly made using signals from geostatIonary satellites.
Faraday rotation, differential Doppler and group-path delay
techniques furnish integrated electron content data for the
study of F2-region disturbances over seni-global regions.
These measurements distinguish thenselves fron other
ionospheric diagnostic techniques in three main ways: (1) a
very high time-resolution capability, over long periods of
time, at a fixed location, (2) a high relative accuracy
(<1 ) of nceasurement upon an absolute capability of about
10%, and (3) no loss of data due tc, the severity of the
event under study, obviously a necessity for the
investigation of solar-terrestrial disturbances.

II. SOLAR FLARE EFFECTS

The most complete description of a solar flare effect
upon the F-region was presented through the collaborative
efforts of the satellite beacon community (ilendillo et. al.,
1974). The event of 7 August L972 was nmonitored along LJ
separate ray paths spanning the latitude range 5*.4N to 62.3N
and the local time period J60J-1100. The sudden increases in
total electron content (SITECs, a term first auggested by
Matsoukas et. al. (1912) fur an effect first documented by
Garriott et. al. (1967)) were in the range 1.8 to
i.6xLOlel/ma. The individual events (shown in Figure 1),

i
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when examined in detail, showed several new facets of SITEC
morphology.
(1) The magnitude of the flare Induced total content

enhancement, 6TEC, showed a correlation with the geographic
latitude of the subionospheric point, and not with the
zenith angle (W) at the sub-ionospheric point, as would be
preuicteji by simple production function ,iodels (see Figure
2).
(2) Simultaneous measurements made at the incoherent

scatter facility at Millstone 11111 showed that the height
distribution of the electron concentration enhance-.ents
responsible for the overall ATEC extends throughout the
Ionosphere, and is not limited to heights below hmF2.
(3) Iligh time resolution of the rate of change of TEC

during the flare showed a remarkable correlation with
simultaneous solar radio burst data in the gm-range. Since
dTEC/dt relates directly to the solar production function
(q), the correlation presented in Figure 3 points out how
well the 35,OUO MHz behavior describes the solar EUV and
X-ray burst characteristics responsible for the SITEC.

More recent advances In the description and simulation
of SITEC events are dealt with in the paper by Lonnelly et.
al. (197G). The incoherent scatter study of the 7 August
Iv7Z event showed that significant thermal and plasma
dynaoic effects contibute to the overall SITEC (Mendillo and
Evans, 1974). The computer simulation of these effects are
actively being pursued (Donnelly (1976), Oran et. al.
(1976), Antoniadis, private communication).

11i. GEOMAGNETIC STORM EFFECTS UPON THE IONOSPIERE

The response of the F-region to magnetic storms has
been one of the main areas studied by ;eostationary
satellite techniques. Most of these studies were mdde using
Faraday rotation measurements of TEC. The clear
demonstration that the F-region experiences both positive
and negative phases depending upon storm-time, local time,
season and latitude has been a well documented achlevement
of recent years. While it is naive to search for the "single

-. nechanism" responsible for ionospheric stor.dis (in the sense
of ciiousing electrudynaijic, neutral w Ind or composition
changes as the exclusive agent for disturbance effects),
there is a ;ruwing cabe for suggesting electrodynaiic drift
effects as the primary cause for the positive phase at
mid-latitudes and neutal composition variations as the chief
source of the Ne depletions found durin5 the negative phase.

The construction of average storm patterns at a singlesite has added to our knowledge of domilnant characteristics
and .iechanisms operatinm, at different locations. Figure 4
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I
gives average TEC patterns for mid and low latitude stations

(Sagamore Hill, Massachusetts, and Honolulu, Hawaii). These
two sites have received the ,iost extensive analysis to date
for Ionospheric storms (Mendillo and Klobuchar (1f74), Huang
et. al. (1974), Basu et. al. (1975). The type of local time
(SD) analysis shown in Figure 4 should be pursued since
average patterns according to storm-time (Dst) or simple
correlations with magnetic indices (such as Kp) rarely add
physical Insight to the discussion.

To understand inore fully the global aspects of the
electrodynamic, neutral wind and thermal mechanisms

* operating during storms, multi-station and seni-global
networks of stations studying the same events are needed.
The satellite beacon coimunIty has, In fact, alreaJy carried
out several excellent studies in this area. Figure 5 gives
the local time patterns for two mid-latitude stations
(Sagamore Hill (Hamilton, MA), L=2.8 and Stanford (Calif.),
L1-.7) using the same 28 storm period in 196/-bU described
by Mendillo (1971). Note that the two stations exhibit both
positive and negative phases. The nighttime effects are
particularly Interesting in that the recurrent post-midnightminima at L-2.8 correspond to recovery periods at L-1.7. The

severe latitudinal gradient thus evident suggests that
strong trough/plasmaphere dynamics are confined to a narrow
uand of upper ild-latitudes. Figure 6, taken from Lanzerottl
et. al. (1975), compares the L-2.6 response Oith
simultaneous Arecibo data (L-1.4) for 12 storm periods from
1968-1970. While the Itamilton SD curves in Figures 4, S, and
6 are all in basic agreement (showing a definite long-term
consistency at that site), the L-1.7 (Stanford), the L-1.4
(Arecibo), and the L=1.1 (Honolulu) results from Figures S,
6, and 4 do not fit into an obvious latitudinal pattern. The
storin-time response of the equatorial to lower oid-latitude
Ionosphere is complicated by motions of and longituJinal
asymmetries in the so-called "Appleton Anomaly." The
equatorwards extent of storm-induced co.aposition changes and
neutral winds further complicates the attempt to outain
"characteristic norphologies" as consistent as those found
at upper mid-latitudes. iuang et. al. (1974), in fact,
reported that their analysts of 72 weak storms (Ap < 3u)
yielded more well-defined SD patterns than their analysis of
29 strong storms (Ap > 30).

The r s t extensive analysis of the SD (TECO
characteristics for the sane set of storms as observed at
different stations has been carried out by Hearn (1J74). A
total of 23 storms (both weak and strong) were used to
obtain LT patterns at 11 western hemisphere station spanning
longitudes from 67. 1W (Arecibo) to 160. 6W (Cold Bay,
Alaska), and magnetic latitudes 55 (Edmonton) to i0e
(Honolulu). Several features coming from their study are:
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(1) Nearly all of the SD (TEC) average patterns, with the
* exception of Honolulu's, exhibit the dusk sector enhanceient

i;, I discussed by Mendillo et. al. (1970) and Papagiannis et. al.I (1j71).

(2) The enhanced periods for stations showing the dusk
effect in ATEC on the first day of the storm all begin near
the same LT, but the lower latitude statluns maintain the
enhancement longer.

(3) The SD (TEC) patterns for two stations at the same
magnetic latitude (Urbana and Cold Bay, 480 geomagnetic)

* suggest that there exists soile longitudinally dependent
enhancement mechanisil. that accounts for the earlier starting
and longer lasting enhancement in TEC at Cold Bay with
respect to Urbana.

The comparison of average storm patterns derived fro.1
the same set of storms as recorded at several stations is
not the only way to study global F-region storm effects. An

I equally valid approach is to examine individual events from
Ia large network of stations. There have ueen at least five

"Great Storms," studied in thIs way by the satellite beaconFl communi ty:
(1) The 15 June, 1965, event has been reviewed Uy

Somayajulu (1972).
(2) The 25 May, 1367, event first drew attention to the
large TEC enhancements which occur near dusk (Goodman, 1968;
see Somayajulu (1971) for a raview of this stormi).
(3) The 7 March, 1970, event instigated the first "joint

study" of TEC storm effects (Klobuchar et. al., 1970) by the
satellite beacon community. The TEC data collecteo for this
event was confined to northern latitudes in the American
sector. It pointed out a reoarkable longitudinal gradient in
the daytime response to the storm suggesting that strong
heating effects, beginning near local sunrise, can cause
F-region loss enhancements to be so large as to overpower
the positive phase mechanism which clearly dominated the TEC
response at easterly longitudes (see Figure 7).

(4) The 17 December, 1971, period was the most widely
documented TEC storm event stuiied to date (Sch6del et. al.,
1J74). !t exhibited the largest positive phase enhance;ient
ever recorded at many of the individual stations.

(5) The 17 June, 1972, storm period was monitored by a
similar network of 2U sites, but its full description has
not yet been reported.

The study of individual storms can be used to check
aspects of the statistical studies described earlier. For
example, the Illinois study (Hearn, 1974) suggested that the
beginning and end of the positive phase afternoon TEC
enhancenent had a longitudinal dependence. The global data
set for 17 December 1971 and 17 June 1972 were used to
examine this possibility. At American longitudes, both
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storms produced large TEC enhancemients which had extremely
well defined temporal peaks. For both events, the peaks of
the enliancenents were plotted on a longitude vs. local time
grid (see Figure 8). If the time of the OTEC maximum depends
only on LT, then all points should fall on a vertical line,
above say 170U LT. If the ATEC maxima occurs at the same
instant of storm-time (say, perhaps, during the most
magnetically active UT-period), then all points would fall
along the diagonal froma upper left to lower right. In Figure
8, the analysis for December 1971 shows a strong clustering
along the single storot-time (i.e., same UT) diagonal. For
the June 1972 case, however, an opposite type of diagonal is
observed, indicating a definite longitudinal dependence in
the peak of the ,TEC enhancements.

IV. SUBSTORM EFFECTS IN TEC

The study of magnetospheric substorm effects upon TEC
is an area of growing interest. The initial studies made by
Essex and Watkins (1973), .likkelsen (1975) anJ Mendillo andKlobuchar (1975) Indicate that the F-region's sensitivity tosubstorms is a strong function of latitude. The effects are

much smaller in magnitude and shorter in duration than large
storm effects--- usualIy taking the form of nighttime
increases in TEC.

In satellite beacon studies of substorm effects,
particular attention must be paid to the .;eomnetry of the
satellite-station ray path. A geostationary satellite signal
arriving at high latitudes often crosses regions of the
ionosphere dominated by a trough and/or auroral
precipitation regions. These effects occur at different
heights along the ray path, and the TEC data integrates
through them. Yet, the different signatures of E and F
region contributions to TEC enhanceiients can, in principle,
ue used to infer the spatial as well as teiporal development
of substorm effects. Several "case studies" of substort
effects in TEC are currently being organized by the
satellite beacon community.

V. PLASMASPHERIC STORMS

The Radio Beacon Experiment (RBE) package placed on
board the ATS-b satellite ushered In a new era for satellite
beacon studies. The great promise of the ATS-6 experiments
Is the determination of so-called "plasmaspheric contents."
In principle, the AT3-6 group-delay experiment gives the
Integral of the electron densities along the entire length
of the station-satellite ray path (called the total content,
NT). The ATS-6 Faraday rotation experiment also gives an
integral measure of electron densities along the ray path,
but an Integral weighted by the geoiagnctIc field. The rapid
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fall-off of the magnetic field strength with distance
results in the Faraday rotation experiment being basically
insensitive to electrons above the height of a few thousand
kilometers. The measurement thus determines the ionospheric
electron content, denoted N. The substractlon of NX from NT
(both simultaneously determined along the same ray path)
offers an attractive scheme to determine the "plasmaspheric
content (Np)" ' --- the integral of the number of electrons in
the Interesting region which begins above the Ionosphere and
extends to L-6.6 (geostationary orbit).

The Initial results of this experiment (Davies et. al.,
1975, Soicher, 1976), as well as those presemted in detail
during this Symposium, show soe very interesting (and
sometimes confusing) results. The main problen. encountered
in deriving Np lies in the evaluation of NX. The traditional
sche.ie of converting the measured amount of Faraday rotation
to the ionospheric content via a constant conversion factor
seems to break down for the high degree of accuracy needed
to get Np by subtracting N, from NT. The main uncertainty
contibuting to variations In the conversion factor is the
shape of the Ionospheric Ne(h) profile. The prubi)ea is not
too severe for the derivation of average or monthly median
Np results, but can Introduce significant uncertainties' ( during g;eomagnetlcally active periods wnen the Ne(h) profile
shape is known to vary substantially.

Almeida (1974) was the first to present plasmaspheric
L* storm effects derived froai satellite beacon techniques.

Using the Faraday/differential Doppler experiment on ATS-3,
definite evidence for the shrinkage of the plasmasphere
following a S$C was presented. An initial study of Np storm
effects using ATS-6 (Soicher, 197G) shows a remarkable
similarity between the Nr and Np phases of the storm-induced
variations. Davies et. al. (1975) examined the same storm
period (14-15 September, 1974) and reported no appreciable
change in plasmaspheric contents. Several more studies are
obviously needed in order to establish Np storm morphology
and the role the underlying Ionosphere plays in determining
the observed behavior.
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FIGURE 1. Changes in Faraday rotation associated with the
solar flare of 7 August, 1972 (from Mendillo et. al., L974). I
FIGURE 2.(a) A comparison of the observed SITEC and the
curresponding solar zeni th angles at the subionospheric
points on August 7, 1J372; triangles stations in the western
United States; dots, stations in the eastern United States,
Canada, and Greenland; crosses, stations in Europe and
Africa. Local time, 0bOU-17UC; geographic latitude, 5t6JN.

FIGURE 2.(u) A comparison of the observed SITEC and the
corresponding latitudes of the subionospheric points: dots
stations In eastern United States, Canada, and Greenland
(O9O-1OO LT); crosses, stations In Europe and Africa
(140u-1700 LT;; tLLanzies stations in the western United
States (063U-0320 LT). (frot" MehJfi e+ al.,1979) .I . FIGURE 3. A comparison of the rate of change of TEC along
the Boulder-ATS1 ray path with simultaneous measurements of
the August 7 radio burst at 35,UO MHz.(fr-- Me 4 i ef 21.,197).

FIGURE 4. Average local time patterns for the storm response
(SD) of TEC at (a) Sagamore Hill, Massachusetts derived from
75 strong storms (Ap > 30), (b) Honolulu, Hawaii, for 72
weak storms (Ap < 3U).(fro. Huahfetai.,1q74)

FIGURE 5. SD (TEC) patterns for 28 storms derived from
stations at Sagaiaore Hi 11, Hamilton, Mass., and Stanford,
California.

FIGURE 6. SD (TEC) patterns for 12 storms derived from.
stations at Sagamore HI l, HamIlton, Mass., and Arecibo,
Puerto Rico (from Lanzerottl et. al., 1975).

FIGURE 7. TEC observations r,lade from a network of stationsIn the western hemisphere during the large magnetic stor,, of
8 March 1J70 (froni Klobuchar et. al., 1971).

FIGURE 8. The time of the diurnal TEC peak on the storm days
of 17 Ueceiaber, I971, and 17 June, 1972, plotted on a
longitude/local time grid (see text). Station code: 51 -
Sagamure Hill, UR = Urbana, BO Boulder, ST - Stanford, FC
- Fort Collins, CL Clark Lake, ROS Rosrian.

* 316

I,



- V FIGURE 1

BOULDER ODN.04A

(11 140D0 S 1 600 I70 UT

1400 1S00 1600 UT 1700 UBN

FT COLLINS

140 500 1600 UT 1700

400 1500 ISCI0UT 1700

GRE ENBELT

CLARK LAKE

'1400 150 600ULT 1700 140 1 1600 UT 1700

THULE AINERYSTWY IM

1400 'SOC 1600UT' 1700 ABERYSTWYTH S

(400 1300 low UT 1?00

500 ISIS 1IS0OUT 1545

1445 1500 ISIS 1530 1545 1600 UIT

HAMILTON (A) 1430 1S00 1530 1600 UT

ATHENS

Ir1400 1300 1600 UT 1700 1140 0 0 SC 0 40U

1400 ~160 07 1700 3100 15GN 00 111 UT 1700

631



9'0
so. C6

AU

-j60* A
* xLx 40-

N 7

(200 I- 201

0 2 4 6 8 10 ~ o.j
A TEC (1016 el/rn2) 0 2 4 6 10g

ATEC (10'6 o/rn
2 )

FIGURE 2(a). FGR ()

RATE OF IONOSPHERIC ELECTRON CONTENT CHANGE

7 AUGUST 1972-4

(UNITS OF ELECTRONS - METEO-2 -SEC-' x 10-)

4 .BOULDER ATS-f

1500 1515 1530 1545 UT 1600

0 E100 14,700 FLUX UNITS
X -s

5000 ' 350 00M MHz

09- 1500 1505 1510 1515 1520 1525 1530 1535 1540 1545 UT

GREAT BURST OBSERVED 7 AUGUST 1972 AT SAGAMORE
E HILL RADIO OBSERVATORY, HAMILTON, MASS.

FIGURE 3.

318



40 TOTAL ELECTRON CONTENT(NT)

30

20

S10

z 0
u

W-10
CL

* -20

-40 -4-4 -4

00 06 12 I O0 06 12 I8 00 C6 12 18 00 06 12 lb 24

sot s T '96" 3 504
-VERRGE DISTURBED DRILY VRRIRTIOrS

SO FOR 75 STORMS

SAGAMORE HILL, MA.

HONOLULU, HAWAII

andt3 rd

.W -

IL a

o° Y 
-., w* * -•

" FIGURE 4.

319

' t



IFz
Uj 9 V

Z cc

4a4

00

ej mifi
-- -- -- %

*- 0

o 0 In

00

N N CI)

T 0

(IN3D3i3d)'LNV (IN3383d) 'NV

320

It ~ -



rHAWAII STANFORD FT. COLLINS

k 7 //\

MST I PST PST

10 -BOULDER URBANA TURKEY PT.

7E

I /

0 "- -CSMS1T T-CS EST

ROMNNORFOLK( HAMILTON

2

REIS

FI I/U E 7

0L 241 40 122
AAS

ES? ES?3ES



ST~ 17 !bEcemSER 1171
*CIL.

ST%*Bo ei~c
Os5

6UR
Rose

10

&0_

10 20. 21L22

4A,

322 IGRE8



STORM-TIME COUPLING OF IONOSPHERE AND NEUTRAL

ATMOSPHERE: ESRO 4 RESULTS

IG.W. Prdlss

Institut ffr Astrophysik und

* extraterrestrische Forschung
Auf dem Huegel 71
53 Bonn, Fed. Rep. of Germany

Abstract:

The storm-time interaction of the neutral and ionized atmosphere is
investigated using neutral composition data obtained by the ESRO 4 satellite
and plasma data obtained from ground-based stations. A close coupling is
found between the O/N 2 ratio and the maximum F2-layer electron density,
thus supporting previous suggestions that negative storm effects are caused
by changes in the neutral composition. Given this connection a number of
common features of atmospheric-ionospheric disturbances are discussed.
These include the basic latitu("inal structure of the disturbance, its system-
atic variation with invariant latitude, and its dependence on local time.
Seasonal variations of ionospheric storm effects are attributed to directly

t observed seasonal changes in the O/N 2 ratio. Finally, we note that positive
storm effects are not due to changes in the neutral composition.
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One of the basic input parameters in modeling the ionospheric behavior

is the neutral composition of the upper atmosphere. Recently satellite-
borne gas analyzers have provided for the first time detailed information on
this important state variable. In this study we discuss neutral composition
data obtained by the ESRO 4 satellite which are essential for understanding
the ionospheric behavior during magnetically disturbed periods. They are
discussed within the framework of a model which tries to explain certain
features of negative ionospheric storms (Pr6lss, 1976). Although open to
discussion this model allows us to organize the observations in a suitable
way.

1. Storm-time coupling between F2-layer plasma density and neutral
composition

'In 1956 Seaton suggested that the negative phase of ionospheric storms
- is caused by changes in the neutral composition. Subsequent theoretical

studies (e.g. King, 1971; Chandra and Stubbe, 1971) and direct evidence
obtained by satellite-borne gas analyzers (Prblss and von Zahn, 1974;
Pr6lss et al., 1975) confirmed the validity of the proposed concept. In this
section we present data which illustrate the close coupling between the neu-
tral and ionized atmosphere during disturbed conditions.

Figure 1 shows a comparison between the day-to-day variation of the
* atomic oxygen to molecular nitrogen ratio and that of the maximum electron

density in the F2 layer. Plotted are data from six mid-latitude stations
during a nine-day interval in February 1973. Hermanus (HE) is located in
South Africa, Salisbury (SR), Townsville (TV), and Brisbane (BR) in Aus-
tralia, and Port Stanley (PS) and South Georgia (SG) in the South American
sector. Both data sets have been normalized to values observed on a ref-
erence day (R(Nmax) = R(O/N 2 ) = 1). In addition the O/N 2 ratios have been
corrected for changes in observation height. Local solar time is approxi-
mately 11 hours. As is evident the variations of both parameters show a
high degree of conformity. This is especially obvious during the magnetic-
atmospheric-ionospheric disturbance starting on February 21 when a sig-
nificant decrease in the O/N 2 ratio causes a similar drop in the plasma
density.

Using the same form of data presentation, Fig. 2 shows the relative
day-to-day variations in the O/N 2 ratio and in the maximum electron den-
sity for a six-day interval in October 1973. Point Arguello (PA), Boulder
(BC), and Wallops Island (WP) are located in North America, Leningrad

* (LD) and Tomsk (TK) in Russia,and Brisbane (BR) in Australia. Local solar
4time of observation is approximately 9 hours. Again we note the close coup-

ling between the two data sets, especially during the major magnetic storm
of October 29/30, 1973.

Not all data investigated show this close coupling, and deviations are
observed, especially for (geographic) mid-latitude stations located in the
South American and Asian sectors (see section 6). However, in general,
composition and plasma data are well correlated. This is demonstrated in
Fig. 3 which combines the data from a larger number of stations and for

,t 324

I



15 HE (34S, 19E) BR (28S.153E)

1.0 . ,*

0.5 -

1. A SR (35S, 139E) PS (52S,302E)

(1.0

LLJ 0.5 '

1.5 TV (19S.147E) SG (54S, 324E)
0

17 18 19 20 21 22 23 24 2511716 19 20 21 22 23 2425

FEBRARY73

Fig. 1:. Relative day-to-day variations in F2-layer maximum electron
density and 0/N 2 ratio above 6 mid-latitude stations (position in geograph-

~** ~ical coordinates) during a nine-day interval in February 1973.
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Fig. 2: Same as Fig. 1 for six-day interval in October 1973.
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Fig. 3: Relative day-to-day variations in neutral composition R(O/N
versus relative day-to-day variation in maximum electron densityQ

maxas observed above some 30 stations during February and October storm
events.
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both time intervals in the form of a scatter diagram. The close connection
between the two data sets is evident.

From a theoretical point of view the positive correlation between neu-
tral composition and plasma density is not surprising. Assume, for sim-
plicity, a photochemical equilibrium situation for which the ionospheric
production is proportional to the atomic oxygen density and the ionospheric
loss is proportional to both the molecular nitrogen density and the electron
density. In this situation relative changes in the O/N 2 ratio should be equal
to relative changes in the electron density (R(O/N 2 ) = R(Nmax)), as is indi-
cated by the straight line in Fig. 3. Even if plasma transport and dynamical
processes are taken into account, this relationship should be approximately
valid.

2. Basic latitudinal structure of atmospheric-ionospheric disturbances

In the previous section we have presented observational evidence for
the close coupling between the neutral and ionized atmosphere. If we as-
sume then that negative storm effects are caused by changes in the neutral
composition, certain features of ionospheric storms will be determined by
the morphology of the disturbed neutral atmosphere. In this section we dis-
cuss the basic latitudinal structure of an atmospheric disturbance and exam-
ine to what extent it is reflected in the ionospheric behavior.

It is well known that magnetospheric storms deposit a large amount of
energy in the higher latitude region (e.g. Cole, 1966). Recent satellite

measurements have shown that this energy injection leads to the develop-
ment of disturbance zones in the neutral composition which are - among
other things - characterized by a marked increase in the N 2 /0 ration (e.g.
Taeusch et al., 1971; Prblss and Fricke, 1976). This is schematically
illustrated in Fig. 4. Actual data showing the basic latitudinal structure of
these disturbance zones are presented in Fig. 5. The upper panel shows
the time variation of the auroral electrojet index AE during a five-day
interval in October 1973 which includes a period of enhanced magnetic ac-
tivity. The lower panel illustrates the atmospheric response to this distur-
bance. Plotted are relative changes in the N2 /O ratio along the satellite
orbit. In this kind of presentation R(N 2 /O) = 1 serves as a reference, mean-
ing no change with respect to quiet times. Figure 5 clearly documents the
following points: (1) Magnetic activity leads to the development of distur-
bance zones in the N 2 /O ratio in the high and mid-latitude regions of both
hemispheres; (2) The magnitude of the disturbance increases with increas-
ing magnetic activity; (3) The latitudinal extent of the disturbance zone also
increases with increasing activity; in addition it varies with the invariant
latitude.

The latitudinal structure of the atmospheric disturbance shown in Fig. 5
is closely matched by similar variations in the ionospheric storm effects.
This is demonstrated in Fig. 6. The upper panel shows again the relative
changes in the N2 /0 ratio as observed during orbit 5086. The lower part
shows the time variation of the critical frequency as observed at Brisbane
(BR) in Australia, at Yamagawa (YG) in Japan, and at Yakutsk (YA) in
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DISTURBANCE

S
ENERGY INJECTION

Fig. 4: Energy injection and formation of atmospheric disturbance zones
during magnetospheric storm event. Also shown is a sample ESRO 4 orbit.
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Fig. 8: Same as Fig. 6 for orbit 13'46 and data from 3 ionosonde stations
located at different positions relative to the atmospheric disturbance zone.
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Russia, all stations being located at longitudes close to that of orbit 5086.
Both Yakutsk and Brisbane, located inside the northern and southern dis-
turbance zones, respectively, show considerable negative storm effects.
On the other hand Yamagawa, situated just outside the northern disturbance
zone, shows positive storm effects. We conclude that only ionosonde sta-
tions located within the disturbance zones of the enhanced N 2 /O ratio are
liable to observe negative storm effects.

Atmospheric disturbances do not always exhibit smooth latitudinal (and

longitudinal) variations (PrSlss and von Zahn, 1974; Trinks et al., 1975).
This is illustrated in Fig. 7, which shows data obtained during the magnet-
ically disturbed period of February 21/22, 1973. The format of data pre-
sentation is the same as in Fig. 5. We note that interesting latitudinal
structures are observed during orbits 1345 to 1349. A comparison with
ionosonde data shows that these structures are accurately reproduced by
similar variations in the plasma density. This is shown in Fig. 8. The
upper panel again shows the mid-latitude disturbance observed during orbit
1346. The lower -art shows the time variation of the critical frequency as

observed at Campbell Island (CI), Christchurch (CH), and Norfolk Island
(NI), all located in the New Zealand sector and at longitudes close to that of
orbit 1346. Both Campbell Island and Norfolk Island, located south and
north of the disturbance zone, respectively, exhibit much weaker negative
storm effects than Christchurch, which is near the center of the disturbance.
This is to show that even localized structures in negative storm effects may

be attributed to similar variations in the atmospheric disturbances.

3. Longitudinal variations of atmospheric-ionospheric disturbances

The magnetospheric storm associated energy injection in the higher

latitude region is controlled by the geomagnetic field. The basic longitudinal
variation of the resulting atmospheric disturbance in a geographic coordi-
nate system should therefore be that associated with the varying displace-
ment between magnetic and geographic latitudes. This is indeed observed
(e.g. Prblss et al., 1975; Jacchia et al., 1976). The lower panels of Figs.
9 and 10 show a comparison between the variation of the N 2 /O ratio and the
variation of the magnetic invariant latitude as a function of the geographic

s. longitude along constant geographic latitude and at constant height. There
is good agreement between the systematic variation of both parameters,
clearly demonstrating the invariant latitude control of atmospheric distur-
bances.

Satellite data do not allow us to separate spatial from temporal effects.
To demonstrate that the observed variations in the N2 /O ratio are not due
to similar temporal changes in 'dhe magnetic activity, the upper panels of
Figs. 9 and 10 show the AE index for the time intervals of interest: As is

evident, no comparable variations in AE and N2 /O or A are observed.
Figures 9 and 10 also show that in the southern hemisphere the atmos-

pheric disturbance maximizes in the Australian sector (AU) and is weakest

in the South American sector (SA), whereas in the northern hemisphere it
peaks in the North American sector (NA) and is weakest in the Asian sector

.) 334

I ' . .. . ! I " i l ' - ' . . . . . . .. - 1



FEBRUARY 73

23 24 25 26 27

" AE
1.5

1.0 -
Lu
<( 0-5

0
-: ....N2/0 40 0S .280 KM

AU 600 1.0-

0o5- 40

0 -_SA 20

0 180 0 180 0 180 0 180 0 180

LONGITUDE W I

F Comparison between the variation of the N2 /O ratio and the vari-
ation of the magnetic invariant latitude A as a function of the geographic
longitude along constant geographic latitude and at constant geographic
height during five days in February .'73 (lower panel). The level of mag-
netic activity during this time interval is shown in the upper panel using
the AE index as an indicator.

A

i

335

I*' l 1r 110



APRIL 73
18 1 19 1 20 21 1 22[ ~1.5 AE

0.65N

hI 0-

05 AS 20 K

/0. 18-68 80 0 10 0 10 0
LNGIUD

C4 -40

* 336

111, 1 11 1 1 0 11I



(AS). Whether this distribution is solely due to the varying displacement of
an energy source located at a fixed invariant latitude is not clear at this
time. A preliminary analysis of other atmospheric-ionospheric storms
appears to indicate that in addition to this displacement effect there may

also be an amplitude modulation effect with maximum energy injection (at a
constant magnetic activity level as indicated by the AE and Dst indices) in

the Australian and North American sectors.
The longitudinal variations in the N2 /O ratio are closely matched by

*similar variations in the negative storm effects, During most of the iono-
spheric disturbances investigated so far, including those considered in Figs.
9 and 10, significant negative effects are observed in the Australian and

North American sectors while stations located in the South American and
Asian sectors tend to be scarcely disturbed or show positive storm effects.

4. Local-time control of atmospheric-ionospheric disturbances

As was the case for the longitudinal variation, the local-time control of
an atmospheric-ionospheric disturbance should be coupled to that of the pri-
mary energy source. Using auroral emissions and magnetic substorm activ-
ity as diagnostic tools the following picture emerges. First of all there is
strong evidence that the energy injection maximizes along the auroral oval,
which is not symmetric in local time but displaced toward the dark hemi-
sphere (e.g. Akasofu, 1968). Thus the atmospheric disturbance should ex-
tend to lower latitudes in the night sector rather than in the day sector.
Secondly, we note that substorm activity appears to be most intense in the
early morning sector (Allen and Kroehl, 1975). The atmospheric distur-
bance should therefore be largest at these local times. Figure 11 schemat-
ically illustrates these points.

An experimental verification of these ideas by means of ESRO 4 data is
difficult. A search for suitable orbits unambiguously demonstrating the day-
night asymmetry in the atmospheric disturbances was largely unsuccessful
so far because of the many conditions imposed by us (the most stringent of
which being that no corrections for changes in observation height should be
necessary). One of the few examples meeting most requirements is shown
in Fig. 12. As is evident, the disturbance in N2 is significantly larger in the
early morning than in the afternoon sector.

A determination of the most disturbed local-time sector proves to be
even more difficult because on one hand the satellite samples at the most
two different local time sectors at a time, and on the other hand a separa-
tion of temporal and spatial effects is nearly impossible in the high latitude
region. Also a statistical study will be impeded by the limited data base.
Further work on this problem is in progress.

.Turning to ionospheric data we note that negative storm effects
are most conspicuous during sunlit hours. To be consistent with the local

4 time variation of the disturbing energy source we have to assume that the
night time F2 layer is less sensitive to changes in the neutral composition.
Theoretical studies support this assumption with different arguments (Jones.
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Fig. 12: Relative changes in the N, and 0 densities as observed during
orbit 318 illustrating the day-night asymmetry in the atmospheric distur-
bance (lower panel). The upper panel shows the level of magnetic substorm
activity during reference orbit 303 and disturbed orbit 318.
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Fig. 13: Same as Figs. I and 2 for 6 stations located in the South American
and Asian sectors during October and February atorm events.
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1973; Park and Banks, 1974). Work to verify this important point by means
of ESRO 4 data is in progress. Finally, we note that the local-time control
of the energy source together with the low night-time sensitivity of the F2-
layer to composition changes may explain why negative storm effects are
so often delayed until the day following the beginning of the magnetic storm.

5. Seasonal variations of atmospheric-ionospheric disturbances

Duncan (1969) suggested that magnetic storm effects and seasonal
variations are supporting each other in the summer hemisphere and are
out-of-phase in the winter hemisphere, thus explaining the seasonal behav-
ior of ionospheric storm effects. His explanation was based on the assump-
tion that both variations are caused by changes in the neutral composition.
ESRO 4 data provide direct evidence that this assumption is correct. In
section 1 we discussed the storm-time coupling of the neutral and ionized
atmosphere. Here we note that Kbhnlein et al. (1975) using quiet-time
ESRO 4 data derived considerable seasonal variations in the O/N 2 ratio.
Thus for 45 ° N and 250 km altitude (ap = 5, F 1 0 . 7 = 100 r.u.) they ob-
tained an increase by a factor 3.4 in the O/N 2 ratio from the summer to
the winter season. The mechanism causing this seasonal change will be in
phase with the magnetic storm associated changes during the summertime.
During the winter this same mechanism will oppose the build up of the dis-
turbance zone as well as speed up the recovery to prestorm conditions.

6. Positive storm effects

Neutral composition changes are by no means the only factors deter-
mining the ionospheric storm behavior. Thus no correlation was found
between positive storm effects and corresponding changes in the neutral
composition. This is demonstrated in Fig. 13, which shows the relative
day-to-day variations in the O/N 2 ratio and in the F2 layer maximum elec-
tron density for 6 (geographic) mid-latitude stations during the October and
February storm events. Concepcion (CP), Buenos Aires (BA), and Tucu-
man (TU) are located in South America, and Yamagawa (YG) and Alma Ata
(AA) in Asia. No correlation is found between the enhancements and fluc-
tuations in Nmax and changes in the O/N 2 ratio. This supports previous
suggestions that positive and negative storm effects are caused by different
and sometimes competing mechanisms (e.g. King, 1971; Jones, 1971). If

we assume that winds and electric fields are responsible for positive storm
effects, the following block diagram illustrates the principle interactions
during magnetospheric-atmospheric-ionospheric disturbance (MAID)
events:
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7. Conclusions

In this study data are presented which show the close coupling between
the neutral and ionized atmosphere. This connection is used to identify a
number of systematic variations in the disturbance behavior. A combination
of these effects can explain the typical morphology of atmospheric-iono-
spheric storms, although departures from the expected behavior may occur
for a number of reasons. For example, the spatial and temporal morphol-
ogy of magnetospheric substorms is not well known at the present. Although
neither the atmosphere nor the ionosphere will act as a passive tracer, the
properties of this primary energy source will strongly influence their be-
havior. A better understanding of this mechanism will certainly help to
improve the proposed model.

.4 Acknowledginents: I am greatly indebted to U. von Zahn, who is the
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F-REGION ENHANCEMENTS INDUCED BY SOLAR FLARES

R. F. Donnelly, K. Davies, R. N. rrubb and R. B. Fritz
NOAA Environmental Research Laboratories

Boulder, Colorado 80302

ATS-6 total electron content NT observations during
solar flares exhibit four types of response: (1) a sudden
increase in N (SITEC) for about 2 min. with several maxi-
ma in dN /dt, then a maxima (N .... ) or a distinct slowing
in growtn, followed by a slow smooth increase to a flat
peak (N .... ) and finally a slow decay in NT; (2) a SITEC
that occdrs during ionospheric storms, where N decays
abruptly after NT1MAX ; (3) slow enhancements devoid of dis-
tinct impulsive s ructure in dN /dt; and (4) no distinct
response in N even for relatively large soft X-ray flares.
Flare induced increases in N are dominated by low-loss F2

ionization produced by 90-91IA emission. The impulsive
flare component 01 is relatively intense in the 90-911A
range, but is short lived and is weak for flares near the
edge of the visible solar disk and for certain slow flares.
Pi produces the rapid rise, the sharp dN T/dt maxima, and
N ..... in SITECs. The slow flare components are strong in
the M-OA range but relatively weak in the 90-911A range

3and accumulatively contribute to NTMA- in type 1 and 3

events, except during storms when M loss rates are abnor-
mally high in type 2 events.

1. OBSERVATIONS July 4,1974 SITEC
ATS -6

The ATS-6 total electron con- Boulder /
tent measurements N at Boulder from

- June 1974 through Mly 1975 (Davies R 6-0*

et al., 1975) were analyzed during 0 14 1$63 6-2
solar flares. Figure 1 shows the ' ANTs2xlO m-

largest SITEC (sudden increase in .' _

total electron content' observed I I
where AN 2 x 1016 electrons 1353 1355 1357
m and-"M t 3.7 x 10 elec- Time UTt.2 Time UT
trons m s- or a radial path.

Note that the rise to maximum lasts Figue 1. A Zarge "ast SITF'. %r
)nly two minutes. The solar flare
involved was an intense white-light modulation phase >. s :r, ror-
flare, Iike that of the well-known 7io., to

event of August 7, 1972 (Mendil lo

et al., 1974). AN was compara-
ble but smaller than that of the event of August 7, 11472, whilc INT/ItA .,: - larger.

Twenty-five events of flare-induced enhancementc were i .h-nt' i, .. ,
and Fritz, 1975) incfudinq a large variety of time structures. T.. r-,f "'-
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A D,40- 2250

2130 2140 2150 2200 UT
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Figure f. A sustained SITEC with early maxima AN near 2139 and 2142 UT
and a slow maximum ANT2A near 2153 UT. The Ta yrotation 0 is pro-
portional to the columnar electron content.

SITEC

Timing approx. due to problems with lightning

2225 2230 2235 UT
Time

data
AR4 1()'l S ITEC

44 1 June 30,1974
ATS-6 Boulder
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type of event, a sustained SITEC, in-
volved a rapid rise In NT to an early _J _

maximum N ..... followed mainly by a
slow increa O a flat or gradual max- AY668Ider
imum AN and then a gradual decay. dato
Figure 2 if strates a sustained SITEC

where AN 4.7 x I0i s electrons m -2 at
2141.8 Ut and AN 6.7 x 101

5 m- 2

T2MAX
for a radial path. AIn other sustained
SITECs, for example those in Figure 3,
the first type of maximum is replaced by

a marked decrease in the growth rate of =2°s-

ANT. 
dt -

A second type of SITEC involves a ,...'.-'

rapid decay right after the rapid rise. 4. ..

Figure 4 shows the most extreme example -"

of this type observed at Boulder. These
events occur only during ionospheric
storms when foF2 is depressed. Only the

first type of maximum ANTIMAX occurs in 840 845 Tme850 855T

this case, the second maximum does not.

the event in Figure 1 is another example Figure 4. Rapid-decay SITEC. The
of this type of event, bottom graph is proportional to

the time rate of change of elec-
A third type of flare-induced event tron content.

is shown in Figure 5, where the enhance-
-ment is not sudden but rather very slow. These events are not nearly as dis-

tinct as are SITECs and appear much like other ionospheric variations unrelated

to solar flares. Unlike these nonflare variations, the slow flare enhancements

are simultaneous over the sunlit hemisphere as shown by observations from dif-
ferent lonqitudes and latitudes. The event in Figure 5 is devoid of the impul-

sive fine structure in dN T/dt that is strong in SITECs. SMS-1 (Synchronous Me-

teorological Satellite) soft X-ray measurements in the 1/2 - 4A and I - 8A bands
were used to identify solar flares and the concurrent ATS-6 data were searched
for correspondinq enhancements. Besides the three types of events discussed

above, a fourth case was observed wherein some soft X-ray bursts lacked any

distinct total content enhancement even though the I - 8A peak flux exceeded

that of other bursts that were accompanied by SITECs (cf Garriott et al., 1967,
p. 6012). For example, the 1 - 8A soft X-ray flare of 1910 UT October 12, 1074

* was more than twice as large as that at 1722 UT, yet the later event was not
accompanied by any distinct evidence of a flare-related enhancement whereas

the earlier event definitely produced a SITEC. The lack of a distinct iono-

spheric event can, of course, result because the solar flare is too small or

because the ionosphere is so disturbed by other processes that a small flare-

induced enhancement cannot be observed clearly. But in addition, there are
OR flares with soft X-ray emission comparable to other flares that produce total

content enhancements where the 90 - 911A emission is too weak to produce a

SITEC or distinct slow enhancement, as will be discussed later. For a detailed
report of the ATS observations of flare-induced enhancements in total content,
see Donnelly and Fritz (1975).
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Universal Time
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ATS-6 Boulder

R R
041

September 13,1974

1 I I

8 12 16
Time , MST

Figure 5. Slow enhancement of total electron content marked "S."
R

The modulation phase 1 42 is proportional to NT.

2. SOLAR FLARE X-RAY AND EUV EMISSION

The interpretation of SID's (Sudden Ionospheric Disturbances) has been
complicated mainly by a lack of absolute-flux measurements over all the X-ray
and extreme ultraviolet (EUV) wavelengths capable of affecting the upper atmo-
sphere. Donnelly (1976) has developed empirical models of the flare energy
flux 4 based on various OSO, SMS and SOLRAD satellite experiments. These mod-
els will be described briefly and used to interpret the ATS-6 observations of
enhancements in total electron content induced by solar flares. Figure 6 illus-
trates the three types of time components used in the model, namely: ¢1 (t) the
impulsive component, ¢2 (t) the related slow component, and (D the very slow
component. The two components 0i and t2 are approximately related by

t- -(t-U)/T
02(t) 0 / (u)e S du, Wm-2 , (1)

where T is a decay time constant that is a function of the emission tempera-
ture appropriate for the particular wavelength X for which D2 is considered.
D2 starts when 01 starts, rises most rapidly when 01 peaks, and peaks just
before ¢] ends. (D can occur by itself, but when it occurs with 0 and D2,
the latter usually occur durinq the rise of (3.

The rise and decay time-, of the fine structure in the impulsive bursts istypically several seconds to several tens of seconds. The rise ind decay times
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for the ensemble of impulsive bursts is F !
typically several minutes in the large IMPULSIVE

combined slow components have rise and c 0.5 COMPONENT

decay times ranging from several minutes E
to several hours. The emission at any 0 ,
particular wavelength in general in-
volves a combination of all three compo-
nents. The impulsive component is very W [ RELATED SLOW
strong in the 90 - 1027A range while the COMPONENT
slow components are very strong in the L 0.5
soft X-ray range I - 90A.

0 I
The intensity of the impulsive EUV On C

burst depends on the location of the
flare on the sun, probably because of N 1.0

absorption of these emissions in the
surrounding nonflaring solar atmosphere. E
The slow soft X-ray emission of flares 0 0.5 ERY SLOW
is relatively independent of the flare Z COMPONENT{ location as long as it is not behind the 0I J I J I I

sun. For flares located near the edge 0 5 10 15 20 25

or limb of the visible sun, the EUV in- Time (min.)
i terisity is quite weak, more than an or- Figure 6. Characteristic time com-

der of magnitude weaker than flares at
the solar central meridian. The absorp- ponents of soZar X-ray and EU

tion effect is more complicated than
that from a spherical concentric absorbing layer because flares near the center
of the sun are more intense relative to those at intermediate central meridian
distances than can be explained by a spherical absorbing layer. For flares
within a given region on the sun, there are probably variations in EUV intensity
according to the location of the flare within the solar active region and the
amount of relatively cool solar material between the flare and Earth (Donnelly,
1976).

JJ

3. E- AND F-REGION EFFECTS OF SOLAR FLARFS AND SITECS

Donnelly (1976) showed that the height-profile of the ionospheric electron
production rate q(h) produced by the impulsive component is very similar in
shape to that produced by the nonflare solar spectrum while that produced by

"' the slow components is drastically different, as shown in Figure 7. The
impulsive component has a relatively strong effect in the F reoion because it

.A is strong in 90 - 911A emission. The slow component is very strong in absolule
enhancement of q near 105 km because of the strong X-ray emission and because
the K-shell absorption (below 31A for N2 , 23A for 02) causes the photoioniza-

tion from 8 - 31A emission to occur over the same heiqhts as that from the
31 - 90 emission. The percentage increase in q below 100 km produced by the
slow components is extremely large because the percentage increase in D(l - 8A)
is so large.

Figure 8 illustrates the ionization enhancement as a function of -ltilude
andtime computed for a sustained SITEC like that in Fiqure 2. The photoioniza-
tion calculations were discussed by Donnelly (1976). Boulder ionograms were
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30 30 used to determine the preflare ioniza-

Sola Zeo Anl

So'*spheXe CI"A 1972 tion N0 (z) as a fudi(7tion of altitude z.Atoshere CIRA 1972

Tw 1000K Ion reaction rates like those of Ferguson
(1974) and the CIRA 72 model atmosphere

I for T = 1500'K were used. Flare in-
duced enhancements of electron tempera-

X ture,wAr, and multiple-charged ions were
'H neglected. More importantly, transport -

-0 processes were neglected, which is cer-
200 tainly an oversimplification that will

need to be replaced with more sophisti-

cated calculations. The main features
AiplieFiore Componentar th()

Modelo in Figure 8 are the following: (a) the

XSlow Fiore C o n initial rapid rise and decay of ioniza-
Mode X tion in the E and Fl regions caused by

H No lae Sola, Spectra the impulsive flare emission and the
high electron loss rates below 200 km,

A (b) the initial rapid rise but slower
100 decay of ionization in the F2 region)__ caused by 01 and the low F2 region elec-

i0 108 101 tron loss rates, (c) the large slow ion-

Electron Production Rote m 3 s1  ization enhancement in the F region that
extends below the bottom of the preflare

Figure 7. Electron production E layer (1000 km) and is caused by therate profiles for normalized1o2-107A) = 10- Wma e for slow soft X-ray burst, and (d) the long
a/2o27a) =2fF3 Wnd for lasting ionization in the F2 region
the iulsive and sow fare caused by the gradual accumulation of

tepsive andionization produced by the slow flare
components, emissions.

The main features in Figure 8 can be approximately described by the elec-
tron continuity equation for the flare enhanced ionization ANe (z,t),

AN
AN (zt) A zt) -. z) - i AN - V(VAN) (2)

where Aq(t) - A(t), T(z) n $-C(z) and c ft 0 above about 200 km and T(z)
1/[2c( No(z)] in the E region. The elc 4 ron loss time constant is several
tentens sec. in the 100 to 200 km range but increases with increasing altitude
to very large values in the F region.

The fine structure of the impulsive component is the only flare structure
with time constants shorter or comparable to the ionospheric electron-loss
time constant at the altitudes of major photoionization. Consequently, the
largest values of dAN /dt are caused by this fast fine structure in A4 and
Aq and are dependent Sn the solar zenith angle X, particularly below 200 km.
The ensemble of impulsive bursts for large flares rises and decays in times
somewhat greater than T in the 100 - 200 km altitude range, consequently
AN (z,t) begins to decline there shortly after iM... The portion of the
SI'EC produced by th, impulsive emissions and at altitudes, where the elec-
tron loss rates are high (z < 200 km, t < 2245 UT) and the transport term in
(2) is small, can be approximately described by:
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t -(t-u)/T.

AN (z't) fAqzu)e du. (3)
e

impulsive

Integrating over altitude, the impulsive E- and F-region contribution is
0 -(t-u)/T .

AN e(zt)dz = l cos X DI(1/2 - 1027A,u)e du (4)

impulsive

where X is the solar zenith angle, p, is the average of V = q(hc/X)-' over the
1/2 - 1027A wavelength range when weighted by the impulsive energy flux 0 1(M),
r' is the ionization efficiency, and T. is the average T. over the 100 - 200 km
altitude range.

The slow radiations are slow enough that below about 200 km their resul-
tant ionization enhancement is approximately in quasi-equilibrium, i.e.

dAN /dt 0. Because of the combination of the ionization production from the
e

300 7

250 25

00 10. ,
~200-

150- 5

1130 1200 1230

Figure 8. Computed electron enhancement as a
function of aZtitude and local time.
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strong and slow emissions in the 8 - 31A and 31 - 90A ranges, the ionization

enhancement near 105 km is large and long lasting. Because the photoionization
from the slow component, decreases rapidly with altitude and because the elec-
tron loss rates are fast at altitudes below about 200 km, AN (z,t) drops to

e.very small values near 200 km near the end of the impulsive emissions. The
portion of the SITEC produced by the slow emissions at altitudes where the
electron loss rates are high is approximately given by

q + A(z,t) 12

AN (z,t) - N0 (z) (5)STOW a ef f (z)

where the "0" subscripted terms refer to the preflare values. Below the bottom
of The preflare E layer, q0 and No in (5) are small. Above the bottom of the
E layer, AN e- T.Aq, except for extremely large events where a nonlinear loss
term shouldebe included. Integrating with altitude, the slow E-reqion contri-
bhtion is

Z100co X h (1 - 8A) 1/2
AN (z,t) dz F- cos X (P(8- 1027A) - -(6)

erie Te I2 co - J- (6 a

where is the average T. over the 100 - 130 km altitude range, yj + is the
Ft, of /hc over the8 - 1027 A range weighted by the combinea 4low emis-

Jimrns, E. ir, the average energy expended per electron-ion pair formed by

I- X-rays, h i , the slab thickness of the enhancement below 100 km, and
.f is, the averige effective reaction loss rate in the 70 to 100 km altitude.. D
1nqe. (The last term in (6) is a very crude representation of the complicated

rinli n ar enhancement of ioni.7ation below 100 km, which is permissible here
l -fr lsoribing NT(t) where that term contributes little).

ALov,, '00 kin, tran![ r t pro:nses are usual ly important; and the atmosphere
i ' I . TaII thin for most wavelenqthn. Also, Aq(z) is relatively weak, de-
re;ic.e eqp n,,ntial I with .jl titide, and is relatively independent of the solar

.rith inqlo for + < 8 0 '. itherrmore, for a quiet pref are ionosphere, the
"r,it, f t (, are, ,luw ml decrease very rapidly with altitu e. The result

+Yi h I, h,, ;) ioni,,itin enhancement accumulates with time. AN 2  and related
,.,i,( tj Iir ,rh.nj e e mrrt . sti II have a high loss rate. Because the impulsive emis-

i. n ifr ' tr )nj in the? 90 - ()1t. range and the loss rates are low, AN (h,t)
,i ip1 r i.. o, to largt value s. The fact that the photoionization rate is

,' I l,,r thrrn it lower ,l tittJ(-, i , offset by the low loss rates. Above 200 kin,
r t. o tre fr rnp .r t prec e (,s

All ( ;, ) -( - t-u

An (i du (7)

. " h,' <-r eqii(r conrtr~but ion from the impulsive burst,

AN () 1 P] H 11(90- 911Au)e t-u du, (8)
f imipu I V- 2 00
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where I is the photon flux, a, Is the atomic oxygen absorption cross section
averaged over the 90 - 911A range, and H0 is the scale height for the oxygen
density [0] at 200 km. The 90 - 911A band is used here because the 1 - 90A and
911 - 1027A >i!pulsive emissions contribute little to the ionization above 200 km.
Including photoionization of He and H would increase (8) by only about 1/2%

since (OH [He]zoo HHe + aH [H]20oHH)/UI[o] Ho is about that.

+
Although the slow flare components have a lower 0 production rate at hiqh

altitudes relative to the impulsive components, their longer duralion accumu-
lates ionization above 200 km to AN values comparable to those during the
impulsive enhancement. From (7), te F2-region contribution from the slow
flare emission is

AN dz =- [0 1Au -(t-u)~I0 [0] H I (90 - 911A,u) e du (9)

I e 2+3 200 0 2+3

200 slow

The complete ANT (t) is given approximately by the sum of (4), (6), (8) and (9).

Figure 9 shows ATS-6 N (t) observations together with results based on the
T

dbove approximate expressions. SMS-1 soft X-ray measurements in the 1/2 - 4A
and I - 8A wavelength ranges were used to estimate the time dependences and in-
ten-iry of the slow flare emission, where the 1/2 - 4A flux peaks earlier and
decays faster than the 1 - 8A flux, while the net 8 - 1027A flux is slower.
1he 3.8 GHz radio burst observed at Manila Observatory was used to estimate the
time dependence of the impulsive component 01 (t). Equation (1) with DI(t) es-timated by D(3.8 GHz), provided a good fit for 02 (t) = 0(1/2 - 4A,t) with

T = 20 min. The 8 - 1027A flux was estimated using T = 45 min. The impul-
sive component for this flare consists of a long lasting series of impulsive

bursts where the Deak flux of the ensemble of impulsive bursts is mildly weak
relative to the slow emission, which was very long lasting. Note that in this
.late the F2-region contribution exceeds that from the E and Fl regions after
Z232 UT and the F2-region contribution from the slow emissions is apparently
larger than that from the impulsive comonent. The various parameters used are
3s follows:

4) (1/2 - 1027A) VA X  0.001 Wm 2 at 2239 UT, T. 25 sec,

(2+ 06 - 1027A)MX - 0.002 Wm-2 a 2250 UT, TE = 15 sec,

4 iI - 8A) MAX - 0.00017 Wm - 2  
it 248 UT, = 1/300 sec- 1,

. li =1.9l In (Ws) - I  TI 6 x 10- 22 Wm- 2  H = 50 Km,
-- 2±3 = Y1.6 10

1 7
(Wh

- I  
=.6 :< 10

-
22 Wm

- 2  h 0 
= 20 km,

12+3 2+3 1 S

Ueffl 012 m3 s 1  [0121 = 5.5 1 l m- 3 , and E0 = 5.6 x lO-18Ws.

The closeness of the t; t- hou 1 j not be crnsftrued to mean that each of the
above parameter,, or :pproximation, are that corr-ct, or that neglerted iono-

spheric processes like transport processes are really neiligiblp. Too many
parameters are not known precisely enough for a unique accurate solution to hr
determined. The results do show that the general features of this sur;tained
51TEC are consistent with the ibove interpretation.

The rapid rise in N until about 2239 U.T in Figure 9 occurs dir inq the
Tr i- of the ensemhlh of impulsive hursts for this flare. After the (.Ck in ,

N continues io grow but at a slower rate. AN actually decreane;, in the high
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2230 2240 2250 2300
Lversol Time

) Figure 9. Observed and computed electron content enhancements.

loss region berW 200 km but the continued accumulation above 200 km produces a
net slow increase in NT . In 'his flare, (D decreased from 2239 UT to about

2250 UT. If the decreax had been much more rapid as it is in some flares, the
decrease in AN below 200 km could dominate NT and cause a maximum N Tv. at
2239 UT followed by a decrease in N . The slow emissions then off e decay

of the ionization produced by the impulsive flare emission producing the contin-

ued slow rise, smooth flat peak and then slow decay.

The above analysis implied that the portion of N occurring above 200 km

varies significantly with time during the solar flare, with the smallest portion
occurring durinq the rise -f the impulsive component of flare emission. Then

during the slow maxima AN and the final decay of the sustained SITEC, the• T"hMAX
portion contributed from a

6
ove 200 km dominates N Mendillo et al. (1974) and

Mendillo and Evans (1974) used Millstone Hill incoherent scatter measurements

with low time resolution (v8 min) to dete,-mine that about 70% of the coiumnar

electron content enhancement occurred above 200 km during the large flare of
. August 7, 1972. Thome and Wiqner (1971) and farriott et al. (1967) presented

simi lar measurements with moderite time resolution (0i min) for several larue

flares on May 21 and 23, 10c,7 wh.-rf thr -,tructure in Figure 8 is evident and

the portion of N contributed fr,)m slb,,v 200 km dominated N after the impul-
sive phase of the flare. The compite, (anh,incement in Figure 9 includes about
.7% of the fatal from above 20n km al ?2,)r) liT. Because the high altitude

contribution dominator; AN nd because the photoionization that produces

this part involves the, orP
4 

callv-thin high altitude portion of q(h), which is
independent of solar zenith anql, 'or , < H0', then AN should he fairly

independent of the s,(lar zenith .mrle. t.endi n el al. 16l4) used gITFC
measurements from 20 different nromnd stations for the flare of Auqust 7, lq72,
with X in the range 3, to 7 10 , 

and found ANTMAX to have no simple relation to

X or sec X.
Prfils; et al. (l-4a,h) and Trinks ef al. (1P 79) have shown thai the raftio

[N21/[O incrlisos cili hily if mid- and higt-latitudes arid it liludws
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above 200 km durinq ionospheric storms. This greatly increases the F-reqion
electron loss rates and would then greatly decrease the contribution to NT
from above 200 km. This would cause a SITEC to be smaller and to have a

marked decrcase after the impulsive flare emissions, i.e. after AN This.TIMA "
is consistent with the fact that rapid-decay SITECs occur only during iono-
spheric storms, for example the events in Figures I and 4. The rapid decay
of AN would be even more rapid when the flare radiations decay more rapidly
than usual. Since solar flares tend to occur in groups as flare-prolific
solar active regions rise and rotate across the solar disk, large flares
frequently occur during ionospheric storms produced by earlier flares from
the same group. Consequently, ionospheric storms probably cause the SITECs of
many large flares to be smaller and shorter-lived than if they had nol been
preceded by other major flares. The effects of ionospheric storms vary greatly
with time and latitude, where storm-like effects are frequent at high latitudes
and rare at low latitudes. Therefore, rapid decay SITECs are probably more
common at high latitudes. Sustained SITECs were observed to be the most
common at mid-latitudes. Mendillo et al. (1974) found a marked latitude depen-
dence in the SITECs observed during the flare of August 7, 1972, which occurred
during the recovery from the ionospheric storm of August 4-6, 1972, where AN

T
decreased with increasing latitude. This may have resulted from the electron
loss rates in the 200 - 400 km altitude range being higher at higher latitudes.

Since flares located near the solar limb h~ve weak impulsive FLIV emission,
the rapid rise portion of the AN event would be smaller, however the slow
AN enhancement may still be quiTe sizeable. The result would be a slow ANT

enhancement, e.g. like the events observed at Boulder at 0040 PT, eptember 22,
1974 and 1540 UT November 5, 1974. Slow flares on the solar disk that are

dominated by the D3 component or have very weak impulsive EUV emission will
also have AN enhancements like the slow portions in Figure 8 or in equati.ns
(6) and (9), e.g. the event in Figure 5. The lack ot a distinct AN, enharce-
ment can occur because the flare radiation as a whole is too small or because
other ionospheric variations mask the flare-induced event. But the lack of a
AN, event probably also occurs for events having soft X-ray emissions compar-
able to that of events with distinct N enhancements because the EUV emissionT

is too weak, e.g. for flares near the solar limb or flares involvinq the

03 component alone, and/or because the F-region loss rates are abnormally hiqh.

4. COMPARISON OF SITECS AND SOFT X-RAY DATA

For the SITECs observed at Boulder (Donnelly and Fritz, 1975), the soft
X-ray data was dominated by the 02 component, i.e. its time dependence was
consistent with D2 in (1). Because of the similarity of (1), (4) and (8),
because T % lo/ for most flares, and because (4) and (8) dominate ANTl , them
AN and s(DA. (I - 8A) should be correlated, even thouqh D(l - 8A) phTically
conlributes ittle to AN Donnelly and Fritz (1976) studied this relation

and found correlation cooficients of 0.9 when corrections were made for the
location of the soft X-ray flare on the sun. (I - 8A) itself is relaiively
independent of the location of the flare, but here P(l - 8A) is being used lo

estimate the time integral of (I/2 - 1027A) in (1) and this latter term
varies with the central meridian distance (CMD) of the flare location. For

a vertical path,
%kAN T 7 x I0'9 D(CMD) ¢(1 - RA), 2 (]CI)

: AN~T IMAX'

where the units of D are Wm 2 and D is unitless. D i for CMD 0, 0.(, at
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120 0.5 at 18', 0.4 ot 350, 0.5 at 630, impulsive GHz Radio Burst

0.2 at 730 0. 1 at 820, 0. 05 at 870 and
0.015 it 900 (Donnelly, 1916) . This re-
Ilat i on is useful bec a use D(1 11A hasu IMAX

oeen measured Tor most of the last ten -usv
yeartn and is currently being monitoredj
hy 'he OMS and GO[ S ;s3atelI i tes in realI(DI( 18 A)
icen more -Iha n 99% of the t ime. Because t ,

-ft tne physical indirec7tress of this re- L"2 3/ S 8AMX

tiothe precision o-f predict inq

lMtrom 4)(1 - 8A) is) not bias, par-
,ia ly'or ovt-nt , lurinq ionosphei Al_ ___ ~ CS

-,tI-r r. , hut f i , sua IIy w ith in +60% f or ' -Y, 0 ' &.0.min

fl), Bould 'er data. herl correlation of dT _

Il - )Skl with AN 'Axwas signifi- dS 1si - ~ ~

tthp va)riabhiIi ty ,f the net electron ' I2 tLNT2 -s 3.1 6.4 1 mmni

l-srates ait altitude-, above 200 kmr. -

4ith the advent of qOI RAD--tI mon i tar-

* ~ r- f ;ola3r FUJV emi scion, -i much c loser

io i NT (t using ?qations (4), ANT 2
(6), (8) and (9) sIhould be attainable. AiMX ANT2 MA

Fiqure 10 ii llusirates the relation _______AX NTMA

pbtetween the time dependences of the Time --- - 1--- min
f 'i)re radiation and AN T(t) features. F r 0 pioiTeY,

P;erlo data were used to estimate the

peak time of the impuls3ive, FUV emission an. d .'7are radiat ronz *i- iu'..

fNote that dN ldt occur-. at about the same lme but ;I ijhr ly hewj,!- 'i,T - MAX-I 
f X-a da a w ,I.he average. T he t i mre o f ma i mum of the 1 H A YM etXrydt a o

to -stimate Inc time of maiximum emission for the slow components %. Actujal lY~
(D(8 - 1027A) MXw ill occur later than (( - 8A) MA'so par-t of At2 'oresia
to our error in est imit i ng t . The large varia+ion in AN-a~ ratably r. ilts
from "he large variation in #inme characteristics of flare ra', ation, a nd rta
bly more importantl' 1 , from large variations in ionospheric conditirmns abhove

2n0 kin, e.g. transport and loss rates. The average time from the ITF start to
AN AXis about 5 min. (median 4 min). The events used above are reported in

i'PA111i [y)onnel ly and Fritz (1975).I5. COMPARISON OF dN T/dt AND SFDs
SFDcs (Sudden Frequency Deviatiors) are another type of SID wherein the

frrequenc-y of a received CW radio wave transmitted from (iraunci st-ations and
rif lected in the ionosphere has rapid deviations induced by impulsive lIJV
butrstc, of sol)ar flIars [tio obs;erved frequency devi at ion At It) is proportion-
al to an inteqraf If 1IN /dt over he ight-, below reflIectioni. S isre, tam i nat el
by thr. efftests of 1,1~ the frme rate of change of eqiiat icn I').In Figure, 8,
the ra,, ion ftram abut 10O) to 200 km ant before 1 141 dcmi rates, he la-rge va I i.'-

A f

a7 nre I y and Ft Iz ( l)70) l- iv,, stjd ied0 the rlto between 0NT/dt ain!
P-1. -i- )ind fournd l!he (<il I-wi ng , !su ItIs. The impulIs-ivef line Ji a ou'l i -()i
rn f wi thin our raise, tm iril -jnd scalIing aiccuracie-s. iq Ii (1 m ,rl

fw'l tyres of obl (-rvAl in' r the ,ime flar ie for whi Ih AN i, h %wr in)

r , r'. ITie larj- ~'in Af or -IN /ult correspond to fast r imist

Fo jr these( Iak' N/it (Init Ag aire rh(, two *lssiinint +,tr n i)
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September 10, 1974

Boulder, Colo.- 40 CP10 ATS 6
--- 6 MHz SFD

X

S - ,a%,,
D~

%4. i 0.5

0 /jV I

1111 i 1--11111 ii it I i

2132 2134 2136 2138 2140 UT
Time

r ikcure 77. Corrarison of ATS-6 ano i grourd-bascd !77 rc ,:,c' .
40("K'P1O the 40?Hz carnic2 phasc observe) zt c IF rncooo . r ' 1z

whore the lar-cle values of Aq in the altitude region of hich elocticr I',Sss ,,te,
contribute most 'o tf. There are differences hetwen the T'F-¢l nc r-_sun]-
based SFDs that increase as the height of reflection of the croun-
surement decreses. The ATS-6 Af(t) measurements often indicate ua /t
remains small but posiIive after At(t) for the qrcund-based SF5 rs ,Jrer,-nr s
become negative, uP until ANT 2MAX occurs. For example, for the event in F i-
ure 11, Af(t) for 6 MHz remains negative after 2149 iT while At (t) i ir AT -6
remains small rut po itive until after 2153 UT. Also the vallIys in tend
toward lower values relative to A X for the around-based meas',rci,:+r(, . These
differences result from the Mnsp eric electron-loss lime constant decro-s-
ing with altitude (Donnelly and Fritz, lV76).

U. CONCLUSIONS

A large variety of event, occur in total electron (ont nt 1 rin z ot r
X-ray and EUV bursts. Four types of events were identified in the f -lder
ATS-6 measurements. Althouqh a much larqor set of evenls May xhib'i I i-,m,)th
distribution of events rather than four distinctly different - , t , ur
classifications are useful for understanding the variation in py .1 nI Irc-
meters involved. The variety of events pr hably reulfs from I h,' ', in
time dependence and spectra in flare radiation and f om the vat i i o , i nn-
spheric condi ions just above 200 kin, e.g . electr n 1,s rates art rausp t

processes. The types of total content responses to solar f lare -r~ry and WV
emissions are as fol Iows:

1. Susta ined SITEC (Sudden Increa s-w in Tota l [I ,r ron () n t 1 . NT in-
1 cre aes rapidly for several minut-es whi Ie dN /dt has, jever l ThaI r, rm :ir.

Then an early type of maxima AN , :)v im -. ,t,vr 1 I f them,

or .Ise the rate of growth of NT a m l Jo rtoria e. Thi, porei, )r o, th,
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,y&.nt ia produced mainly by impulsive EUV emission, particularly thAt producing
0 .I .,h altitudes, 1](90 - 911A). AN occurs after the maximum of ¢I
whi e the impulsive enhancement below 2 6M61 proceeds to decay ra, idly. Ihe

er ~Aase ifter AN X is short-lived because of the short E and Fl region
decay time and because the slow flare emissions increase the ionization in the
8n - 150 km altitude range, where the X-ray photoionization rates are large,
but more importantly, above 200 km where the electron loss rates are extremely
W w, AN can accumulate to fairly large values. This slow increase results in

"t )T ae.uth slow rise in AN to a peak AN after ¢(l - .A) when transport

and electron loss processes final ly overcome the accumulai,)n of hig3h altitude
iosrization leading to a slow decay. The time delay after r(l - 8A) until
AN oXccurs varies greatly from one event to another, probably because of
v'r-iadtions in the decay time of the slow flare components ¢2+3 and because of
vri itions in transport and electron loss processes above 2(n0 kin.

2. Rapid-Decay SITEC. Some events are like the above type, but after
VI'IA ,they decay to much smaller values. This type of eveni oc urs only
Jurinq ionospheric storms and probably results from an abnormally hicih ret
electron loss rate above 200 kin, which eliminates the slow poriion of the
ITFC above 200 km. Such events where the X-ray burst is still long-lastinq

probably drop to a small long-lasting tail in AN (t). Both of the above types
, ITFCs are preferentially produced by flares focated away fr-)m the edge of

L. m, visilble solar disk because their fast rise is produced lv impulsive F!JV
emission which is relatively weak for flares near the solar limb.

S". low NT Enhancements. These events can occur devoid of any impulsive
th/a ,tracture, although most events like thi. may have a small impulsive
" rlp. ,,,rI. These events result mainly from the slow accumulation of ioniza-
ti.n "h,avo, 00 km. Flares near the limb will tend to produce this type but
3.-olar flares can occur near the center of the sun that are dominated by
o e 4D component and lack significant impulsive emission.

4. No Distinct Enhancement. Some flares with soft X-ray emission cor-
paw sbl.- to that of other flares that produce SITECs, do occ., ',ut do not pro-
!,, a listinct enhancement in N Those flares are too weak in the 90 - 911A,,since it is this radiation that mainly produces ANT  -low flares Fprcoba-

, rd, smaller volues of AN during ionospheric storms. Other ionospheric
1'i ,rbances mA caus2 some fmal a f!Are-induced enhancements to be too indis-
- f to ian rnut i f y.

The analysis in Section 3 should be improved to include transport processes,
I tr n lemperature enhancements, and multiple-charqed ions. The above analysis

escriho the main features )f SITECs.
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MULTISTATION OBSERVATIONS OF F-REGION

RESPONSE TO SUDDEN COMMENCEMENT STORMS

by

L. KERSLEY AND A. DAS GUPTA*

University College of Wales, Aberystwyth, U.K.

1. INTRODUCTION

The response of the ionospheric F-region to geomagnetic
activity has been investigated for many years. Both the
maximum ionisation density of the F2-layer (NmF2) and the tctal
electron content (N ) have been widely used. Early studies
were for a single slation only, but recently attempts have
been made to combine observations from several widely separated
stations for a few selected storms (SCHODEL et al., 1974,
MENDILLO and KLOBUCHAR, 1975). While studies of the latter
kind provide a description of the global and latitudinal
evolution of the large scale manifestations of storm develop-
ment observations from stations separated by only a few degrees
enable the progress of individual features to be followed. The
present paper reports observations of the response of electron
content to a number of sudden commencement type storms obtained

)at a multistation network where the locations are separated by
only a few hundred kilometers.

2. EXPERIMENTAL OBSERVATIONS

Observations of polarisation rotation of the 137MHz
transmissions from the quasi-geostationary satellite
Intelsat IIF3 were made at a number of locations in UK for
about eight months during 1974. The locations of the stations
and the corresponding sub-ionospheric points for 420km altitude
are shown in Figure 1. The present study is confined to seven
sudden commencement type geomagnetic storms in the summer and
autumn for which total electron content data were available at
more than one station.

3. RESULTS

The observations of the local time development (approxi-
- 4 , mately UT for the station network) of the total electron

icontent of the individual storms are presented in Figures 2 to
7. Only relative values are considered for each station and,

* Permanent Address: University of Calcutta, India.
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- for clarity of presentation, the individual total electron
content plots are displaced with respect to each other. The
mean diurnal variation of electron content for Aberystwyth for
five days prior to the storm is also plotted to allow direct
comparison with the storm days. For the two storms in
September following in close succession the same mean curve for
the five days before the earlier storm is used. Some of the
more important features of the individual storms are described
below.

a. 10 - II June 1974

The sudden commencement occurred at 1850 UT when the
planetary magnetic index Kp was 4+. Within 100 minutes of storm
commencement the electron content shows an increase maximising
at 2120 UT at Hawick and slightly later at Aberystwyth with the
more northerly station showing the larger effect (Figure 2).
This increase may be interpreted as a positive effect generated
by the initial heat input from a source in the auroral region.
From the time delay of the maxima observed at the two stations
the apparent m Yridional propagation speed is estimated to be
about 500 m s . A rapid drop in ionisation follows the peak.
It is interesting to note that the curve for 10 June shows
considerable departure from the mean curve even prior to the
sudden commencement. This may be due to the higher than
average level of geomagnetic activity throughout the day where
the Kp sum for the six three-hour intervals before 1800 UT was
17.

On 11 June a positive effect maximising around 1300 UT is
observed with a fall to a minimum value around 1730 UT, an
increase to 2100 UT and a subsequent sharp drop. There is a
remarkable similarity between the recording around 2100 UT on
10 and 11 June. Since it is difficult to envisage a positive
effect due to initial heat input on 11 June it may be that on
both days this feature has its origins in an electrodynamic
mechanism induced by storm enhanced electric fields of magneto-
spheric origin. (MENDILLO, 1975).

The nighttime content shows some depletion below the mean
*, level during the early morning of 11 June with a more marked

fall the following night. It is interesting to note the onset
of the post sunrise increase in ionisation is delayed by

approximately one hour on 11 June compared to the mean curve.

b. 25 - 26 June 1974

The storm with sudden commencement at 2335 UT on 25 June
" and Kp = 5 was observed at all four stations. Figure 3 gives

no indication of any initial positive effect and the nighttime
content does not depart significantly from the mean except that
the onset of the morning rise is delayed by some 30 mins. The
daytime values on 26 June are higher than average and have marked
fluctuations. The time delays between corresponding structures
show that the disturbances are propagating from directions
within the north-west to north-east quadrant with speeds in the
range from 350 m s - I  to 600 m s - 1 . The high speeds and large
amplitudes of these wave-like features indicate that they may he
associated with ducted mode gravity waves having their origins
in aororal electrojet activity (FRANCIS, 1973).
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c. 4 - 6 July 1974

During early July there was a complex sequence of
geomagnetic activity with sudden commencements at 1535 UT on
4 July and 0321 UT on 6 July and Kp values of 5 and 8+
respectively. Figure 4 ihows that a small increase in

ionisation is observed after the first sudden commencement
which corresponds to_t disturbance propagating from the north-
west at some 400 m s . Once again the post-sunrise build up

is delayed, this time by about one hour on 5 July and the
content remains below normal for the rest of this day.

The storm of 6 July is the only pre-noon sector storm
occurring in the present study but unfortunately residual
effects from the storm two days earlier were still present
making interpretation of the observations difficult.

It is interesting to note that there were four sudden
increases in electron content occurring simultaneously (within
the one minute time resolution) at all stations : 0648 UT and
1352 UT on 4 July, 1507 UT on 5 July and 1111 UT on 6 July.

These can be identified with the solar flares reported at
these times.

d. 2 August 1974

The sudden commencement was at 1227 UT with Kp = 4-. It
can be seen from Figure 5 that an ionisation build up started
at about 1400 UT with a positive effect continuing till almost
2000 UT. The disturbance producing the maximum just after
1700 UT can be identified as propagating southwards in the
magnetic meridian at about 480 m s- l while that at 1940 UT,
representing the negative effect onset, appears to come from the
north-north-east at some 600 m s- I  The post-dawn increase
is again delayed on 3 August.

e. 15 September 1974

Figure 6 shows the total electron content variations at
Hawick, Aberystwyth and Buckingham on 15 September. The order
of the stations has been reversed in the diagram to minimise

confusion due to cross-over of the curves. Equipment mal-
function limited the useful portion of the Buckingham record
and a non-linearity in the polarimeter response has resulted
in distortions in the electron content curve for this station;
however, the times of the turning values are unambiguous even
though the magnitudes of the features themselves may be distorted.

The storm commencement was at 1344 UT when Kp = 7. An
enhancement of the electron content is apparent even before
the commencement but from 1500 UT the slope of the curves
shows a rapid increase in ionisation which appears first at
the highest latitude station. The electron content maximises
about 1800 UT, followed by a very rapid depletion. The sharp
drop is preceded by wave-like features of large amplitude with

quasi-periodicities of 15 to 25 minutes, which, before 1800 11T,
appear to have a meridional speed of some 500 m s - 1  The shape
of the records is not well preserved between stations during
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the fall, but it is estimated that thT disturbance is propagating

from the north-north-east at 170 m s- and there are indications of
very large north-south gradients in ionisation.

f. 18 September 1974

On 18 September the sudden commencement was at 1434 UT when
Kp = 5. A rapid build up in ionisation started within one hour of
the storm (Figure 7) with its onset apparently propagating in the
magnetic meridian at only 170 m s-1 . The maximum positive effect
occurs about 1700 UT with its termination propagating from the north-
north-east at about 500 m s-1 . A rapid depletion follows with the
nighttime values being depressed considerably. For both September
storms the dawn build-up starts slightly earlier than the mean curve.

It should be noted that for all the storm periods described
above the records show a fine structure of a quasi-periodic nature
usually associated with gravity waves. As only simple analysis
techniques, involving identification of similar features, have been
used the velocities quoted for the storm associated effects may have
been contaminated by the wave velocities. However, it is believed
that the values given are representative of the storm effects as
attempts have been made to eliminate the waves in cases where a
systematic train of fine structure fluctuations allowed identification.

The results of the apparent propagation of storm associated
features are summarised in the table, which lists observed speeds
and directions of positive effect onset and negative effect onset
for each storm where these parameters could be determined.

t
4. DISCUSSION

The local time development of an F-region storm at mid-latitudes
involves the complex interplay of several effects whose importance
may vary, not only with local time during a single storm, but also
from storm to storm as is evidenced by the differing characteristics
of the storms described above.

The multistation observations provide examples of storms where
an increase in ionisation is found within two hours of commencement.
The speed of this positive disturbance was generally about 400 m s- I

which is considerably lower than the near-thermal speed proposed by
JONES and RISHBETH (1971) for this initial disturbance. Thedirection of the initial positive disturbances was from higher to

lower latitudes but there was no evidence of a source located
consistently at a particular magnetic time in the auroral zone. The

observed speeds are in the range to be expected for large scale
gravity waves and it appears that in general the first appearance of
a storm associated feature in mid-latitude total electron content
takes the form of a signature of a large scale gravity wave propagating
from an auroral zone source. For 18 September the observed speed
was only 170 m s- 1 , too slow for the disturbance to have reached
mid-latitudes within 90 minutes of storm commencement. Consequently,1 it seems likely that some localised effect like an electric field
change rather than an impulse or wind propagating from the auroral
zone was responsible for the ionisation increase.

The velocities of subsequent positive effect features in the

afternoon sector are in general in the range 400 m s- 1 to 600 m s- 1

which may be compared to the value of 400 m s - 1 quoted by JONES and

RISHBETH (1971). These workers propose a mechanism for enhancement
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- involving lifting of the plasma under the influence of a neutral

wind whose poleward motion has been weakened or even reversed by

the storm modified temperature gradient (DAVIES and RUSTER, 1974).

An additional lifting effect in the daytime sector is the electro-

dynamic (ExB)drift associated with the penetration to ionospheric

heights of the storm enhanced magnetospheric convection field.

(MENDILLO, 1975).

Using the criterion that the maximum of the positive effect

represents the negative onset (DAVIES, 1974) it has been found

that the disturbances propagate essentially in the magnetic meridian

at high speed (,500 m s-l). The intersection of the propagation
vector with the auroral oval does not show any consistent pattern

of source location like the magnetic noon meridian envisaged by

DAVIES and the speeds are, in general, too high to be related to

his 'bow wave' model. The apparent propagation speeds are

comparable to that of SPURLING and JONES (1975) and appear to be

consistent with a composition change mechanism, namely an advection

from high latitudes of neutral gas with increased [N 2 ]/[O] ratio,

' for the ionisation depletion. KING (1967) has suggested atmospheric

gravity waves as a mear of propagating composition changes. The-

present study shows that wave-like features propagating from the

north at high speed are an important feature of almost every storm

and can play a dominant role as on 26 June. It is probable that

these disturbances are associated with large scale gravity waves,

generated by substorm related auroral electrojet activity (FRANCIS,
~197 3).

The storm of 15 September had a spectacular negative onset

which propagated at only 170 m s- 1 .  MENDILLO et al. (1974) showed

that motion of the mid-latitude trough could result in large drops

in ionisation and it is suggested that it is motion of the trough

which is being observed in this case. It should be noted that the

speed of 40 m s -I for trough motion reported by TAYLOR (1973) applied

to the night sector and the present observation is probably

consistent with the expected motion around 1800 LT.

The large amplitude waves which appear as precursors of the

trough on 15 September deserve further comment. The quasi-period

ranges from 25 to 15 minutes with the largest amplitudes and

shortest periods just before the negative onset, while the

propagation is from high latitudes at some 500 m s- I .  These waves

differ from the short period fluctuations generally seen in total

electron content, which are associated with medium scale gravity

waves. in that the speed is comparable to that of large scale

auroral electrojet generated waves. For such short period, large
amplitude waves robean ionospheric manifestation of neutral

atmospheric gravity waves, either internal or ducted mode, the

source would have to be close to the observing region. It is thus

possible that these waves, precursors to the trough, represent an

instability in the ionospheric plasma which may be associated with

contraction of the plasmapause or the peeling-off of the plasmasphere

in the afternoon sector, although the mechanism is not clear at the

moment.

Finally, the storm induced changes in nighttime ionisation

deserve comment. In particular, the delayed onset of the morning

increase in summer, when sunrise was before 0600 UT, suggests that a

downwards electrodynamic drift plays an important role in producing

the nighttime depletions often found during storms.
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variation for Aberystwyth for the five days prior to the storm which can be comparedJ directly to the storm period curve for this station.
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VERTICAL DISTORTIONS OF THE WINTER NIGHTTIME IONOSPIERE
DEUUCED FROM SIMULTA;AEOUS SATELLITE BEACON OBSERVATIONS

AND GROUIND-UASED IONOSONDE DATA

Michael J. iduonsanto and Michael Mendillo
Department of Astronomy

Boston University
Boston, Mass. U2215

A3STRACT

Continuous observations of the Faraday rotation of
geostationary satellite signals have been made at Goose bay,
Labrador (53*.314, 6d!3W) since mid-Noveiiber, 197±. These
measurements provide the total electron content (TEC) of an
equivalent vertical column intersecting the 4zu-km point at
47o.5N, 622W,L=4. The Goose Bay measurements provide TLC values
for a point close to St. John's, Newfoundland (47D.bN, 52.:70 ),
where over 30 years of ionosonde data have been collected.

L Exaination of 24 years of December foF2 data reveals that at
least a 0.3Mllz Increase in foF2 occurred during 71% of the
nights. During the first winter of simultaneous foF2 aid TEC

t ouservations (1971), increases in foF2 were relatively frequent,
while such Increases in the TEC data we.re rare. Duria December,
1971, foF2 increases were observed on 21 of Z5 nights for which
data were available; comparable increases in TEC occurred during
only 8 of 27 nights. Two nights during which foF2 increased while
TEC did not, Dec. 8-J and 14-15, were studied in detail. A
seini-e.pirical model, developed for Ne(h) vs. latitude froi h=O
to geostationary satellite height, showed that substorm induced
vertical distortions of the ionosphere are in quantitative
agreemient with the observed i ncreases in NmF2 accom panied by
constant TEC.
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I. INT<U DUC1I IN

Observations of the Faraday rotation of 13/ MHz signals frown
the geostationary satellite ATS-5 have been made at Uoose day,
Labrador (s53. i,63W) sine i d- No v eber, ,j 71. These
measurelents have been used to deduce the total electron content
(TEC) of the vertical column which intersects the slanted ray
path to AT- at a neight of +ZJKi (Titheriuge, 1'7z; 14endi lo
and Klobucnar, 1974). buonsanto (1176) has shown that the choice
of 420km height for the location of the derived vertical coluin
results In 10. accuracy for the typical winter nignttimae
conditions we are concerned with here. Thi s resul t o oldu for the
Goose Bay ray path on nights when a severe latitude gradient in
the electron density profiles is absent.

For the Goose day ray path, the 42Jka point is locateu at
(47:JN,u2:2WoL4). This is almost precisely the sane latitude
(uoth geographic and geomagnetic) as that of St. John's,
Newfoundland (470.bN,.:.1W) where over 3, years of ionosonde data
have been collected. Figure 1 shows several TEC stacions,
ionosonde stations, and sub-ionospheric (420kn) points, including
those for the Goose Bay/ATS-3 ray path. St. John's foF2
observations, which directly give the peak density of the

F-region, may be combined with sinultaneous Goose Bay TEC results
to give inforriation about the variability of the F-region at L 4.

I II. IONOSONUE DATA AT L=4

In order to study the occurrence frequency of winter
nighttime increases in foF2 at St. John's, we chose tw, types ofr periods fur analysis: (1) the October tu March periods for
1371-1973, and (2) 24 years of Decoiuer data spannin' the years
19 :-1Y74. A quantitative schemule was deviseJ for classifyin6 the
variations in foF/ during winter nights. based on the two Octouer
to Hlarcii periods, we found t hat foFZ increases are basically a
winter pnenomenon, wi th most increases in Decemuer. The 24 years
of Deceloer foF data showed increases of at least 0.3 Mliz during
71'. of the night, for which data were available. Jurin, Decemuer,
1371, a 0.3 t.Hz -ncrease in foF2 occurred on 21 of the 25 nights
available for analysis. Our statistical survey of winter
nighttime foF2 variations did not yial i a clear correlation
between the occurrence of foF2 increases and the sunspot nunber.
The larger increases, however, were a little more likely to occur
during mid-winter and during high sunspot years. The variaoi lity

*W from year to year was observed to be substantial, and thus, there
is no apparent way to predict wh,-ther there wi 11 be a large
numiiber of increases in a jiven year.

IlI. DECEMtBER, 1q71 F-REGION DATA AT L=4

As i-entioned above, simultaneous easurerients of Goose 3ay
TrC and St. John's foF2 yielJ informatIon about F-re,-ion
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variability at L-4. As seen from Goose Bay, a winter nighttime
Increase in total electron content of about 20% is comparable to
a 0.3 MHz increase in foF2. In December, 1971, Increases of 20%
in TEC occurred on only 8 of the 27 nights for which data were
available. This is in sharp contrast to the foF2 Increases, which
occurred, as previously mentioned, on 21 of 25 nights.

Overplots of Nmax and TEC for December, 1971, are shown in
figure 2. On the left half of the figure, the two parameters are
plotted for all of the nights for which data were available. To

* the right, ten of the nights during which substantial increases
in Nmax were observed are plotted. If one ignores December 17
(when a large magnetic storm occurred), an envelope drawn around
the plots would extend from about J to 15 (106el/cml) for Nmax
and from about 2.) to 5.u (10S"el/cm) for TEC. This demonstrates
the significantly greater variability of peak density compared

* with TEC at L-4 during nighttime periods of Deceiber, 1971.

IV. CASE STUDIES

In figure 5, TEC and Nmax are plotted for 5 of the nights
during which Nmax Increased, while TEC did not. Note that there
was some magnetic activity each night, but except for the Dec. 9
case, the peak of the Nmax increases occurred a few hours afterthe highest level of geomagnetic activity.

Two nights during which this Increasing Nmax-constant TEC
effect occurred, Dec. 8-9 and Dec. 14-15, were studied in detail.
In figures 4 and 5, this effect is clearly shown in the upper
left, where plots of TEC and Nmax at L=4 are drawn. To the upper
right, comparable midlatitude results are given. Notice that ooth
TEC and Nmax showed increases at mid-latitudes during both

* nights. Glancing at the lower left of the figures, we note that
the greatest magnetic activity coincided with the increase on
Dec. 9, but preceded the greatest part of the increase on Dec.
15. At the lower right in the two figures are plotted bottomside
profiles obtained from World Data Center A For Solar-Terrestrial
Physics. The times of these profiles are Indicated and correspond
to the times marked on the St. John's Nmax plots. One can see a
considerable amount of filling in of the bottomside profile in
both cases. For the 15th, a period of enhancements at all heights
up to the peak is followed by depletions at lower levels,
apparently due to an Increased rate of recombination.

We wished to find out if this Increasing Nmax-constant TEC
effect is due exclusively to vertical distortions, or if a
latitudinal motion of an electron density trough could account

4 for it. To investigate this question, a semi-empirical model was
developed for the array of Ne(h) vs. latitude from h=0 to
geostationary satellite height. A diffusive equilibrium model was
used above lUOOkin If the field line Intersecting the ray path was
inside the plasmasphere, a collisionless model if outside the
plasmasphere. Isis II topside sounder Ne(h) interpolated data was
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used from 1UUOkm down to the F2-peak, and matched with profiles
from ground-based ionosondes, where available.

Ne(h) vs. latitude arrays were constructed, using this
model, for both Dec. 9 and Dec. 15, the two nights referred to
above.

Much evidence exists that electron density troughs move
equatorward at night. To Investigate whether this alone could
have caused the Increasing Nmax-constant TEC effect, the arrays
for Dec. 9 and Dec. 15 were shifted equatorward in one degree
steps. Moving the trough poleward edge over St. John's will
clearly increase 14nax. We wanted to see whdt would happen to TEL,
obtained from the Faraday rotation along a slanted ray path,
under the conditions of the trough and poleward edge moving
equatorwar d.

t In figure 6, the Dec. 15 array in its original position is
shown in the top half of the figure; the same array, shifted six
degrees equatorward, appears in the bottom;1 half. Note that the~trough's poleward edge, at the right-hand side in the top half of

the figure, has been moved to cross the ray path near 400km
height, In examining the ionosphere now sampled by the ray path,
we see that the great increase in electron densities near the
peak of the F-region is partially off-set by the fact that the
upper regions along the ray path are now in the electron density
trough. This effect alone, however, dues not keep the TEC along
the ray path constant, although the percentage increase in TEC is
substantially lower than the Unax enhancement. We found that
adjusting the height (ho) where the bottomslde Ne(h) goes to zero
could reduce the Ne contributions along the lower portions of the
ray path to such an extent that a nearly constant TEC was
obtained. For example, using this technique, an Nmax increase of
72% was produced, coincident with only a 74 TEC increase for
ho=230km north of the poleward edge and ho-120km in the trough.
Considering that the Ne enhancement of the poleward edge is
produced by energetic particles, one would suspect that ho should
be l north of the poleward edge as conpared to that in the
trough minimunm, rather than higher. Our schene of low ho in the
trough and high ho north of the poleward edge was chosen to
reproduce the temporal sequence shown in figure 5 by simple
latitudinal motions. In applying similar latitude shifts to the
December 9 case, the Nmax and TEC computed with this method
showed large increases, although the t~nax increase was about
twice the TEC increase. Therefore, while we can make TEC increase
much less than Nmax does, we cannot reproduce the observations
under study merely oy shifting the Ne(h) vs. latitude arrays.

The second method tried was a vertical distortion of the
Ne(h) array over a wide latitude range, without a latitude shift.

vie applied distortion factors to the arrays based on vertical
drifts caused by an enhanced rmagnetospheric dawn-dusk electric
field (E.p) mapped along field lines to the ionosphere (Mendillo,
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1973).

In figures 7 and 3, we show the type of distortions which
have been Invoked. These are not vertical profiles, but rather
plots of Ne(h) along the ray path for both the Dec. 9th (figure
7) and Dec. 15th (figure 8) events. Note how the Increases in
Nmax are compensated for by decreases at higher heights, and yet
at bottomside heights, ho is lower and the Ne values show large
increases (comparable to those shown in figures 4 and 5).

For Dec. 15, our calculations, using this vertical
distortion method, gave constant TEC; and we reproduced in detail
the Dec. 9 observations using this method. Not only was the
equivalent vertical TEC constant, but the actual vertical
columnar TEC in the model arrays were constant to within 10%,
which indicates that any net Influx of plasma into the columns

V were small. This seems to be a clear case of having a vertical
distortion of the existing profile.

A final method was tried, a combination of the previous two,
i.e., shifting a distorted Ne(h) vs. latitude array. We were not
able doing this to reproduce the Dec. 9 observations. The
calculations did give, however, a 12% decrease in TEC for Dec.
15, which compares well with the observed 17% decrease.

V. Discussion

Our calculations described above have shown that vertical
distortions are primarily responsible for the increasing
Nmax-constant TEC effect so often observed in Deceber, 1971 from
the Goose Bay-St. John's pair of stations wnlich monitor the
Ionosphere at L=4. It seems clear that this effect is substorm
related. Substorms were recorded at Narssarssuaq, 8.6 degrees
east of St. John's on all 5 nights which were shown in figure 3.
On four of the five nights, however, the substorm occurred a few
hours before the greatest part of the Nmax Increase. We suspect
that the later Increases were due to highly localized geomagnetic
disturbances not recorded at Narssarssuaq, or other stations of
the AE network (see Allen and Kroehl, 1975, for a description of
how the AE index is formed). Also, the electric fields needed to
account for the effects are small (e.g., Epp=0.2 to 0.7 mV/m),
and thus, the types of F-region disturbances reported here may in
fact be sensitive indicators of small and localized westward
electric fields In the post-midnight sector.

ACKNOWLEDGEENTS

The authors wish to thank J. A. Klobuchar of the Air Force
Geophysics Laboratory for supplying the TEC data used in this
analysis, and also for his valuable comments and suggestions.
foF2 data and topside Isis II profiles were obtained from the
Canadian Department of Communications. Bottomside profiles and

374



some foF2 data were obtained from World Data Center A for
Solar-Terrestrial Physics. This work was supported by the United
States Air Force (Contract No. F19628-75-C00U44).

REFERENCES

Allen, J. H., and Kroehl, H. W., Spatial and teiporal
distributions of magnetic effects of aurora] electrojets
as derived from AE Indices, Jour. Geophys. Res., Q
3ij67, 1975.

Buonsanto, Mi. J., Behavior of the ionosphere near sixty 4Jegrees
magnetic latitude, A. M. thesis, Boston University, 1976.

Mendillo, M., tMagnetospheric convection at Ionospheric heights,
AFCRL Tech. Report-73-0358, L13.

V Mendillo, 14., and Klobuchar, J. A., An atlas of the midlatitude
F-region response to geomagnetic storms, AFCRL Tech.

I Report-74-OUG5, 1974.
Ti theridge, J. E., Determination of Ionospheric electron content

from the Faraday rotation of geostationary satellite
signals, Planet. Space Sci., 2 35.i, 1972.

375



Fi.gure 1. Several TEC stations, ionosonde
stations, and 420-kin points.
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Nh)Along Rayi Path

800DEC. 9, 1971

-Original Array
Distorted Array

(D
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Electron Density

(10e1/cm3)
Figure 7. Ne(h) along oblique ray path, original and distorted

arrays, December 9, 1971.
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Figure 8. Ne(h) along oblique ray path, original and distorted

arrays, December 15, 1971.
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Paper: Behavior of auroral zone total electron content du-
ring substorms

Abstract:

The auroral zone total electron content TEC as computed from the

ATS-3 Faraday-rotation shows systematic changes during magnetic

activity. These changes depend upon local time, season, sunspot-

cycle and the prehistory of the magnetic activity.

During summer and equinox the daytime TEC both shows a positive

and negative phase, which probably are related to the prehistory

of the magnetic activity. During winter the daytime TEC is domi-

nated by enhancements as responses to the substorms. The magnitu-

de of these enhancements is determined by the activity prior to

sunrise. Thus if the activity is low prior to sunrise, the sub-

storms during the subsequent day cause the TEC to blow up. In

contrast if the pre-sunrise activity is high the daytime TEC is

similar to the quiet time level.

In the late afternoon the TEC is depleted at all seasons as a re-

sponse to the substorms.

In the night enhancements are observed due to the precipitation

of substorm-injected electrons. These enhancements are very lar-

ge during winter. During summer other factors cause a depletion

of TEC. At sunspot maximum the net result is a depletion and at

sunspot minimum an enhancement.

Introduction.

The behavior of the auroral oval F region ionization during mag-

netic activity is of special interest. This is so, because the

electric fields, joule heating and particle precipitation which

4influence the neutral atmosphere and ionosphere have their maxi-

ma in the auroral oval.

By recording the Faraday-rotation of a geostationary satellite

signal the total ionospheric electron content, abbreviated TEC,

can be monitored almost continously. TEC is simply proportional

to the total Faraday-rotation.
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Since 1969 the geostationary satellite ATS3 has been recorded

at the auroral zone station Narssarssuaq, Greenland.

Data from 1970 and 1971 have not been reduced, but the data

from 1969 and recent data allow us to compare sunspot maximum

and sunspot minimum behavior. The ATS3 signal crosses the F-

region at 630 invariant latitude. During the night this lati-

tude is within the main ionospheric trough. During the day the

F-region at 630 shows mid-latitude behavior. With increasing

magnetic activity the oval expands to lower latitudes such that

oval conditions prevail at night. At noon TEC still shows mid-

latitude behavior during very disturbed periods. First we dis-

cuss the statistical behavior of TEC with increasing magnetic

activity. Next we go back to the original data and look for

this statistical behavior of TEC in individual days. This is

important because the statistical analysis only takes into ac-

count the instantaneous level of activity. Thus the prehistory

of magnetic activity as well as the onset time (local time) of
the activity is disregarded in the statistical analysis. Final-

ly we discuss the proposed influences of electric fields, neu-

tral winds and electron precipitation.

Statistical results.

To see the influence of magnetic activity all 3 hour pieces

of the TEC curve are sorted according to the simultaneous Kp-

indices. To see the seasonal variation, the data are collec-

ted in groups of 27 days. This is a short period compared to

the seasonal variations. The 27-day period is chosen, because

it is equal to the periodicity of the magnetic activity. Thus

each group is expected to contain a typical distribution of

quiet and disturbed days. Furthermore since the solar UV-flux

also has a 27-day period the effect of the varying UV-flux is

expected to be averaged out within each group of 27 days.

0i
Figure 1 shows the daily and seasonal variation of TEC at 630

invariant latitude. It is a contour-map of quiet time (Kp-

0,I) TEC. At the top are indicated the TEC levels (in units

of 1016 el m -2) of the different shadings. The + and - show

the changes of TEC, when the magnetic activity goes up. The-

se changes are discussed later. The horizontal axis is cor-
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rected geomagnetic local time. Corrected geomagnetic mid-

night takes place at 02 UT. Local solar midnight is at 03.30

I, UT. The vertical axis is season starting with May 1972 and

terminating with March 1975. The contour map has been con-

structed by combining the median daily curves of quiet-time

TEC from each group of 27 days.

Behavior of quiet time TEC.

The large white areas of figure 1 show the extent in local

time and season of the very low TEC-values. Since the quiet

winter night TEC is constant for several hours and also is

the lowest of all observed TEC values it is probably also

the bottom of the latitudinal profile during winter night.

This minimum in both longitude and latitude is identified

as the main ionospheric trough. Whether the daily minimum

during summer night is also the minimum of a latitudinal

profile is not known. It is probably so, when considering

the Kp-value (=O,1) and the invariant latitude (=630, L-5).

The highest TEC values are observed during the summer day-

time. In contrast to the TEC data from 1969, (Mikkelsen,

1972) which showed a pronounced winter anomaly, the ratio

between winter and summer content is reversed at sunspot

minimum. This is similar to f F2 behavior. (King and Smith,0

1968).

Changes of TEC in connection with magnetic activity.

Like the contour map shown in figure I contours of TEC ha-

ve also been constructed for higher levels of magnetic ac-
.tivity. In figure I we have indicated the sign of the dif-

ference TEC-median (Kp> -4) - TEC-median (Kp=0,1).
pp

Because of incomplete data the transition from positive to

negative areas is not well defined in a few places. This is

indicated by stipled lines.

* The significant changes of TEC can be listed as follows:

1) In the late afternoon after 18 CGLT TEC is lower during

* disturbed than during quiet conditions. Looking at the up-

per quartile of disturbed TEC it is also lower than the lo-

wer quartile of quiet TEC values at this local time. This
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means that most disturbed days show a depletion of TEC after

18 CGLT. This is the case for all seasons and independent of

the TEC level prior to the depletion.

2) During winter the late afternoon depletion is followed by

an enhancement due to precipitating electrons. (Mikkelsen

1975). This winter night enhancement lasts until sunrise for

very disturbed conditions as I emonstrated by figure 2. The

onset of the afternoon depletion is probably due to the on-

set of the mechanisms, which form the main ionospheric trough.

Subsequently the auroral oval expands equatorward into the

trough and fills it up with ionization. This is not very clear

from figure 1 and 2, but when considering only moderately di-

sturbed days (Kp=2,3) a clear separation can be seen between
the depletion and subsequent enhancement of TEC.

3) During summer the depletion which started in the late af-

ternoon extends into the night. Thus an enhancement due to

electron precipitation, which is centered at corrected geo-

magnetic midnight, is not evident. During 1969 (Mikkelsen,

1972) at sunspot maximum, the TEC showed a more pronounced

depletion during night. Figure 1 shows, that there is a gra-

dual change from a negative to a positive response of TEC

when approaching the sunspot minimum.

4) The winter day-time TEC shows a very pronounced enhance-

ment at disturbed days. This is also a very significant ef-

fect, since the lower quartile of the disturbed TEC values

is also bigger than the upper quartile of the quiet TEC va-

lues. This enhancement is seen during all years both at the

maximum (Mikkelser., 1972) and the minimum of the sunspotcyc-

le.

5) During the summer and equinox day changes which are repe-

atable from year to year can be seen in figure 1. In the e-

quinox day the TEC goes down. The summer day both shows a

positive and negative phase. The statistics shows, that the

quartiles of quiet and disturbed TEC are not separated. Go-

ing back to the individual days it means, that a very vari-

able behavior is seen.

Dependence of TEC upon prehistory of magnetic activity and

local time onset of activity.

Mendillo (1973) has found a systematic behavior of the mid-
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latitude TEC during sudden commencement storms. In many ca-

ses TEC shows a positive phase at the first day of the storm

and a negative phase at the subsequent days. According to

Mendillo (1973) the positive phase or enhancement of TEC

which occurs near dusk is only observed, when a nearby mag-

netic observatory shows a positive bay, the signature of an

eastward ionospheric current. Furthermore if the storm

starts at such a local time, that the magnetic observatory

encounters a strong negative bay (westward electrojet) as

the first event of the storm, the positive bays on the sub-

sequent days do not have connected with them TEC enhance-

ments. We have looked for the same pattern in the auroral

zone. Until now only the winter data have been analyzed. The

summer and equinox (apart from a few cases) await a future

analysis.

The winter day time TEC is enhanced during magnetic activi-

ty. Figure 2 shows, that the enhancement starts at sunrise.

TEC continues to grow at a bigger rate than during quiet con-

ditions until the maximum is reached. The time of maximum

is coincident with the quiet time maximum. Shortly after

the maximum is passed, TEC decays more rapidly than during

quiet conditions, which leads to the afternoon depletion.

This median behavior of TEC is the same in the three win-

ters studied, that is 72/73, 73/74 and 74/75.

Going back to the original data especially the winter 72/73

shows many days, where TEC goes to very high values. It is

common to these days, that the Kp-index increases during the

hours 6-15 UT. The med" n behavior of Kp is such, that Kp

equals 1,2, and 4 in the three-hour intervals 6-9, 9-12, and

12-15 respectively. 'to t.-t the relationship, we have sear-

ched for all days having tiis development of Kp-index. In-

deed there are not more days, than those, which show the

very big TEC-values. Thus, if Kp is low during the hours

6-12 UT, the auroral oval following the normal diurnal pat-

tern migrates northward. This means, that the separation

between the oval and the F-region observed is big, such

that the F-region is left untouched of the physical pro-

cesses active along the oval. In that case a subsequent in-
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crease of magnetic activity during the day-time causes the

TEC to blow up. There is no dependence of TEC upon the very

long prehistory of magnetic activity. The pronounced TEC

enhancements discussed here are not related to sudden-com-

mencement storms.

If on the contrary the magnetic activity is high during the

hours 6-12 UT, TEC the following day shows a smaller enhan-

cement as a response to magnetic activity. If the period

6-12 UT is very disturbed TEC remains at the quiet time le-

vel the following day. (During the late afternoon the de-

pletion is still present). The above description applies to

the winters 72/73 and 73/74. The behavior of TEC during the

winter 74/75 does not fit into the systematics described a-

bove. The winter is more disturbed. Kp is equal to or grea-

ter than 40 20% of the time. During the winters 72/73 and

73/74 this is only the case 10% of the time. Examining the

individual days, the long periods of high activity both

show positive and negative days. In contrast to the two

winters 72/73 and 73/74 the ,,negative days,, during 74/75

are definitely below the quiet level. There is no simple

clue in the Kp-index to these positive and negative days.

Discussion of proposed mechanisms influenzing the auroral

zone TEC.

The seasonal variation of the ionospheric substorm is be-

lieved to be caused by a seasonal enhancement of the ratio

n(O)/n(N 2 ) from summer to winter. (Mayr et al. , 1976).This

is supported by Prglss and Zahn (1974), who find a good
correlation between the relative changes of f F2 and the

0

relative changes of the ratio n(O)/n(N2 ) during ionosphe-

ric storms. Theoretically Park and Banks (1975) have com-

puted that Nmax goes down by a factor 2, when the concentra-

tion of N2 is enhanced by a factor 5. Thus the low abundan-

ce of N 2 during winter means, that the processes which en-

hance TEC may dominate the loss due to charge exchange with

N 2 both at quiet and disturbed conditions. According to

Mayr et al. 1976 the reversal of the winter anomaly at sun-

spot minimum may be caused by a relative enhancement of
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n(02)/n(0) from summer to winter - at sunspot minimum. Although this

enhancement of 02 can remove the winteranomaly it is not able to create

a negative phase during the winters 72/73 and 73/74. Whether the negative

days of the winter 74/75 are caused by an extra high abundance of 02 or by

the particularly high magnetic activity during that winter can not be

decided here.

Considering the foregoing discussion of the seasonal variation of the thermo-

spheric composition it is tempting to suggest, that the positive phase of

the ionospheric substorm during the winter day (which includes the dusk-

effect) is created by the same mechanism, which cause the positive dusk

effect at midlatitudes as described by Mendillo (1973).

Many authors have suggested that the positive phase of the ionospheric

substorm is caused by a lift of the plasma to greater altitudes, where the

recombination is slower. Horizontal transport may also cause changes of

TEC, if horizontal gradients of the plasma are moved past the observation

point. But such effects can not explain the positive phase. For example,

the quiet time latitudinal TEC gradients shown by Mendillo and Klobuchar

(1975) are too small to explain the enhancements even if we imagine a very

big (and unrealistic) poleward plasma convection at midlatitudes. The same

can be seen from latitudinal profiles of TEC obtained from the polar orbiting

satellite S66 (Mikkelsen, 1971).

A downward flow of plasma would also increase the TEC. This mechanism is

5 active south of the plasmapause, but according to Park and Banks (1975) it

is only a minor modification to the day time F-region.

Thus the only possible mechanism to explain the positive phase is to lift

the plasma to greater altitudes. This can be done by southward neutral winds

or by a northward plasmaconvection. The latitudinal profiles published by

Mikkelsen (1971) show that the dusk enhancement terminates at a high lati-

tude, where TEC drops by a sharp gradient to a low value. We can not explain

this behavior, but we can incorporate the different mechanisms proposed

into a model. The relative importance of the equatorward neutral winds and

the poleward plasmaconvection may vary with local time. The neutral winds

originate from a high pressure region along the oval created by Joule heat-

ing and/or particle precipitation. Schunk and Banks (1975b) suggest that

N2 molecules are exited N 2-N 2 in the oval. The neutral winds blow these

exited molecules equatorward. Because the charge exchange reaction
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0+ + N2 24O440+ + N is more rapid, when N2 is exited, the 0 ions are depleted.

This process would prevent the creation of the enhancement. Therefore, if

it exists, the N2 " molecules must be removed before the neutral wind reaches

the region of the observed enhanced TEC.

There is another process proposed, which could explain the steep slope,

which is the poleward termination of the enhancement. According to Schunk

et al. (1975a), the process 0 + N2 -NO + N is speeded up, if the relative

speed of the two reactants 0+ and N2 is enhanced. This can be done by neu-
2 +

tral winds (moving N2) or by electric fields moving the plasma (of which 0

is part). The neutral winds are too small to be of importance, but rapid

plasmaconvection has a very drastic effect. We have integrated the electron

density profiles shown by Schunk et al. (1975) to find that TEC is decreased

by a factor 2, when the electric field is shifted from 0 to 100 mv/m. It is

well known, that the regions of plasma return flow expands equatorward and

the plasma speed is also enhanced in connection with magnetic activity.

This means, that the F-region at 630 invariant latitude comes in touch with

the plasma-return flow at an earlier local time of the afternoon during

disturbed conditions. This could explain the late afternoon depletion of

TEC. Recently Brinton (1975) has measured, that the concentration of NO
+

goes up within regions of enhanced plasma flow. This further supports the

proposed mechanism.
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Figure 1. Contours of quiet time auroral zone TEC in units

of 101 6 el in. Horizontal axis is corrected geomagnetic 1o-

I cal time and vertical axis shows seasons. + and -indicatej changes during ionospheric substorms.
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GEOSTATIONARY VERSION OP NON-COHERENT RESPONSE METHOD AS
A MEANS FOR THE INVESTIGATION OF THE MAGNETOSPHERIC PLASMA
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Abstract

It is shown that by means of the geostationary version of
the non-coherent response method at the root of which is the

idea of transformation of a signal transmitted from a soun-
ding station (a geostationary satellite) and received by a
response one (the Earth), that permits to change the sign of

frequency shift and of phase lag, it is possible to investi-
gate the dynamics of the plasmapause, the plasmasphere plas-
ma tails, the plasma sheet and magnetosheath boundaries of
the geomagnetosphere. By measuring on board of the geostatio-

nary satellite the phase difference of the sounding and res-

ponse signals A 'P , the time of its increase (fast beating
frequency dj ) it is possible to get the information about
the location, the motion velocity of the magnetosphere plas-
ma discontinuities and the concentration drop on their

.1 fronts. The establishment of communication between appro-

priately spaced ground stations and a satellite with a
, quasi-polar orbit will permit to study the midlatitude

plasmapause dynamics, and those of the ionosphere trough,
polar cusps boundaries and of polar cap inhomogeneities.

For registering (forA'Pm 10- 4 _ tens of red. and for
A 10 - 5 

- tens of Hz) the most dynamical events occur-

ring in radiopath during storms it is needed the equipment
with the stability being 10-11 - 10-12.
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Introduction. During magnetospheric storms and substorms

a shift of the plasmasphere boundary (the plaemapause) towards

the Earth down to the magnetic shell b 2 [1-4j may be ob-

served, as well as plasma detachment from the plasmasphere
May

mainly in the evening sector (that'5e self-drifting towards

the magaetopause detached plasma regions [1, 5] or a forma-

tion of plasma tails connected with the plasmasphere [6, 7j)

and the approach to the Earth (down to the plasmapause) of

the geomagnetosphere plasma sheet inner boundary (Alfven layer)

[4, 8-11.

The plasmapause, plasma tails or detached plasma regions

sides on which plasma concentration /Z changes, as a rule,

by drop by 1-2 orders or more [1, 4, 5j are moving with the

velocity U of about 1-10 km/sec [4, 12-16J . The plasma

sheet inner boundary at which the concentration may change

from 0,1 to 1-10 cm- 3 [16-18] moves at CL = 40-200 km/sec

[19].

It should be noticed that a co-existence of several plas-

mapauses is possible (which will appear on the profile /Z in

the form of several steps), due to the past erosions and to

several successive substorms losses pile-up [1, 4] . Besides

this, large-scale dips may occur in the plasmapause [1]. The

plaumasphere and the plasma sheet inner boundary dynamics is,

apparently, determined by the magnetosphere convection time-

changing electric field directed from the day side to the

* evening one L0, 20, 21] . It should be born in mind that

according to theoretical computations [22] the Alfven layer

occurring as a result of charges separation near the moving

inner boundary of plasma sheet will considerably alter and
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complicate the electric fields pattern, will weaken conside-

rably the field from inside the Alfven layer region and will

intensify it from the outside. However experimental data are

poor concerning a real behaviour of the inner boundary and

its effects. That is why when investigating the plasmapause,

plasma tails and plasma sheet boundaries an information may

be obtained on plasma convection and large-scale electric

fields non-stationary character during storms and substorms

and, consequently, on the Earth magnetosphere dynamics as a

whole.

Still a recording of the above mentioned events by spacec-

rafts is rather difficult since the above spacecraft has to

be near a corresponding boundary when the event occurs. Then,

9) to estimate a distance for which the boundary shifts under

the effect of a disturbance, the spacecraft has to follow it

as it shifts otherwise it is necessary to use several approp-

riately sited spacecrafts. The both seem rather improbable

at the present time. The difficulty consists in that the pro-

be methods of plasma investigations permit to get information

only on such events that occur directly in the neighbourhoods

of the spacecraft.

On the other hand, familiar radiointerference methods (e.g.

coherent frequencies or Faraday rotation ones) give informa-

tion only about plasma integral characteristics giving no

possibility to localise the events in time and space. In this

case the overwhelming contribution to the recorded phase dif-

ference belongs to the Earth ionosphere which restricts con-

siderably these methods in the study of magnetospheric and

interplanetary plasma dynamics.
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From that point of view it seems of some interest to in-

vestigate a possibility of events recording by means of mea-

surement of the phase shift A of a sounding and a respon-

se signals transmitted at a same frequency S [23]. The soun-

ding station being placed on board the spacecraft and the

response one on the Earth, the ionosphere effect (influence)

may be almost completely eliminated4 may be also singled out

the phase shifts occurring due to cosmic plasma discontinui-

ties (24] (e.g. run over the radio path of interplanetary

shock and tangential discontinuities; the magnetopause and

the Earth bow shock motion [25] ); they may be localized in

space and time (non-coherent response method).

Let us notice that the non-coherent response method had

for base the idea of transformation of a signal transmitted

from a sounding station and received by a response one which

permits to change the signs of the frequency shift and of

the phase lag [269 27]. Thus transformed, the signal has been

transmitted from the response station and received by the

sounding one. Sush a procedure permitted to obtain effects

j on a T and A WO caused by a run-over of plasma disturban-

.:ces in the radiopath (independently of the near-the-respon-

se-station-medium conditions).

Possibilities of plasmapause dynamics investigation.

Formulae obtained in [24, 25] for phase shifts may be also

applied to intramagnetosphere plasma discontinuities shifts.

It may be shown [28] that by measuring the phase shift bet-

ween a sounding and a response signals 4 C and its increase

rate 4 Wd =95/ , the following data on plasmasphere and

plasma tails boundaries and on the plasma layer inner boun-
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dary may be obtained: concentration change at the boundaries

/Z , shift velocities u for moments of the beginning and

the end of the motion, space and time coordinates of these

events. Consequently parameters will be obtained forming the

basis of our ideas on magnetosphere non-stationary character

during storms and substorms.

Let us assume that a sounding signal is transmitted from

a station situated within the magnetosphere boundaries (i.e.

inside the magnetopause and the inner boundary of the plasma

sheet but outside the plasmasphere) from a geostationary

satellite, for example. Recording of phase shifts of a soun-

ding and a response signals is performed on board the spacec-

raft. Some time after the response signal comes which has

J passed through the plasmapause in that moment when the latter

started moving a phase difference occurs; in a time d -

( - a distance from Earth to the magnetopause in

Cf
the beginning of the motion) it reaches its maximal value

equal to (see fig. 1)

(P C4980.(C c C

where W - , 1 tt =/Z.-- /2 - a concentration

drop at the plasmapause boundary, / - plasma concentration

in the plasmasphere near its boundary, L - the angle betwe-

en the line connecting a sounding and a response stations

and a normal to the plasmapause surface. R, may be deter-

mined from a time of phase growth A i and the value

A, I U /C ot - from A . Plasmapause motion at a constant

velocity leads but to very slow changes of phase difference
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which could not be registered nowadays. Still in the instant

the plasmapause stops in a time A t * a considerable
2 C

) change of a sounding and response signals phase shift will

occur once more; it will be equal to a value

W CSCC C

where /A , /Z - concentration drop at the

plasmapause at the instant it stops. Measuring and 4

one may determine a new position of the plasmapause 9 and

4 Ilit / COS. . Prom the difference of i9 and t? and

the time that has passed from the beginning of the motion to

its stop one may determine the mean velocity of the motion
cW- and, thus, d /Z , and 6 /Z , too.

It has been assumed above that the time of the plasmapause

slowing-down is short enough (' c / C ). If the relaxa-

tion of electric fields causing the plasmapause shift passes

in a time 4 1 more that ??/C , the right-hand side of

the plot in fig.1 will somewhat change its character (see a

dash-and dots line).

In order to estimate the frequency stability level neces-

sary for the recording of the above considered phase shifts

calculations of - have been carried out the sig-

nal frequency being f a c / 40 MHz, CM&ot 1,

U 0,2; 1; 10 km/sec. Real concentration drops at the

plasmapause have been taken as d/ ; they have been experi-

mentally measured for the day (0600 - 1500L ' )T night

(2200 - 06000"T) and evening-side (1500 - 2200L,7) regions,

all-in-all 21 oases ( N ) El, 5, 29-33] • In fig.2 are given

the computed phase change rates, i.e. the values of relations
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I-P
BF ( , a m correspond to Ut - 0,2; 1; 10

kin/sec respectively) when the plaumapause comes into motion

or stops. The same figure gives frequency drifts because

of the instability of a sounding and a response generators,

stabilization levels & being different (the horizontal
solid lines designate respectively4 = 4.10- , 4.10 and

4.10 - 4 Hs for corresponding 6 -13, 10-12, 10-11). The

fig.2 evidences that fcr registering the majority of phenome-

na under consideration a stabilization to an accuracy of 6 -

- 10-11 is sufficient. It would be recalled that modern

quantum standards of frequency permit to obtain a stability

of 0-12 * 10 -14 [33]. Let us also notice that the stationary

plaunapause (as well as stationary plasna tails and plasma

sheet boundaries) will not give rise to any phase shift of
.jsignals in the method in consideration. Ionospheric distur-

bance level lies below 10-6 Hz.
On double plasmapause and its large-scale dips reoordina.

There is no fundamental difficulty for a non-coherent

response method in registering a multi-step concentration

profile, i.e. practically any number of "plasmapauses". A

characteriutical example of a double plasmapause has been

registered on 12. III. 1968 from the day side as well as from

the night one [32, 331 . If we assume both plasmapauses shift

under the effect of some process with a velocity U - 1 km/sec

the equipment with 6 =10 will be able to register sig-

nals both from the outer 4 7.10 - 5 Hz, A = 2.10 - 4 rad

with 4 iZ - 44 om "3 and from the inner plasmapauses 6S

Hz, = 8.1 3 red with 4/Z - 980 cm 3 (see also

fig.2, cases 22-29).
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: I Given the presence of some short-time local source of an

intesive electric field a small part of the plamasphere may

shift towards the inside ] in this case a large-scale

* jdips in plasmasphere density may occur (as it has been found

by "00-5" 30.111. 1968 at L Z 2,8 [33]) If the base of the

* dip, being in radiopath, started shifting at U - 10 km/sec

(with A/Z - 4600 cm- 3 ), this event could be easily registered

from af (-1OlHz) and A 5 ( 0,4 rad) (see fig.2 cases

30-32).

In the case of a stationary dip with pronouced sides and

base it could be detected from df and d( in the moments

on the radiopath entering into it and its issuing from it,

for the azimuthal velosity of the radiopath making several

km/sec. This condition is met at a level L - 3-6 if the

equipment is set up on a geostationary satellite.

PlasmasDhere corotational plasma tails.

The near-equator plasmasphere is customary subdivided into

three sectors regions as to its character [1]: the day, the

night and the evening (or the buldge region) ones. In the

evening, day and very seldom in the night sectors of the plas-

ma trough a cold and a very dense plasma regions are observed

(as a rule, during magnetic storms and substorms when the

electric field changes sharply)[1, 5, 7]; they are considered

as detached plasma regions not connected with the plasmasphe-

re or as plasma tails connected with the plasmasphere E2, 6,7]

(the latter assumption is physically better-reasoned and

qualitatively better worked out (20, 213).

Though in such periods a situation in radiopath in the

day and the evening sectors becomes more complicated, nevert-
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heless the process of oo-rotational plasma tails formation,

the non-uniformity of the shift towards the day side magneto-

pause and subsequent dynamics may be investigated by a non-

coherent response method.

Co-rotational plasmasphere plasma tails may be, apparent-

ly, approximated in the form of dense plasma layers with

rather pronounced boundaries submerged in a strongly rare-

fied plasma trough medium. A radiobeam transmitted from a

sounding station will find on its way a quasirectangular

concentration pulse and then it will pass through the plas-

mapause.

From theoretical models [1, 2, 6] it follows that an sharp
t! enhancement of the convection electric field shifts the plas-

J i ma tails towards the Sun and broadens it, i.e. its bounde-

ries will shift in opposite directions. The electric field's

attenuation after a substorm will make the layer shift east-

wards narrowing it at the same time, i.e. the boundaries

rwill meet one another in the viewing field of the radio beam.

As this takes plaoe it may be shown that in the begin-
ning of a sharp shift of plasma tails boundaries and during

their instantaneous stops (independently of their quantity)

as well as in the instants the boundaries issue from the

limits of a sounding station a phase difference occurs

which may be determined from (1) by substituting correspon-

dingi , a ,4 ,o .The phase difference change rate

W cos. C (2)

The carried out estimates have shown that plasma tails
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boundaries (with 6/1 - 64(3-310) cm- 3 I, 6j and assuming
U * 10 km/sec [4, 16] ) will cause in the radiopath 4j X
Z2.10-3(2.10 "4  10-2) Hz and A 6.10-3006-4  3.10 -2)
rad (fig.3; oases 1-32) which may be registered with ( -

- 10-11 - 10"12. It should be added that it seems possible

to note a lateral intrusion into radiopath and the emergence

from it of detached plasma regions from a short-time enhance-

ment of 4 P [35].

* Sianals from plasma sheet boundaries and ma~nstosheath.

*Let us notice that in plasmasphere study from a geostatio-

nary satellite some new signals (comnensurable as to the

amplitude) may occur in day-side radiopaths besides the regis-

tered signals caused by the plasmapause and plasma tails bo-

undaries; the former are caused by an intrusion on the soun-
Sding station first of the magntopause and then of a bow shook

of the Earth [25j. For example, such situation could have

pccurred on 8. I1. 1970 when a magnetopause and a bow shook

shifter inside the satellite ATS-5 orbit [36J. Assuming the

transition region (magnetosheath) boundaries shifting with

U - 200 km/sec, A 7 rad, 4 0,1 Hz in this case.

According to the phenomenological model of a substorm C11,

37, 38] the interplanetary magnetic field vector's changing

its direction to a southward one is accompanied by plasma

sheet narrowing and by its inner boundary shift towards the

Earth. As the substorm origin phase develops, the inner

boundary becomes more steep and the shift velocity goes

increasing. Therefore, in the plesmasphere study in night-

side radiopathes signals may be recorded on the plasma sheet

inner boundaries intrusion in the radiopath from the soun-
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ding station and then on their leaving It ('4 10- 3 - 10 4

HS., ap 1 - 4 _ 10 - 2 rad); the aalysis of these signals

may supply an important information on plasma layer.

Conclusion.

Thus we see that in the study of plauzasphere dynamics

by a non-coherent response method (in its geostationary

version) the recording conditions depend significantly on

the sector (i.e. on local time) and on the position of the

* bow shock, magnetopause and the plains layer inner boun-

dary (i.e. on the magnetospheric activity and in the final

;* analysis on the conditions of interaction of the interpla-

netary medium and the Earth magnetosphere). In the night

sector radiopaths signals depending on the plasmapause

dynamics and sometimes on the plasma layer inner boundary

will be mainly recorded. In the day and evening sectors

radiopaths there will be also signals caused by plasma tails

boundaries and sometimes by the bow shock and the magneto-
! pause, too.

~A mounting of equipment complying with the sounding sta-

tion on a satellite with a quasipolar orbit and an approp-

. riate choice of ground-based stations for a set-up of the

response equipment would permit a considerable enlargement
4

of a non-coherent response method scope: e.g. to study the

midlatitude plasmapause dynamics and those of the ionosp-

here trough, of polar cusp boundaries and even of inhomoge-

neities above the polar cap.

It should be particularly emphasized that all events in

the radiopath may be recorded and localized in time and

space. This is one of the most important advantages of the
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non-coherent response method. Among other advantages there

should be also mentioned a great time resolution (0,1-0,2sec).

Besides all this the method permits to obtain data on

and 4/Z for discontinuities inside the magnetosphere. If,

moreover, there are data on the magnetic field then one may

obtain information on the non-stationary electric field.

It follows from the foregoing that the non-coherent rea-

ponse method is a promising one for investigation of intra-

magnetospherio plasma discontinuities dynamics.
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Fig.1. Time dependence of the phase shift (Pof a soun-
ding and a response signals crossing an instantaneo-

usly shifting plasuzapause.
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* iSOME NEW PHENOMENA OBSERVED DURING MAGNETIC STORMS AND SOLAR
FLARES AT LOW AND EQUATORIAL LATITUDES USING ATS-6 RADIO BEACON
INVESTIGATIONS

by

1 1 2 2
M.R. Deshpande , R.G. Rastogi , Malkiat Singh , H.S. Gurm

A.V. Janve 3 , R.K. Rai 3 , A.R. Jain 4 , B.N. Bhargava4 , V.M.
Patwari5 , and B.S. Subbarao

5

ABSTRACT

The emphasis in this article is to bring out some new
features associated with the magnetic storms and solar flares
at low and equatorial latitudes. Three important discoveries
need special attention:

(i) Scintillations are triggered during storm time at
low latitudes with phase lags at different stations.

(ii) Travelling Ionospheric Disturbances are induced dur-
ing magnetic storms and their movement direction suggests that
the heat input at high latitudes inducesequatorial motions.

(iii) Solar flare enhancements exceedings 5% of total
electron content are seen. Such large changes cannot be
accounted for the enhancement of ionization in D-region duringsolar flare.

Additional production mechanisms in E, Fl and F2 regions
are also believed to be contributing to the observed large
TEC changes during the flare. The zenith angle effect of
solar flares is discussed. The above results are derived from
ATS-6 beacon experiments conducted at seven sights in India.

INTRODUCTION

In the past decade, extensive investigations of ionospheric
storms (Goodman 1968, Klobuchar et al. 1968, Taylor and
Earnslaw 1969, Aarons 1970, Mendillo et al. 1970, Klobuchar
et al. 1971, Papagiannis et al. 1971, Mendillo 1973 and Sch6del
et al. 1974) and solar flares(Matsoukas et al. and Mendillo et
al. 1974) have been carried out. In most of these investiga-
tions, effectsof stormson total electron content, stormtime be-
haviours, and effectsof solar flares are discussed.

In this paper some new phenomena associated with storms
and flaresare given.
EXPERIMENTAL SET UP

Six polarimeters of rotating antenna type at 140 MHz were
installed in collaboration with varioug institutions and 8 ni-
versiti8 s at Patiala (Geog. Long. 76.3 E, Geog. Lat. 30.3 N,

0 0. Dip. 45 N), Udaipur (Geog. Long. 73.6 E, Geog. Lat. 24.6 N
0 6

Dip. 35 N), Ahmedabad (Geog. Long. 79.6 E, Geog. Lat. 2g.0 N,
DiP6 34 N), Rajkot (Geog. Long. g0.7°E, Geog. Lat. g2.3 N, Dip.
33. N), Bombay (Geog. Long. 72.9 E, Geog. Lat. 19.1 N, Dip.
24.8 N) and Waltair (Geog. Long. 83.3 E, Geog.Lat.17.7°N,Dip.19 N).

1. Physical Research Laboratory, Ahmedabad 380 009, India.
2. Punjabi University, Patiala 147 002, India.
3. University of Udaipur, Udaipur 313 001, In-lia.
4. Indian Institute of Geomagnetism, Bombay, 400 005, India.

* 5. A.V. Parekh Technical Institute, Rajkot 360 001, India.
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In addition,a X,Y type polarimeter and sci g tillation recordsr

have been set up at Jaipur (Geog.Long.75.8 E, Geog.Lat.26. N,
Dip. 39 0N). At Ootacamund (Geog.Long.76.7 E, Geog.Lat.11.4 N,
Dip. 4 N), in collaboration with NOAA Laboratories a complete
ATS-6 receiving set up has been established to study the equa-
torial scintillations, total electron content, differential
faraday rotation, etc. All these experiments are planned so
as to have complete coverage of Indian sub-continent along
more or less same longitude. The locations of these stations
are shown in a companion paper.
EFFECT OF SOLAR FLARE

For investigating solar flare effects, 5 December 1975
has been selected. In Fig. 1 are shown Faraday rotation re-
cords for Patiala, Udaipur, Ahmedabad, Rajkot, Bombay and
Ootacamund. The flare started at 1317 hr IST and ended at 1411
hr IST. At all these places the effect of flare can be seen.
To investigate the zenith angle dependence of flare enhancements
of total electron content, AJf/M are plotted against cos X inI Fig.2. A linear fit on log scale is found with n value as 1.25.
Mendillo et al. (1974) carried out 7 August 1972 flare analysis
for 17 stations in North America, Europe and Africa and found
no correlation of zenith angle dependence of flare time enhance-
me8 t. It should be noted that most of the stations were above
30 latitude. In our investigations all stations are below 30

latitude and conclude that solar flare effects do show zenith
angle dependence. The latitudinal variation of zA/M during
flare is shown in Fig.3. It is seen that the flare time en-
hancement decreases with increase of latitude. The flare time
enhancements are of the order of 5% of total electron content.
Such large enhancements cannot be accounted from the increase
in electron density in D region during flare. Additional pro-
duction mechanisms are to be invoked at higher altidues to ex-
plain the observed results.

EFFECT OF STOPMS AND TRAVELLING IONOSPHERIC DISTURBANCES

Durihy m'netic strus,the iohosphere also gets perturbed and some
new effects seen over Indian sub-continent are presented. As
an example, the magnetic storm of 10-11 January 1976 is dis-
cussed. The sudden commencement was seen at 1534 hr IST.
Following night severe scintillations were seen (Fig.4) at all
stations except Patiala, the northern most station. The scin-
tillations were quite severe and lasted about 2 hrs at all
stations. The onset times of scintillations were however
different (see Tabel 1).

Table 1

Station Geog.Lat. Onset Time of
-' rScintillation

Bombay 19.1°N 2130 hr - 0100 hr IST.

Rajkot 22.3 N 2210 hr - 1000 hr IST.

Ahmedabad 23.00N 2140 hr - 2343 hr IST
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I

Station Geog.Lat. Onset Time of
Scintillation

Udaipur 24.6°N 2243 hr - 0100 hr IST.
0 (next day)

Patiala 30.3°N Not seen

Ooty (Ootacamund) ll.4°N 2116 hr - 0130 hr IST.
(next day)

It is therefore suggested that irregularities causing scintil-
lations drift during storm. In addition,a group of Traveling
Ionospheric Distrubances (TID's) are seen at Udaipur,Ahmedabad,
Rajkot and Bombay. Again at Patiala this effect is not seen.
The mean TID velocity is 230 m/sec and its direction and pro-
pagation are almost eastward. TID's with such high velocities
are not seen during quiet nights. Hence it is concluded that
during the initial phase of the storm severe scintillation
and high velocity TID's are seen from the equator up to 30 N.
Such a phenomenon has not been observed earlier. The scintil-
lation zone is shown in Fig. 5 for the first night (2200-0100
hr IST) followinq sudden commencement of storm. In addition,
TID velocity vector is also shown. On the following pre sun-rise timeescintillations were again seen (Fig.6) as localized
patches. The scintillation zone this time appears to be shifted
northward up to Patiala. On the next day (Fig.7), 11 January
1976, at 1300-1400 IST the scintillations were again seen. It
is to be noted that on quiet days during daytime, scintillation
is a very rare phenomenon. Again the scintillation zone seems
to have moved northward and no scintillation is seen near the
equator. From Figures 5 and 7 it is clear that during the storm
an elliptical belt of scintillation zone is seen near the equa-
tor. As the storm progresses the belt shows a tendency to move
northward.

CONCLUSIONS

(1) Flare enhancementsof total electron content shows
zenith angle dependence at low and equatorial latitudes. Such

Za dependence was not found at mid and high latitudes (Mendillo
et al. 1974).

(2) The cosn X fit of flare time enhancement in total
electron content has yielded n = 1.25.

* (3) During magnetic storm scintillations are seen in the
low and equatorial latitudes. These scintillations with time
appear and disappear and are not seen continuously for more
than 3 hours at a time. The onset of scintillation at different
places is different and suggests that the irregularities causing
scintillation move overand the direction of their motion is
eastward.

(4) The scinitllation patches during the early part of the
storm extend right up to equator; on the subsequent day they
tend to move northward.

(5) The scintillation zones are of elliptical in shape.

(6) TID's are seen during storm with very high velocities.

These characteristics we believe are due to perturbations
introduced in the ionosphere during magnetic storms.
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ATS-6 140 MHz FARADAY ROTATION

SCINTILLATION TRIGGERED BY STORM
1o-Il JAN.-1976
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Figure 4 Fa)'raday records abowing scintillationls and MIe
triggered by magnetic storm at 'UdaiPUr,o Ahmed abed,
Raftot and Bombay on the right Of 10-1 January-
1976. Note the absence Of BCifltilltiOD andTIMe
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ATS .6 140 MHz
STROM TRIGGERM SCINTILLATION ZONE

10-li JAN 1976 2200-0100 IST
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* Figure 5 It Map showing storm triggered scintillation zone
* and TD velocity vector on the night following

sudden commencement (10-11 January, 1976).
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*. ATS-6 140 MHz
STROM TIME SCINTILLATION ZONE
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Fi'gure 7 s Map showing storm time scintillation zone at
Patiala, Udaipur, AmdbdadBombay onth
afternoon hours of 11 January 1976.
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THE INTERDEPENDENCE OF SCINTILLATION INDEX,
TOTAL ELECTRON CONTENT AND MAGNETIC ACTIVITY

AT AN EQUATORIAL STATION

J.R. Koster
Physics Dept.

University of Ghana
P.O.Box 63

Legon, Accra
Ghana

ABSTRACT

The total columnar electron content (TEC) and the scintillation
index (SI) determined at Legon, Ghana, exhibit a negative
correlation between sunset and midnight; a positive correlation
around sunrise. This relationship can be explained in terms
of the dependence of these two parameters on magnetic activity.
It is shown that the total electron content is increased at all
hours during magnetic disturbances, while scintillation is
suppressed before midnight, somewhat enhanced around dawn. Both
phenomena exhibit a 9 to 10 hour time lag behind magnetic
activity. All the phenomena have a pronounced seasonal minimum
around the June solstice. It is suggested that the reduction
of ionospheric electric fields can account most easily for all
the observed dependencies. These fields are probably due to
fneutral winds.
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THE INTERDEPENDENCE OF SCINTILLATION INDEX, TOTAL ELECTRON
CONTENT AND MAGNETIC ACTIVITY AT AN EQUATORIAL STATION

1. INTRODUCTION

Since Seytember 1971 recodings have be made at Legan, Ghana
(Longitude 0.19 W, latitude 5.63 N, dip angle 8 S) of both the scintillation
and t he Faraday rotation experienced by the 136.4.7 MHz signal radiated by the
q'nchranous satellite ATS-3. During thi1 period of time the satellite has
been kept on station at approximately 70 W longitude. Hence these records can
be compared without the usual uncertainty due to the variation of the Scinti-
llation index and other pareeters with elevation. All the comparisons made
below are based on continuous data, extending from September 1971 to October
1975 inclusive, a period of 50 months.

2. SCINTILLATION INDEX AND TOTAL ELECTRON CONTNT

Scintillation at Legon is quantified using the definition of scinti-
llation index (SI) adopted by the Joint Satellite Studies Group (Aarons et. al.
1971). The relationship between this index and the total electron content (TEC)
of the ionosphere was first studied. Hourly values of the two parameters SI
and TEC were divided into 50 one month segments, and each segment analyzed
separately. Twenty four hourly correlation coefficients were produced for

each segment.

A plot of correlation coefficient versus hour of day appears in Figure
3A. This figure represents the mean of 34 of the monthly segments, the four
months around the June solstice (May, June, July and August) being omitted
for reasons given below. Figure 2A shows the seasonal variation of the
dependence of scintillation on total electron content. The correlation co-
efficients between SI and TEC for the periods 04-O7 hours, and 20-23 hours
local time are averaged separately for each month of the year. Both curves
show a predominantly annual variation, with the effect virtually disappearing
around the June solstice. Because the correlation coefficients fall near or
below the 1% significance level during this period, these months were omitted
in the determination of Figure IA. It may be mentioned here that this same
pattern of minimum correlation around the June solstice is found in the inter-
relationship of all three parameters considered in this paper.

2.1. SUMMARY OF THE RESULTS OF THE COMPARISON

The following conclusions can be drawn from Figures 1A and 2A:

(a) There is a significant positive correlation between SI and TEC
from 04 to 08 hours local time.

(b) There is a significant negative correlation between them from~20 to 01 hours local time.
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(c) There is no significant correlation between the two parameters
from 09 to 19 hours (scintillation is rare during these hours) and
durint the hours of crossover from negative to positive correla-
tion (02 to 03 hours).

(d) There is a marked seasonal effect, correlation amplitudes showing
a deep minimum around the June solstice. It is to be noted that
the 1% significance levels appear as dotted lines in the figures.

2.2. SOME SPECULATIONS ABOUT THE INTEFFRETATION OF THESE RESULTS

A significant correlation between two variables indicates some connec-
tion between them, but not necessarily a causal relationship. They may well
be related to one another through some third variable. This consideration
gives rise to the following speculation:
(a) Consider the sunset to midnight period. It is fairly well established,

at least at Logan, that during this time:

i. magnetic activity is accompanied by an increase in TEC.

ii. magnetic activity is accompanied by a decrease in SI.

Hence, it could well be that magnetic activity accounts for all, or atI least some, of the negative correlation found between SI and TEC during
this part of the day.

(b) Consider the period centred on sunrise. If it can be shown that:

i. magnetic activity is accompanied by an increase in TEC during this
daily period as well, and

ii. that scintillation increases with magnetic activity during these
hours, then,

we could expla~m the early morming positive correlation by a dependence
• Ion magnetic activity as well.

In support of (ii) we can mention that we have previously reported from
Legan that scintillation around the time of amrise seems to be more probable
during magnetic storms. Mullen and fhitney (1974) have found that there is
a definite increase in scintillation with magnetic storms at these hours during
same seasons at HNuancayo. Ifi consider the night as a whole, as we have
previously done at Legon, the negative correlation of SI with KP dominates
the results, since it is much the larger of the two effect-.

2.3. INVESTIGATIONS SUGGESTED BY THESE R SULTS

The above speculation strongly suggests that it would be. profitable to
* investigate the dependence of SI and TEC separately on magnetic activity.

Thi wi~l give am basis for accepting or rejecting the possibilities given
in .)above.
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3. TOTAL ELECTRON CONTENT AND MAGNETIC ACTIVITY

We next give the results of a study of the variation of total electron
ccntent with magnetic activity. We here use the planetary K figure K as an
index of magnetic activity, and for the sake of convenience we shall ?efer to
it as XP. The TEC data were again divided into 50 one-month segments, and
hourly values were correlated with the corresponding values of KP. Thirty four
of t he segments (again omitting the four June solstice months) were averaged
for the final plot of correlation coefficient versus hour as shown in Figure
lB. The dotted curve in 1B shows the enhanced correlation values that are
found when the KP values lead the TEC values in time by nine hours. This time
shift is discussed more fully below in section 5. The seasonal variation
appears in Figure 2B.

3.1. SUMMA Y OF THE RESULTS OF T E COMPARISON

The following conclusions can be drawn from Figures 1B and 2B:

(a) There is a positive correlation between KP and TEC for all hours.

(b) The value of the correlation coefficient is above the 1%
significance level at all times.

(a) The correlation is much larger still when one uses IF values which

r ilead the TEC values by 9 hours.

(d) There is a seasonal minimum in the correlation around the June
solstice. The value for May is especially low. This is the only

-* month in which the value of the correlation coefficient falls
below the 1% significance level.

3.2. SOME POSSIBLE INTERPRETATIONS

This result is consistent with the negative correlation found in the
comparison of SI and TEC from sunset to midnight. If the TEC value increases
during storms, as we show here, and if SI decreases, as has been shown by

Koster (1972), we should expect the result that we actually find in the SITEC

curve.

'dhether we can explain the 04 to 08 H results of SITEC is not as yet
clear. We have a definite rise in TEC with KP at these hours. We shall have to
investigate the early morning behaviour of SI and KP before we can draw any
conclusions.

4. SCINTILATION AND MAGNETIC ACTIVITY

The relationship between SI and K? has been studied before (Koster , 1972)
but never with so much data available, and with the satellite at constant

' Ielevation, so that one cause of uncertainty is removed. Also, all the scin-
tillation records used here have been reduced by the same person, using the
same method throughout. As was done above, the data were divided into 50
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one-month segments, and correlation coefficients were found for each hour inI
each segment. Figure IC shows the hourly correlation coefficients resulting
fram thirty four segments (the months of May, June, July and August were again
omitted). The relationship is precisely what earlier results have led us to
expect. The correlation coefficients are negative from suaset to midnight;
positive around sunrise. But the amplitude of the correlation coefficients is
rather small. After other results (to be described later) indicated that a
time lag probably occurs between magnetic disturbances and perturbations in
SI or TEC, correlation coefficients were computed afresh introducing a nine-
hour time delay. The results are plotted as the dotted curve in bigure IC.Correlation coefficients are now very much larger.

The seasonal effect is given in eigure 2C, Since the SIXP curve shows
a positive correlation in the morning at 6 and 7 hours local time, and a
negative correlation in the evening from 21 hours to 02 hours, the seasonal
variation of the correlation is shown separately for these two time intervals.
The evening hours show the usual June minimum; the morning hours have, in
addition, a second minimum in January.

4.1. SUMIaARY OF THE COMPARISON OF SI AND KP

(a) There is a significant positive correlation from 05 hours to 08
hours local time.

] (b) There is a significant negative correlation from 20 H to 02 H.

(c) Correlation is not significant during most of the day (from 09 H
to 19 H). Since daytime scintillation is comparatively rare, this? iis not surprising. Correlation is also not significant durin67 the

hours of change from negative to positive correlation (03 H and
04 H).

(d) The correlation coefficients are somewhat smaller than those found
in SITEC and KPTEC, but they increase substantially when a 9 hour

time lead is introduced in the KP values, as is shown in the dotted
curve in Figure 1C.

(e) The evening hours (20 H to 02 H) show the usual June solstice
minimum; the morning hours (07 H and 08 H) show a Janua~ry minimum:
as we3l.

4.2. DISCUSSION OF. THE SIKP RESULTS

These results are quite consistent with the SITSC and WEGC investica-
tions, and sugrest that the increase in TEC durinf maenetic storms may accour
for the SIT: C results. The picture that emerges seems quite consistent:

(a) Magnetic disturbances result in increased TEC at Legon at all hours (dee
the IPTEC curve).

1*
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(b) This increased TEC is accompanied by the supressan of scintillation
from sunset to midnight (see the SlKP curve). Hence a negative orre-
lation between SI and TIC is to be expected, and is in fact found, at
this time.

(c) The increased TIC is aooampanied by a somewhat enhanced scintillation
around sunrise (see the SIKP curve). Hence we expect, and indeed find,
a positive correlation between SI and TIC around dawn.

(d) All the above dependences are reduced signlficantly around the tims of
the June solstice.

If, as seems to be the case, magnetic activity appears to be the common

factor relating scintillation and total electron content, it would be worth
while investigating the dependence of both TIC and SI an magnetic activity
more closely. And the first question worth asking would seem to be the
following: 'Do increases in TEC and the variations in SI follow the variations
in the KP index immediately, or is there a discernible time lag between then?'
The dotted curves in Figures 1B and 1C give our answer, but this answer will
now be investigated more fully.

t5. THE TIME LAG FOR MAXIM% CORRELATION BETWZW IF AND TEC

The procedure followed in this part of the investigation was the
following-

(a) First get the correlation coefficient between TEC and KP using simultaneous
values of the two parameters.

(b) Shift KP in time relative to TEC, and repeat. Current values of TEC were
correlated with values of KP taken L hours ago, where L is referred to as
the LAG of TEC in time behind KP. In the computer program used, LAG
assumed values from -9 to 33 hours. For each value of LAG, the usual 24
correlation coefficients were evaluated.

(c) For all values of the correlation coefficient above the 1,i significance
level, the time shift (LAG) giving maximum correlation was noted. Since
the correlation between KP and TEC is always positive, the mean of the
24 hourly values of the correlation coefficient was used.

(d) The above process was gone through for each two-month segment of the 50-: . months of data an hand.

Results found for each of the 25 two-month segments are summarized inTable 1 below.

t,
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.'ONTH J-F M-A M-J J-A 3-0 N-D
YEARS

1971 .35(07) .4.3(O4)

1972 .31(06) .18(07) .1O( ) .05( ) .16(14) .47(16)

1973 .32(10) .24(10) .00( ) .29(14) .37(11) .20(04.)

1974 .32(11) .14(31) -.07( ) .22(09) .29(04) .29(10)

1975 .35(11) .46(15) .31(12) .O1( ) .29(05)

TABLE 1: The first figure in each entry is the maximum correlation
coefficient between EP and TEC for the two-month period in
question. The figure in parentheses is the time lag in
hours giving maximum correlation. No time lag is given in
cases where the correlation coefficient is below the 1%
significance level (0.12).

The following points should be noticed in these results:

(a) The I significance level for these data is 0.12.

(b) One of the four entries for the months of kay-Jtne reaches this value.

(c) Two of the four entries for Juy-.August are significant on this level.

(d) All other entries are significant.

(e) Maximum values of the correlation coefficient occur in lovamber-Deceber.

(f) The mean time lag for maximum correlation in the case of the 20 signi-
ficant entries is 9.6 hours, with a standard deviation of 3.7 hours.

The above table shows that the correlation coefficient between lP and
TEC is enhanced if a time lag is introduced. To give a better indication of
the magnitude of the enhancement, curves KPTEC (Figure 1B) and SIKP (Figure
1C) were re-calculated introducing a nine-hour time lag. TAhe results appear
as the dotted curves in the two figures. It is obvious trtat the enhancement
is far from trivial.

It was explained above that correlation coefficients were calculated on
a monthly basis; these were then combined to give the result over the total
period of 50 months. This was initially done for practical reasons, s that
the seasonal variations could be studied using the same results. Later, when
all the data were stored on a computer disk it became possible to determine the
correlation coefficients over a period of any length. When calculations are
made en a yearly basis the 24 hourly correlation coefficients give a similar
picture each year. And the curves for the total period of 50 months do not
differ significantly from those tiven above.
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The above experimental results suggest the following simplified
picture:

(a) Eergy of solar origin is injected into the magmetosphere during magnetic
storms.

(b) Moat of this energy would seem to be deposited initially in the auroral
Sones.

(c) Effects are produced at the equator after an average time lag of the
order of 9 to 10 hours. Principal among these are an increase in the
value of T7C, and a delay in the production of the irregularities in the
F region which give rise to scintillation effects.

Magnetic storms are apparently very complex phenomena, and quite a
number of physical processes are operative during them. It is our aim here
to try to identify that process or those processes which can most simply

a' account for the TEC increase, the scintillation evening decrease and dawn
enhancement, and the time lag.

POSSIBLE PHYSICAL MECHANISMS)(a) A Temperature Increase
It is wall known that magnetic disturbances are accomjanied by an

increase in exospheric temperature. Such temperature changes may well contri-
bute to an enhancement of the electron content of the ionosphere. This would
be consistent with the seasonal variation in TEC, where low exospheric
temperatures at the June solstice coincide with the annual minimum in ionos-
pheric electron content. But it is not immediately evident why this is so.
The effective loss coefficient# is indeed dependent n temperature. Some
published results (Rishbeth and Garict, 1969) suggest thatf# increases with
temperature. If this alone were operative, a temperature increase would be

accompanied by a decrease in TEC. Beer (1974) suggests that a temperature
increase would indeed Five an increase in TEC. Even if we accept his result,
it is difficult to see how an increase in temperature could bring about a delay
in the onset of scintillation. Scintillation indices tend to be mazim,
during seasons of maximum exospheric temperature. We sumarize as follows:

i. There is a temperature increase during msgnetic storns;

, . ii. This increase might account for an increase in TEC, but it is not clear
how this might be effected, and

iii. A temperature increase alon can hardly explain the evening suppression
of scintillation, or the morning enhancement.

(b) Composition changes in the neutral atmosphere.

A change in the composition of the upper atmosphere, especially a change

' in the O/N 2 ratio, could result in a dramatic change in TEC.
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Duncan (1969) discussed this in some detail, and more recently Titheridge(1974) has comaidered it. Rishbeth (1975) has summarised current thinking
about the atmospheric ciroulatiun following the injection of energy into the
polar regins during magnetic storms and its effect on atmospheric composi-
tion. Such composition changes are currently believed to account for the
dramatic decrease in electron content observed at middle latitude stations
during the later phases of magnetic storms. We note that these decreases
are not observed at Legon. An ttmpt to Csteot composition changes in the
atmosphere ever Legon through the determination of the initial zenith angle
(Koster, .1976) yielded negative results.

(c) Quasi Trapped Particles

? It is not inconceivable that particles trapped in the inner Van

Allen belt at low heights over the equator may make a contribution to an
enhanced TEC during magnetic storms. Goldberg (1974) gives some experimental

* evidence for the presence of a quasi trapped distribution of soft energetic
particles at low equatorial heights, with flux densities approaching auroral
levels. It is lifficult to account for the presence af such particles in
terms of present day models of magnetic storm, but the experimental evidence
is such that we would not ignore the possibility. Even if this could, however,
account for an increase in TEC, there is no obvious connection between the
injection of such particles and the suppression of scintillation in the
evening; its enhancement in the morning.

(d) 3 x B Forces

Another mechanism which is operative at the equator under normal
conditions, and which is perturbed during magnetic storms, is the following.

Daytime eastward equatorial electric fields give rise to an E x B
force on charged particles, causing them to rise. This upward motion, combined
with diffusion along magnetic field lines, gives rise to the so called
"fountain effect" through which a considerable amount of ionization can be
removed from the equator to low latitudes on either side. At night an
oppositely directed (i.e. westward) electric field gives rise to a downward
E x B force which probably contributes significantly to the observed downward
movement of equatorial F region ionization after sunset. This ionization
moves to heights where recombination is rapid, and is quickly removed. If
these electric fields should disappear, or be reduced during magnetic storms,
it could lead to a large daytime increase in TEC over the equator due to the
cessation of the fountain effect. Similarly, a reduction in the night-time
downward velocity of ionization could contribute to the maintenance of a
relatively high electron content throughout the night.

It is well known (Farley et al, 1970) that equatorial irregularity
production is closely associated with the rather dramatic increase in upward
ionization velocity around the time of ground sunset. Unless the base of the
Iser rises above a certain minimum level, irregularity production isinhibited. The disappearance or diminution of the usual daytime eastward

electric field during magnetic disturbances would produce the observed
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suppression of evening scintillatin. As for the morning enhancement ofscintillation, one might note that the morning TIC is frequently so mall
that no scintillation is possible. The suppression of t he usual westward
field at night would reduce the downward drift of ionisation. Hence the
electron coentet would remain relatively high throughout the night, and the
possibility of morning scintillation would be enhanced.

It seemsalke y that the production of the above mentioned electric
field is associated with winds in the neutral atmosphere. Energy injected
into the auroral regions would eventually, after a suitable delay, give rise
to winds at low latitudes. This, in turn, could reduce the electric fields
present near the equator under normal conditions.

We may sumariue our proposed "simple" mechanisms as follows:

(a) Energy is injected into the auroral regions. This sets up a circula-
tion (wind) that affects equatorial latitudes some hours later,
resulting in a reduction of the RAN electric fields normally present.

(b) Suppression of the fountain effect enhances equatorial electron content
during the day; and the diminution of the downward velicity at night
keeps the content abnormally high during the night.

(c) Inhibition of the evening rise inhibits evening scintillation; the
morning high electron content favours scintillation around sunrise.

(d) The injection of additional enerar into the &=or hemisphere causes
relatively small changes there; hence the effects are less pronounced
during local summer.

AM OCLE VEDMENT: This work was carried out under Research Grant AFOSR
74-28, Air Force Cambridge Research Laboratories, United States Air Force.
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SCINTILLATION THEORY AND ITS RELATION TO
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Abstract

The recent advances in the scintillation theory are reviewed.
Different approaches are compared and discussed. Parabolic
equation method and resulting equations for the field moments
give a unified theory of weak and strong scintillation. Results
of the theory are reviewed. It is also shown that the single
scattering theory can be easily improved by taking into account
the extinction. Shortcomings of the scintillation theory as
related to the interpretation of beacon signal observations are
pointed out.
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1. Introduction

The scintillation study on random fluctuations of wave para-
meters passing through the ionosphere has 30 years of history.
During that time the problem has been investigated both experi- .4
mentally and theoretically (for reviews refer to: Aarons et al.,
[1971], Aarons [1975), Wernik and Liu [1975)). It is now under-
stood that the scintillation is a consequence of existence of
random electron density fluctuations in the ionosphere. The
main goal of the scintillation theory is to relate the observed
wave statistics to the properties of the irregular ionosphere.

Three main physical processes cause scintillation: scattering,
diffraction or phase mixing, and extinction. All three processes
have to be considered jointly, although their relative importance
may vary depending on the wave length, irregularity scale-size,
irregular slab thickness, observers distance from the slab etc.

Ionospheric irregularities responsible for scintillation are
large compared to the wave-length and the dielectric permittivity

does not differ much from unity. Waves scattered by such irreg-
ularities maintain the state of polarization and the scattering
process leads practically only to the change of wave phase. The
direction of propagation of scattered wave is very close to the
direction of incident wave. For the observer very close to the
thin irregular slab the diffraction is of no importance and the
scintillation can be considered in the frame of geometrical optics.

In reality the diffraction can not be ignored both inside
the irregularity slab and outside it. For the thick slab the
diffraction leads to the wave leaving the slab which is not only
phase but also amplitude fluctuating. The diffraction causes
increase of the intensity scintillation when the distance between
observer and the slab increases. Far from the slab, in the far
zone, the intensity scintillation saturates.

The extinction is closely related to scattering and causes
attenuation of the wave. The extinction is usually ignored when
weak scintillation is considered. This leads to the non-
conservation of energy in the weak scattering theories.

'64

2. Scintillation theories

The geometry of the problem is shown in Fig. 1. A plane wave
is assumed to be incident on the irregularity slab at z = 0. The
thickness of the slab is L. The receiver is on the ground at
(0,0,z). The presence of the irregularities causes irregular
variations of the refractive index in the slab. As the wave
passes through the slab, these irregular variations act to distort
tiie original plane wavefront, giving rise to a randomly phase-

)|

436

I vpi Z



bottom of the slab at z = L, it propagates in a regular medium

(often taken as the free space) toward the receiver. During this
passage, further phase-mixing occurs changing the modulation of the
wave and eventually producing a complicated diffraction pattern on
the ground. In general, the irregularities are assumed to be
"frozen" during the passage of the wave and drift across the
propagation path with constant speed. This causes the diffraction
pattern on the ground to drift and at the receiver it appears as
a temporal pattern. Under the assumptions of "frozen in" and
ergodicity, the temporal variations can be used to obtain the
various statistics of the signal.

To study the scintillation problem we begin by formulating
the problem of wave propagation in random media. Let us assume
that the irregularity slab can be characterized by a relative
dielectric permittivity e(r,t) which is a random function of
position and time. The spatial and temporal variations of
e(r,t) are assumed to be slowly varying as compared to the wave-
length and period of the wave respectively. For the case where the
drift velocity of the irregularities is small compared with the
velocity of light and the characteristic size of the irregularity
is much larger than the wavelength the above formulated problem/ Jreduces to the solution of the Helmholtz wave equation

V2u + k2Eu = 0 (1)

where u is a component of the electric field. It must be noted
that in considering the scalar wave equation the depolarization
effect is neglected.

Equation (1) is a partial differential equation with stochastic
coefficient. At present no exact method of solving this equation
exists. We are forced to make various simplifying assumptions.
It is believed that in the real ionosphere these assumptions are
valid under certain conditions.

The wave equation (1) is linear in terms of the wave function
but nonlinear in terms of the fluctuating coefficient c. If the
fluctuating part 6 of the dielectric permittivity is much less
than its mean valu <E> equation (1) can be linearized by expanding
the wave function u in terms of a series in ascending powers of
the small parameter cl/<E>. Such linearization leads to the well
known Born approximation, which takes into account only waves which
are scattered once. The application of the Born approximation is
limited to weak scintillation.

If instead of the complex amplitude, the complex phase of wave
is expanded the smooth perturbation or Rytov approximation can beL obtained.
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In the Born approximation the statistics of wave amplitude
and phase is obtained, while the Rytov approximation leads to the
logarithmic amplitude and phase statistics. Approximate solution

of the stochastic wave equation at the bottom of irregularity slab
can be used as the initial condition for the free space wave
equation. Its solution gives the complex amplitude or phase at
any point below the irregularity slab. Correlation functions,
scintillation spectra and scintillation index can be obtained by
averaging procedure. Statistics of scintillation is then ex-
pressed in terms of the irregularityspectrum and some filter
function depending on the geometry and wave-length.

Figure 2 shows the amplitude filter functions computed from
the Rytov approximation for two values of wave number k = 27/X
together with the two types of irregularity spectra corresponding
to exponential and Gaussian correlation functions. Due to the
decaying character of the irregularity spectrum and oscillatory
behavior of the filter function the main contribution to the
amplitude scintillation comes from that part of irregularity
spectrum which corresponds to the first maximum of the filter
function.

The phase filter function has a first maximum at K = 0
which means that the phase scintillation is sensitive to the
large scale irregularities. In the weak scattering regime the
spatial scintillation spectrum is just the product of the filter
function and irregularity spectrum. The motion of the
irregularities causes the diffraction pattern to drift and if
irregularities are "frozen in" the spatial spectrum can be
easily converted to the frequency scintillation spectrum.

The Fourier transform of the spatial scintillation spectrum
gives the correlation function of the diffraction pattern which
can be measured on the ground by an array of receivers.

A very useful and simple model of scintillation is obtained
when the scattering slab is replaced by a thin screen which changes
only the wave phase in the same manner as the scattering
slab. Usually it is assumed that inside the slab the geometrical
optics approximation is valid which allows the computation of the
phase variance and phase correlation function at the screen. Below
the screen the wave propagates in the free space with the phase
mixing being the only process leading to the development of
amplitude scintillation. If the screen is placed at the middle
of irregularity slab the phase screen model leads to the result
in agreement with the weak scattering scintillation theory.

The weak scintillation theory is well developed although
some questions remain concerning the validity range of different
approximations.

Theoretical studies of strong scintillation are much more
difficult and incomplete. Different approaches have been used
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(Mercier [1962], Uscinski [1968a, 1968b], Tatarski [19711) but
it seems that the most promising is the so cailed parabolic
equation method (PEM) Tatarski (1974]). In this method we
seek the solution of the parabolic equations for the wave function
moments. Various conditions must be satisfied in order to apply
the PEM. (Tatarski [1971]) Discussion of these conditions show
that the PEM can be used for the ionospheric scintillation. De-
pending on the parameters chosen the PEM allows us to study scin-

tillation for a wide range of conditions, in the weak and strong
scattering regimes.

For a plane incident wave the equations for the first and
second moment of the field can be solved exactly. However, most
interesting is the fourth moment which gives the intensity
correlation function and scintillation index directly related to
the measured quantities. The fourth moment equation can be
solved only numerically. Because of various simplications the
solution gives only semiquantitative results. For instance,
only normal incidence on a plane-parallel, homogeneous irregularity
slab with isotropic irregularities have been considered. In spite
of this, this solution explains the observed scintillation fre-
quency dependence over broad range of frequencies and allows us
to discuss multiple scattering effects, such as focusing, satur-

J ation and reduction of the scintillation correlation distance
for low frequencies.

As an example, Fig. 3 shows the scintillation correlation
distance dependence on frequency (Yeh et al., [1975]). For high
frequencies, for which we may expect that the weak scattering
takes place, the correlation distance increases with decreasing
frequency because of the Fresnel filtering. For frequencies less
than about 500 MHz, multiple scattering plays an important role
and the correlation distance decreases with decreasing frequency.
For thicker slab, when the multiple scattering is more important,
the correlation distance at low frequencies is smaller.

The weak scattering results can be improved by taking the
extinction into account (Wernik [1976]). The so called single
scattering approximation of the radiative transfer theory

j" (Tatarski [1971]) includes the extinction effects exactly, while
the scattering is included only approximately. The improvement
of the results for the scintillation index S4 can be seen from
Fig. 4. In this figure S4 dependence on the wave parameter kr2 /z

4 is compared for the scintillation index computed using the o
Rytov approximation, fourth moment equation and single scattering
approximation of the radiative transfer theory.

Despite the extensive computations made for the effects of
multiple scattering, the results are not a general theory. More
study is needed to develop a comprehensive scintillation theory
that can be applied to all situations in the ionosphere.
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3. Application of scintillation theory for data interpretation

The scintillation theory relates the measured quantities,
such as the scintillation index, frequency or spatial scintillation
spectra, correlation distance for the diffraction pattern over
the ground etc. to the properties of the irregular ionosphere. The
inverse problem of the theory is to find the irregularity para-
meters: scale-size, elongation, spectrum, irregular slab thickness
and height from the measured scintillation statistics. Results
of the inverse problem solution may be in error if the validity of
the theoretical simplifications is not carefully checked before
applied to a particular situation. For example, when weak
scattering scintillation theory is applied, only such data can be
interpreted which were taken under the validity of weak scattering
assumption. There is no unique criterion which can be used to
check whether the weak scattering assumption is valid. The often
used criterion requiring that for weak scattering the amplitude
(or intensity) scintillation is weak may be misleading because the
weak scattering may lead to stronger amplitude scintillation than
strong scattering depending on the irregularity slab thickness
and observer's distance from the slab. The phase measurements are
not going to help to solve the problem, because the phase variance

- measured on the ground is not the same as variance at the bottom
of the irregularity slab, which is a measure of scattering strength.

From the point of view of the theory of irregularity gen-
eration and evolution it is of interest to know the shape of the
irregularity spectrum and its sizes. Formally, some information
about these parameters can be gained from the scintillation data
analysis. For instance, the correlation distance for the diffrac-
tion pattern measured on the ground can be related to the correla-
tion distance of the electron density fluctuations. However, this
is not a direct relationship and some parameters, like slab thick-
ness and observer's distance from the slab, must be assumed or
known from other independent measurements.

In the past few years extensive studies have been made on
irregularity spectrum. The method is based on a close corres-

,I pondence between the power spectrum of scintillation and irreg-
ularity spectrum. In applying the theory to interpret the data,
however, again certain assumptions were made. First of all, the
"frozen in" assumption assumes that the diffraction pattern drifts
over the ground with constant velocity. For data taken with
synchronous beacon satellites the analyzed sample must be long
enough to gain required accuracy of spectral analysis. However,
it can not be too long to avoid possible velocity changes. The
problem of choice of appropriate sample length is not so serious
for transit satellites.

The weak amplitude scintillation power spectra agree quite
well with those theoretically predicted (Fig. 5) and indicate
the irregularity spectrum of the power-law type is in agreement
with the in-situ measurements of electron density fluctuations.
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Strong scintillation spectra have not been investigated theoret-
ically due to the lack of adequate theory. The s-ingle scattering
approximation of radiative transfer theory give, however, some
indication of spectrum broadening and smearing under conditions
of moderately strong scintillation (Wernik [1976]). Similar
results have been obtained using the phase screen approximation
(Rumsey [1975], Marians [1975]). It is worthwhile to mention
that strong scintillation intensity and log-amplitude spectra
differ in shape. More studies on strong scintillation spectra
are desirable.

The important parameters are the height and thickness of the
irregular slab. The common observational method is the spaced
receiver technique. In the paper by Paul et al. [1970] a critical
discussion of the method is given. It was pointed out that the
method is applicable only when the irregular slab is thin. For
observations based on the low-orbiting beacon satellites the main
contribution to the scintillation comes from those irregularities
which are at a half-way distance between the satellite and the
ground (Yeh [1962]). This will lead to a greater irregularity
height for higher satellites. On the other hand, it was also
shown (Liu [1967]) that if the background electron density has

j a peak the main contribution to observed scintillation comes from
irregularities at the peak height. All this makes it very difficult
to determine the true height and thickness of the irregular slab.

Singleton [1970] using the scintillation data and phase screen
approximation was able to estimate the electron density fluc-
tuations. Essentially Singleton has used a plot of contours of
the constant scintillation index on the plane 2zX/7r 2 - o
(a phase variance on the screen) and with some assumed values of
z and r determined co from which, with the reasonable guess about
the slaB thickness, electron density variance was obtained. With
simultaneous multi-frequency scintillation observations it is
possible to avoid some of the assumptions and get better values of
the electron density fluctuations.

4. Discussion

In spite of the great advances both in the theory and data
interpretation further studies of the scintillation phenomenon

A 'are needed. Below we wish to point out some of the outstanding
problems and suggestions for the future work.

Strong scintillation theory needs further development. The
phase scintillation, scintillation spectra, goometry effects have
not been considered in detail.

Verification of the "frozen in" assumption is needed, especially
for the case of geostationary satellite beacon signals scintillation.
The problem of the probability distributions of amplitude and ohase
scintillation is still uncertain. Opinions differ in whether the
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joint Gaussian distribution of the phase and amplitude, or of
phase and log-amplitude, or of in-phase and quadrature components
of the signal fits best the observed probability distributions
(Rino et al. [1976], Fremouw et al. [1976], Crane [1976]).

The in-situ measurements and scintillation spectra show the
uoper scale size of ionospheric irregularities is probably
around few tens of kilometers rather than less than 1 km as
was believed in the past. With such big upper scale size the
phase scintillation should be expected to be very strong indica-
ting multiple scattering conditions. At the same time the
observed amplitude scintillation is often rather weak and in
agreement with the weak scintillation theory. The question then
arises: is the condition of small phase fluctuations the necessary
condition for applying the weak scintillation theory to interpret
a.mplitude scintillation data? A closer look at the problem is
needed to answer this question.

Global models of ionospheric scintillation based on the in-
situ electron density data and scintillation theory should be
further developed.

Scintillation phenomenon depends in a complicated manner on
J many parameters which usually are not known in advance. More

complete and complex scintillation measurements, simultaneously
performed with other irregularity measurements, may help tor verify the scintillation theory and at the same time to get more
information on the irregular ionospheric structure.
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Figure Captions

Fig. 1. Geometry of the scintillation problem.

Fig. 2. Amplitude filter function multiplied by the factor

iTL/(4k) - 2 for waves of frequency 40 MHz (k .84 m 1)

and 4 GHz (k = 84 m- 1) and irregularity spectra for
the Gaussian and exponential correlation functions
with different scale sizes r .

Fig. 3. Correlation distance for the amplitude scintillation
as a function of frequency.

Fig. 4. Scintillation index S4 vs. wave parameter D 4 = (z-L)/kr2

Broken curve-Rytov approximation, solid curve-single
scattering approximation of the radiative transfer
theory, dashed curve-multiple scattering theory. Numbers

2 2 3 3
by the curves = L/kro . C <:1>k r3/4.

Fig. 5. Comparison of the experimental and theoretical, weak
scattering spectra.
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IONOSPHERIC SCINTILLATIONS AT

MULTIPLE FREQUENCIES

R. Umeki, C. H. Liu and K. C. Yeh

Department of Electrical Engineering
University of Illinois
Urbana, Illinois 61801

Abstract

In the study of scintillation of transionospheric radio
signals, the frequency dependence of the intensity scintillation
index S4 is a subject of both experimental and theoretical
interest. It is well known that the dielectric permittivity
fluctuation in the ionosphere varies as f-2 , where f is the
signal frequency. Under the conditions of weak scattering, for
power law irregularity spectrum of the form K-P, the scin-
tillation frequency dependence will be f-n with n = (p+2)/4.
However, when the strength of scintillation increases, multiple
scattering becomes important and there is no simple relation
for the frequency dependence of S4. Simultaneous scintillation
data from ATS-6 Beacon Experiments for signals at 40, 140 and
360 MHz offer the opportunity to study the frequency dependence
of the scintillation phenomenon. Analysis of some of this data
for weak scintillations has shown that the power index p is
about 4, while results for strong scintillations indicate the
saturation effects on the scintillation index S4 and the modi-
fications of the power spectrum caused by multiple scattering.
These results plus those obtained from the use of the Bessel
spectruin analysis will be presented.
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1. Introduction

When a radio wave propagates through the ionosphere, the
random irregularities present will cause the parameters of the
wave to fluctuate. This is what is known as the scintillation
phenomenon. Amplitude, phase as well as angle-of-arrival scin-
tillations have been observed at frequencies ranging from 10 MHz
to several gigaherz. By studying these fluctuations, we can
learn much about the characteristics of the ionosphere (Aarons
et al., 1971; Elkins et al., 1969; Rufenach, 1972; Singleton,
1974). Early observations were made mostly of single frequencies.
It is well known that the departure of the relative dielectric
permittivity from its background value in the ionosphere is
inversely proportional to the square of the signal frequency.
Therefore, under the condition for which fluctuations occur at
higher frequencies, signals at lower frequencies will suffer
much more severe scintillations. In fact, at times the scin-
tillation will be so intense that the multiple scattering effects
will become important (Yeh et al., 1975). The Radio Beacon
Experiments on ATS-6, with the three frequencies at 40, 140 and
360 MHz, provide us with a good opportunity for simultaneous
multi-frequency observation of the scintillation phenomenon.
In this paper, some results of our analysis of the ATS-6 scin-
tillation data will be presented.

In section 2 the scintillation index S4 is studied. The
emphasis will be on the frequency dependence of S4 under both
weak and strong scintillation conditions. Some theoretical
models will be discussed in an effort to interpret the data.
The power spectra of the amplitude and intensity of the fluc-
tuating signals will be investigated in section 3. Some con-
clusions will be discussed in section 4.

2. Frequency dependence of scintillation index S4

Linearly polarized signals were transmitted from the ATS-6
satellite (00N, 940W) at carrier frequencies of about 40, 140
and 360 MHz respectively. The amplitudes, among other parameters
of the signals, were received in Boulder, Colorado (40.130N,
105.24*W) by the Space Environmental Laboratory of NOAA using

.4 short backfire type antennas (Davies et al., 1975). Elevation
angle was 42.20 at an azimuth of 162.90. The receiver's post
detection bandwidth was .16 Hz and the sampling rate was 10 Hz.
Each second, ten .1 second samples were taken, averaged together,
and the resultant amplitude recorded digitally on magnetic tape
via mini computer. The final sampling rate was thus 1 Hz.
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After obtaining the tape from NOAA the data was plotted
to locate periods of scintillation. We found that. this
phenomena was most likely to occur between the hours of 2100
and 0300 local time. A number of segments of data which appeared
stationary to the eye and were of sufficient time duration
(usually 45 min.) were chosen for analysis. Before proceeding
further, the data was detrended using a high pass digital filter
with a pass band beginning at .005 Hz.

To obtain a measure of the intensity of the fading and its
statistics, we computed the scintillation index S4 which is
defined as

2 <A4 > - <A 2 >2 (1)
S4= <A2>2

where A is the amplitude of the received signal. We also used
this as an added check for stationarity by verifying that S4 was
relatively constant throughout the periods being analyzed. In
Table 1 we have tabulated the dates and times for the data sets
we used.

)TABLE 1

Date Time (U.T.)

Set 1 12/27/74 0920

Set 2 05/09/74 0500

Set 3 01/09/75 0700

At this point, we can investigate the frequency dependence
of the scintillation index which for small S4 and power-law
irregularity spectrum proportional to K-P has been found to
satisfy the relation

S4a (2)
S.b

P+2
where n = - , K is the spatial frequency, and f and f are the

4 b a
transmitting frequencies (Jokippi and Hollweg, 1970). For our
data Set 1 in which S4 < 0.5 we have found n to be about 1.6
corresponding to p 4.4 (see Table 2) which is consistent with
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TABLE 2 (Set 1)

T i ,Sa Sb fa fb n
54a S4b a b

.54 .076 40 140 1.57 4

.076 .016 140 360 1.65

.54 .016 40 360 1.6

results observed by others (Rufenach, 1972). In fact, using A

single-scatter theory, it is possible to model the irregularity
layer in the ionosphere that will produce this multi-frequency
scintillation data. We assumed a power-law irregularity spectrum
of the form

<(AN/N o ) >nr 3(p/2)
0N(Kx'NyI0) 0) 2 2 22 ) P/2 (3)

2 rr(3/2)r(23)(1 + r o (K2 + 2 K YP
2 o x y

where <(AN/No) 2> is the variance of the electron density fluc-
tuation, n, the anisotropy factor; r0 , the outer scale of the

irregularities and 1(x) is the gamma function.

The geometry of the model is shown in Figure 1. The
scintillation index can be computed by the formula (Wernik and
Liu, 1974)

S4  2 Lf 4  r 2k ~ K L) Ki z~)~()d2= kL Cs 0 (K)sKdK (4)S4  -T fsinL\2k k~ 2z-

where k = 2rf/c is the wave number of the signal at frequency f,
fp is the electron plasma frequency for the background ionosphere.

Theoretical computations of S4 were made for various para-
4 _ meters of the ionosphere. The results of one such model computa-

tion with the chosen parameters were shown in Table 3. We note
that the results match the experimental data quite well except
at 40 Mhz. Here we must realize that we are using the single
scatter model, and at 40 MHz when S4 

= 0.5 some multiple scatter-
ing effects are already beginning to show.

For the cases of strong scintillation, multiple scattering
effects are important. Theoretical computations (Liu et al.,
1974; Yeh et al., 1975) have shown that under multiple-scatter
theory it is no longer possible to obtain a constant exponent
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TABLE 3

Frequency Experimental S4  Theoretical S4

40 .54 .59

140 .076 .077

360 .016 .017

Parameters fp = 9 MHz z = 400 Km

L =90 Km ro =9 Km

" = 3.1% 3, N

n that describes the frequency dependence of the scintillation
index S4 as indicated in equation (2). Rather, the frequency

I dependence varies as a function of the signal frequency and
other parameters of the irregularity slab. In particular, under
certain conditions, the scintillation index can be greater than
unity. This is referred to as the focussing (Yeh et al., 1975).
The focussing occurs at a distance Zfo from the center of a
thin irregularity slab where z foc is given by (Shishov, 1971)

Zfo c c k/ o  (5)

where *2 = k2 (f /f)4r L<AN/ 2whr € f/f dNN)>/4.
0 p 0 0 >4

4 2We note that zfo c is proportional to f2. Therefore, at higher
Erequencies, for certain ionospheric parameters, the distance z
from the irregularity slab to the ground may be much smaller than
the focusing distances for such frequencies. However, for signals

*with lower frequency the focusing distance is smaller and the same
distance z may be comparable to z foc . Therefore, at this lower
frequency the receiver may be in or near the focusing region.
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Our data sets II and III indicate strong scintillation
conditions (see Tables 4, 5, and 6). In both sets, we note the
presence of the focussing phenomenon at 40 MHz.

TABLE 4 (Set 2)

S4a S4b fa fb n

1.31 .23 40 140 1.39

.23 .058 140 360 1.46

1.31 .058 40 360 1.42

TABLE 5

Frequency Experimental S4 Theoretical S4

40 1.31 1.50

"t. 140 .23 .23
l!360 .058 .056

Parameters: f = 8 MHz z = 400 Km

=100 Km r = 8 Km

}i! NAN= 10% n =1

I? TABLE 6 (Set 3)

.S 5 4a S 4b f a fb_

1.5 .55 40 140 .8
. .55 .12 140 360 1.61

1.5 .12 40 360 1.15
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Since at the higher two frequencies, the scintillation level
is still low enough, single-scatter modeling base- on data at

these frequencies can be carried out. Using the parameters
obtained for the models, in principle we can then apply equation

(5) to check if indeed the computed zfoc for 40 MHz signal is

approximately equal to the assumed distance between the irregul-

arity slab and the receiver. However, due to the difficulties

involved in the omission of the inner scale in the assumed irreg-

ularity power spectrum, no quantitative computations can be made.

Qualitatively, the data and the model do indicate that for the

40 MHz signal, the receiver is in or near the focusing zone.

Another quantity of interest is a 2 the variance of the

log-amplitude, which is defined as

,02 = 4X2> - <X> 2  (6)
x

where x = in A. For weak scattering, a is directly proportional
X

to S4 and using the Rytov approximation, the same frequency1 ] dependence is predicted (Crane, 1976). This behavior is best
illustrated by plotting a values obtained at two different

frequencies (140 and 360 MHz) as is done in Figure 2. Since
all of the scintillation observed at these frequencies was
weak, the single scatter model should be valid and a linear
relationship should exist between the a at the two frequencies.x
Comparing the experimental results and he Rytov solution, we
can see that this is indeed the case. However with increased
scintillation levels, multiple scatter becomes important and
saturation of the fluctuation takes place. We can see this
effects in Figure 3, where we plot a at 40 and 140 MHz. Sincex
most of our data is for either strong or weak scintillation we
cannot see too much about what is happening between the two
extremes. However, Rytov solution seems to agree well with the
data up to ay :r5db or so. Then, the saturation occurs.

3. Power spectra of scintillation:

In recent years, the use of the power spectrum of temporal
amplitude fluctuations to study the ionospheric irregularities
has gained recognition. To compute our spectra we first cal-
culated autocorrelations for 200 lags. In the case of the
Fourier spectra, the Hanning window was then applied to the auto-
correlation function and the product Fast Fourier Transformed
(Blackman and Tukey, 1958).
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Bessel spectra were computed using a prewhitened Bessel
transform of the autocorrelation function (A(T)) given as

(Lovelace et al., 1970)

f~ - 2 (dA CT)
f(f) C-) TJ(2ifT) dr . (7)
B j 1 d

0

The differentiated autocorrelation function was multiplied by
a Gaussian lag window (exp (-y(T/T m))) with y=4 to suppress

sidelobs of the frequency response. The expression was then
integrated using Simpson's rule. Before plotting, the pre-
whitening was removed by dividing each frequency component
by its frequency.

The stability of the spectra is found by establishing
the number of degrees of freedom as follows:

Fourier: k = 2.5 (T/Tm)

Bessel: k = 2 (T/T m ) (y/ftm )

where T is the duration of the data and Tm is the number of

logs. Frequency resolution (full width e-1 ) for the Fourier and
Bessel spectra are respectively 1/T m and Y(1/2)/[ th(Lovelace et al.,
1970). m

The computed Fourier spectra for case I (weak scintillation)
are shown in Figures 4, 5, 6. The drop-off rate at high frequency is
proportional to f- 3. 5 . This is consistent with spectra observed
by others (Elkins et al., 1969; Rufenach, 1972). The theory

predicts a drop off of f-(P-) for power law irregularity spectrum
and it is gratifying to note that the P obtained hire corresponds
quite well with that obtained from the frequency dependence of S1.
The 360 MHz curve starts to fall at the proper rate, but then
the slope gradually decreases. Since S4 for this case is only .016,
this may be due to receiver noise or round off noise from digit-

i  izing. The Fresnel frequency which corresponds to the frequency
at which the spectrum rolls off is theoretically proportional to

.4 the square root of the transmitted frequency. Again our results
correspond quite well with the theory as the 140 and 360 MHz
soectra break at frequencies at about 2 and 3 t imes hiqher than

.,. the 40 MHz spectrum. From the spectra, it is possible to estimate
that the horizontal drift speed of the irregularities is approx-

*, imately 45m/sec.

V We used the parameters obtained from the theoretical modeling
of S4 to compute theoretical power spectra for this set of data.
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For weak scintillation, the power sop- Lor the amplitude,
the log-amplitude as well a- "- ntensity are all equivalent

to each other and or--. 1ional to

Tk (f /f) <(AN2>
P N _(2k\ __LF (Q) = 4v 1 -2k sin ( 2 k

(8)

Cos [9--- (z-L/2) N(2/v, Ky)dKy

Q2 Q 2/v2 + K 2

y

where Q is temporal frequency (rad/sec), v is the drift velocity
of the irregularity, and DN is given by (3). The theoretical

j spectra are plotted over the corresponding experimental curves
in Figures 4, 5, and 6. The slope of the roll off matches the
experimental data fairly well in all cases and in the case of
the 140 MHz, some of the minima also coincide. The drop in
power in the low frequency end of the spectra is evidently due
to anisotropy. In the theoretical spectra, this is modeled
by setting q greater than 1. For this set of data, a value
of about 3 seems to provide a good fit to the experimental
results. This is significant since the theory predicts that
the spectra should be modulated b, the Fresnel filtering func-
tion which produces minima at f1 n where n is an integer and

f is the frequency of the first minimum. For these minima to
be seen in the Fourier spectra we must have n >> 1 (Singleton,
1974). Thus our Fourier spectra do not show any significant
minima. Although Bessel spectrum is defined only for the iso-
tropic case, however, for the purpose of comparison, the Bessel
spectrum for the 140 MHz signal was also computed and shown in
Figure 7. We note that the Bessel spectrum does show zome mod-
ulation but not quite at the right pattern. Apparently, the
anisotropy (r=3) is large enough to disrupt but not completely
invalidate the Bessel spectrum. It is interesting to note that
the minima show good correspondence between the Bessel and
Fourier spectra.

Now with some confidence that our analysis techniques are
correct, we turn to the spectra for strong scintillations.
Figure 8 shows amplitude, log amplitude and intensity spectra
for the 40 MHz signal in data set IT where S4  1.31. The log
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implitude spectrum shows considerable broadening and is quite
.ifferent from the amplitude and intensity spectra. The
intcnsity spectrum on the other hand is almost the same as
fne amplitude spectrum except a slight narrowinq at the high
'r- kuency end. The relations among the three spectra depend

" the probability distribution of the scattered signal. Our
d indicate that for weak scintillation (although we show

no examples) , the amplitude, log amplitude, and intensity
sectra are all identical, which is to be expected. For strong
-cintiliations, however, the spectral behavior of the log-

amjilitude and the amplitude are quite different. Thus, in the
study of power spectra for strong scintillation case, a dis-
tinction must be made among the spectra discussed.

In Figure 9, we superimpose the amplitude spectra from
the 3 frequencies in data set II. The 140 and 360 MHz which
are still in the weak scattering regime show distinct frequencies
where roll off begins. There is broadening of the 40 MHz
spectrum as it rolls off almost on top of the 140 MHz curve.
This did not happen in data set #1 where we had only weak scin-
tillation . A more extreme case of this broadening
is seen in our third data set (Figure 10). Here S4 = 1.5 at
40 MHz, and the spectrum rolls off at a frequency higher than
the 360 MHz case. Although the 40 MHz spectra for these two
cases do show broadening, the slope of the roll off is the
same as for the cases of weak scintillation. Using a thin
phase screen model, Rumsey (1975) and Marians (1975) have

r studied the power spectra for strong scintillations. Our results
seem to agree, at least qualitatively, with their findings.

*' 4. Conclusions

haveSimultaneous multi-frequency scintillation data from ATS-6

have been analyzed and studied in this paper. We have shown
that for weak scintillation the existing models fit the experi-
mental data quite well giving us an f-n frequency dependence for
S4 . However, for increasing scintillation multiple scatter be-
comes important and this simple relationship no longer is valid.

J We have demonstrated that it is possible to model the ionospheric
irregularities based on the scintillation data at higher frequencies
and the single-scatter theory and then use this rodel to investigate
the strong scintillation phenomena, such as foccusing for the 40
P-1iz signal. In our power spectrum analysis we have seen evidence

-1.41 that the irregularities are slightly anisotropic and have power-
8i 1 law spectrum with the power index p ranging between 4 and 4.5. Th?

behavior of the power spectra chanqes considerabl% when the scin-
tillation level increases. The most noticeable feature is the
b roadening of the spectra while at the same time maintain the same
high frequency asymptote as that for the weak scintilation spectra.
':his behavior seems to agree qualitatively wit preliminary
theoretical predictions. Also, for strong scintilLations,
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log-amplitude spectrum has been found to be quite different
from the amplitude or intensity spectra. Since their relations
depend closely on the probability distribution of the fluctua-
ting signal, investigation of the spectra may also be useful
in the effort to determine the distributions.
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A TWO-CQMPONENT MODEL FOR SCINTILLATION

By

E. J. Fremouw, C. L. Rino, and R. C. Livingston
Stanford Research Institute

Menlo Park, Ca. 94025

ABSTRACT

When the complex envelope of the signal received from a coherent

beacon such as those transmitting from the Navy Navigation (Transit)

satellites (150 MHz with a 400-MHz reference) and ATS-6 (40 and 140 MHz

with a 360-MHz reference) is recorded, a mixture of information is obtained.

The record contains data pertaining to the traditional studies of both

total electron content (TEC) and (intensity) scintillation. Since TEC

information is gleaned from relatively slow dispersive-phase variations

and scintillation involves faster phase and amplitude fluctuations,

(complex) scintillation can be isolated by high-pass filtering the

recorded phase. A reasonable choice for the filter cutoff is the highest

frequency that leaves the intensity scintillation index (S4 ) unchanged

when the same filter is applied to amplitude. We have performed such

phase "detrending" in order to analyze the complex-signal statistics

associated with scintillation. We find that the first-order statistics

can be described in terms of two multiplicative signal components. One

component, which is isolated by continuing the amplitude and phase

detrending past the invariant-S4 criterion, obeys bivariate Gaussian

signal statistics, which we believe to prevail under conditions of single,
* l first-Born scatter. The remaining signal component displays strong phase

variations and weak, correlated amplitude variations that may be the

signature of a Gaussian phase screen observed in the near zone. This

paper will describe the first-order probability density functions, and

pertinent moments chereof, of the two (complex) signal components and of

their product, the total scintillating signal.
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1. INTRODUCTION

Satellite beacons have been used traditionally for two quite distinct

kinds of ionospheric study: measurement of total electron content (TEC)

and observation of scintillation. Both kinds of investigation depend on

the (dispersive) phase perturbation imposed on the radio wave by the iono-

spheric plasma, but the two techniques have been used almost exclusively

to study plasma variations and structures having such very different scale

sizes that the propagation models employed have been quite different. For

TEC studies, the transionospheric propagation path usually is viewed

deterministica ly, and geometric optics is employed in a very straight-

forward way for record analysis. On the other hand, scintillation is

nearly always viewed in statistical terms, and the importance of radiowave

diffraction has been appreciated for a very long time (Little, 1951).

Recent in-situ (Dyson et al., 1974; Phelps and Sagalyn, 1976) and

radio (Rufenach, 1972; Crane, 1975) measurements suggest the need for a

more unified approach to analyzing beacon records. That is, it is quite

clear now that F-layer structure exists on all scales from those small

r' compared with typical radio Fresnel zones to those approaching deter-

ministic features (e.g., plasmapause boundary) of the ionosphere. Further-

more, most of the measurements show a continuous spatial spectrum of

structure with no naturally imposed spectral separation between random

irregularities that produce scintillation and deterministic gradients in

TEC.

In this paper we describe a two-component scintillation model that
has been suggested to us by observation of the complex signals received

from ATS-6 and the Transit satellites, and that we hope will lead to more

unified analyses of beacon records. The model is presented in Section 3,

following a brief description of our data-processing procedure in

Section 2. Section 4 contains a discussion of the model's internal con-

sistency, followed, in Section 5, by our conclusions.

.4
2. DATA PROCESSING

Following launch failure of the P72-2 satellite carrying the DNA-002

4 beacon payload, we modified two of the three observing stations we had

deployed for observations of the beacon's coherent signals. The receiver
'1 located at Ancon, Peru, was retuned for observations of the ATS-6 iono-

spheric beacon for a few weeks before ATS-6 moved from its initial position,

and then this receiver and the receiver at Poker Flat, Alaska, were retuned

for two frequency coherent observations of the Transit signals. The ATS-6

observations were straightforward, and we devised a means for purging the

Transit records of the imposed phase modulation.

464

rN q1"



-It happens that the tri-state, phase-switching waveform used to

T modulate the Transit carriers returns to the zero state periodically 100

times per spcond, regardless of the message (i.e., for an arbitrary stream

of logical ones and zeros). If one can sample the signal at these times,

the resulting record is usable for scintillation measurements with a

Nyquist rate of 50 Hz. Our procedure is to lock our coherent receiver

to the (modulated) 400-MHz Transit signal and to record the quadrature

components of the (modulated) 150-MHz signal. By employing a bandwidth

sufficient to pass the modulation, we digitally record both the modulation

and the ionospherically imposed complex-signal scintillation and (TEC-

related) dispersive-phase signature.

Our initial off-line data-processing step is to cross-correlate the

complex signal against a reference signal generated by a sequence of

Transit-like logical ones and zeros. By searching in time for a high

correlation (preferably during a record segment containing little

scintillation), the computer "locks" to the modulation waveform and

synchronously decimates the original record, keeping samples from only

the zero-phase state. The decimated record is virtually free of modulation

. j effects but contains all dispersive-phase variations and scintillations

) up to the sample rate of 100 Hz. The strong and spectrally pure signals

from the ATS-6 beacon require no decimation, and its geostationarv orbit

rf permits a lower sampling rate; we employed a rate of 10 Hz.

The sample rate, of course, sets the high-frequency cutoff of our

records for scintillation studies. As is often the case, the nature of

the low-frequency cutoff is not so obvious. Transmitter and receiver

stability, antenna-pattern structure and geometry, and statistical non-

stationarity in ionospheric structure all may play a role in determining

the signal-fluctuation spectrum at the low-frequency end, as does the

actual spatial-spectrum shape of large-scale ionospheric structure. In

general, some form of data detrending is needed.

Since our emphasis is on scintillation, we need a criterion for

distinguishing scintillation from other fluctuations of the complex

signal. Our preconception was of spectrally separable signal fluctuations--

i.e., relatively rapid fluctuations of the quadrature components repre-

senting complex scintillations, and very much slower phase trends due to

* changing TEC (which are possibly contaminated with experimental artifacts

arising from the various factors mentioned above). Thus, we envisioned a

single detrending operation with a cutoff period in the range of 10 seconds

to a minute for Transit, and 10 to 30 times as long for ATS-6. As we

shall see in the next section, there is no gap in the spatial spectrum of

' I ionospheric structure that permits a geophysical separation between
scintillation and phase variations related to TEC.

4 465



3. DEVELOPMENT OF THE MODFL

A good deal of attention has been given to the statistical nature of
a scintillation signal (Ishimaru, 1975), with most observations being of
signal amplitude or intensity only, but with some theories addressing the
question of the distribution of the complex signal. Whether based on
observation (Cohen et al., 1967), direct calculation of multiple moments

(Mercier, 1962), or loose application of the central limit theorem, most
signal-statistical discussions have centered on the question of whether
the amplitude distribution of a scintillating signal is log-normal or
arises from a complex signal having a Nakagami-Rice distribution. In
recent years, the joint Gaussian generalization to Nakagami-Rice statistics

has been offered as appropriate for characterizing the complex signal (Rino
and Fremouw, 1973; Rino et al., 1976a), and the log-normal distribution
has been found lacking as a description of intensity fluctuations (Wang
and Strohbehn, 1974; Crane, 1975).

On the basis of past theoretical work and amplitude-only observations,we anticipated that we would find the quadrature components of our

detrended scintillating signals to be jointly Gaussian variates. A
necessary (but not sufficient) condition for Gaussian statistics is that

rt a contour of equal probability, on the complex plane, for the received
voltage will be an ellipse (Beckman and Spizzichino, 1963), such as that
shown in Figure 1.

Re AXIS

LA-3416 
12

FIGURE 1 CONTOUR OF EQUAL PROBABILITY FOR A SCINTILLATING SIGNAL, E,
IF THE QUADRATURE COMPONENTS OBEY GAUSSIAN STATISTICS.
Correlation between the quadrature components orients the contour at an
angle &
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In this idealization, the scintillating signal E is characterized by

its long-term average value (E) and an additive complex random variable,

the quadrature components of which have zero means but in general have

unequal variances and a nonzero covariance. If such a signal were received

in the far (Fraunhofer-diffraction) zone of all scattering irregularities,

the correlation ellipse would be expected to reduce to the circle charac-

teristic of Nakagami-Rice statistics.

When one accounts for the dispersive-phase change due to a deter-

ministic trend in TEC during the course of a scintillation observation, he

would expect the entire phasor diagram appearing in Figure 1 to rotate at

the differential Doppler frequency, producing a circular scatter diagram

enclosing the complex-plane origin. Indeed, such a scatter diagram is

produced from our raw (i.e., non-detrended) data, as shown in Figure 2 (top)

together with the signal recorded during a portion of a Transit pass over

Alaska.

If the scatter diagram shown at the top of Figure 2 were produced

simply by rotation of a diagram such as that in Figure 1 through one or

more quasi-deterministic dispersive-phase cycles, then removal of the

dispersive-phase "ramp" by detrending should recover an elliptical scatter

diagram. As illustrated in Figure 3 for the data set shown in Figure 2, an

elliptical scatter diagram indeed is recovered when detrending is performed,

using a cutoff of 2.5 s.

The detrending procedure employed is as follows. From the quadrature-

component recordings, instantaneous values of log-amplitude and phase are

computed and then smoothed by means of a low-pass numerical filter. The

* smoothed log-amplitude and phase are subtracted from the raw data, the

residuals representing the (detrended) complex envelope of the recorded

signal after passage through a coherent AGC circuit.

As noted above, when a 0.4-Hz cutoff is used for the detrending filters,

the resulting complex-plane scatter diagram is that expected if the signal

obeys generalized Gaussian statistics (i.e., if its quadrature components

are jointly Gaussian variates). If such a statistical model characterized

. the entire scintillating signal, a similar diagram, should be found for anN,

cutoff that effectively removes the quasi-deterministic dispersive-phase

ramp. That is, one would expect to find a family of elliptical scatter

diagrams as the filter cutoff is lowered in frequency, with a sudden

transition to a diagram such as that in Figure 2 when no detrending is

employed. What is actually found, however, is a family of arc-like diaf ia.

making a smooth transition from Figure 3 to Figure 2, a typical onc, o: %4,

is shown in Figure 4.
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FIGURE 3 FIRST-ORDER SIGNAL-STATISTICAL RESULTS FROM (logarithmic)
DETRENDING OF THE RAW DATA DISPLAYED IN FIGURE 2.

*The detrending filters were ten-pole Butterworths with a cutoff of 0.4 Hz.
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Obviously, the data in Figure 4 are dominated by phase variations.

There is clear evidence, however, that the large and relatively slow phase

variations producing the crescent shape of the scatter plot are accompanied

by (and correlated with) amplitude variations on the same time scale. The

evidence is that the overall shape of the plot is not that of a true

crescent, but rather resembles a portion of a shallow spiral. That is,

as the phase advances, the signal tends preferentially to fade; and as

the phase retards, the signal preferentially is enhanced. This behavior
is exactly what would be expected from weak focusing and defocusing by

lens-like ionospheric structure and it is very persistent from data set

to data set.

The characteristic behavior described above suggests that the signal
variations illustrated in Figure 4 are to be viewed as (complex) scintil-

lations and that the distinction between scintillations and (phase)

variations due to (slow but essentially random) changes in TEC is nebulous.

We have developed a procedure, as follows, for separating our data into

spectral regimes for TEC and scintillation studies, recognizing that there
will be some overlap and ambiguity.

From Transit data sets obtained in Alaska we selected several that

appeared subjectively, and on the basis of calculated 54, to maintain

reasonable statistical stationarity over periods of a few tens of seconds.
These data sets were used to arrive empirically at a detrend cutoff for

separation of TEC trends and scintillation, employing the same detrend

filter for log-amplitude as for phase. While there are trends in signal
intensity, due mainly to such artifacts as changing range, changing

structure in antenna patterns, and so forth, the spectral density of log-

amplitude is very much less than that of phase at very low frequencies.
If one calculates S4 from the raw (non-detrended) records and then again

from detrended records having successively shorter-time cutoffs, one finds
a cutoff beyond which detrending begins to decrease the measured S4.

We chose as a criterion for establishing our routine detrend cutoff

that the measured value of S4 should not be decreased "significantly"

(typically, a couple of percent) by the procedure. We found from our

selected Transit data sets that a detrend cutoff of 0.1 Hz met this
criterion, and we have adopted this value. That is, we regard all phase
and log-amplitude variations with periods shorter than about 10 s as

complex-envelope scintillations to be analyzed, for the most part,
statistically. Slower phase variations are regarded as arising from TEC

changes, to be treated deterministically for a given data set.

The corresponding (i.e., slow) log-amplitude variations are due mainly

to the experimental artifacts mentioned above, although some focusing

effects could be included on occasion. The latter effects, in addition
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to special features such as the so-called "ringing-irregularity" signature

and other results of deterministic diffraction, are amenable to special

analysis after visual identification on either the raw records, the

smoothed (TEC) records, or the detrended (scintillation) records.

Our emphasis is on signal-statistical analysis of scintillation.

What the data-processing experience described in the foregoing has revealed

to us is two-fold. First, as illustrated in Figure 3, we have found that

scintillations faster than about 2.5 s for low-orbiting (altitude - 1000 km)

satellites such as the Transits (the line of sight to which scans the F
layer at about 3k m/s) may be characterized by generalized Gaussian signal
statistics. Second, as illustrated in Figure 4, we have found that such

a model falls short of fully describing the first-order statistics of a

scintillating signal. In particular, we can isolate a Gaussian-statistics

component only by detrending past the inviolate-S4 criterion, which is the

only workable criterion we have found for defining scintillation, as

distinguished from dispersive-phase variation.

The above dilemma leads us to postulate a two-component, multipli-

cative signal-statistical model for characterizing scintillation. The
model is defined by the following simple equation:

E =E E = (TI + Z + iy) exp ( + Xf + f) (1)

where and e are real constants; xs and ye are jointly Gaussian, zero-mean

random variables; and Xf and Of are a second (statistically independent)

pair of jointly Gaussian, zero-mean random variables. The first component,

E., which we think arises from diffractive scatter by relatively small
irregularities, is illustrated in Figure 3, whereas Figure 4 illustrates

the composite scintillating signal, E. The second component, Ef, which

we think arises from refractive focusing and defocusing by relatively

large irregularities behaving as a phase screen observed in the near zone,
is illustrated in Figure 5.

The composite scintillating signal is obtained by removing the TEC

signature in a first detrend operation, using a six-pole Butterworth filter

having a cutoff (3 dB rejection) of 0.1 Hz. The two scintillation com-

ponents are separated by means of a second detrending procedure, using a

10-pole Butterworth filter having a cutoff of 0.4 Hz. The focus component

is simply the reference signal applied in the second coherent AGC operation

(obtained by smoothing the log-amplitude and phase of the composite scintil-

lating rignal), and the scatter component is the (residual) output of the

second coherent AGC. The two components are multiplicative by virtue of the

nature of the coherent AGC operation--namely, subtraction of complex

logarithms.
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A key simplifying assumption in the model is that the two components
are statistically independent. Isolation of two statistically independent
components is achieved by using a very sharp cutoff filter (ten poles) in
the second detrend operation. By means of the model, we are simply postu-
lating that the composite scintillating signal can be characterized as
the product of two statistically independent components having, respec-
tively, Gaussian and log-normal statistics.

4. INTERNAL CONSISTENCY OF THE MODEL

There are two reasons for developing a signal-statistical model of
scintillation. First, such a model should permit characterization of the
transionospheric communication channel for engineering purposes by means
of a few parameters. Second, those parameters (moments of the signal-
statistical distribution) should be relatable to ionospheric structural
parameters by means of propagation theory. Useful moments for these

purposes are (E) and the following:

R A (EE*) - I(E) 12  (2)
0

B = (EE) - (E)2  (3)

S (E - (EE*))l/4 = ( (4)

(E)

For the postulated two-component model, we have calculated the above
moments in terms of the moments describing each of the two components.

The results are as follows:

(E) = 1" e + E/2(E) e(5)

2

R 1- (1 G2)e " f  
(6)0 a

-2a f + 4iCf

2

B aB e2o + - (1-a) (7
0 05 Of s

S 2 [(2) +]S2 )+14 45 4f
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where, by the normalization condition ((E E m 1 S (E E>))

2 2 21 1- a and =- Xf

and where

. ia 2 A1a 2  2 10
_A a + a (10)

2/ 2 2
of_ 9Xf + Crf (11)

f f

a - 2 ) + 2i C (12)
f= X f of f'I A2 2

B 08 (a - a ) + 2i C (13)

- 2

Bof = (e -e )e (14)

In the above, a represents the standard deviation of the subscripted
quantity, and C represents the covariance of the real and imaginary parts
of the subscripted signal component (e.g., Cf = covariance of Xf and 0 f).

Equation (8) gives the intensity scintillation index for the

composite signal in terms of the index for each component. As written, the
only condition on which the equation depends is that of statistical inde-
pendence for the two components. We have investigated the importance of
component independence by varying the roll-off sharpness of the filter
used in the second detrend process. A gradual roll-off permits the two
components to share Fourier components, which can introduce correlation
between them. A sharp cutoff virtually assures statistical independence.
To investigate this behavior, we inserted measured values of S4 for each
of the components into Eq. (8) and compared the result with a measured
value of S4 for the composite signal. When we used a filter having only
a few poles, the calculation consistently underestimated the measured
value. Increasing the number of poles consistently improved the agree-
ment. It is for this reason that we employ ten poles in our second detrend
filter, which we find produces agreement within a couple of percent.
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Now, besides statistical independence of the components, our model

contains postulates of Gaussian and log-normal statistics for the two

components. Based on these postulates, one can calculate the component

S4 values as follows:

2 4="2 (1 .2) 2 (15)(S4) ,Bo 411

45 x s s osa

2 (4 2 l
(S) = exp (4a 1 (16)

4 f

Performing these calculations and using the results in Eq. (8) for

comparison with the measured value of 84 , obtained from the composite

scintillating signal, is one means for checking internal consistency of

the model. The results of such a comparison for six data sets are listed

in Table 1. (Data Set 1 is that illustrated in Figures 2 through 5.)

Table 1

A CHECK ON INTEAL CONSISTENCY

Data Set Observed S4  Calculated S4

1 0.29 0.27
2 0.37 0.37

3 0.37 0.36

4 0.38 0.39
5 0.43 0.45
6 0.89 1.02

Various other consistency checks are possible, employing the relations

described by Eqs. (5) through (14), but their significance is not so
readily grasped as is that of the S4 comparison. In any case, the main

utility of the various relations listed is that all the quantities are
determined by the four variances and two covariances (2 2 y2 , C a

2 xss
aOf, C f) that specify the two components, and that these six (co)variances

should be calculable in terms of ionospheric structural parameters by means

of propagation theory. The theoretical relation of our two-component

scintillation model to ionospheric structure will be explored in a separate

paper presented at this symposium (Rino et al., 1976b).
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An intuitive demonstration of the model's consistency with obser-

vation is provided by Figure 6, which shows contours of equal probability

density, on the complex plane, for the composite scintillating signal,

calculated from the six measured component (co)variances. Comparison of
Figure 6 with the scatter diagram at the top of Figure 4 shows that the !
dominant statistical features of the composite signal are reproduced,

including the spiral nature of the scatter plot caused by correlation

between amplitude and phase scintillations. The calculation leading
to Figure 6 is essentially a two-dimensional convolution of the two-

component probability density functions (pdf), yielding the joint pdf for
amplitude and phase of the composite signal, as follows:

" PA (A ) = 2 X y S s 9

P-(A,-) e 2 p [(e a cos -T) e sin ]

PXf f[(n - x - X), (0 - 0 )] dXs dO (17)

where p and are the (joint Gaussian) pdf's that specify the
X y PXf0f

scatter and focus components, respectively.

Integration of Eq. (17) over one variable leads to the following
convolutions for the pdf for amplitude and the pdf for phase, respectively:

COX5 XS
pA (A ) =A-1 e PA (e ) pX (An A - -X ) dX (18)

-C O f S

where pA is the amplitude pdf arising from Gaussian complex-signal

S

statistics (Fremouw and Rino, 1975), and pX is the normal pdf for Xf,

f
cO

(lM S (0  (0 -p 0 ) dO (19)

_O f 5 5

where po is the Hatfield distribution (Hatfield and Rino, 1975) for phase
a

arising from Gaussian complex-signal statistics, and p0  is the normal pdf

for 0
f
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FIGURE 6 CONTOURS OF PROBABILITY DENSITY, ON THE COMPLEX PLANE.
CALCULATED FROM THE MODEL BASED ON EQ. (1), USING

4COMPONENT-SIGNAL MOMENTS DETERMINED FROM DATA SET 1.
* Compare with observed scatter plot in Figure 4.

Figure 6 and Table I show a favorable degree of consistency between

the signal-statistical model and the data, for-moderate scintillation index.

The final entry (Data Set 6) in Table 1 suggests that the model may be less

accurate for very strong scintillation, although this conjecture must be

checked with more data sets. It must be noted that the disturbed conditions

involved in this data set surely resulted in signal perturbations on our
reference frequency of 400 Mz. More reliable scintillation modeling under
such conditions will be possible after launch* of a backup DNA-002 beacon,

which will transmit a reference signal at 2891 MHz.

V *Launch of Satellite P76-5, carrying DNA-002, is scheduled for 0040 GMT on

20 May 1976.
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It may be worth noting that the difference between the calculated
and observed S4 in Data Set 6 stemmed not from the postulate of two

statistically independent, multiplicative components, but rather from the

statistics postulated for the two components. In particular, the component

S4 values calculated from Eqs. (15) and (16) were both larger than the

values measured for the corresponding components; the discrepancy was

greater for the scatter (i.e., supposed Gaussian-statistics) component

than for the focus (i.e., supposed log-normal) component.

The complex-plane scatter diagrams for the two components and for

the composite scintillating signal recorded in Data Set 6 are shown in

Figure 7. The composite-signal diagram attests to the highly disturbed

nature of the received signal (recorded a few minutes earlier in the same

Transit pass over Poker Flat on which the data in Figures 2 through 5

were recorded). An interesting feature in Figure 7(b) is the presence of

a nonscattered component (i.e., the offset in the cloud of points along

the real axis), which nonetheless has its phase and amplitude perturbed

by refractive focusing and defocusing. Of considerable interest in

Figure 7(c) is the persistence of the tendency for correlation between

amplitude and phase even when the phase variations are considerably in
excess of a radian (including extrema greater than ±7r).

In addition to the Transit data from our own stations at Poker Flat

and Ancon (the latter recorded for us by colleagues at the Instituto

Geofisico del Peru), we have received some ATS-6 data from Ancon, from

Boulder (recorded by our NOAA colleagues), and from Ootacomund (through

the cooperation of colleagues at the Indian Physical Research Laboratory,

Ahmedabad). We have just begun to adapt the analysis procedure described

in the foregoing to these geostationary-satellite data. In general, the

procedure and the two-component model look quite applicable, using a pair

of detrend cut-off periods more than 10 but no more than 60 times those

chosen for Transit (10 and 2.5 s). Once detrend cut-offs have been

firmly established, we shall perform internal-consistency checks on the

ATS-6 data similar to those discussed herein for the Transit data.

5. DISCUSSION AND CONCIUSIONS

We have proposed the two-component scintillation model described in

Section 3 in order to resolve the following dilemma: Amplitude-scintil-

lation data analyzed in the past (Crane, 1975; Rino et al., 1976a) have

been more consistent with the Gaussian family of complex-signal statistics

(of which Nakagami-Rice is a member) than with log-normal statistics, yet

even a cursory glance at the first-order statistics of the initial complex

scintillation data available to us showed them to be inconsistent with

Gaussian statistics but possibly consistent with log-normal statistics.
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By means of our double-detrend procedure, we found that we could
isolate a com)onent consistent with Gaussian statistics and arother con-

sistent with log-normal statistics. Since the former consis of relativelyrapid signal fluctuations, it is the signature of relatively small-scale I -
structure in a diffraction pattern arising from scatter in small-scale

* irregularities and therefore dominates the statistics of amplitude. The
slower-fluctuation component dominates the phase statistics, and because of
the low-pass nature of the ionospheric spatial spectrum, also dictates the

gross appearance of signal scatter plots on the complex plane. A model

that incorporates both these components can resolve the dilemma.

We have not yet proven that the two components we have isolated are

distributed according to the statistics we postulate; we have noted only
that the appearance of scatter plots on the complex plane is consistent
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i
Iwith these postulates. In effect, we have tacitly assumed that physics

related to the central-limit theorem will contrive to produce a normal

distribution for some signal parameter.

One might suppose a signal random-walking through a thick phase screen

to have its phase (and subsequently its amplitude or log-amplitude) normally

distributed, and our "focus" signal component appears consistent with this

supposition. Similarly, for wider-angle scatter by smaller-scale structure

observed in the intermediate-to-far zone, one might suppose the signal

itself (i.e., its quadrature components), rather than its amplitude and

phase, to be normally distributed because it is the sum of a number of more

or less independent contributions; our "scatter" component appears

consistent with this view. Thus, our two-component signal-statistical

model simply marries two long-standing intuitive views.

We now must perform more quantitative statistical tests of our

hypotheses. A first step in this direction is illustrated in Figures 8

and 9. Figure 8 compares histograms of the quadrature components of Es
from the data in Figure 3 with the normal distributions calculated from

the measured moments. Figure 9 is a similar comparison for the log-
amplitude and phase of Ef, using the data from Figure 5. We have not yet

calculated meaningful goodness-of-fit estimators, but subjectively the fits

in Figure 8 are reasonably satisfactory. Interestingly, in Figure 9 the

log-amplitude fit appears better than that of phase.

Probably the most significant point evident in Figures 8 and 9 is the

poor phase fit in 9(b). This is very likely due at least in part to the

finite duration (65 s) of the record used, for analysis of fluctuations in

the period range between 2.5 and 10 a, which corresponds to spatial periods

in the F layer between about 7.5 and 30 km. Statistical homogeneity over

regions much larger than this seems to be rather uncommon, at least in the

auroral-latitude ionosphere. Thus, the signal fluctuations included in our

"focus" component may be near the spectral limit where statistical analysis

is meaningful, at least under the usual assumption of strict statistical

homogeneity.

A more satisfactory approach might be developed, however, on the basis

of locally homogeneous statistics (Rino, 1976). In the meantime, we intend

to perform hypothesis testing to establish the degree to which our two-

component model may improve the mathematical description of amplitude

statistics as compared with a one-component Gaussian model, which is already

known to be better than a one-component log-amplitude model.

Acknowledgment. The work reported herein was sponsored by the Defense
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Contract F30602-75-C-0236.
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Amplitude and Rate Characteristics of Intense Scintillations

Herbert E. Whitney
Air Force Geophysics Laboratory (AFSC)

Hanscom AFB, MA 01731

i Abstract

~Intense periods of scintillation were analyzed in order to

provide design information for evaluation of the performance of
satellite communication links. Data is available for the auroral
and equatorial regions. The amplitude fluctuations are described
by cumulative amplitude distributions and indicate that a Ray-
leigh distribution is a worst case condition. Rate of fading is
described by power spectra and correlation functions.

Introduction

Satellite communication links at UHF can be subject to the
effects of ionospheric scintillations which are principally relat-
ed to the occurrence of F-layer irregularities. Scintillationscause both enhancements and fading about the median level as the
radio signal transits the disturbed ionospheric region. When

scintillations occur which exceed the fade margin, performance of
the communications link will be degraded. This degradation is
most serious for propagation paths which transit the auroral and
equatorial ionospheres. The degree of degradation will depend on
how far the signal fades below the margin, the duration of the
fade, the type of modulation and the criteria for acceptability.

The occurrence of scintillations has been studied for sev-
eral years and its morphology has blen documented for the auroral,
mid-latitude and equatorial regions 1,2 ,3. This report concen-
trates on the analysis of specific periods of intense scintilla-
tions and applies the results to the evaluation of communication
system performance.

Data - Format and Analysis

Data from Huancayo, Peru and Narssarssuaq, Greenland were

used for this study. The a were analyzed in fifteen minute in-
tervals as earlier studiesll " had shown that this length was a
good choice for scintillation studies using synchronous satellites.
The periods covered by each set of data are listed in the follow-
ing table.
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No. 15 Min.

Site Freq (MHz) Date Time (UT) Intervals

Peru 137/360 2Nov74 0315-0500 7

Peru 137/360 5Nov74 0118-0433 10

Narssarssuag 137 20Jul74 0500-0830 14

This selection of data provided a total of 31 periods of quite in-
tense scintillations. These data were not selected to represent
'worst' case conditions but only a sampling of strong scintilla-
tions that can occur in the polar, auroral and equatorial regions.
The 360 MHz data from Peru was at a frequency of direct interest
to AFSATCOM, while only 137 MHz data was available on magnetic
tape from Narssarssuaq. The Peru data was emphasized because it
exhibited the strongest scintillation and had two frequencies
which provided a measure of the spectral index or frequency de-

pendence of scintillation for this frequency range.

The signal strength level from satellite beacons was re-
corded on FM analog tape and then digitized at 6 samples per sec-
ond for computer processing. A relative calibration of the com-
plete receiving and recording equipment was accomplished near the
time of each scintillation record.

A computer program was written that provided the following
outputs:

a. IBM plot of the signal level

b. Cumulative probability amplitude distribution. cdf

c. Fade rate distributions

d. Message reliability

e. Power spectrum

f. Autocorrelation

g. Cross-correlation

A 15 minute section of the chart recording at each frequen-
cy and the resulting cdf is shown in fig. 1. The cdf is a first
order statistic and is useful for defining the minimum margin re-
quirements for the communications link of nondiversity systems.
The various scintillation indices defined by Briggs and Parkins( 5),

* i.e., S1 , S2 , S and S4 are calculated for each 15 minute sample.
S4 , which depen s on the rms value of the power; is the most com-
monly used index. The Nakagami m-distribution(l) has been shown
(4) to be practically useful for describing the effects of scin-
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tillations on satellite communication links. Christopher( 7 ) has
* described a useful application of the moments of a log-Nakagami

distribution. Also calculated for each 15 minute interval are the
Nakagami m-value, (m = I/Si); a Chi-square fitness test of the ex-
perimental data to both Nakagami and log-normal distributions over
the 2-98 percentile range; and the first four moments, MU, of the
log-Nakagami pdf. The circles in fig 1 are points for a Rayleigh
distribution (m = 1) and show the agreement with the experimental
data.

In addition to the information on the amplitude of the fades
which is given by the cdf, statistical descriptions of the fading
rate is needed in order to fully characterize the effects of scin-
tillations on the communications channel. Information on the fad-
ing rate can either be produced by level-crossing techniques or by

V Fourier techniques which produce the power spectra and time cor-
relation functions. The level-crossing data give measurements of
the distribution of the fades and enhancements at various levels
relative to the median level. The duration and separation of the
fades are counted and tabulated against time intervals for 1dB
changes in signal level down to -10dB. Intervals shorter than 0.25
second and longer than 60 seconds were not resolved. Fig. 2 shows
the distribution of fades below several levels for both 137 MHz
and 360 MHz. For this particular sample the occurrence of fades
of a given duration at 137 MHz was approximately twice that oc-
curring at 360 MHz. The presentation of enhancements of signals
for various levels can be done in a similar manner.

Fig. 3 shows a plot of the message reliability for both fre-
quencies. This gives an estimate of the increase in margin which
is required over the value specified by the cdf to obtain a given
probability of receiving perfect messages. Message reliability
was measured by determining the number of time intervals or mes-
sages that completely fit within the signal enhancements or in-
creases above specified calibration levels compared with the total
possible number in a 15 minute period. Since the calibration lev-
els are relative to the median level they can represent various
values of fade margin. The data sample is long (15 minutes) com-
pared with typical message lengths. Therefore changing the time
of synchronization results in only a minor variation to the cal-
culated value of message reliability. As the time interval (mes-
sage length) approaches zero the message reliability approaches
the percentile given by the cdf at that fade level. Therefore the
cdf gives the maximum possible value of message reliability. The
curves show message reliability approaches zero as the message
length increases. For example, for a 4 second message length,
approximately 40% of the messages would be perfectly received at
the -8dB fade margin level at 137 MHz and 70% at 360 MHz. As the
fading rate increases the curves will fall off more rapidly. If
the fading rate becomes so rapid that the inter-fade separations
are less than the message length, no messages will be received
without error.
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Fig. 4 shows the 137 MHz and 360 MHz power spectra for this
data sample. The rate of the scintillation fading is character-
ized by the power spectrum. In general the spectral shape con-
sists of a relatively flat low frequency spectrum and a high fre-
quency roll-off with a slope of approximately f-5 for intense
scintillations. A 'cut-off' frequency denotes the break point
between the low and high frequency slopes. Some spectra had a
fairly abrupt transition in the 0.1 to 1Hz range between the low
and high frequency bands and the intersection of straight line
fits to the slopes give the 'cut-off' frequency. Other spectra
did not exhibit a 'cut-off' frequency and only a single slope was
measured. The strong discrete lines are associated with the sat-
ellite spin modulation.

Fig. 5 shows the 137 MHz and 360 MHz autocorrelation func-
tions for the data sample. The autocorrelation function is an-
other way of characterizing the rate of scintillation fading. Itis the Fourier transform of the power spectrum and therefore has

a width which is inversely proportional to the bandwidth of the
power spectrum where the bandwidth is defined by the 'cut-off'
frequency. The autocorrelation interval gives an estimate of the
effectiveness of time diversity. Coding techniques can be an ef-
fective means of achieving time diversity improvement. The cor-
relation for the full period is plotted and in addition the first~16 seconds is expanded. The correlation interval, T , is printed

out for coefficients of approximately 0.5, 0 and at the first in-
flection point.

Fig. 6 shows the cross-correlation function of the 137 MHz
and 360 MHz channels. It indicates the effectiveness of applying
frequency diversity techniques to overcome the degradation due to
scintillations. The cross-correlation coefficient was less than
0.2 for this sample and also was low ( <.4) for two other data
samples that-were analyzed. It is expected that the cross-correl-
ation values would be low for this wide a frequency difference
(137/360 MHz) inder conditions of intense scintillations. Since
Schwartz et al( 8) indicates only a very small improvement in di-
versity gain for correlation coefficients between 0.5 and 0 the
computation of the cross-correlation function was not done for
all the two frequency data. From the standpoint of the needs of
the AFSATCOM program it would have been more desirable to have
been able to measure the cross-correlation interval for a smaller
frequency separation. However, the 137/360 MHz data were the only
available two frequency data.

Results

The Nakagami m-parameter is related to the rms value of the
intensity of the scintillations. It completely describes the dis-
tribution. Reference 4 has shown that the distribution function
of ionospheric scintillations closely approximates the theoretical
Nakagami distribution. While m can have any value >0.5, all the
data that has been analyzed indicates that m=l is tuie limiting case
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which corresponds to the Rayleigh distribution. The circles in
Fig. 1 are points for a Rayleigh distribution, (m=l), and show the
agreement of the 137 and 360 MHz data with the Nakagami distribu-
tion. The Chi-square test indicates that there is a better fit of
the data to the Nakagami distribution than to the log-normal dis-
tribution. Fig. 7 is a plot of the Nakagami distribution in cum-
ulative form for several values of m. The experimental data in-
dicates that the Rayleigh distribution or the m=l curve in Fig. 7
is a limiting case for scintillations in the 200-400 MHz band.
Fig. 7 can therefore be used to estimate the expected fading under
'worst' case conditions for various percentiles.

Reference 4 has shown that the spectral index or frequency
dependence of scintillations can be related to the m-parameter in
the following way:

nm= io m l/ m 2  where nm is the spectral index

logfl/f 2

and ml and m2 are the Nakagami values measured at the two fre-
quencies, f. This assumes that the scintillation index or m re-
mains a constant power of frequency over the measurement range.

The values of the spectral index were calculated from the meas-
ured values of m for the 17 sets of two frequency data and the dis-
tribution is plotted in Fig. 8. While the scintillations at 360
MHz did not have the intensity to actually measure a value of

L m = 0, it is expected that this could be achieved as the 'worst'
case condition. There were several measured values of rm in the
lowest range of 0.2 which indicates very little decrease of scin-
tillation intensity with frequency. This is another indication
that the 'worst' case fading in the 200-400 MHz band can be ap-
proximated by a Rayleigh distribution.

In addition to the information on the depth fading, informa-
tion on the rate of fading is also required to fully understand the
effects of scintillation on the communications channel. The sta-
tistics on the fading rates has been measured and presented in three
ways: (1) the autocorrelation function, (2) the power spectrum,
and (3) the tabulation of the results of the level crossing tech-
nique in the form of the duration of fades below and increases a-
above given levels and message reliability. Since time diversity
is effectively achieved in the application of coding techniques to
the AFSATCOM system, it is felt that the autocorrelation informa-
tion is the easiest to apply in evaluating the fade rate data.

When correlation data is available it can be used to deter-
mine the improvement in performance that can be obtained through
the application of diversity techniques. Autocorrelation data can
be used to evaluate time diversity techniques; cross-correlation
data from multifrequency measurements can be used to evaluate the
effectiveness of frequency diversity; and, if spaced receiver meas-
urements are available, then the cross-correlation information can
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evaluate space diversity. Fig. 9 is adapted from Ref. 8 and shows
the improvement in performance that is possible with dual-diversity
techniques. The probability of achieving diversity gain is given.for several values of p, the correlation coefficient. It is based
on slow, multiplicative Rayleigh fading and equal signal-to-noise

ratios in both branches of a dual diversity system. Ref. 8 usedi 10, the magnitude of the complex cross-correlation, while

Fig. 9 uses the envelope cross-correlation. Most of the diver-
sity improvement is achieved by the time P = 0.6. For example the

improvement at the 1% point is approximately 8 dB for P = 0.6 and
10dB for p= 0 or complete decorrelation.

The correlation intervals for P= 0.5 of the 17 sets of
137/360 MHz data are plotted in Fig. 10 to show the relationship
that holds for this very limited set of data. For small delays
the 360 MHz value is approximately twice the 137 MHz value. At
longer delays the values tend to be the same.

The variation of the correlation interval with intensity of
scintillation is shown in Fig. 11. The measured values at each
frequency for the 17 sets of data are plotted against the Nakagami
i-parameter which was measured from the corresponding cdf. An el-

lipse has been drawn to encompass the data at each frequency and
an axis drawn to give the apparent variation with m.

The values of the correlation interval for the Narssarssuaq
data were generally greater than for the Peru data, even though
they were both measured at the same frequency, 137 MHz. It is felt
that this is not a difference between the equatorial and auroral
regions but rather it is caused by the Narssarssuaq data having
less intensity of scintillations than the Peru data.

Conclusions and Recommendations

From a large collection of observations a limited amount of
VHF/UHF data has been analyzed to determine the amplitude and rate
characteristics of intense scintillations. The results are in the
form of amplitude distributions, level crossing tabulations, power
spectra and correlation data. While a Rayleigh distribution was
not exactly measured, it was judged that this would be the limit-
ing case up to at least 400 MHz. This is in agreement with the
spectral index data which indicated that fading of the most in-
tense samples was almost independent of frequency. The auto-
correlation and power spectra data defined the fading rates and
provided a base for the evaluation of time diversity techniques.
Only three samples of cross-correlation (137/360 MHz) were pro-
cessed and coefficients less than 0.4 were obtained. However,
this frequency separation was really too great to determine the
applicability of frequency diversity techniques within the band-
width normally available to satellite communication systems.
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vi Much remains to be done to characterize the intense scin-
tillations that are observed in the equatorial region. Multi-

frequency observations are necessary to determine the frequency
dependence and the evaluation of diversity techniques in the UHF

range.
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Figure Captions

Fig. 1. Example of intense scintillations recorded on 137 and
360 MHz and resulting cumulative amplitude distributions.
A Rayleigh distribution as indicated by the circles.

Fig. 2. Distribution of the fade durations for the period of in-
tense scintillations shown in fig. 1.

Fig. 3. Effect of the scintillations in fig. 1 on the reception
of perfect messages for various message lengths.

Fig. 4. Typical power spectra for intense scintillations.

Fig. 5. Typical autocorrelation data for intense scintillations.

Fig. 6. Typical cross-correlation plot for 137 and 360 MHz scin-

tillations.

Fig. 7. Cumulative form of the Nakagami m-distribution valid for
M , 0.5.

Fig . Occurrence of spectral index values which were calculated
from the measured m-values of 17 sets of simultaneous 137 and
360 MHz scintillations.

Fig. 9. Effectiveness of dual-diversity techniques for various
degrees of correlation under conditions of Rayleigh fading.

Fig. 10. Relationship of the 137 and 360 MHz correlation intervals
for P = 0.5.

Fig. 11. Variation of the correlation interval with intensity of
scintillations.
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Correlated Measurements of Scintillations and

In-Situ F-Region Irregularities from OGO-6

Sunanda Basu*
Air Force Geophysics Laboratory

Air Force Systems Command J
Hanscom AFB, MA 01731

S. Basu"
Emmanuel College
Boston, MA 02115

Abstract

Near simultaneous in-situ measurements of F-region
irregularities obtained from Ogo-6 satellite and ground
based scintillation observations at 137 MHz and 6 GHz are
available over the American and African sectors for
selected days in the period November-December, 1969 and
November, 1970. Scintillation estimates obtained from
in-situ irregularity measurements are compared with
scintillations actually recorded on ground to obtain
information regarding the spectral characteristics of

equatorial irregularities. In general, the equatorial
irregularity amplitudes, particularly at Legon in the African
sector, are large so that a monotonic power lkw spectrum
for the irregularities with a spectral index of 4 and an
outer scale dimension of 20 km yields scintillation estimates
large enough to be in the multiple scatter regime.
Simultaneous VHF scintillation measurements at Legon indicate
the effects of saturation in agreement with the estimates.

The observed irregularity amplitude and ambient electron
density are also found to be large enough near Ascension
Island and Tangua, Brazil so that 6 GHz scintillations at
these stations can be explained on the basis of a weak-
scatter theory and the previously assumed monotonic power
law irregularity spectrum. However, at Huancayo, the
irregularity amplitudes are sometimes not large enough to
explain even the VHF scintillation measurements on the basis
of the above irregularity characteristics. This disagreement
is discussed on the basis of magnetic declination in the
Huancayo sector in relation to the orbital inclination of~Ogo-6.

*NRC Resident Research Associate

+On leave from the University of Calcutta
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Introduction

The observation of unexpected ionospheric scintillations
at frequencies up to 6 Gliz in the vicinity of the magnetic
equator (Taur, 1973) has lead to an in-depth study of
spectral characteristics of both in-situ and scintillation
measurements. Both types of measurements have been interpreted
in terms of a power law variation in wavenumber spectrum
(Rufenach, 1974; Dyson et al., 1974). Though a continuous
power-law type of wavenumber spectrum between an outer and
inner scale is the most generally observed spectral
characteristic, Dyson et al. (1974) found occasionally the
existence of wavelike irregularities near the magnetic
equator which yielded a non-monotonic form of irregularity
spectrum. Wernik and Liu (1974) also postulated a non-
monotonic spectrum to explain the magnitude as well as
frequency dependence of 4 and 6 GHz scintillation. Rufenach
(1975) has pointed out that such inferred spectral shapes
must be considered tentative until simultaneous in-situ
and scintillation measurements are available.

In this study, we wish to present such correlated
scintillation and in-situ irregularity measurements made
in the equatorial region. The in-situ observations were
obtained from the retarding potential analyzer (RPA) on
board the Ogo-6 satellite while the scintillation observations
were obtained from Legon and Huancayo at a frequency of
137 MHz during November-December, 1969. We were also
fortunate enough to obtain a limited amount of data at
6 GHz from Ascension Island and Tangua on a few days in
November, 1970. These near-simultaneous measurements are
examined to obtain information regarding the scattering
regime as well as constraints on the form of irregularity
spectrum.

Results

In order to obtain equivalent scintillation indices
from in-situ F-region irregularity measurements, it is
necessary to use either diffraction or scattering theory.
Basu et al., (1976) have provided a detailed discussion for
such conversion on the basis of a thin phase screen
approximation using Rufenach's (1975) equations. They
also obtained a statistical model of equatorial scintillations
from these in-situ measurements which is shown in Figure 1.
Here we shall present a comparison between actual scintil-
lation measurements and that estimated from individual
closely matched Ogo-6 passes to determine the scattering
regime. Also the high resolution RPA irregularity waveform
data will be used to indicate the irregularity spectrum in
such cases.
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a) VHF Scintillation Observations at Legon
From Figure 1 we note that Legon is situated in a high

T occurrence zone of scintillations. In fact, a statistical
comparison presented by Basu et al (1976) showed that Legon
observes scintillations > 7.5 dB for 80% of the time during
November-December 1969 in the time slot 1900-2300 LT. These
statistics were based on ATS-3 observations at 137 MHz at
an elevation angle of 380 corresponding to ionospheric
zenith angle x = 480. Figure 2 shows an Ogo-6 pass on
November 14, 1969 close to the ionostheric intersection
point of Legon (S* S dip latitude, 4 W longitude). The
arrow marks the latitude position of Legon. The irregularity
amplitude AN/N at that posit on is 100% and the corresponding
ambient density N is 6 x 101f m-3 . There is a considerable

amount of Fe+ ion present though not exactly at the location
of Legon. Since there is a small difference in Longitude
between the equatorial crossing and the intersection point
(about S) we utilized the S% AN/N observed over -20* to
+10 ° dip rather than the sharp peak amplitude of 100% and
obtained S4 > 1 in conjunction with the other model parameters
(L., outer scale; a, axial ratio; , propagation angle;
Le, layer thickness; z, slant range) shown in Figure 2. We
wish to emphasize that Rufenach's (1975) equation is invalid
for such large levels of scintillation and the S4 figure is
quoted merely to give an idea of the saturation condition
represented by the computations. At the same time the
scintillation index (Whitney et al, 1969) reported by Legon
is 90% (J. R. Kostjer, private communication, 1975), a value also
close to saturation., Thus an irregularity amplitude of 5% is
capable of producing saturation even with a large outer scale
Lo of 20 km. Since the amplitudes observed in this sector
are usually much greater thanTS%, it is evident that saturation
is the rule rather than the exception during this time period for
any reasonable value of irregularity layer thickness Le.

b) GHz Scintillation Observations at Ascension Island & Tangua
Systematic observations of microwave scintillations at

frequencies of 4 and 6 GHz started from September, 1970 using
the INTELSAT network (Craft and Westerlund, 1972). The
occurrence of scintillations at these frequencies is considered
to be a problem for space communications and it is important
to understand their mechanism. Taur (1973) found that GHz
scintillations occur sporadically in the early evening hours
after local sunset at equatorial stations.

1In Figure 3 we show an Ogo-6 pass on November 18, 1970 which
is very close to the intersection point (150 S dip latitude,"1 15° W longitude) of the ray path from Ascension Island (AS).
The large irregularity structure is not symmetrical over the

equator and extends from the equator to 200 S dip latitude.
At the position of Ascension Island a very large irregularity
of 70% amplitude is observed. On the same day, the scintillation
at 6 GHz ranged between I to 2 dB dtring 2040 to 2330 LT
(R. Taur, private communication, 1976). The Ogo pass occurred
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at 2220 LT and using the same model parameters as used for
the VHF case it was found possible to obtain S4 a .08
eqivalent to 1.1 dB. Thus no special tailoring of the
spectra such as a decrease of the outer scale size or introduction
of a bump was found necessary to explain the observed magnitude
of 6 GHz scintillation. If at anytime during that evening the
irregularity amplitude had become as large as 100% it would
be possible to model a 2 dB scintillation magnitude leaving
all other mL iel parameters unaltered. Considering the fact
that the Ascension Island observations were essentially for
overhead cnnditions (ionospheric zenith angle x = 140) it
seems quit- possible to model 6 GHz scintillations up to
3 dB simply by considering a low elevation angle geometry with
similar irregularity characteristics. The magnitude of
scintillations rarely exceeds 3 dB at 6 GHz (Taur, 1973).
Thus, based on such a limited comparison we may infer that
GHz scintillations may be explained by a monotonic power law
spectra with large outer scale of 20 km if the irregularities
are assumed to be undiminished in intensity over a region of
200 km. It should be noted that the height of the satellite
varied between 450 and 550 km over the magnetic equator in
the large irregularity region where a high ambient density
was simultaneously measured. Now, current radar and rocketjobservations indicate that equatorial irregularities are
created in the bottomside and are buoyed up to the topside
against gravity thus creating small scale irregularities
(Woodman and La Hoz, 1976; Kelley et al, 1976). If this is
coupled with the information obtained from this Ogo-6 orbit,
we may be justified in using a relatively thick irregularity
layer lying between 350 and 550 km.

In Figure 4, we show two consecutive Ogo-6 orbits
obtained on November 25, 1970, straddling the Ascension Island
longitude. From the position of the arrow we note that the
large irregularity structure observed over the equator in
both orbits do not reach the 15 S dip latitude intersection
point of Ascension Island. No GHz scintillation was observed
that evening (R. Taur, private communication, 1976).

An Ogo-6 orbit on November 4, 1970 close to the Tangua,
Brazil intersection point (10 ° S dip latitude, 40" W) is
shown in Figure 5. There were several periods of 6 GHz
scintillation reported earlier that evening with the last one

. of I dB magnitude observed between 2331-2350 LT (R. Taur,
private communication, 1976). The Ogo-6 transit occurred
20 minutes later and it is interesting to note from Figure 5
that the computed scintillation is << 1 dB in agreement with

the GHz observation. The irregularity amplitude a Tanjua is
10% while the ambient density observed is 1.4 x 10 2 m- An
irregularity amplitude of S0% would have produced a 1 dB

level of scintillation at this density. Thus it seems that
an actual decay of the irregularity amplitude rather than the
ambient density is responsible for the at-'ne.e of scintillation
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at the time of the Ogo-6 orbit. Recent observations (Woodman
and La Hoz, 1976) have shown that irregularity plumes rising
into the topside are generally observed between the post-
sunset and pre-midnight hours.

c) VHF Scintillations at Huancayo

The stations that have so far been used for comparison
with matched Ogo-6 orbits have all been in longitude sectors
where the declination of the earth's magnetic field has been
westwards as may be observed from Figure 1. As a matter of
fact all three stations, Legon, Tangua and Ascension Island
are situated near the position of maximum westward declination
of 18* found in the vicinity of the magnetic equator. The
orbital inclination of Ogo-6 is 820 so that in sectors with
large westward declinations the Ogo-6 orbits cut magnetic
field lines at a considerable angle. In the Huancayo sector
and further west, the declination is eastwards which makes the
magnetic field lines almost exactly parallel to the Ogo-6 orbits.
This has important implications for the interpretation of
the in-situ data as we shall show in the following section.

An Oo-6 orbit on November 13, 1969 in the Huancayo
sector (0 dip latitude, 75* W) is shown in Figure 6 during

the time when the Huancayo station reported a scintillation
index of 100% for several hours. Using the model parameters
indicated earlier we find that the computed S4 index is in
disagreement with the observed saturated scintillations at
137 MHz.

The detailed irregularity wave forms obtained near the
lluancayo intersection point for the orbit shown in Figure 6,
as well as those obtained near Legon in the orbit of Figure 2,
are depicted in Figure 7. The dots (each separated by 1.1 km)
are obtained from the electrometer output while the line output
obtained from the differential amplifier has a spatial resolution
of one-third of the dots (McClure and Hanson, 1973). The dots
are displayed on a relative amplitude scale of 0, 1, 2 while
the solid line differential amplifier often saturates at less

* than + 5%. It may be observed from Figure 7 that while the
irregularity waveforms have only large wavelength components,

," the orbit in the Legon sector shows that spectral power exists
.' over a much larger range of wavelengths particularly at the
1' small wavelength range < 1 km. It is to be noted, however,

that simultaneous ground-based measurements for both these
orbits show the occurrence of 100% scintillations at 137 MHz.

An examination of many other such orbits in the Huancayo 4

sector and in other regions of eastward declination (particularlyaround 180" longitude) shows that the irregularity waveforms !
tend to be sinusoidal in character with the irregularity

wavelengths being of the order of a few km. For such orbits

4
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also the irregularity amplitudes show much less randomness as
evidenced by the close agreement of the five point average
thick line with the fine line showing individual irregularity
measurements. It is our tentative conclusion that the
sinusoidal spectra obtained by Dyson et al (1974) were most
probably seen in orbits which were aligned along the magnetic
field. The origin of this sinusoidal structure along magnetic
lines should provide further clues for the determination of
processes creating these irregularities.
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FIGURE 2. OGO-6 ORBIT IN LEGON SECTOR DURING
VHF SCINTILLATION EVENT.
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FIGURE 3. OGO-6 ORSIT IN ASCENSION ISLAND SECTOR
DURING GHz SCINTILLATION EVENT,
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FIGURE 6. OGO-6 ORBIT IN HUANCAYO SECTOR DURING
VHF SCINTILLATION EVENT.
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ANOMALOUS PHASE AND AMPLITUDE SCINTILLATIONS OF VHF WAVES
WITHIN THE EQUATORIAL ELECTROJET REGION AND OTHER NEW PHENOMENA

by

R.G. Rastogi ,2M.R. Deshpande
1
, A. Sen 1

, K. Davies , R.N. Grubb,
and J.E. Jones.

ABSTRACT

For the first time, phase scintillations within the equa-
torial electrojet region are measured using ATS-6 beacons at
40 and 140 MHz at Ootacamund (11.43 N, 76.70 E) in India. The
r.m.s. phase fluctuations, at times, exceed well above one
radian and also the spectrum of fluctuation shows high frequency
components. Further, these results are not consistent with the
thin screen approximation, which requires r.m.s. phase varia-
tions to be less than a radian. It is suggested that at equa-

torial latitudes thick screen theory needs to be worked out.

Severe daytime amplitude scintillations, even at 360 MHz,
are observed with periodicities as low as one second. During
daytime, scintillations occur more frequently around 1500 hr
local time. The depth of scintillation is maximum at 40 MHz
and least at 360 MHz. These scintillations are believed to be
due to equatorial blanketing sporadic E irregularities which
are seen commonly during afternoon hours. During nighttime,
mostly the scintillation depths reverse with most deep fluctua-
tions seen at 360 MHz. This implies a reversal of frequency
law of scintillation. The period of scintillations seen at 40
MHz, 140 MHz and 360 MHz is as low as one second.

During sunrise and sunset periods scintillations are never
seen. It is suggested that the irregularities causing scintil-
lations die out during these periods due to the reversal of
equatorial electric field at E region heights.

The above results, all new, are being reported in this
paper with possible explanations.

INTRODUCTION

In the past decade, extensive radio beacon experiments

have been carried out particularly at high latitudes using
orbiting satellites. The advantage of orbiting satellites is
that large spatial coverage can be achieved; however time re-
solution is limited. Better time resolved data can be obtainedfrom geostationary satellites 

and hence these have also 
been

employed for radio beacon experiments. Most of the geostation-

ary satellites have largely concentrated their coverage to the
western hemisphere. A few drifting geostationary satellites
like Intelsat 2F2, Syncom III have been available over the

ON Indian sub-continent.

1. Physical Research Laboratory, Ahmedabad 380 009, India.
2. NOAA Environmental Research 

Laboratories, Space Environment

Laboratory, Boulder, Colorado 80302, USA.
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* The positioning of ATS-6 over 35°E has therefore provided
an excellent opportunity for the first time to carry out radio
beacon experiments over the Indian sub-continent. For scin-
tillation studies, this is particularly opportune, as it affords
us an opportunity to investigate the equatorial region, which
has hitherto not been studied extensively. In this paper we
will report some of the findings on amplitude and phase scin-
tillations measured at the equatorial station of Ootacamund
(4 dip N).

EXPERIMENT AND DATA ANALYSIS

The experiment at Ooty has been carried out in collabora-
tion with NOAA Laboraties, Boulder, Colorado, USA,and the equip-
ment was designed by Davies et. al. (1975). The equipment con-
sists of short back fire antenna system at 40 MHz, 140 MHz and
360 MHz. The cables to the receiver room are run underground
to avoid phase fluctuations caused by temperature variations.
The receiver has been designed on phase lock loop principlesand
can be operated with low bandwidths (as low as 3 Hz).

Analyses of amplitude as well as phase scintillations have
been carried out for every 15 min with a width of ± 7.5 min.
In addition, frequency law indices of amplitude and phase scin-
tillations are also being calculated.

RESULTS AND DISCUSSIONS

i Some typical amplitude scintillation records are shown in

Figures 1 and 2 for 40 MHz, 140 MHz and 360 MHz. The records
of Fig. 1 (Nov. 7, 1975, Nov. 5, 1975 and Nov. 3., 1975) are
representative of day time scintillations where one typically
observes that the scintillation depth decreases rapidly with
increasing carrier frequency. This can be interpreted normally
in the weak scattering approximation where for low levels of
electron density fluctuation the r.m.s. fluctuation in the re-
fractive index is inversely proportional to the square of the
signal frequency. We also notice from the present observations
that the fading rate is almost independent of the carrier fre-
quency. The night time scintillation records (Figs. 2a, 2b)
however show a different behaviour. As seen in the records for
October 19 and 20, 1975, the scintillation depths are quite
large even for the higher frequencies and the fading rate
appears to be inversely proportional to the signal frequency.
Such anomalous behaviour, which is found to be a common occur-
rence in our night time observations, cannot be explained on
the basis of single scattering theory. As some recent calcu-
lations indicate, when the level of turbulence rises beyond a
certain value, multiple scattering effects become important
and are likely to predominate at the higher frequency end. A
fairly good index of the turbulence level is the scintillation
index itself, of which several standard definitions have now
been given (S0,S'S 2 , S3, and S4) (Briggs and Parkin 1963 and
Whitney 1970). We have used
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as a crude index for a quick analysis and also calculated S4
for detailed and accurate comparisons. Typically for single
scattering theory to hold, S4 has to be less than R.25. For
the night time records showing anamalous behavior 4 is found
to be about 0.86 (Fig. 2c, which shows normal scintillations
at night has S4 = 0.18 at 360 MHz). An independent and perhaps
more direct assessment of the validity of the weak scatter
approximation can be obtained from the r.m.s. value of phase
fluctuations. Normally Prms < 1 radian and this is found to
hold for the day time scintillations. However for many of the
night time records rms turns out to be between 1 and 3 radians.
We find therefore a distinct difference in the nature of signal
fading for our day time and night time observations.

In Fig. 3 we have plotted the diurnal pattern of scintill-
ation occurrence. We find that on all frequencies the maximum
occurrences are observed just before midnight. In addition
there are two day time occurrence peaks - one around 1000 hr
and the other around 1400 hr. This is further suggestive of
the differences in the nature of the ionospheric irregularities.
The night time scintillations seem to have their origin in the
spread F irregularities whereas the day time scintillations are
probably caused by the blanketing type of equatorial sporadic E
which is frequently seen on equatorial ionograms during low
solar activity around forenoon and afternoon hours (Chandra and
Rastogi 1974). Such a conjecture is further supported by the
fact that scintillations are found to vanish during sunrise and
sunset periods, when E region irregularities are known to dis-
appear due to a possible field reversal.

It is further important to note (Fig.4) that the night time
scintillations show a very large percentage occurrence (98%) of
high levels of scintillation (90%). Day time scintillations are
by contrast weaker and rarer. Another interesting aspect of the
night time scintillations is the structure in the histograms for
the 140 and 360 MHz histograms which seem to indicate the pre-
sence of a weaker component. This fact has to be investigated
more carefully to delineate the possibilities of a mixing effect

4 on scintillations due to the presence of different layers of
irreqularities.

In Fig.5 we present the diurnal variation of the mean scin-
tillation index for the period 26 September 1975 to 10 November
1975. In general there appears to be a strong level of scin-
tillations for the 40 MHz during both day and night hours where-
as for the 140 MHz and 360 MHz signals, the nighttime scintilla-
tion level is significantly higher than that during daytime.
The dramatic fall in scintillation level during dawn and dusk
is also very clearly seen.

Next, we have attempted to look at the frequency dependence
of the scintillations a little more closely. From single scat-
tering theory the scintillation index is expected to follow the
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inverse frequency law, SO  ff where n the power law index
is normally expected to be between 1 and 2. In Fig. 6 we
have plotted histograms of So ratios between sets of two fre-

, quencies. If the inverse frequency law is valid then the
expected So ratios for 40 MHz to 140 MHz, 40 MHz to 360 MHz
and 140 to 360 MHz (assuming n = 1) are 3.5, 9.0, and 2.6
respectively. During day time, the observed ratios are
seen to be fairly close to these expected values. However,
during pre-midnight and post-midnight periods the results de-
part considerably from the theoretical ratios indicating that
n gets considerably less than unity. This is seen even more
clearly in Fig.7, where the diurnal variation of n values are
plotted for the various frequencies. During day time, the
average value of n is around 2 whereas during night hours
there is a considerable variability in n ranging from -0.2 to
1.5. The negative values indicate a reversal in the frequency
law when higher frequency carriers could experience severe
fade outs.

So far, our analysis is based on the simple visual index
S0 which affords a quick qualitative feel for the results. A
more reliable index is S4 which is actually the normalized
variance of the amplitude. This index is also related to the
m value of the so called Nakagami m-distribution (Chytil 1967)
for the probability distribution function of the instantaneous
values of the amplitude and phase of scintillations. Plotting
the amplitudeldistribution is also another convenient way of
classifying 1'e scintillation levels and has been used by
several workers in the past. Normally m > 1, in which case
the Nakagami m-distribution goes over to the commonly observed
Rice distribution. However, for strong levels of scintillation
m could become less than unity leading to Rayleigh distribution
(m = 1) or normal distribution (m < 1). Fig.8 shows probability
distribution for amplitude and phase for weak scintillation ex-
ample on 3 November 1975. The corresponding amplitude scintil-
lation record is shown in Fig.l. It is to be noted that even
in this case 40 MHz does show moderate scintillations. The 0
rms for 40 MHz is 1.47 radians. The scintillation at 140 MHz
is relatively weak and shows 0 rms = 0.1 radian.

Refering to a strong scintillation case (Fig.9 and Fig.2a)
the amplitude distributions show m 1 1.0 indicating Rayleigh
and normal distributions. The 0 rms for 40 MHz exceeds 1.5
radians.

Jr CONCLUSIONS

(1) During day time, severe scintillations have been ob-
served within the equatorial electrojet region even up to 360
MHz. The scintillation decreases with increasing frequency but
the fading rate is independent of the frequency.

(2) During night time, intense scintillations are observed
even up to 360 MHz. Scintillation does not decrease as fre-
quency increases as expected by inverse frequency law. At
times scintillation at 360 MHz exceeds those at 140 MHz and
40 MHz. The fading rate, unlike during day time, decreases
with increasing frequency.

521



(3) The scintillation occurrences are most common during
pre-midnight hours. In addition, two day-time peaks are seen
and are suggested to be due to Es-b irregularities which also
show similar behaviour. Night-time scintillations are suggested
to be due to spread F irregularities.

(4) During sunrise and sunset periods no scintillation is
observed. This we suggest is owing to the destruction of irre-
gularities due to the reversal of electric field in the E region.

(5) During most of the night hours 4 rms exceeds 1 radian
indicating that thin screen approximation is not valid at the
equator.

(6) The amplitude distributions during weak scintillations
show Rice distribution. During strong scintillations normal
and Rayleigh distributions are seen.

REFERENCES

Briggs, B.H. and Parkin, I.A., 1963, J. Atmos. Terr. Phys., 25,
339.

Chandra, H and Rastogi, R.G., 1974, Curr. Sci., 43, 533.

Chytil, B., 1967, Studia Geoph. et Geod., 11, 221.
L Davies, K., Fritz, R.B., Grubb, R.N., and Jones J.E., 1975, Rad.

Sci., 10, 785.
Whitney, H.E., 1970, A survey of scintillation data and its

relationship to satellite communications, edited by J.
* Aarons, AFCRL Special Report No. 106, pp. 5-14.

*

IL ,

4'

522

.. . . . ... ...... .



T-

ATS-6 OOTACAMUND

17-NOVEMBER,1975 1A0MrZ

] .lO . ~ K .. . ..... 140 MH
~140 Miz

'T7 'LUL! i Kj77;77 1 1

360 M

3!"i7-T -NOVEMBER. '975 I 44T IHI

I L1 f I , i;3 A0MH

140~~~~~~ ..... and 60hbcordiwaeemitte

from ~ .. ...... r .ei e ...t.. .... m d, In i

JI IM 736 H
.fill T

3NOEBR952

4 MHi

......... ............... .



ATS-6 QOTACAMUND

40 MHz: 1.. ., 9-0^TOBER.1975 UJ IIIV < V> 1 1
2 2 0 i L : I. : . . . . . . . . . . . .. . . .. . . . .

-- -A.;T

2140 M . .>72zr 2

25-2 A CTI BER,1119751

'3 *HZ
LLI ., I "-. ,

IL ~~140MHZ ~ .~.00.........

(b)

A4 J A1 I f

TIME6 750OEMT97

140 M~z and0 360 I~ ecnrdo aemte
fromi- IT- reeie atJO Ocaaud Idad

Ci)tiu borft R

F.711i 7

36 M4



ATS-6 OCTACAMUND
26 SEP. 1975 TO 10 NOV.1975

Zo 60- 40 MHZ

-5 40-
-j

Z 20

WL 60- 140 MHz

W40-

20

TIME HR370 EMz

of 40W400Mad 6 .- ai wvsfo T-

252



TI

ATS-6 OOTACAMUND
26 SEP 1975 TO 10 NOV.1975

DAY NIGHT
10- 40 MHZ
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SCINTILLATIONS IN THE VHF AND UHF RANGEFAT THE MAGNETIC EQUATOR

B.V. Krishna Murthy, K. Krishna Murthy,
C. Raghava Reddi and S. Vaidyanathan

Space Physics Division
Vikram Sarabhai Space Centre

Trivandrum 695022, India.

Abstract Amplitude scintillations recorded at Trivandrum (Vag.
dip. 0. S) at four frequencies namely 40, 140, 360 and 860 MHz,
have een studied using transmissions from ATS-6 satellite situated

at 35 E.Z Frequency index of scintillatLon has been evaluated and
it is found that the index is about 1.1 for weak scintillations.
Cumulative amplitude probability distributions (CDF) have been ob-
tained for all the frequencies under different scintillation condi-
tions. It is found that these experimental distributions agree well
with the theoretical Nakagami distributions for weak scintillations,
whereas for strong scintillations, they differ considerably. The
association between the scintillation index (S4 ) and bottomside
spread F has also been investigated.

Introduction: Since July 1975, when the ATS-6 satellite was positi-
oned at 350E longitude, the phase and amplitude informations on the
RBE transmissions from tlat satellite are being recorded at
Trivandrum (Mag. dip 0.6 S) geograph. long 76-571E). In addition,
the amplitude of 860 MHz SITE TV transmissions are being recorded.
Using the amplitude records on all the four frequencies, namely, 40,
140, 360 and 860 MHz, characteristics of the nighttime scintillations
observed at Trivandrum have been studied. The results of these stu-
dies are presented in the following sections. The data analysed,
corresponds to that recorded in the period July-December 1975.

Frequency Variation of Scintillations: The data for some of the
scintillation nights has been scaled at intervals of 1 .2 sec or its
multiples, depending upon the fading periods encountered. Using the
scaled data, S scintillation indices (Briggs and Parkin, 1963) have

° .4 been obtained for data ensembles of about 10-20 min duration. This
Is sufficiently long enough not to cause errors in the S indices
considering the observed quasiperiods of scintillations hich are
generally in the range of few seconds to few tens of seconds.

The frequency variation of S4 is expressed by the relation
S S4  k

fn

a,. where f is the exploring frequency, n is the frequency index and k
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is a constant depending only upon the scintillation conditions. The
above equation can be rewri ten as

T (S4) f2log 4 n log i t (s)(S) f (1

where (S ) and (S are the scintillation indices at the frequenciesf, and ?2-" Using thi observed S4 values, log (S is plotted against !

log f2 and shown in Fig.1. A careful examination of the S4 indices

that they can be divided into two groups depending upon w.jhether
S index at 360 YHz is greater or less than about 0.5. The conditions
crresponding to S4 at 360 MHz greater than 0.5 can be termed as
strong scintillation conditions and these corresponding to S at 360
MHz less than 0.5 as relptively weak scintillation conditiont. Then
S4 at 360 MHz exceeds 0.5, S at 140 MHz usually would be around 0.8
or greater. Depending upon this classification, data representing
weak scintillation conditions are shown as aided points an( these re-
presenting strong snintillation conditions, as crosses in Fig 1.
Mean straight lines are drawn through these points. The freqAency
index n for weak scintillation condition is 1.1 and for strong scinti-
llation conditions is 0.47 as can be seen from the figure. It has
been found that under very strong scintillation conditions, the S
index at 140 MHz and 40 MHz are about same indicatinp no frequency
variation of 34. This is showm by the triangled point close to the
abcissa in Fig 1.

Rufenach (1974) had shown from theoretical considerations that
for weak scattering case the frequency index n is between 1.4 and 1.6
depending upon the exponent of the irregulprity spectrum, in the range
3.5 to 4.5. Yeh et al (1975) had shown from a theoretical analysis
of m iltile scattering case, that n is less than unity for the VHF
range of frequencies and strong scintillation conditions and it appro-
aches a value of 1.5 for higher frequencies and eak scintillation
conditions. The results presented here appear to be in general agree-
ment with these theoretical considerations.

Cumulative Amplitude Probability Distribution Functions (CDF): The
*scaled scintillation data as described above, has been first conver-

ted to dB scale. TTsing these, the cumulative amplitude probability
distributions have been obtained.

Chytil (1967) has shown that the probability distribution func-
tion can be re presented by the theoretical Nakagamidistribution
(Nakagami 1960, given by P(S) = 2mm exp p (2S - exp S ) .. (a)

MT (m M M
where S is the signal strength in dB,

M = 20 log e, 1
and the Nakagami parameter m - .S 4
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The theoretical cumulative Nakagami distributions for values
of m corresponding to the observed S4 indices have been estim-'ted
for comparison with the observed distributions. Typical distri-
butions for all the four frequencies are shown in Figs 2, 3, 4
and 5.

As SITE TV transmissions in the evening are restricted to
only 2 hours, scintillations bn this frequency have been observed
only on few occasions.with S 4 values in the range 0.15 to 0.22.
The distrib tions for the highest and lowest S4 values observed,
are shown in Fig 2. The agreement between the t'e-retical and
experimental distributions is good. For higher m value (lower
S4 index) the agreement seems to be slightly better.

For 360,140 and 40 MHz distributions are shown for high and
low values of m in Figs 3, 4 and 5. It can be seen from thesefigures that the agreement between theoretical and experimental i-

stributions is better for high m values than for low m values.This is particularly ovident in Fig 5 (40 Niz) for m = 0.8 corres-
ponding to a severe scintillation condition. The deviation of the
experimental distributions from the theoretical ones for low m va-
lues is prominent when the signal is below 0 dB.

From the above, it is clear that Nakpgami distribution re-
-presents well the experimental distributions for low S4 indices but
fails f or high 54 indices.4

Comparison with Spread F: The nocturnal variation of scin-
tillation indices is compared with that of sprad I ai seen on the
bottomside ionograms. T'zo such comparisons are shown in Figs 6
and 7 for 40 A!Hz and 140 IcHz respectively. For spread F, the in-
dexing system depending upon the virtual height extent of spr:ad F
given by Rao et al (1960) has been adopted. The time of the iono-
grams has been adjusted to the time corresponding to the longitude
of the sub-ionospheric point of the irtersection of the ray path
and F region maximum.

Fro- Fig 6, it can be seen that scintillations on 40 MHz.started a little later than bottomside spread F but continued to
be stronger even after sprvad F had become weaker, in the mid-
night period. Scintillations on 140 MHz (Fig 7) also are delayed
with respect to bottomside spread F. It may be noted here that
Krishnamurthy (1966) reT~orted that Spread F in the to!side iono-
sphere is delayed with respect to that in bottomside. So, it ap-
pears that only after spread F in the bottomside becomes strongh
and also is present in the topside, thus providing irregularities
over a greater altitude range, scintillations begin to occur at

* VHF.AThough thore is a sec-ndery peak at midnight in hottomside
spread F(Fig () S4 at 140 Miz continues to decrease and finally
scintillations disaTpear at '030 hrs w.hereas bottomside spread Fj disarpears at 0100 hrs. There is a sudden burst of rcintillationo,
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during 0115 to 0200 hrs whereas bottomside spread F started again

only &t 0145 hrs. This again indicates that topside spread F plays
an important part in producing scintillations.

The dominant periods as in the scintillations as obtained
from power spectrum analysis are also shown in Fig 7. It is seen
that periods are shorter when the scintillationsare stronger.

Daytime scintillations: At Trivandrum, scintillations have been
observed quite frequently during daytime. These are more prominent
at 40 MHz than on 140 MHz and on 360 MHz, they are almost non-exist-
ing. As the raypath from Trivandrum passes through the equrtorial
electrojet region, we attribute the observed scintillations to
equatorial sporadic E irregularities. Fig 8 shows typical daytime
scintillations observed on 40 MHz and 140 MHz. Analysis of daytime
scintillations is in progress.
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A NONLINFAR MODEL FOR EQUATORIAL SPREAD F:
IRREGU1ARITY AND SCINTILLATION CALCULATIONS

B. E. McDonald, S. L. Ossakow
U.S. Naval Research Laboratory

Washington, D.C. 20375

and

A. J. Scannapieco
Science Applications, Inc.

Mc Lean, Va.

ABSTRACT

We show that a simple nonlinear model based upon plasma equations of
motion and a wave equation for radio propagation is capable of predicting
plasma irregularities and scintillations at the equator. The irregularities
develop from a linear convective instability on the bottom of the F layer.

Depleted regions, or "bubbles," form and rise nonlinearly through the F
peak, disturbing the top of the F layer. We integrate the equations of
motion numerically, and then solve the parabolic equation for propagation
of a 300 M.hz w~ye through the plasma. We assume a modest total electron con-
tent of 5 x 10 ± m -2 . From the radio wave solution we extract scintillation
indices as a function of time. Approximately two hours after the instability

starts, S4 reaches 0.48, and the log power variance reaches 3.1 db.

1. The Equatorial Spread F Model.

A recent numerical investigation (Scannapieco and Ossakow, 1976)
suggests the collisional Rayleigh-Taylor instability as a cause of observed
topside F layer irregularities near the equator. Recent rocket Leasure-
ments (Kelley et al., 19(6) have in fact supported this contention. The
collisional Rayleigh-Taylor instability has been suspected as a cause for a
few years now (Balsley et al., lf2), but the linear theory of the insta-
bility has difficulty explaining the existence of irregularities at altitudes
up to 1000 kyr (Farley et al., 1970). The numerical work of Scanapieco and
Ossakow (1976) depicts the comnencerenont of a linear convective instability
on the bottom of the F layer, followed by formation of de!vletcd regions, or
"bubbles" which rise in a nonlinear fashion to the top of the F layer. This
scenario is consistent with observed time de]ays between appearance of irreg-
ularities on the bottom of the F layer and their appearance on the top

(Krishnamurthy, 1966).

The theoretical model consists of the foll,:Jing coupled equations which
are two dimenmsional in the coordinate directions orthogonal to the magnetic
field (altitude and longitude):

bt BS--(Kn- 0 (e)
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n v inV2 0 + V n vin .%

V n V n x b (2)

In (1) and (2) the quantities n, B, m, 0, t and v are respectively
the ion number density, magnetic field taken to be constant), ion mass,
gravitational acceleration, electrostatic potential, the unit vector in the
magnetic field direction, and the ion-neutral collision frequency. The
right hand side of (1) is a recombination rate involving the number densities

of 02 and N2 ; n% is an assumed ambient ion profile (a function of altitude).
This recombination rate models the night time process of charge exchange
followed by dissociative recombination.

Equation (1) is the ion continuity equation; (2) is the quasineutrality
equation which results from setting to zero the divergence of the electric
current, n e (v_. - v ), where the v's are ion and electron velocities.

These velociti-e. are determined algebraically from electron and ion momentum
equations in which inertia has been neglected. In (1) and (2) we have re-
tained dominant terms, neglecting small terms due to electronic collisions,
thermal effects, and ratios of collision frequencies to gyrofrequencies.

The equilibrium solution to (1) and (2) is a state in which the ions
are supported against gravity by an electric field:

0 0o = a (3)

We must also consider what the electrons are doing. The ambient electric
field is of the wrong sign and magnitude to support them against gravity,
so they respond by drifting horizontally. Thus viewed as a whole, the
electrically neutral plasma is supported by an electron current J = c nn g/B.
We can write (1) and (2) in the following form:

On c (V ¢i X t) (K[O2] + K2[N2 3) (n-no ) (4)b t -B .n

V nv. B V g
in + 7 0 - x (5)

1 nv. C*Vin in

where
01 ¢-0€o (6)

The ambient profiles n = n (z) and 01 = 0 are a steady state solution to
(4) and (5), as one can see by inspection. The right hand side of (5)
becomes zero because the ambient n gradient is parallel to

Why is the equilibrium unstable below the F peak? The ambient plasma

density profile of Figure 1 is supported against gravity by an ambient
electric current. If we displace a small amount of plasma downward from
region A to region B in Figure 1, the mass density near B exceeds the
value which can be supported by the ambient current. Thus the mass neari i 'B falls into regions of decreasing support against gravity and a convective

instability is sustained. The same type of argument predicts that the
depleted region A would rise toward the F peak. However, if we were to

repeat the argument for density perturbations above the peak, we would
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predict that slightly depleted regions would rise only a small distance
before finding insufficient ambient current t- raise them further. Thus
linear theory based on (1) and (2) predicts that the ambient density gra-
dient is stabilizing above the F peak, and destabilizing below it. This
can be seen in the following expression for the linear growth rate derived
from (1) and (2):

g n
-(K [01 + K [N2). (7)

v. n 1 2 2 2
in o

2. Computer Simulation of the Instability.

We have integrated the model equations (4) and (5) numerically using
a flux corrected (diffusive-antidiffusive) method for (4) (Boris and Book,
1975) and an alternating direction implicit solver for (5) (Varga, 1962).
The vertical extent of the mesh is from 250 to 450 kn, with 102 points
spaced 2 km apart. The horizontal mesh is 42 points spaced 200 meters
apart. We assume a total electron content of 5 x 1016 m-2 . The initial
condition is a 5% density fluctuation imposed 50 km below the F peak.
The initial plasma density contours are similar in shape to those of Figure
2.

The development of the instability is shown in Figures 2 through 4.
One should keep in mind that the vertical scale has been compressed by a
factor of 50 in these figures. By 2000 seconds (Figure 2), the 5%
fluctuation has growtn to about 20k, with little change in contour shapes
(the growth is still approximately linear). The contour distortion at
5000 seconds (Figure 3) shows that nonlinearity has bccome important as
the depleted "bubble" rises toward the F peak. By 10000 seconds (Figure 4)
the bubble has risen through the peak and has disturbed the top of the F
layer.

3. Radio Propagation Through the Disturbed F Layer.

Let us consider the effect of the plasma irregularities just described
upon radio waves. We shall consider an incident plane wave propagating
downward at zero zenith angle. The calculations presented here are for a
wavelength I of one meter (500 Mhz). The applicable wave equation is
(Yeh and Liu, r,2)()2 + 2(1 + X (r)

* where ko = 2n/, is the incident wavenumber, x is the electric
susceptibility of the plasma, and F is a scalar component of' the
electric field. For high frequency waves we may assume a scalar
susceptibility:

- 2 - - r n, (9)
TY r 9

X= 2 - e n,

U)
where w is the electron plasma frequency and re 2.8 x 10-1cm is
the claRical electron radius.

For solution of (8) we make the substitution

r) exp i fkeel +o(z (1 - (z))-  F(r). (10)
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L I I

where z is altitude and X (z) is the susceptibility of the ambient n profile.
We assume 0 0

<< 1, and

X << L ,

where L is the scale size of structures in the plasma. These assumptions
with (8) and (10) yield the parabolic equation:

i 2F)(2)i :

i ( F + k2  x F),
z 2k° Vl+X 0 1

where _ refers to the coordinates orthogonal to z, and

xi() = x(rK) - X(z) (130

The parabolic approximationi.e., the neglect of a second z derivative of
F in (12), introduces a fractional error into F which is on the order of
iX1 + 1/k L02 (McDonald, 1976).

We have integrated (12) numerically through plasma density distributions
produced by the spread F model described above. The integration scheme is
a space centered leapfrog representation of (12), with real and imaginary
parts of F defined on alternate z levels. The mesh consists of 42 hori-

zontal points (x) spaced 200m apart and 451 z levels lkm apart.

The integration proceeds down from z = 450 ki, where the initial con-
dition is F = 1. Results for S4 and oX (log power variance) appear in
Figures 5 and 6. These indices are/valuated at ground level as follows:

s4 = ((IF( - (IF2 2) 1  / <IFl 2) (14)

22 22)1/2
a = 10 (((loglFt2)2? - ( log 1FIF1 (15)

The brackets in (14) and (15) are horizontal averages. One sees in
Figures 5 and 6 a steady increase in S4 and ax from t = 0 to 7000 seconds,
followed by a dropoff. This maximum is apparently due to the sudden dis-
turbance of the F peak by the rising bubble of Figures 3 and 4. This single
bubble results in modest indices: S4 = o.48 and a - 3.1 db. We anticipate
stronger scintillation to result from later phases of the instability, when
the F layer is disturbed by many depleted regions. Results from the later
stages of the calculation will be presented elsewhere.
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The Stormtime Component of Scintillations

Jules Aarons and Sunanda Basu*
Air Force Geophysics Laboratory

Air Force Systems Command
lanscom AFB, NA 01731

Eileen Martin
Emmanuel College

Boston, MA 02115

Abstract

During moderate magnetic storms, scintillations from
a host of synchronous satellites at auroral and sub-auroral
stations show the effects of the well-known expansion of
the auroral oval and the flow of field-aligned currents.
The effects are particularly noticeable for stations such
as .arssarssuaq (640 A) and Goose Bay (600 A) for storm
commencements in the morning sector when severe daytime
scintillations are observed in addition to an intensification
of its usual nighttime pattern.

t For large magnetic storms, however, when a symmetric
ring current develops and the plasmapause moves well equator-
,ward of its usual quiettime location, it is possible to
recognize a storatime component of scintillations at many
midlatitude stations with invariant latitudes < 600.
Simultaneous scintillation data from stations widely
separated in local time such as College (58* A), Sagamore

', tHill (S30 A), Aberystwyth (49* A) and Lindau (44* A) and

total electron content observations at Sagamore lill (to
monitor the position of the plasmapause) were used to
establish this universal time component of scintillations.
The UT component could be clearly identified for the
big magnetic storms of June 17, 1972, October 31, 1972 and
the various storms that took place during August 4-9, 1972.

* jIt seems that this component of scintillations is associated
with plasma instabilities and electron heating effects that
occur in the vicinity of the stormtime plasmapause.

Introduction

Field aligned irregularities of the order of several
. 4. hundred meters to several kilometers are observed at high

latitudes by a variety of techniques. They are predominantly
in the 300 - 350 km range and are extant over a region from
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below the auroral oval to over the polar cap. It has been
documented (Aarons and Allen, 1971) that the intensity of
the irregularities increases during magnetic storms. This
intensity is measured by the fading of radio frequency
signals traversing the ionosphere.

Given the recent plethora of synchronous satellite
observations at 136 MHz at widely separated ground stations,
our objective is to determine a stormtime component of
scintillations during large magnetic storms in 1972.
This universal time controlled component of scintillations
is found to be superimposed on the widely known local
midnight component and adds a further element of complexity
to the already complex scintillation morphology during
storms. Basu (1974) had earlier demonstrated the
existence of this component of scintillations by utilising
simultaneously obtained Sagamore Hill scintillation and
total electron content (TEC) data. We wish to substantiate
this concept further by utilising data from stations listed
in Table I. The data are a series of amplitude fluctuations
reduced by the method of Whitney et al., (1969) into 15
minute averages of scintillation index. We have not
converted the empirical index SI SG to the theory-based
index S4 (Briggs and Parkin, 196 7as our object was to
establish the onset time of moderately heavy scintillations
at various midlatitude stations, rather than a quantitative

* comparison of the actual magnitudes observed.

Storm of January 21, 1972

The storm started with an SSC at 1151 UT on January 21
as shown in Figure 1. Dst indices for the storm show that
maximum Dst attained was -80 y at 1600 UT and the recovery
phase started immediately afterwards. The scintillation
response at a host of stations is shown in Figure 2. The
striking feature of this storm is the almost immediate
response at Narssarssuaq and Goose Bay, then in the morning
sector. This is most probably due to the expansion of the
auroral oval. The negative bay at Narssarssuaq coupled
with large negat;ve declination variation AD in the St. i
John and Ottawa magnetograms imply the flow of field aligned
current into the morning sector of the auroral oval.
College, in the midnight sector, shows the expected
intensification of its normal local time component of
scintillations.

It is quite interesting to note that Sagamore Hill

shows little response to this magnetic storm in its
development phase. This is believed to be due to the fact

j that the plasmapause did not move equatorwards as far as
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the L=2.8 intersection point of the ray path to ATS-3 as
may be observed from the ATEC curve of Sagamore Hill
which shows positive deviations only in the development
phase of the storm. Such a situation with considerable
daytime scintillations at Narssarssuaq and Goose Bay
with little or no re!:onse at Sagamore Hill coupled
with positive TEC variation is also observed for the
storms of February 24 and March 6, 1972. For both these
storms the maximum Dst was approximately -80 y also.
A study of other storms in 1972 showed that similar
storms in other seasons did not produce as much daytime
scintillations at Narssarssuaq and Goose Bay as the winter
ones. This could be due to the fact that the angle
between the axis of the earth's magnetic dipole and the
earth-sun line is a minimum at winter daytime as it is at
summer nighttime. For summer nighttime conditions,
Basu (1975) has shown that the scintillation activity peaks
at Narssarssuaq in response to the dipole tilt angle
orientation. Since a similar favourable orientation is
attained for winter daytime, scintillations would probably
increase in response to even a moderate enhancement of
magnetic activity.

The Sagamore Hill data shows enhancement in
scintillation activity between 2200 and 0400 LT on
January 22 without any accompanying increase in magnetic
activity. It is probable that this component of
scintillations is associated with sharp horizontal density
gradients found at times of quietening after magnetic
activity. These steep gradients are found to break up
into small scale irregularities (Basu, 1976) which are
likely to cause scintillations.

Storm of June 17, 1972

This was a very large magnetic storm in which Dst
reached -190 y at 0300 hours on June 18, 1972, (Figure 3)
the SSC having occurred at 1312 UT on June 17. Narssarssuaq

and Goose Bay show auroral type scintillations and hence
will not be discussed any further in this paper. However,
the scintillation behaviour at College, Sagamore Hill

and Lindau clearly exhibit a stormtime component of
scintillations. Sagamore Hill shows a sharp rise in
scintillations at approximately 0100 UT on June 18 when
Dst increased sharply from -70 y at midnight to -150 y
at 0100 UT. The TEC at Sagamore Hill, shown in Figure 3,
decreased sharply well below its median value after
showing the usual "dusk increase" (Mendillo and Klobuchar,
1974) indicating that the plasmapause had moved to the
vicinity of L=2.8. Unfortunately College data was missing
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till 0200 UT, so it is difficult to precisely determine
the time of increase of scintillations but the station does
show considerable scintillations from 0200 to 0900 UT
(1 1600-2100 LT) which is not its usual local time compo-
nent of scintillations. The existence of the stormtime
component becomes even more convincingly demonstrated by
the 100% peak of scintillations at Lindau at 0400 UT which
is much beyond its local midnight sector. It is to be
noted that 0400 UT was the time of maximum Dst and, as
such, it may be surmised that the plasmapause reached its
maximum equatorward excursion at that time. The occurrence
of scintillations near simultaneously at stations widely
separated in local time such as College, Sagamore Hill
and Lindau lends support to our hypothesis of a stormtime
component of scintillations dynamically controlled by the
position of the plasmapause.

The August 1972 storms

This much studied most active period of the last
sunspot cycle provides us with a few classic examples
of the existence of the stormtime component of scintillations.
In Figures 4 and 5 are seen the Dst index, the TEC from
from Sagamore Hill and the scintillations at various
stations for this period. The Dst index reached peak

F values exceeding -100 y on August 4-6 and after a period of
relative quiet on August 7-8, again showed the large
value of -150 y on August 9. In this storm sequence,
as for the storm of June 17, it is the lower latitude
stations that give us a better indication of the stormtime
component. This may be observed from the curve of Dst
index and the scintillation history for Sagamore Hill,
Aberystwyth and Lindau. All of these stations even
though separated 6 hours in local time show scintillation
peaks around 0400 on August 4, 0000 UT on August 5 and
0500 UT on August 6 in conjunction with Dst increases and
large TEC depletions at Sagamore Hill (Mendillo and
Klobuchar, 1974). The sharp peak around 1200 UT on
August 9 is a rather dramatic example of this effect as it
occurs in either the noon or the morning sector of these
stations. The afternoon peak on August 8 at Aberystwyth
and Lindau is unusual and seems to be due to localized
disturbances in the European sector - the peak being
absent at Sagamore Hill. Even though the data are not
shown we would like to point out that LES-6 and ATS-3
data taken at Narssarssuaq shows peaks in the afternoon
hours of August 8 while at Goose Bay and Sagamore Hill

.there is no activity at that time. Thus it seems that
stations to the east of the arssarssuaq sector showed
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- - evidence of localized disturbances. Chappell et al. (1971)
have observed such longitudinally limited disturbances
in the daytime sector with Ogo-5 data. It is interesting
to note that Athens at an invariant latitude of 31* does not
show these UT effects indicating that the plasmapause does
not move as far equatorward even during the severest
disturbances. In fact, Athens, which shows a fairly high
scintillation activity during quiet times in local summer,
actually showed a decrease of scintillation activity
during this very disturbed period (Aarons and Martin, 1975).
Under the assumption that the summer quiettime maximum
at Athens is caused by E type scintillations, the negative
correlation between scinfillations and magnetic activity
may be explained by the lower incidence of midlatitude E
during magnetic storms (Basu et al., 1973).

More detailed studies are underway to correlate the
position of the plasmapause in the magnetosphere obtained
by a variety of techniques and ground based scintillation
during this extensively studied magnetically disturbed
period.

Storm of October 31, 1972

The development of the high latitude irregularity
region during this storm has been described by Aarons (1976).
In this report we shall only discuss the stormtime
component of scintillations clearly observed at Sagamore
Hill (using three satellites 12F3, ATS-3 and ATS-5, and
radio stars) as well as at Aberystwyth using 12F3 and ATS-3.
The data from College again demonstrates that at certain
times during a magnetic storm, a large negative bay in
the same local time sector will give rise to a very fast
longitudinally limited expansion of the irregularity
region without the same effects being observed at comparable
latitudes in other local time sectors (Aarons, 1976). The
College scintillation data and magnetogram are shown in
Figure 6 as well as the Dst for the storm and the TEC
variation at Sagamore Hill.

The Dst index for this storm shows that beyond 0200 UT "
on November 1, there is a rapid intensification of ring I
current. Between 0240 and 0245, the Cygnus intersection
noted a rapid increase in scintillation, the latitude of the

.intersection being at 58 ° invariant (Figure 7). In this
case, the 400 Mh1z channel showed a dramatic increase in
fading to 6 dB. Sagamore lill observations (at 530 invariant),
showed a rapid increase at 0300 UT on all three satellite
ray paths. At the sane time the ATS-3 TEC observations
(Figure 6) showed a rapid decrease reaching 50% below its
median value (Mendillo and Klobuchar, 1974). The TEC
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remained below median for two hours when the SI reached
saturation at Sagamore Hill. A DMSP pass at 0400 UT shown
in Figure 8 did not show any visual aurora at the latitude
of Sagamore Hill. Thus we have reason to believe that the
high scintillations at this time are caused by the proximity
of the plasmapause, the irregularities being created via
the heat conduction hypothesis (Cole, 1965; Bowhill, 1966)
or one of the plasma instability mechanisms (Cornwall et
al., 1971; Hudson and Kelley, 1976) postulated in the
literature. Beyond 0500 UT irregular positive fluctuations
of TEC are observed, probably associated with auroral
precipitation. The local ionograms taken at Billerica, Ma.,
show the presence of auroral E and a DMSP pass at 0600 UT
(Figure 9) shows visual aurora at the latitude of the 3
satellite intersection points from Sagamore Hill. Intense
scintillations continue through this period up to 1200 UT.

The next station where an increase in index was noted
was the Aberystwyth ATS-3 ionospheric point of 490 invariant
latitude at 0402 UT while a rise of 12F3 point from
Aberystwyth at 450 invariant was noted at 0450 UT in Figure 6.
It is very significant that Aberystwyth shows the increase
in scintillation well past local midnight and somewhatlater than the higher latitude Sagamore Hill onset time.

This gives credence to our hypothesis of a UT controlled

scintillation component well correlated with the known
equatorward motion of the plasmapause during storms.

Conclusion

With data from several midlatitude stations widely
separated in longitude, we have been able to establish a
stormtime component of scintillations related to the
position of the plasmapause bounding a plasmasphere which
is quite drastically reduced in size. It is known that
SAR arcs are usually found at the equatorward edge of the
stormtime plasmapause (loch, 1973). Thus a few of the
mechanisms that are responsible for the excitation of SAR
arcs may also create small scale irregularities giving
rise to scintillations (Basu, 1974). Cornwall et al. (1971)
and more recently, Hudson and Kelley (1976) have postulated
plasma instabilities which would operate at the equatorial
edge of the ionospheric plasma trough during magnetic
storms. This would explain the existence of electric
field fluctuations in the ionosphere in the region of
SAR arcs as observed by Ogo-6 (Nagy et al., 1972, 1974).
Such turbulent electrostatic field fluctuations have
been previously correlated with scintillations (Kelley, 1972).

Since the existence of the stormtime component has
been reasonably well established, it is important to
incorporate this component into a suitably refined version
of the high and midlatitude model of scintillations
(Aarons, 1973). Such a refined model is currently being
developed.
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Table I

Station Satellite Geographic Coord. Invariant Angle of

Latitude Longitude Latitude Jievation

Narssarssuaq ATS-3 54.20N 51.0 0W 640 18.00

LES-6 54.40N 43.90 W 630 20.70

Goose Bay ATS-3 48.30N 62.0*W 600 28.80

College ATS-l 57.O0 N 147.50w 580 16.90

Sagamore Hill 12F3 39.1 0N 65.8 0 w 53* 28.00

ATS-3 39.3 0N 71.0 0 1% 530 41.00

ATS-5 39.20N 75.2 0 W 530 29.50
Cygnus 43.5*N 75.30W 570

(0240-0245 UT)

Aberystwyth ATS-3 46.4*N 22.1 0 W 490 6.50

12F3 4 6 .S0N 12 .5S0E 450 7.80

Lindau 12F2 46.4*N 19.90E 440 16.10

Athens 12F2 3S.0ON 2 7.7 0 E 31 0 33.20
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Scintillations Observed Through the Magnetospheric Cleft

John P. Mullen and Jules Aarons
Air Force Geophysics Laboratory

Air Force Systems Command
Hanscom AF9, MA 01731

Abstract

Observing scintillation produced by E and F layer
irregularities on 254 MHz transmissions of LES-6 over a
period of years has shown a high occurrence of strong
irregularities over the magnetospheric cleft before noon.
A broad maximum of scintillation occurrence with 54 values
greater than 0.3 was found around 1000 LMT. The observa-
tions were taken from the AFGL Geopole Observatory at
Thule, Greenland with the 350 km intersection at 71"
invariant and the 100 km intersection at 75". The angle
of elevation to the satellite (- 30) was low and did not
allow for precisely locating the latitude where the strong
irregularities were observed.

Distinctive occurrence maxima were observed in summer
and fall under quiet magnetic conditions. Winter and spring
fail to show clear pre-noon maxima under quiet conditions
which may be due to the low latitude of the intersection
at 350 km, the probable height of the irregularities
producing scintillation during quiet magnetic conditions.
Under disturbed magnetic conditions each season shows
the pre-noon maximum with S4 values before noon in each
case higher than the midnight maximum. This data indicates
that the irregularity region has moved to lower latitudes
(and across the propagation path to the satellite) during
magnetically disturbed conditions and has intensified.

The irregularities may be related to low energy cleft
electrons or convective electric fields.

Background

For the past seven years the AFGL Geopole Observatory
(Thule, Greenland) has recorded the 254.140 MHz beacon on
the Lincoln Experimental Satellite LES-6 (1968-081D). The
equipment consisted of a stacked pair of linear yagi antennas
having a total gain of 15 decibels, Vanguard converters and
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R-390 receivers. The data were recorded on magnetic tape
and on strip charts with a time constant of 0.5 seconds.
Relative calibration was accomplished by inserting a signal
into the receiving system and attenuating it in steps. In
this way a relative calibration was obtained whose accuracy
is dependent only on the attenuator steps, which are within
+ 1% of nominal.

The Data

Due to technical difficulties in the satellite the
signal was frequently below threshold from 0200-0400 UT.
Other than this period, continuous recording was the rule.
Approximately 8000 hours of data taken over the period

1969-1975 inclusive were manually reduced, sorted and
averaged to yield the curves shown herein.

The observatory is located at 76.40 ON, 291.30E (85.36* A).
The elevation angles to the satellite as it moved from 90*
to 400 west longitude ranged from approximately 4° to 3* .

The sub-ionospheric points for the major portion of the period
were as shown in Table I:

Table I

Assumed height 350 km 200 km 100 km

Geomagnetic 61.9 0 N S1.80W 66.1*N 54.5°W 69. 8 6N 57.801V

Invariant Latitude 710 740 790

Figure I summarizes all of the data. In magnetically
disturbed (KpZ 4) and quiet (Kp=0-3) periods minima were
found near 0300 LT and 1600 LT. During quiet periods, there
was a very diffuse maximum extending from 0700 LT to 1300 LT.
During magnetically disturbed periods, occurrence probability
of SI > 60 increases almost to unity, and maximizes near
1100 LT. Indices greater than 80% (S4 > .43) show similar
times of minima outlined above. (There was unfortunately
insufficient data to refine any of the seasonal curves in
this manner for magnetically disturbed periods.)

Figure 2 shows the probability of occurrence of
scintillation greater than 60% during quiet periods, for the
different seasons. Here the seasons are defined as winter
(November, December, January), spring (February, March, April),
summer (May, June, July), and fall (August, September, October).
Each season is the composite of three months from all the
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years examined. All seasons show the minima at approximately
the same times, and thus agree in that respect with the
summary curves. It is the maxima which show the major seasonal
variation. In summer there are maxima from 0500 LT to 1400 LT
and at midnight, with the daytime maximum primary. In fall
there is a single secondary maximum near 1000 LT with the
primary maximum before midnight. In winter, all levels are
depressed and there is little diurnal pattern. Daytime
scintillation peaks at 0700 and 1200 LT. Spring daytime
values are depressed. There is a clear midnight peak.

Gross features of the seasonal occurrence are as follows:

summer - high morning and midnight occurrence

fall - high pre-midnight and moderate morning occurrence

winter - generally low scintillation occurrence

spring - high midnight occurrence, low daytime scintillation

Discussion

Using the magnetospheric model of Roederer (Figure 3)
Thule looks through the cleft under moderately disturbed
conditions while observing geostationary satellites. There
is substantial evidence for soft particle precipitation in
the cleft during daytime (Dyson and Winningham, 1974;

McDiarmid, Burroughs and Budzynski, 1976). Dyson and
Winningham define a severe topside irregularity zone (STIZ)
generally coincident with the southern boundary of the
cleft. The zone extends north of the cleft, which Dyson
and Winningham attribute to magnetic convection.

It is important to bear in mind that the location of
the sub-ionospheric point cannot be precisely determined
because of the low elevation angle. Table I shows that the
350 km intersection point is at 71° invariant latitude.
This location corresponds closely with the northern edge
of the scintillation boundary (Aarons and Allen, 1971) at
approximately 1000 LT and 1300 LT. This would lead one
to expect a "double-humped" curve such as one sees in
Figure 1. During disturbed periods the irregularity structure
moves south, but additionally intensifies and spreads north
as well. It is this characteristic to which we attribute
the large daytime maximum when Kp=4-9.

Recent experiments of this group whose data are now
being reduced have shown that over Thule (85.360 A)
scintillations do not vary as a function of K index for
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moderate K groupings of 4-6. The intensification of
irregularities (both day and night) occurs in the cleft
region. However, a relatively high pre-noon occurrence
of scintillations did take place indicating this phenomenon
is associated with the cleft and the magnetospheric tail
particles.
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Angle-of-arrival scintillations in the region

of the polar cleft

J.A. Fulford and P.A. Forsyth
Centre for Radio Science

University of Western Ontario
London Canada N6A 3K7

During the summer of 1975, a dual frequency (150 MHz
and 400 MHz) differential angle-of-arrival system was operated
at Cambridge Bay near the average position of the daytime
cleft. Some 100 passes of NNSS satellites were observed. Very
strong amplitude and angular scintillations were recorded at
150 MHz and on some occasions the ionospheric irregularities
were sufficiently strong to produce angular scintillations at
400 MHz. The strongest amplitude and phase scintillations
appeared to occur during the mid-day hours when the cleft
region was overhead. At such times angular deviations as great
as one milliradian at 400 MHz were seen, corresponding to
lateral gradients in the total electron content of 4 x 10 2m-3.
If it is assumed that the irregularities were cylindrical, the
peak electron concentration must have been about 101 2m- 3.
During the mid-day hours the regions of strong scintillation

p. moved rapidly with respect to the observing station in a
manner that is not easily characterized but which may be
consistent with the known rapid motion of the cleft region.

Introduction

There is much current interest in the mechanism of
formation and the morphology of the dayside magnetospheric
cleft. It is known that the region is the site of complex
structure in the ionospheric F-region and is probably subjected
to substantial electric fields. In August, 1975 a dual fre-
quency angle-of-arrival system was operated at Cambridge Bay,
latitude 69.1°N and longitude 254.9°E (geomagnetic latitude
76.7 0N and longitude 296.5 0 E), under the mean position of the
cleft.

The equipment consists of two phase-measuring inter-
ferometers, one operating at a frequency of 400 MHz and the
other at 150 MHz, two of the frequencies radiated by beacons
aboard the NNSS series of satellites. Each interferometer
consists of two antennas separated in the North-South
direction (parallel to the orbital plan6 of the satellite).
The signals from the antennas are mixed with separate local
oscillators to produce i.f. frequencies separated by 1 kHz
and then amplified and detected in a common receiver. The
resulting 1 kHz signal is then compared in phase to a standard
oscillator in a digital phasemeter in order to derive the
instantaneous angle-of-arrival of the incoming radio waves
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relative to the antenna base-line. Since the satellite
beacons are phase-coherent it is also possible to measure the
phase difference between the 1 kHz signals produced in the
150 MHz and 400 MHz receivers, to produce a continuous record
of the difference of angle-of-arrival as observed at 150 MHz
and 400 MHz. For an orbiting satellite this is a major ad-
vantage since, provided that the two antenna base-lines are
parallel and have the same electrical length, the rapid "phase
ramps" which characterize the records at each frequency are
eliminated and what is left is an accurate record of the
angular refraction suffered by the radio waves. The refraction
suffered by the 150 MHz signal is just 400'2/150 7.1 times
that of the 400 MHz signal so the "differential" angle-of-

* arrival record represents 86% of the refraction suffered at
150 MHz. A simplified block diagram of the system is shown in
Fig. 1

The system operates with a nine-channel digital magnetic
tape recording system of which six channels are assigned to the
three phase outputs (150 MHz, 400 MHz and "differential") in
order to achieve 0.1 sec time resolution in the records and two
channels are assigned to amplitude recording for the two fre-
quencies (withtime resolution of 0.2 sec). The ninth channel
is used for recording time from a digital clock.

In normal use the antenna base-line at each frequency
is 200 wavelengths which gives a resolution in angle-of-
arrival of about 5 x 10 -

5 radians. Early in the operation at
Cambridge Bay it became apparent that the angular scintillation
was so strong that the phase variation sometimes exceeded 2R
(corresponding to an angular deviation of 5 milliradians) and
consequently the antenna base-lines were reduced to 72.6
wavelengths. All of the records discussed in this paper were
taken with this reduced value of antenna separation.

Refraction measurements

Of the records obtained during some 00 passes of NNSS
satellites most show some angular and amplitude scintillation.
The strongest scintillations seem to occur during the mid-day
period within an hour or two of local magnetic noon which
during the period of the observations occurred at 19 hr 32 min
UT. Although the location of the magnetospheric cleft is sub-
ject to rapid deviation of the order of several degrees, the
mean location of its centre is at about invariant latitude
760 and at about one hour after local geomagnetic noon.
Several of the records taken near the expected time of passage
of the cleft show exceptionally strong amplitude and angular 7
scintillation. Part of one of these, obtained on 28 August,
which shows easily measured angular scintillations at 400 MHz
is reproduced in Fig. 2. These scintillations are among the
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strongest that have been observed in more than ten years of• il angle-of-arrival measurements at lower latitudes including

some made of the aurorally disturbed E-region and F-region at
Fort Churchill, Manitoba (see, for example, Turnbull and
Forsyth, 1965; Mason, Tull and Forsyth, 1967; Forsyth, 1968
and Palmer, Doan and Forsyth, 1970). In the complete record
there were several angular scintillations but at least two
represent angular deviations at 400 MHz of more than one milli-
radian. Only one of these will be discussed here, that (shown
in Fig. 2) which took place at about 20 hr 00 min UT. This
scintillation reached a maximum in about 0.2 sec and since the
line-of-sight to the satellite was moving through the F-region
at about 2.2 km/sec the horizontal half-width of the irregu-
larity must have been about 450 m. The relationship between
the gradient (in the direction of motion of the line-of-sight)
of the total line-of-sight electron content, N , and the
angular deviation, 0, for 400 MHz radio waves is:

d (Nt )

t _- 3.95 x 10' s e

which yields a value for this scintillation of,

~d (Nt(t- 4.1 x 1012 m3

du

or a peak deviation in Nt of about 1.8 x 1015 M- 2.

If it is assumed that the irregularity was a cylinder
aligned with the local magnetic field and having a gaussian
radial distribution of electron concentration (as has been
verified for observations at lower latitudes) the relationship
between the maximum angular deviation and the peak electron
concentration, N0, (in excess of the background concentration)
is given by

S =3.8x 1 - 6  N csc1y
max o

where y is the angle between the line-of-sight and the local
magnetic field direction, which yields for the present case

N 1.5 x 1012 m - 3

It is concluded that the F-region in the region of the
magnetospheric cleft is highly disturbed and contains small
irregularities with scale size of the order of 0.b km and peak
electron concentration in excess of ambient which is at least
comparable in magnitude to the ambient ionization.
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Temporal behaviour of the cleft

Because the NNSS satellites are in polar orbits a high
latitude station can record a large number of passes each day.
This suggests the possibility of investigating the temporal
behaviour of the disturbed F-region. Since nearly all the

k records show some scintillation at 150 MHz it is difficult to
analyze these in any meaningful way. Also, because the
angle-of-arrival records at 150 MHz are so disturbed (as, of
course, are those for differential angle-of-arrival) it is not

. practical to use any form of automatic analysis for statistical
purposes. The amplitude recordings at 400 MHz do show both
quiet and disturbed periods so were used to determine the tem-
poral characteristics. A preliminary analysis of the amplitude
fluctuations indicated that the autocorrelation function fell
to a low value for time displacements of the order of the
resolution of the records (0.2 sec). It seemed appropriate
therefore to derive a root mean square scintillation index.
The average signal level over a period of about two seconds is
derived and the index merely expresses the ratio of the root
mean square deviation of the actual signal to the average sig-

! nal level. This processing was carried out digitally and

provides a record which is independent of signal amplitude (for
all signals above a predetermined threshold level).

Again the most interesting behaviour was exhibited
during the middle day-time hours. The root mean square scin-
tillation index as a function of latitude for five satellite
passes between 18 hr and 24 hr on 27 Aug. is shown in Fig. 3
and that for six passes between 17 hr and 22 hr on 28 Aug is
shown in Fig. 4. Both of these days were magnetically quiet.
Some of the passes occurred at some distance to the east or
west of the station and in order to reveal systematic temporal

*changes in these two figures the time of each pass is corrected
for the difference in local time between the subsatellite
point and the station.

In Fig. 3 (for 27 Aug) the pass near 20 hr shows a
patch of scintillation to the south and weak scintillations
to the north. By 21 hr a strong patch of scintillation has
developed about 2.50 north of the station and this patch, with
a sharp southern boundary appears to be associated with the
cleft. In subsequent passes the patch moves rapidly to the
south. The behaviour is consistent with the known asymmetry
of the cleft ionization with respect to the invariant latitude
of the cleft centre as revealed by satellite observations of
luminosity, although the motion appears to be more rapid than
usual, and may include a true component of motion of the whole
cleft region in latitude. On the 28 Aug. (Fig. 4) the be-
haviour seems to be more typical. There is a fairly consistent
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motion of the region of maximum disturbance toward the south
at about the expected rate.

Knudsen (1974) has discussed the effect of the
dawn-to-dusk electric field in the polar cap on the motion of
irregularities. The irregularities should be convected toward
the north at rates of the order of 1 km/sec as a result of the
crossed electric and magnetic fields in the region of the cleft.
The irregularities should decay as they move northward from the
region of formation, producing a sharp boundary to the south
and a gradual decay to the north of the actual cleft region.
While the few results obtained in the present experiment are
not definitive there is some evidence of this type of
behaviour in Figs. 3 and 4. Indeed, if interpreted in this way
it would appear that the actual region of irregularity formation
in the cleft is somewhat less than a degree of latitude in
width and the irregularities are convected for several degrees
of latitude in the northern direction before decaying below the
detectable level at a frequency of 400 MHz. In any case it
appears that the morphology of the cleft region can be inves-
tigated with relatively simple equipments using satellite~beacon sources. It is planned to extend the observations to

two stations separated in longitude operating simultaneously
during the summer of 1976.
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ANGLE-OF-ARRIVAL AND DOPPLER FLUCTUATIONS
CAUSED BY IONOSPHERIC SCINTILLATION

Robert K. Crane

Environmental Research 4 Technology, Inc.

*i ABSTRACT

Angle-of-arrival and doppler scintillation were observed at the
Millstone Hill Radar Facility using 150 and 400 MHz transmissions from
the U.S. Navy Navigation System satellites. A theoretical analysis was
performed to predict the fluctuation spectra using the Rytov approxima-
tion and an anisotropic power law power spectrum to model the electron

*density fluctuations. The observed and predicted spectra were in good
agreement.

The height and axial ratio of the irregularities were estimated
using derived relationships between the rms fluctuations of doppler,
elevation angle and traverse angle (azimuth x cos (elevation)). Data
were analyzed from two magnetic storms. The observations showed E-region
irregularities at 57 to 61° invariant latitude and F-region irregulari-
ties over the range 45 to 670 invariant. The axial ratios ranged from
2 to 4 south of 570 invariant to 2 to 12 north of 570 invariant.

1. INTRODUCTION

Ionospheric scintillation causes spatial and temporal fluctuations
in the amplitude and phase of radiowaves propagating through the ionos-
phere. The spatial fluctuations in phase in turn cause fluctuations in
the apparent angle-of-arrival of the source; the temporal fluctuations
in phase in turn cause Doppler fluctuations. As a part of a radar pro-
pagation effects program at the Millstone Hill Radar Facility (Evans,
1973a) angle-of-arrival measurements were made with a single monopulse
tracking system. The radar propagation study was conducted to investi-
gate their effects on radar systems; this paper will dwell on the in-
ferred structure of the irregularities.

In a previous paper (Crane, 1976; to be referred to as Ref. 2)
spectra of log power and phase fluctuations observed at 150 and 400 taiz

* at Millstone were reported which show that the election density fluctua-
tions may be modeled by a three dimensional (3-d) power law power spec-
trum with a -4 exponent. The observed spectra were compared with spec-
tral estimates generated by both the Rytov and Born approximations. The
results showed that the Rytov approximation was applicable over a wider
range of scintillation intensities. Using the Rytov approximation,

A, spectra and variance estimates can be derived for band limited observa-
tions of angle-of-arrival and Doppler fluctuations which may be used to
calculate the axial ratio and, if the drift velocity is known, the height
of the lower edge of the dominant irregularity region. Comparisons be-
tween the theoretical estimates and observed spectra show excellent
agreement.
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The measurements of angle-of-arrival and Doppler fluctuations were
made using the U.S. Navy Navigation System satellites. These satellites
are in 1100 km circumpolar orbits. The line-of-sight from a single
ground station to one of the satellites moves rapidly through the ionos-
phere at F-region heights. For the satellite passes used for analysis,
the effective drift velocities at 300 km height ranged from 1.6 to 2.7
km/sec. For these high effective drift velocities, the ionospheric
irregularities may be assumed to be fixed in space. This assumption
was used to calculate the heights of the lower edge of the dominant
irregularity region. Detailed analysis of axial ratio and irregularity
height were made for two time periods with intense scintillation, 4-5
August 1972 and 1 November 1972. The August magnetic storm obsepvations
were during times with 3 Kp average values ranging from 6- to 8 . For
this storm, the axial ratio values ranged from 2 to 4 and the lower edge
of the irregularity region was at E-region height for invariant lati-
tudes between 56 and 600.

The data for the 1 November 1972 observations were also for rela-
tively high Kp values which ranged from 8- to 8. For this set of obser-
vations, the irregularity heights decreased towards the north again show-

A ing evidence of E-region production at invariant latitudes between 58J and 61. For this data set, the axial ratio values showed a trend towards
larger values at higher invariant latitudes. The range of axial ratios
was from approximately 2 at 520 invariant to between 4 and 12 at 580
invariant.

2. THEORETICAL ESTIMATION OF ANGLE-OF-ARRIVAL SPECTRA

Equations for the correlation functions and spectra for log power
and phase fluctuations were developed in Ref. 2 for weak scintillation
using the Rytov approximation (see also Crane, 1977). The analysis of
phase fluctuations may be used as a starting point for an analysis of
angle-of-arrival fluctuations. Early angle-of-arrival observations

&were made using interferometers. The analysis of fluctuations for a
*larf, aperture antenna with a monopulse tracking feed starts with the

equations for an interferometer. The results are then specialized to
those for a single antenna by letting the spacing between the interfer-
ometer elements approach zero. Interferometer observations are sensi-
tive to spatial fluctuation in phase at scale sizes larger than the
interferometer spacing. Fluctuations on scale sizes smaller than the
spacing are uncorrelated and contribute to measurement noise. For a
single antenna, the observations are sensitive to fluctuations at all
scale sizes although the effect of scales smaller than the diameter of
the receiving aperture are attenuated. The effect of aperture averag-
ing were not considered because the fluctuations on the scale size of
the receiving aperture are smaller than those masked by receiver noise.

For a two element interferometer, the angle-of-arrival is given by
2 2

sine = 2LR + R r R =1 WI) W))
2Lr r kr -
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where L = position vector of the source

= positive vector of the second interferometer element

r,L = magnitudes of the position vectors r, L

kR = (t) - *(O) = phase path difference; k = 2w/X, X =
wavelength

angle of arrival measured in the plane of L, r;

cos = .*; L x r x

r, L, 6 = unit vectors in the direction of t L, respectively.
Small fluxtuations in the angle-of-arrival caused by phase fluctuations
may be approximated by

" (€'(r) - *(o)) (2)L- k C r'6)

where the instantaneous angle-of-arrival is e + 0 and the instantaneous~phase is 0' + @

The correlation function for the angle-of-arrival fluctuations,
Be, can be calculated from the correlation function for phase fluctuations:

d 1 d) ) (3)B k2  dr2  r=

The one dimensional (l-d) power spectral density of angle-of-arrival
fluctuation, S8 (A), is given by the 1-d Fourier transform of the corre-
lation function in a direction transverse to the line-of-sight specified
by a.

High and low frequency asymptotes were obtained from asymptotic
evaluations of the integrals implied in the expression for S (K) (see
Ref. 2). The ratios between the high frequency asymptotes for elevation
and traverse angle measurements can be used to determine the axial ratio
if the pointing geometry relative to the geomagnetic field is known.
The ratio at a fixed fluctuation frequency

e 0, TRAVERSE
S, ELEVATION

can be used to determine the axial ratio a by:
R-1 + 11112 (4)

[sin2 [cos2(C- )-R sin-(&- )] 1 1 2
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where , propagation angle or the angle between the propa ation direc-
tion p and the geomagnetic field A; cos p

orientation angle or the angle between the normal to the plane
containing the geomagnetic field and the propagation directioni andd

~Cos .d

* = direction angle or the angle between 6 and d; coso = 6 * d and
the requirement that K is along a is implied

and the 3-d power spectral density for the electron density fluctuation
is assumed to have a power law form with a -4 exponent. Figure 1 illus-

j trates the theoretical spectra for an axial ratio of 2.

The high frequency asymptote,oT[ o.2 to So behaves as y(p-) where y

X 8d,Q is the fluctuation frequency (y a k).
o.20o The high frequency asymptotes to

T - '% ' .the spectra for log power and for
,IR vkR_ phase fluctuation S and S both

RO. have a y-(P-l) behavior (Ref. 2).
ELEVATOI.ON RATIO'2. To give the three spectra the same

appearance at high frequencies and
to provide a ready visual compar-
ison between the several spectra
v-2S9 is plotted rather than So.

Figure 1 - Theoretical Spectra

3. THEORETICAL ESTIMATION OF DOPPLER FREQUENCY VARIANCE

Doppler frequency fluctuations occur when temporal changes in phase
occur along the propagation path. For a rapidly moving line-of-sight
through a fixed ionosphere, the Doppler fluctuations are caused by the
rapid motion of the line-of-sight. For the general problem, the fluctu-
ations are caused by the drift of the irregularities across the line-of-
sight. For the rapidly moving line-of-sight case, the Doppler shift is
given by

4 (yAt)-0(0) V _(_)-_(0)
27TAt = ( kr CS)

At-O - r=Vt

where V represents the motion of the end point of the line-of-sight.
Referring back to Eq. (1), it is evident that the Doppler fluctuations may
be calculated using the expressions for angle-of-arrival. The power
spectrum for Doppler fluctuations is also related to the power spectrum
for phase fluctuation (Ref. 2) by:
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SC = 4IK S (K) (6)

Noting that the spatial fluctuations may be translated into temporal
fluctuations for the case of a rapidly moving satellite with W = VK,
then M = V /2 where M is the fluctuation frequency and

SF(M) = f2SpC) (7)

For the case of a rapidly moving satellite, the spatial spectra for

angle-of-arrival fluctuations may also be converted into temporal spectra
using the substitution M = VK/2w. For a thin scattering layer at p the
high (or low) frequency asymptote for SF may be simply related to the
asymptote for traverse fluctuations, STR , by

2
(pV) STR(Ml)

SF (Ml) = 2,2 (8)
) (L-p) GL) : 2= si2 c2( ¢where G = 1+(a2 -)sin 2Ycos 2( -)e+(a 2-1)sin 2 cos 2

The distance to the scattering layer, p, or, from the elevation angle of
the line-of-sight, the height of the scattering layer can be calculated
using (8) knowing S and STR:

p = QL/(V+Q); Q = [(SF/STR)d2(G)]1/2  (9)

The variance in phase, angle-of-arrival, or in Doppler cannot be
calculated unless a value of the outer scale is specified. If p = 4,
an inner scale must also be specified to provide a high wavenumber cut-
off to obtain a finite integral. This is evident from the form of the
spectra shown in Fig. 1 where the power spectral density keeps increas-
ing as K decreases and decreasing as K increases. Evaluating the var-
i iances, a2O, a2,, or "2 as an integral of S , Se or S. over all K re-
sults in an infinite vaue unless the outer scale and inner scale is
specified. Several approaches have been used to get around the singular-
ities implied by spectra without an outer and inner scale. Tatarski
(1967) makes use of structure functions to remove the outer scale sing-
ularity. Use can also be made of band limited sets of detrended data.
For samples from a low pass filtered random process with the mean value
and perhaps higher order trends removed, the power spectra has fluctua-
tion energy only in a limited frequency band. The lowest frequency cor-
responds to l/T where T is the total observation period. The variance
of the detrended random process is given by the integral over the spectra
from Y, = l/T to the highest frequency Y2 

= 1/t where t = sampling rate.
The variances calculated using bandlimited spectra are not affected by
singularities at the origin (or at infinity).
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The variances for band limited integrals of the spectra are propor-
tional to the low frequency asymptotic spectral density estimates eval-
uated at a single fluctuation frequency. This approximation improves as
the observing period is lengthened because the details of the low fre-
quency to high frequency transition region become less important. For a
thick irregularity layer, the details of the transition region are also
averaged out because contributions at different frequencies originate at
different heights. In practice the ratios of variances caused by tra-
verse and elevation fluctuations or the ratios of variances caused by
traverse and Doppler fluctuations may be equated to the ratios of the
asymptotes to their respective spectra.

4. EXPERIMENTAL OBSERVATIONS

Scintillation observations were made using phase coherent trans-
missions from the Navy Navigation System satellites and the 84-foot
tracking antenna at the Millstone Hill Radar Facility (Gilhoni, 1973).
The UHF (400 MHz receiver system was used to track the satellite in
both phase and pointing angle.

The digitally recorded data were post processed to provide rms
values and spectra for the scintillation induced fluctuations about trend
curves representing the best (least square) estimate of slow variations
caused by satellite aspect angle variation, polarization changes, pede-
stal tilt, changes in the observing geometry and distance to the satel-
lite, and background ionospheric refraction. The data were sampled at a
15 per second rate. The data were low pass filtered prior to digitizing:
the error voltage channel cut-off frequencies were 7.5 Hz; the phase and
Doppler observations had 250 and 7.5 Hz cut-off frequencies at 150 and
400 MHz respectivity. One hundred and twenty-eight successive samples
were used to estimate the trend curves and calculate the rms value,
Overlapping blocks of 128 consecutive samples spaced by 64 samples were
used to generate the spectra of fluctuations about the trend curves.
The fluctuations were weighted by a parabolic curve with a unity value
at the center and near zero values at the ends of each analysis interval
prior to calculating the spectra. Thirteen successive spectra were
averaged to generate power spectral density estimates for each minute of
of data. The resultant spectra had 21 degrees of freedom and a bandwidth
of 0.14 Hz.

Figure 2 displays simultaneously obtained empirical estimates of
log power (Sx 400 and S, 150), differential phase, (So 150-400 or y-2
F, see eq. ()), elevation (y-2 SEL), and traverse (yST) spectra. The

4 150 MHz log power and the 150-400 MHz differential phase spectra have
been scaled to have the same (theoretical) high frequency asymptotes as
the 400 MHz log power spectrum (see Ref. 2). The axial ratio estimated
using the ratio of the variances of traverse to elevation angle fluctua-
tions is 4.8. This calculation was based upon the use of Eq. (4) with
the substitution of the square of the rms values for the asymptotic spec-
tral values. Based upon the ratio of the variance of traverse to VHF
doppler, the distance to the scattering layer was 640 km and the height
was 180 km.

Given the best fit of the theoretical estimate of SX,400 to the
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V - data on Fig. 2 and the axial

THEORETICAL (heavy) ratio, all the theoretical curves
EXPERIMENTAL (light) on Fig. 2 are determined. Only

Z 1 -2-. the measured spectrum SX,400 and
S.. .'TRAVEvRs the position of y-2SEL relative

S . SELVAT 2 to y-2 STR were constrained by the. f ELEVATION

to-'fit to Sx 400 and the estimation
NOISE of the axial ratio from the ratio
LEVEL Of GTR to UEL. The measured

to spectra S 150, S41 1 50-400, and
STR were not constrained. The

10.. agreement between the measured
-SX'oo spectra SO,150-400 and STR andI.. I% the calculated spectra is excel-

- #,- .0. so400 lent. The rms log power fluctua-
Ln tions were ax = 4.1 dB at 400 MHz

and a = 6.1 at 150 MHz showing
CA , - strong scintillation at the lower

frequency. The strong scintilla-
tion is responsible for the dif-

. Lo ference in power spectral density

FREQUENCY (Hz) between the measured and calcu-
lated SX. 150 curves (Ref. 2).

Figure 2 - Comparison Measurement
and Theory

5. ANALYSIS

Excellent agreement was shown between the theoretically estimated
phase and angle-of-arrival spectra based upon the use of the Rytov
approximation and the observed spectra. The low frequency asymptotes
for phase, Doppler, and angle-of-arrival spectra correspond to large
scale sizes (geometric optics) which are not affected by the multiple
scattering process associated with strong scintillation.

The locations of the lower edge of the dominant irregularity region
and the axial ratios for the irregularities were computed from data from
two satellite tracking sessions. The data were from two magnetic storms,
one occurred on 3-5 August 1972 and the other on 31 October, 1 November
1972. The latter storm has been described by Aarons (1976). The invar-
iant latitude for the lower edge of the irregularity region was also
computed. These data are displayed on Figures 3 through 8 together with
the satellite rise time and the 3h average K^ value for each of the• P
passes. The satellites were visible for less than 18 minutes, hence,
the data are for the listed times plus up to 18 additional minutes.

The data from the November storm period show zenith corrected
Ox,400 values increasing toward the north, the axial ratios increasing
toward the north, and both E- and F-region irregularities. The invariant
latitude of Millstone (at the surface) is indicated by H. The E-region
irregularities are confined to a narrow 58 to 610 A (invariant) sector
and F-region irregularities occur simultaneously within, to the north,
and to the south of this sector. The observation technique can only
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BN locate the closest edge of the

K, AULORA irregularity region, hence, F-region
. 0149 UT 4 AUG 1972 6 NO irregularities that may exist to
X 0223 6- YES the north of 630 A at 200 km heights
0 0411 8+ YES
& 0548 8 YES are masked by the E-region irregu-

0731 7 YES larities. Aarons (1976) reported
0133 5AUG 1972 8* YES that during the 0300 to 0720 time

o o 0320 8+ YES period strong scintillation ex-

o tended from north of 650 A to south
of 55* A for A evaluated at 350 km

00 height. He reported hourly aver-
0 age scintillation indicies observed

.5 at 137 MHz not corrected to zenith.
a 0 The zenith corrected values (Fig.t- AO

0(6)) show relatively intense scin-

I tillation to the north of 550 A.
o The observed values range from

, A 0.4 to 0.9 dB (zenith corrected S4
Z values ranging from .65 to .95 at
N 137 MHz, see Crane, 1977) at 0300

I •lIT to between .7 and 1.6 dB at
i, I0500. At 0700 the values again

were in the 0.4 to 0.9 dB range.
b 0 0 - The lower edge of the irregularity

0 0region also changed little during

this time interval. Aarons reported
that both auroral (spread) D and

___spread F were observed in the ion-
40 50 M 60 70 osonde data obtained overhead at

INVARIANT LATITUDE (deg) Billerica (same A as Millstone)
for the 0145 to 0300 UT time per-

Figure 3 - Zenith Corrected Ox, 000r-. .
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auroral region. The data in Figure (8) also show E- and F-region irreg-
ularities at the same invariant latitude.

The time history of this magnetic storm as reported by Aarons
showed the irregularity region to initially occur in a thin invariant lat-
itude band (at 360 km height) between 60 and 630 A. The irregularities
region then expanded to the north and south within the F-region. These
observations suggest that the irregularity production occurred in the E-
region, was transferred to the F-region along the field line, and rapidly
propagated to the north and south within the F-region. The E-region pro-
duction appears to be associated with the optical aurora. Dagg (1957)
postulated that the E-region irregularities (at large scale sizes) could
be conducted up the field lines to the F-region.

The scintillation observations made during the August magnetic storm
also show simultaneous E-region and F-region irregularity occurrence.
L-band radar observations also revealed auroral backscatter.. In this
case, the intense E-region irregularity band was wider and further to
the south masking a larger volume in the F-region than for the November
observations. The data also showed E-region irregularities only during
the 4 August time period. Although the K. values for 5 August were
still high, E-region irregularities were not observed. The axial ratio
observations for both the August and November periods did not show any
correlation with the location of the lower edge of the irregularity re-
gion. The August data also did not show a well defined trend with either
time or A.
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THE STRUCTURE OF SIGNALS UNDERGOING SCINTILLATION AS

INFERRED FROM ATS-6 AND TRANSIT COHERENT BEACON TRANSMISSIONS

By

C. L. Rino, E. J. Fremouw, and R. Livingston
Stanford Research Institute

Menlo Park, Calif. 94025

ABSTRACT

Extensive analysis has been performed on data recorded at Poker Flat,

Alaska from the Navy Navigation Satellite (TRANSIT) coherent beacon trans-
missions at 400 MHz and 150 MHz, and from ATS-6 transmissions at 40, 140,
and 360 MHz, recorded at Table Mountain, Colorado. A phase-detrending

procedure has been developed by which all phase variations that have periods

larger than or comparable to the largest period in the amplitude variations
are removed. The residual is then interpreted as the complex random com-

ponent of the signal. This procedure admits a degree of arbitrariness but

appears to be workable.

We have found that large phase variations (typically in excess of one

radian) are associated with all amplitude scintillation, even for very

small amplitude scintillation levels (S4 < 0.25). This means that the

classical weak-scatter theory cannot be used to interpret the complex

signal structure. Indeed, it is through multiple scattering that large

phase variations develop.

Thus, we have attempted to interpret the data against a multiple-

scatter theory. To obtain the irregularity spectrum, for example, one

must Fourier analyze the logarithm of the mutual-coherencc function. The

calculated spectra show the expected power-law form with no readily identi-

fiable outer scale within the time periods that were admitted.
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.. ~INTRODUCTION

Phase-coherent beacon satellite transmissions are emerging as a

powerful new tool for probing the structure of the ionosphere (Daves et al.;

Schmidt and Taurialnen, 1975). By using phase-coherent signals one can

measure the full complex signal. Thus, in principle, the irregularity

structure can be measured undistorted by the Fresnel filter effects that

complicate the interpretation of intensity scintillation data.

'In this paper we present some preliminary measurements of the complex

signal moments and discuss their interpretation. We begin by briefly

reviewing the principle of the measurement. Consider two phase-coherent

transmissions at frequencies f, and f= n f1 , where n is an integer. The

received signals have the form

SR(t) AR (t) cos(27( f t + cP(t)) S S(t) A 1 (t) sin27f f t + cP1(t)

2 (la), (ib)

In the receiver a reference oscillator is phase-locked to SR(t) and

then used to synchronously demodulate Sl(t). The synchronous demodu-

lator produces the quadrature signals

Ml s (W1(t) -coR(t)/n + cp(

The constant phase offset eo is induced by the receiver, and it can

generally be ignored.

A recently recorded example of a synchronously demodulated VHF
sgnal is shown in Figure 1 together wih Al(t) and the differential phase

Acp(t) = atc' [Yl(t)/xl(t)]. Our first task is to isolate the coherent or

nonscattered signal component. To this end, we identify three components
in the differential phase by writing

aM(t) = wd(t)t+ Pd(t) + [n(t) - (3)

04
* 

"

594

-1e.~



2(a)

0 i0 MHE TRANSIT 3233

a)b

(c)

~0
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0 10 20 30 40 50 60

TIME - seconds LA-3793-48

FIGURE I MODERATELY DISTURBED TRANSIT RECORD (after decimation) OBTAINED AT
POKER FLAT ON 9 JULY 1975, SHOWING INTERESTING VARIATIONS IN
(a) AMPLITUDE, lb) PHASE, AND (c and d) QUADRATURE COMPONENTS
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The first term, id(t), is a slow phase variation induced by changes
in the total electron content along the propagation path. We assume that

* any amplitude variation associated with Wd(t)t is a pure refraction

effect that can be simply calculated or ignored. Thus, wd(t)t can be

extracted by low-pass filtering A0(t), We then use @d(t)t to derive a

reference signal to synchronously demodulate x (t) + i Yl(t).

The complex signal that results has the form

u(t) A A(t) exp i V l(t) }  (4)

where

:p1(t) = Rd(t) +[6,(t) (5)

) +_Rn)

We assume that the reference-signal term i- is negligible whenn
compared to the remaining terms in Eq. (5). A scatter diagram for a typical

signal phasor v(t) is shown in Figure 2.

The prominent feature of all the signals we have processed in this

manner is the large phase variations that dominate the signal. Indeed,

it is this fact that led us to consider two separate components in
(pl(t). The rapid component, 86p1(t), is more closely associated with the

amplitude scintillation, but we admit a small amount of amplitude scin-
tillation with slow periods.

In the companion paper by Fremouw et al. (1976), it is shown that
r u(t) admits the multiplicative decomposition

u(t) = v(t) exp T(t) (6)

where v(t) and (t) are statistically independent complex Gaussian
processes. The imaginary part of '(t) is identified with cpd(t) in Eq. (5),

while the real part of Y(t) is generally small, at least for weak to

moderate scattering.
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FIGURE 2 EXAMPLE OF DETRENDED SIGNAL SHOWING CHARACTERISTIC LARGE
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This signal structure readily explains why the intensity statistics
are accurately characterized by a single-component Gaussian model (Rino
et al., 1976). Indeed, I(t) A ,u t)I Iv(t)12 . That is, the amplitude
variation associated with the log-normal component, exp [Y(t)], is small
when compared with the amplitude variations associated with v(t).

If one accepts the signal structure as shown in Figure 2, it is
immediately clear that the conventional weak-scatter theory cannot be
applied directly. The large phase variations exclude direct use of the
Born approximation. Moreover, the Rytov solution, while admitting large
phase fluctuations, is restricted to the extreme near zone.

To avoid these restrictions, we must consider the parabolic approxi-
mation to the wave equation:

f -  2 u - i r X AN (p,z) (7)

41 T e e

F, In Eq. (7), s is a distance vector along the propagation direction, and
ANe(P,z) is the local electron density perturbation.

However, there is essentially no loss of generality if we take the z
axis along V so that the directional derivative in Eq. (7) involves only the
z variable. Making this assumption, we can write Eq. (7) in the equivalent
forma

b log u(Pz) = i r X AN 6,z) - i- - V2 u(p,z)/u(, z) (8)

bz e e 41r T

Going further, we integrate Eq. (8) over a short z distance, Az, and
neglect second-order propagation effects.

he result takes the simple form

ur,zo+ &z) E exp -t r ef N e m d}

0

x [u(;,z) - i V uPZ (9)•~ 4P T  0(,Z) 9
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The first factor is simply the phase perturbation obtained by using the
linear ray-optics approximation. The second factor is the differential
approximation to the diffraction integral

U CP'z + Az) = exp i exp i dK;z (10)

where d ;(;z ) is the Fourier spectrum of u(p,z).
0 0

From Eq. (9) it is clear that the interaction of a wave with a ran-
domly irregular medium involves both a phase perturbation and diffraction.

When AN, C,z) - 0, Eq. (9) reduces to the equation of free-space propa-
gation. Now, for remote probing we would like to unravel the diffraction

effects and extract a quantity related to AN e(,z) such as

z +L

CP) r o ANe (,j) d . (11)
Z
0

In the radio holographic approach (Schmidt and Tauriainen, 1975)

one attempts to remove the diffraction effects directly by inverting the
integral in Eq. (10). Since diffraction and scattering evolve simul-

taneously within the medium, however, the radio holographic technique

cannot unambiguously reproduce the irregularity structure. Nonetheless,
one can localize large-scale structures.

We have pursued an alternative statistical approach in which we

compute the complex field moments and then use the theoretical geometrical

dependence of the moments to infer the average structure of the irregu-

larities as characterized by their ajtocorrelation function, or,

,equivalently, their spectral density function. In principle, the statis-

tical method leads to unambiguous determination of the irregularity
structures. Moreover, the large phase variations induced by multiple

scattering does not impose a fundamental restriction.

2. SOLU1'IONS TO THE PARABOLIC WAVE EQUATION UNDER TIE MARKOV
APPROXI AT ION

We shall consider here the complex signal moments

R(;z) (u(p)u*() B (A) (12a),(12b)
u u
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The Ru correlation function is usually called the mutual-coherence function.

The complementary function Bu has no accepted name, but it is sometimes

referred to as the asymmetry correlation function.

We note that the complex signal mean (u(p)) is not subtracted from

u(P). Moreover, no normalization is used. However, Ru(O;z) _ <u()1 2)
is the average signal intensity, which is unchanged by the scattering

because backscattered energy is negligible as is absorption. For convenience

we shall assume that u(p) is normalized to unity intensity.

To derive differential equations for Eqs. (12a) and (12b), we note

that in Eq. (9), ANe(W,z) contributes to the integral for z values greater
than zo, while the diffraction term uses only the u(p,zo). Suppose now

that u1Pzo) and ANe(p ,z) are uncorrelated for z> z0 . This assumption

is essentially the Markov approximation. A sufficient condition is that
the perturbation induced over a correlation distance be small (Beran, 1970).

By accepting the Markov approximation it is possible to derive)differential equations for Ru and Bu directly from Eq. (9). Using a

compact notation we have

R u(AP, z° +Az)

aXz 2 Y u-2) (B (Au( z + A o)U 0l 
- i-i- (VT T 2 20 1uA~z~ (13)

4 T + T B u(A-,z 0

where the upper sign is used for Ru and the lower sign for Bu. Equation (13)
is essentially equivalent to the corresponding equation given in Gurvich
and Tatarski (1975).

2 2
Now for the tacitly assumed homogeneous statistics, the VT and VT T

operators give identical results. Thus, for the mutual-coherence function
the diffraction term has no effect. Indeed, Booker, Ratcliffe, and Shinn
(1950) showed that in free space the mutual-coherence function is invar-
liant to propagation effects.

To evaluate the expectation term in Eq. (13), we assume that yl)
is Gaussian. This assumption is not strictly necessary, but it simplifies
the computations. For Gaussian q() we have
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eI, -;0
(exp exp~ _a~p) 2& z ex PA J ~ p.z)d1 (14)

0

where

2 2 2 2
C re AN e RAN (O,I)dj (15)

0 e

In deriving Eq. (14) we assumed that the correlation distance along z
is small compared to Az, which is consistent with the Markov assumption
condition.

By using Eq. (14), in Eq. (13) we readily obtain the equations

R(-; z+ A z) a! R (A ;z) exp {..2Azii (A SP1Jf)d1]} (16a)

and

B u(AP;z° + Az) E exp 2 Az[(1 + PAN (Ao,1)dV ]
0 e

[Bu(A;Z) - 2 VT Bu(A-;zo)] (16b)

The similarity of Eqs. (16b) and (9) can be used to immediately deduce
the differential equation for Bu(A ;z). Alternatively, under the Markov
approximation, the diffraction effects apply to Bu(A ;z) in exactly the
same way as the diffraction effect applies to u(p,z) itself.

For an incident plane wave, Eq. (16a) admits the exact solution

R u(,L) exp - P- P) (17)
0 e ]:

where L is the length of the propagation path. If pAN (A'p,) varies,

the effect can readily be accommodated in the integral .
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In practice, we can measure only a one-dimensional scan of R,(A,L)

or Bu (,z). Nonetheless, the theory gives a direct relation between

the irregularity spectrum and the measurable complex signal moments that

imposes no restriction other than narrow-angle scattering and the Markov

approximation. By a very similar development it can be shown that

)2 =1-ul {exp -2L (18)

3. APPLICATIONS TO DATA ANALYSIS

In our first attempt at using these results, we measured the first-

order moments 02 and ]3u(O;z). From a2 we could solve Eq. (18) for a 2 L.

In Table 1 we swow a typical set of measured parameters for a nighttime
TRANSIT pass in the auroral zone. From Point Nos. 1 through 15 there is

a steady buildup of amplitude fluctuation and then an abrupt drop from

Points 16 through 20.

From the complex signal meets we see that CT 11 into the

multiple-scatter regime (say, OT > 0.2) before the S4 index achieves a

value of 0.3. Previously we had argued that weak-scatter conditions

prevail for S values as large as 0.4. We also note that 2 achieves

its largest value (Point 14) before the peak value of S4 (Point 15).

This shows that an intensification of the spectral density does not lead

to amplitude fluctuation unless small-scale structure develops.

To show how these data can be interpreted, we have used a thick

phase-screen model and assumed a field-aligned anistropy. The calcu-

lations were performed during a K' power-law spectral shape with both

an inner and an outer scale cutoff. To simplify the computations we

used the near-zone approximation

2 . 21B (4Bz o) z Bu(Op ;z )
B (;z) °B(O;z) iZ (19)u u oa L 2 ba 2 (9

- x Ap ~ 0

The calculations are summarized in Table 1. To put the results in

familiar terms we use the Briggs-Parkin angle and projection factor

BP* We recall that
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Table 1

SATELLITE LOCATION AND MEASURED PARAMETERSV

PASS ID POKER FLAT

START 266 9 58 0 PENETRATION POINT CALCULATED
END) 266 10 13 0 (350 I)l

10.0 2 2
NO. DAY TIME (UT) LAT LON L 4 T 2 L N
1 266 95921.8 56.70 -137.69 3.89 .09 .005 .0050 .00
2 266 95942.3 57.47 -138.02 4.05 .10 .006 .0060 .00
3 266 10 0 1.9 58.12 -138.32 4.19 .23 .031 .0315 .01
4 266 10 021.7 58.76 -138.64 4.34 .16 .014 .0141 .01
5 266 10 042.3 59.41 -138.94 4.50 .11 .007 .0070 .00
6 266 10 1 2.1 59.95 -139.21 4.64 .13 .011 .0111 .00
7 266 10 121.7 60.51 -139.49 4.79 .10 .006 .0060 .00
8 266 10 142.2 61.05 -139.78 4.94 .12 .020 .0202 .01
9 266 10 2 2.0 61.55 -140.03 5.09 .15 .093 .0976 .04

10 266 10 221.6 62.03 -140.28 5.24 .22 .133 .1427 .07
11 266 10 242.3 62.52 -140.54 5.40 .15 .166 .1815 .09
12 266 10 3 2.0 62.96 -140.79 5.55 .18 .239 .2731 .13
13 266 10 322.5 63.41 -141.02 5.71 .26 .716 1.2588 .63
14 266 10 342.3 63.83 -141.23 5.87 .41 .882 2.1371 1.10
15 266 10 4 1.9 64.24 -141.45 6.02 .94 .675 1.1239 .59

16 266 10 422.6 64.66 -141.65 6.20 .15 .293 .3467 .19
17 266 10 42.2 65.06 -141.89 6.37 .10 .118 .1256 .0718 266 10 5 1.8 65.46 -142.05 6.55 .08 .127 .1358 .08

19 266 10 522.6 65.87 -142.25 6.74 .09 .102 .]076 .06
20 266 10 542.2 66.27 -142.45 6.94 .20 .126 .1347 .08
21 266 10 6 1.8 66.67 -142.62 7.15 .1 .104 .1098 .0622 266 10 622.5 67.10 -142.82 7.38 .27 .064 .0661 .04
23 266 10 642.1 67.51 -142.99 7.62 .28 .088 .0921 .05
24 266 10 7 1.7 67.94 -143.16 7.88 .21 .105 .1087 .06

25 266 10 722.4 68.39 -143.37 8.16 .20 .109 .1154 .07
26 266 10 742.0 68.84 -143.54 8.47 .21 .174 .1912 .11
27 266 10 8 1.8 69.32 -143.76 8.81 .21 .112 .1188 .06
28 266 10 822.4 69.81 -143.93 9.18 .19 .121 .1290 .07
29 266 10 842.0 70.31 -144.15 9.59 .22 .105 .1109 .05
30 266 10 9 1,8 70.84 -144.38 10.04 .24 .157 .1708 .08
31 266 10 922.3 71.4] -144.61 10.57 .25 .089 .0932 .04
32 266 10 942.1 72.01 -144.83 11.18 .24 .122 .1301 .06
33 266 1010 1.7 72.60 -145.08 11.81 .30 .157 .1708 .07
34 266 101022.3 73.29 -145.41 12.62 .35 .149 .1613 .0635 266 101042.0 73.94 -145.77 13.44 .25 .095 .0998 .04

36 266 1011 1.7 74.62 -146.12 14.39 .20 .085 .0888 .0337 266 101122.4 75.43 -146.56 15.62 .18 .055 .0566 .02

38 266 101142.0 76.21 -147.08 1G.91 .34 .135 .1450 05

39 266 1012 1.6 77.02 -147.58 18.42 .50 .186 .2058 .07
40 266 101222.3 77.89 -148.33 20.19 .56 .268 .3120 .10
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2 2 2  N a(NL sec 

aL=r X N (20)
e [Bp

where N depends only on the spectral shape, a is the axial ratio, and o is
the outer scale size. The parameter a 2 is defined as

N

2A 2 3p
ON (°2L a sec (21)

which is a direct measure of the spectral intensity up to the largest
spatial frequency admitted by the detrend operation.

One can readily see from the data in Table I that whereas we

observed a steady buildup in a 2 , the parameter 02, for a 10:1 axial ratio,
TNshows a single symmetric peak near L = 5.87. This is very likely to be

associated with auroral precipitation to the north of the receiver site.

It is doubtful that such a "clean" localization could be made with intensity

data alone.
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- 4 ATS-6 40 and 360 MHz Differential Phase Measurements

rrederick F. Slack
T Air Force Geophysics Laboratory

Air Force Systems Command
4Hanscom AFB, MA 01731

Abstract

Equipment employing new cross-corrclation design concepts
for receiving and processing weak R.F. signals in a noisy
environment is described. It is shown how this equipment
becomes an integral part of the instrumentation for measuring
the differential phase between the ATS-6 satellite, 40 and
360 '111z coherent c.w. signals that have been propagated thru
the ionosphere.

The relationship between 40 MHz phase and amplitude
scintillation was developed using differential phase data
from the ATS-6 geostationary satellite. The 40 and 360 'l1z
coherent signals werr propagated through the ionosphere and
received on the 150' radio telescope at the Sagamore Hill
Radio Observatory.

The analysis of the computerized data was based on 13
consecutive days of active scintillation in November 1974.
It shows that amplitude and phase scintillation occurred
simultaneously only 53% of the time, indicating that application
of the equivalent thin diffracting screen theory is invalid
for describing the data for the remaining 47% of the tine.
Statistical comparisons suggest that daytime amplitude
scintillations were apparently caused by ionospheric focusing
mechansims, since phase scintillation proved to be almost
exclusively a nighttime phenomena.

The differential phase data from the same source is
analyzed in a manner that reveals many of the ionospheric
interactions that affect space communications. The interactions
are further reduced into the following parameters that describe
ionospheric conditions that relate to R.F. propagation:

1. Total electron content (TEC)

2. Changes in electron density, assuming height

3. Equivalent slab thickness, assuming height

4. A continuous measurement of phase velocity

5. A continuous measurement of rate of change of TEC

6. A continuous measurement of rate of change of refractive
index
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7. A continuous measurement of angle of arrival.

T The influence that the travelling ionospheric disturbances

(TID) have on the phase of the 40 MllIz signal receives special
emphasis, and it is shown how the presence of T.I.. aids
in the analysis.

Introduction

Detection and processing of VF and UHF Satellite C. W.
signals with power levels less than -135 dbm at the antenna present
difficulties when attempting to translate the processed data
into meaningful measurements of ionospheric physical interactions.
The principal problem is interference from extraneous signals,
i.e. man-made and natural R.F. noise. For several years tracking
filters have been employed to alleviate the problem by narrowing
the receiver band width to a few cycles per second. The
filters are required to frequency track the R.F. signal,
because generally the satellite signal and the local oscillator
are not sufficiently stable to allow use of a narrow band fixed
filter.

Experience has shown that geo-stationary satellite UHF signals
drift up to 200 Hz and orbiting satellite signals, due to the added
doppler frequencies, shift many times that. Local oscillators,

p however, can be made extremely stable using synthesizer techniques.

The complexity of the tracking filter with the automatic
search circuitry required to lock the filter onto the signal
during acquisition or when it reappears after a fade is an
unattractive feature of this process.

Experience has also shown that when the signal is scintillating
violently the tracking filter will not stay locked. For these
reasons and the difficult alignment procedure, it appears that
frequency tracking is not the solution for low cost satellite
monitoring receivers, although in most cases it is presently the
only solution.

Phase Measuring Equipment

UHFFortunately there are satellites transmitting high and low
UHF signals that are coherent, i.e. both are multiples of the same
crystal frequency, and as a consequence lend themselves favorably
to a much more dependable, simpler and less expensive system for
their detection and processing. This is a cross-correlation
technique designed at the AFCRL Ionospheric Research Laboratory,
Bedford. MA to measure differential phase'between a 40 MHz signal
and a 360 MHz signal transmitted from the ATS-6 satellite. If the
use of electronic correlation is not restricted because of the
required response time, it is a powerful tool capable of extracting
minute hut meaningful information from an exceptionally noisy
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environment. The band width determined by the integration time
constant can be made extremely narrow. In this system it is .5 Hz
at -3 dB, this being adequate for the fastest 360' phase shift
encountered.

Inspection of the cross-correlation formula,
( CT) = l/T f'f(t) g(t-T) dt shows that when two time varying

voltages f(t) and g(t-T) are the same frequency and the delay time,
T is zero, the signals will be in phase and the output voltage,

( (T) will be a maximum positive DC voltage. As T varies the
phase between the voltages increases. At 90" the average correlated
outfut is zero. When T is such that the phase difference is
180 , the correlated output is a maximum negative DC voltage. If
T is varied linearly in incremental steps, for instance using a
tape loop to provide g(t-T), the correlated integrated output is
sinusoidal with each incremental step's worth of integrated data

being produced for each cycle of the tape loop.

The use of cross-correlation to detect and process ionospheric
phase data provides a compatible marriage between the processing
technique and the phenomena producing the ionospheric anomalies
for the following reasons:

(1) The transmitted frequencies are made coherent in

the satellite, therefore, for this system no frequency locking
equipment is required.

(2) The variable delay (T) requires no additional
equipment as it is generated naturally in the ionosphere by the:P : diurnal variation of the total electron content with its inherent

refractive effects changing the phase velocity of the 40 MHz signal.
T is also sensitive to phase scintillations and faster changes
in the total electron content (TEC) such as those caused by
magnetic storms and ionospheric winds; also travelling ionospheric
disturbances, i.e. acoustic-gravity waves that modulate the TEC
profile as they propagate through the ionosphere (Yeh, 1974).

(3) Because the system rejects random noise and
uncorrelated signals, the product of which average out to zero,
the normal receiver requirements are minimal, and it is not
necessary to employ a complex phase locked communications receiver.

(4) The circuitry that provides a .5 Hz band width also
produces a quasi-sinusoidal integrated output voltage when the
TEC is increasing or decrea'ing at a linear rate. This by
coincidence and very conveniently satisfies the first requirement
for generating a voltage proportional to phase fer making a
strip chart recording.
A block diagram, Figure 1, has been provided to assist in the
explanation of the complete system. The receiver portion consists
of blocks I through 7. Blocks i and 4 are standard preamps with
a 2 dB noise figure and a 28 dB gain. The local oscillator,
block 7, is tuned 2 KHz higher than the 40 MHz satellite signal,
thus when mixed with the satellite signal, 2 KHz becomes the
difference frequency for further processing.

When the local oscillator is mixed with the 360 MHz satellite
signal it is actually the 9th harmonic that is used, thus making
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the 2 KHz difference frequency 18 [Hz for further processing
at the mixer output.

At this point the system has produced a 2 KHz signal
carrying the 40 MHz phase information and an 18 [Hz signal to be
used as the standard, since refractive effects on the S60 MHz
frequency responsible for it are minimal.

The two frequencies have remained coherent through the
heterodyning precess, because the same L.O. has been employed
for both; however, for cross-correlation purposes they should
both be the same frequency. To accomplish this the 18 KHz
could be divided down to 2 KHz or the 2 KHz could be multiplied
up to 18 KHz. The latter method was chosen for two reasons. There
is more stability in frequency multiplication than there is in
frequency division, and it is possible to make a chart record
that is nine times more sensitive, nine being the multiplication
factor to bring 2 KHz up to 18 KHz. Therefore, each O(T) cycle
out of the correlator represents 40" instead of 3600 of the
40 MHz phase change. See Figure 2.

The increased sensitivity is valuable when measuring the time
of occurrence of T.I.D.'s (Figure 2) as the phase reversals can
be measured accurately to within a few degrees. Its potential
value is the accuracy to be achieved in measuring T.I.D. direction
and speed, if three systems are put into operation in
triangulation.

For strip chart recording of phase and phase scintillation
a sinusoidal function is not adequate as it is subject to
ambiguity, i.e. one cannot tell if the phase is increasing or
decreasing. If the system includes two correlators, one generating
a sinusoidal function and the other generating a cos function, as
this system does (blocks 10 through 13), the ambiguity can be
eliminated through visual interpretation of the record. However,
this is a tedious operation, so it is better to extend the
process further and include a coordinate converter (blocks 12,
14, 15, 16, 17) that puts the data back in the form of two
coherent a.c. signals still retaining the proper phase relationship
that can operate a phase ramp generator. The frequency can be
whatever one chooses. This system uses 60 Hz because of future
intentions to drive a clock motor. It may appear at this point
that nothing has been gained; we started with two 18 KHz signals,
one changing phase relative to the other, and we end up with
two 60 Hz signals, one changing phase relative to the other. The
big difference, however, is that the unprocessed 18 KHz signals
have so much phase jitter and extraneous noise that the data
from a phase detector operating on these signals would be
worthless. On the other hand the two 60 Hz signals are relatively
noise free having gone through the correlation process with the
.5 Hz band width.

Mathematical expressions describing the more complex portions
of the system are as follows: Placing a 90* phase shift on one of
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the 18 KHz signals and simultaneously running it through a
second correlator produces a second correlated signal thus
providing two output voltages, sin 0(T) l I/T f f(t) g(t-T) dt
and cos O(T) - l/T f(t) g(t-T) dt.

When the phase between the two input signals is shifting
at a constant rate, these two functions can be considered to be
very low sub audio frequencies, one 90* out of phase with the
other. One cycle per second is about the highest frequency so
far encountered. Therefore, treating them as such yields the
following expressions for the output of the modulators, box 14,
(sin wit) (sin wit) and box 16, (cos wit) (cos W2t). Summing
the two outputs (box 17) yields the trigonometric relation,
cos (wit - wit). Amplifying this signal into saturation
obliterates the cos function and the output is then t(wl W2).
Thus the output of the summer and amplifier when wl = K = 60 Hz
and W2 - 1 Hz is a 59 Hz square wave which is just another way
of saying a 60 Hz constant amplitude voltage is changing phase
at the rate of one cycle per second relative to the 60 Hz standard.

The multiplication by I/T is performed to normalize the
data, i.e. to eliminate signal time duration as a factor in
determining the amplitude of the integrated output.

Operating a conventional phase detector off of the two
60 Hz signals produces a phase ramp for each 400 phase shift

between the two R.F. signals at the antenna, i.e. 3600/9 as
explained earlier in the text.

It was decided, however, not to phase detect here, but to
extend the range to 1280* per ramp to help distinguish phase
scintillations from phase ramps and also to reduce the chart
speed for more economical use of chart paper. To accomplish
this both 60 Hz signals are fed into 32 to 1 digital counters,
boxes 19, 20. The counter output, operating from the 60 Hz
oscillator, supplies a pulse to repeatedly start a very linear
ramp generator (block 21). This is a sawtooth voltage with a
repetition rate of approximately .5 cycles per second, i.e.

32/60 Hz.

The ramp generator is fed to the phase detector where it is
sappled by the instantaneous pulse from the 32 to 1 signal

"k counter. The value sampled is placed in storage on a capacitor
and held constant until the next pulse 2 seconds later. If the
phase is increasing the sampled values follow the ramp up in
the positive direction. If the phase is decreasing, the reverse
is true. For example if it takes 32 seconds for the signal to
complete each cycle of the 2 second ramp in incremental stored
steps, the output of the phase detector is a 32 second ramp thatreverses direction when the signal reverses phase. See Figure 2.

Earlier in the text it was mentioned that there was a reason
for using 60 Hz in the coordinate converter. The proposal is to
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develop a complete diurnal curve of the total electron content
using electro-mechanical techniques. If the two 60 Hz voltages,

Y blocks 12 and 17, arc used to drive clock motors the output
shaft of the signal 60 Hz will rotate slightly faster or slower
than the standard 60 Hz motor, depending on how fast the
phase is increasing or decreasing. By using an appropriate gear
reduction in combination with a mechanical differential coupled
to a linear potentiometer it will be possible to develop a
variable D.C. voltage representing a diurnal plot of the electron

content, there being a direct correlation between phase shift
and changing TEC. The gear reduction will have to be sufficient
to keep the rotation of the potentiometer arm within the mechanical
limits of the potentiometer. This will ensure a smooth curve
without interruption caused by potentiometer discontinuity.

"The equivalent thin phase screen" is a popular concept
used by ionospheric scientists for explaining in mathematical
terms, amplitude scintillations on RF signals propagated through
the ionosphere. This is a screen of negligible thickness that
would produce the same phase variations on the RF signal as the
actual irregular region (Briggs, 1966). The assumption is that
the signal leaves the thin screen, fluctuating in phase only, but
as the wave propagates beyond the screen amplitude fluctuations
develop from the summation of the deviated phase signals.

Recent measurements made on ATS-6 geostationary satellite
signals comparing 40 MHz phase with amplitude show that application
of the equivalent thin screen theory is valid for only a portion
of the data. During a 13 day active period of ionospheric
scintillation in November 1974 data was computerized to make the
above comparisons. The results show that during the periods of
amplitude scintillation, phase scintillation existed only 53 percent
of the time (Figure 4). Thus, if the amplitude scintillation
at the antenna was not the result of ionospheric phase scintillation
during 47 percent of the time, another theory is required to
explain the results. To conform to the data as presented on the
strip charts, the responsible mechanism must allow both
enhancement and attenuation of the RF signal. Past investigators
studying large scale irregularities have suggested marked
focusing effects as the cause of scintillation. This could also
explain the remaining 47 percent reported here. Concurrent
cycles of the RF propagation could be focused on the antenna
through lens-like structures of the irregularities, eliminating

* ..A the phase deviation requirement dictated by the diffraction theory.
Also, when a moving ionospheric structure focuses an increase
in energy on the antenna, its refractive area that supplied the
enhancement must also reduce the energy when it is appropriately
positioned, resulting in roving irregularities that are equivalent
to alternating convex and concave lenses.

In a similar manner moving electron gradients normal to the
propagation path could deflect concurrent rays that are close

610

.€



to grazing incidence resulting in alternating enhancement and

fading of the signal at the antenna (Slack, 1970). An example
Vof amplitude scintillation accompanied by phase scintillation

is shown in Figure 5; amplitude scintillation without the
presence of phase scintillation is shown in Figure 6.

A graph (Figure 7) was constructed showing the percentage
of time the phase angle * was in excess of X degrees for the
13 day period. The smoothness of the curve suggests that
sufficient data was analyzed to describe conditions for a high
percentage of ionospheric scintillation.

Although the shape of the curve appears to indicate a near
Gaussian distribution of irregularities with respect to the line
of sight between the satellite and the receiver, logically
there is no reason to believe there would be such a distribution
at the specific region where the RF ray penetrates the
ionosphere. It is more likely that, statistically, there is a
linear distribution being affected by a diminishing power law.

The Fresnel formula, vt u - states that when the lateral
distance in th ionosphere between the line of sight ray and
an interfering ray, or the equivalent radius resulting from
diffracted or cattered rays has changed vt, it produces a
difference in '- arrival time required for nX at the receiver
distance r. If 0 /2w is substituted for n, the equation can be

Psolved for phase change *o instead of integers of wavelengths.
Thus with rearrangement and substitution, the formula becomes

l(vt)2

o Xr
From this it is apparent that the change in phase resulting from
a linear distribution is proportional to the square of the ray
separation distance vt. Looking again at the graph in the
region of $o > 1 rad the curve closely follows a squ:ire law
indicating Fresnel action on a linear distribution of irregularity
sizes. If such is the case, it supports the contention made by
several investigators that some ionospheric scintillation is
produced by either a superposition or a distortion of quasi-
periodic events. These are the irregularities which, when
isolated, develop a characteristic "ringing" Fresnel pattern
as displayed on the amplitude channel of a chart recorder (Elkins
and Slack, 1969; Titheridge, 1970; Kelleher and Martin, 1974).
They fall in the region $o >> 1 rad, and the curve would have to

4 be extended significantly to include the uncontaminated isolated

examples.

The region of $o < 1 rad is where, according to Hewish (1951)
and generally accepted by others, the projected irregularities
have the same scale size when measured on the ground as would
be the case if measured at the ionospheric level. Here the curve
is quite linear as one might expect with a linear distribution
of increasing scale sizes, because the change in refractive index,
and thus the change in phase, is directly proportional to the
electron content in the irregularity.
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Aarons et al (1962) in referring to the two regimes as weak scattering
where to < I rad and strong scattering where $o > I rad shows
that there are periods when the two regimes exist simultaneously.
The graph supports their findings by displaying a gradual
transition from linear to a characteristic Fresnel curve in the
region between 570 and 90".

The recorded data does not differentiate between positive
and negative phase deviations, so they have all been lumped on
one side in the graph. Since 00 is the result of a changing
refractive index about a mean level, a complete graph should
include a mirror image of itself in the negative 0 direction
to more accurately portray the process that produces the phase
scintillations. This is taken into consideration in explaining
the non-linearity of the curve close to to 0 0. It is similar
to the zero beat that appears on a travelling ionospheric
disturbance record (Figure 3) when the phase reverses direction,
and the angular refraction goes to zero.

In comparing the information contained in Figures 4 and 7
and using a spate of speculation with at least a modicum of
logic, it appears that there is a relation between 0 scintillation
in the hours between sunset and sunrise and *o < 1 rad. Since
the electron content is decaying during this period and the
electrons would be clinging to their magnetic field aligned
positions, electron gradients would develop normal to the field.
With the ionosphere in motion, conditions now exist for the
occurrence of scintillations, initially falling in the regime
0o < I rad, because adjacent areas would produce only slight
differences in refraction. As the decay cycle continues electron
deficient holes would likely develop because of the remaining
electrons' propensity for field alignment, causing the medium
to become more irregular. At this time there would be a tendency
towards focusing mechanisms or grazing reflection surfaces
more suitable for 0 scintillations in the regime 00 > 1 rad.
Briggs (1966) in writing about "the equivalent thin phase
screen" and its application to scintillation amplitude, summarized
by saying, "This method will give useful results if *o < 1 rad.
When *o is large there is evidence of focusing." Note in
Figure 4 the negative correlation between 0 scintillation and
amplitude scintillation during the daylight hours. Then compare
this with Figure 7 showing that the rate of occurrence of t
scintillation is practically zero for *o > 240*. Thus the
data indicates that during the daylight hours the increased
electron density requires that the irregular structure instead
of behaving like holes must now behave as cylinders with
essentially all amplitude scintillations being caused by focusing

Nor reflection surfaces, i.e. t scintillation is almost nonexistent,and when it does occur it is likely to be in the regime to > I rad.

It must be emphasized that the above explanation has been
based on 13 active days of scintillation in November and its
application to scintillation in general is a matter of conjecture.
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The Travelling Ionospheric Disturbance

VOne of the most outstanding features displayed by the phase
data is the influence that travelling ionospheric disturbances
(TID) have on the phase of the 40 MHz signal. A TID is generally
thought to be an acoustic-gravity wave propagating through the
vast expanse of the atmosphere including the ionosphere (Yeh,
1974).

Interpretation of the data (Figure 2) indicates that the
medium is being diffused and compressed in a cyclic manner that
changes its refractive index in the same fashion. Further,
the data shows that the alternating diffusion and compression
is in a direction that crosses the satellite receiver propagation
path. To reach this conclusion consider the diurnal curve of
the total electron content (Figure 8). This is the sum of all
the phase ramps into one continuous 24 hour curve. Since there
is a direct correlation between TEC and phase, the ordinate
of the curve can be calibrated in the number of electrons per
m2 column between the satellite and the receiver. Polarimeter
data has been used this way for a number of years but uses
the relationship between TEC and Faraday rotation and is only
about 10% as sensitive to the changes in the medium. Also
the polarimeter measures the Faraday rotation only to the range
still influenced by the earth's magnetic field. Because of
this difference the electron content, as measured by the
polarimeter, ,hould never exceed the differential phase TEC
measurements. Since the figure cc ,radicts this fact, it
appears that the wrong range value was selected in the polarimeter
analysis.

The figure shows that the TID produce equal deviations
about the median of the curve. This indicates that there has
been no net gain or loss in the total electron content, only
that the electrons have been diffused away from the sat-
receiver propagation path and then compressed back again. If
the compression and diffusion were in the direction of the
R.F. path the data would show no change in the total electron
content column when TID are present.

Since the ion gyrofrequency is much higher than both the
ion neutral collision frequency and the wave frequency, the
charged particles can move only along the magnetic field lines
(Yeh, 1974). Thus ionospheric oscillations are induced more
easily by field aligned perturbations. Combining this information
with the above presents the hypothesis that the extent of TID
influence on the R.F. propagation path is latitude dependent,
being maximum at the equator where the satellite-ground
propagation path is normal to the magnetic field lines, and
minimum in the northern latitudes where the ray path and field

lines are more closely parallel. This of course excludes other
factors that may be more overpowering such as the TID having
spent its energy by the time it reaches the equator.
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The ATS-6 satellite elevation angle at Sagamore Hill,
Hamilton, Massachusetts is 36". The magnetic dip angle is 73*.
Therefore the R.F. propagation path crosses the magnetic field
lines at an angle of 37". It follows that the magnitude of the
electron flow normal to the propagation path is sin 370 x the
magnitude of the electron motion moving back and forth along
the field lines as they respond to the TID wave motion. This
compares with sin 90" at the equator.

It's also important to consider the TID direction component
normal to the R.F. propagation path, so that the refractive
process taking place can be understood, since this is what the
receiver and phase detector system is measuring. If the crest
of the TID wave represents the maximum electron density and
the trough the minimum (Figure 2), then one can visualize
this as introducing ionospheric gradients in the direction of
the TID motion with maxima and minima representing positions
where the rate of change of electron content goes to zero. Zero
angular refraction (no bending of the R.F. ray) would appear
when these points are centered on the ray, more specifically
when components normal to the ray have reached this condition
i.e. the integrated column of electrons are equal on opposite
sides of the ray in the incident plane. It follows then that
maximum refraction occurs when the rate of change of electrons

is greatest during the steepest part of the TID wave. This
is just what the recorded data shows, except that these conditions
are slightly offset by the ever present diurnal change in
total electron content.

The earlier section on the equipment shows how these physical
interactions are translated into electrical measurements that
are displayed on a chart recorder. A better understanding is
provided by studying the diagram (Figure 3). The diagram
represents conditions in the ionosphere where the satellite is
directly overhead, the magnetic field lines are at right angles
to the R.F. propagation path, and the TID direction is also
normal to the R.F. propagation path. The figure shows what
happens to the R.F. ray as a TID influenced electron gradient
moves across it. No bending occurs at the maximum and minimum
positions where there is zero gradient. Maximum bending occurs
during the steepest portion of the gradient. Since the
refractive index is less than one, the bending is always towards

A4 the greater density.

As the gradient passes across the ray, the phase velocity
completes a cycle of increasing, decreasing, reversing direction
then increasing and decreasing in the reverse direction. Oneside is a mirror image of the other except for the imbalance
caused by the diurnal effect or some other natural perturbation.

This action repeats for each passing TID cycle that intercepts
the R.F. ray and is illustrated on the strip chart (Figure 2).

There have been pen recordings showing examples of TID
electron displacements up to 20% of the ambient total electron
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content at the time of the disturbance. Close inspection of the
phase data 40" cycles and 1280" phase ramps shows that the refraction
is causing the 40 and 360 MHz rays generally to separate and
close at a constant velocity, causing typical doppler spacing
of the 40* cyties. The cycles follow the square law spacing
for a constant velocity fixed frequency moving at right angles
to the propagation path. A mathematical solution shows that
doubling the lateral distance the ray travels produces 4 times
the number of cycles. Note on Figure 2 doubling 2 cycle distance
produces 8 cycles, doubling the 4 cycle distance produces 16
cycles. It is assumed that the dominant action is on the
40 MHz ray, the coherent 360 MHz being high enough to be almost
free of the refractive effects and is thus used as the standard
reference for the phase measurement.

It should be emphasized that the number of cycles between
crest and trough per unit time does not measure the velocity
of the TID but relates to the rate of separation and closing
of the 40 and 360 MHz rays normal to the propagation path. The
number of cycles are also a measure of the TID amplitude i.e.
the bigger the TID, the greater the influence on the electron
density which in turn produces a larger change in refractive
index, and thus an increase in phase velocity as illustrated
on the chart by recording a greater number of cycles per unit
time.

pDoppler theory adequately explains the form of the data
as displayed on the chart record, however many of the parameters
that influence space communications can be gleaned from the data
through the application of ray optics analysis, which then
permits the use of Snell;s law and the Appleton Hartree formula.
A list of these parameters in addition to total electron
content (TEC) are:

1) Changes in electron density, assuming height
2) slab thickness, assuming height
3) a continuous measurement of phase velocity
4) a continuous measurement of rate of change of TEC
5) a continuous measurement of refractive index
6) a continuous measurement of angle of arrival

A simple analysis can be performed on the recorded data
on those sections where the chart record clearly indicates thatthe phase is shifting in accordance with a linear motion normal

to the rays i.e. the 40" cycles follow the square law spacing
.4 mentioned earlier. There are generally several such sections

to be found each day.

Ray optics analysis is valid if the following conditions
are met: (1) the incident angle Oi is sufficiently large;

i- (2) the medium is lossless; (3) the phase is measured at a
distance sufficiently far from the inhomogeneous medium; (4) the
media vary slowly compared to a wave length (R. J. Papa, private
communication). These conditions exist for the data presented.
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The first condition exists because gradients normal to the ray
path caused by the TID are considered to be the dominant
influence on the R.F. ray; therefore the incident angle *i is
measured from a line normal to the gradient. Figure 3 shows
that is always very large going to 90 at both the crest
and trough of the TID. Since total reflection occurs in all
dielectrics at the grazing incident angle (90*) the principal
of reversibility (Jenkins and White, 1937) can be used to
explain the phase reversal at both the crest and trough. The
principal of reversibility states that whenever a ray is totally
reflected a phase change of 180* occurs; also if the phase
reversal does not take place when the wave passes from the lower
to the higher refractive index, it will occur when the wave
passes from the higher to the lower refractive index. This
explains through ray optics the phase reversals appearing on the
chart records at both the TID crest and trough. Thus ray optics
theory provides the same answer given by the phase doppler
process which shows the frequency or phase to be increasing when
range of the R.F. source is decreasing and decreasing when the
range is increasing with a phase reversal at or near the point
of closest approach. Figure 9 depicts the geometry for the
case where the satellite is directly overhead and
the TID direction is normal to the R.F. To Satellite
ray.
r range to TID point of highest 40 360

electron density MHz MHz
UT = ray separation distance for nX
n= number of wavelength phase change

from crest or trough to max. phase TID Direction .

velocity Ar =nx/' i "

Solving the geometry yields some
important relationships:

(UT)
2

2riA r
r

UT = /2 =nr This is recognized Figure 9
as the Fresnel formula when n = 1
and states that the ray separation
or closing must have travelled UT
in order to change the phase 360'
at the distance r.

If the incident angle Oi is measured from the path uT, a
line normal to the TID gradient, the relationship uT/r = cos

is important, because it accomodates the introduction of an
equation derived from Snell's law, cos i = fn/f where fn = plasma
frequency and f = the propagation frequency. From the Appleton-
Hartree equation: - - -K-.= where:- the refractive
index gK(e0/4.om)-8O.6 j is in Hz,f n - number of electrons/m

3

at highest density point. Combining these equations gives:
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The last expression states that if the range to the point
of highest electron density is known the change in density
causel by the TID can be calculated. However it must be
remembered that the equation represents conditions when the
40 and 360 MHz rays are separating at a linear rate, and it
is only during the periods when the chart records show this
that the analysis can be performed.

To ascertain the TID velocity 3 spaced differential phase
sites eould be established. The TID velocity would be
calculated by making appropriate use of the time difference
of the phase reversals at the 3 sites. As stated earlier these
are the times when the angular refraction has been reduced to
zero, thus the measurements provide accurate information
regarding the TID crest or trough position, speed and direction.

Range (r) to the area of maximum density can be measured
if phase data as a function of relative TID position among
the 3 sites is separated from phase data caused by ionospheric
refraction. This can be accomplished using interferometer
analysis on the higher frequency (360 MHz) by knowing the
various distances among the 3 sites. However this is the
subject for a later report, should the expanded program
materialize.

Analysis of the data shows the tremendous influence a
TID has over the ionospheric refraction of the lower UHF signals.
In minutes it can reduce to zero the rate of change of electron
content and temporarily reverse the diurnal refractive process9 Acaused by the sun. The reason for this is the dominance of the
TID gradients normal to the ray path giving rise to large
incident angles (including grazing) as opposed to the normal
less disturbed vertical grad~ents with incident angles that
are much more acute. This is in accordance with Snell's law,
the more oblique the angle, the lower the plasma frequency
resulting in greater refraction.

I If one accepts the foregoing analysis, one must ask the
3question, how can the ramps measure the electron density per m

and at the same time, measure the electron content in a square
meter column between the earth and the satellite? The answer
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is that during TID they can't, because the formula for electron
content is invalid where horizontal gradients are present. This
is demonstrated in the following exercise.

Shortly before the ATS-6 satellite disappeared over the
horizon, a 40 MHz polarimeter output was fed on to an adjacent
pen recorder channel for comparison with the differential
phase data (Figure 10). During this 9 day period there were
some interesting revelations. The ratio of polarimeter ramps
to differential phase ramps varied during the day. Since both
were presumed to be a measure of the electron content in a
square meter column between the satellite:and the receiver on
the ground, except for a small difference caused by the
plasmasphere, it was expected that this ratio would be nearly
constant. This proved to be a false assumption. The two
measured extremes are 7 to 1 and 4 to 1. Shown in the figure
is a ratio of 4.5 A ramps to 1 polarimeter ramp and a ratio of
7 to 1 at an earlier time.

In terms of electron content the formula for the differential
o -phase is: AO Tc where AO = number of 360"

phase shifted cycles between tne low frequency and the high
frequency and m = 360 MHz/40 MHz. The ramps displayed on the

chart record have been divided down and represent 12800 of
differential phase making one ramp equal to 1.07 x 1015 e/m 2 col.

The formula for convertingsthe Dolarimeter measurements
to electron content is N. *'K--THco,. and one ramp equals
3.7 x 1015 e/m 2 column. The difference between the two
measurements is important. Ihe differential phase system measures
the electron content in the total path (the ionosphere plus the
plasmasphere) where as the polarimeter data is a measure of
the electron content only to the range still influenced by the
earth's magnetic field. Thus where the ramp ratio is 4 to 1 the
change in electron content measures 4.28 x 101 e/m 2 column in the
differential phase system for each 3.7 x 1015 e/m 2 column change
in the polarimeter system. This leaves a change of .58 x 1015 e/m 2

in the m2 column between the magnetic field and the satellite,
which seems to be high but perhaps reasonable. However when
the ratio becomes 7 to 1, it represents, in terms of electroncontent, 7.4 x 1O15e/m 2 to 3.7 x 1015e/; 2 which states that

one half of the electron change in the m2 column is in space
. beyond the influence of the magnetic field. This is unrealistic

and requires another explanation for the inconsistency in the.11 ramp ratio.

The reason for the inconsistency became apparent when the
, TID records were given closer inspection. Figure 11 is a 2 hour

graph of the differential phase, p~larimeter ramp ratio vs.
time. Each low point corresponds with the point of zero angular
refraction where the phase reverses direction and the electron
diffusion is greatest (Figure 10). The high points coincide
with periods of highest phase velocity (maximum angular

3
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refraction). This gives convincing evidence that the presence
of the TID is responsible for the changing ratio. It is
inconceivable to think that the TID could double the influence
of the magnetic field and unlikely that the TID would encounter
sufficient plasmasphere electrons to produce twice the
refraction. Therefore the conclusion drawn from the above
exercise is that the differential phase formula for calculating
electron content is not valid in the presence of TID, because
they produce horizontal gradients that dominate the physical
interactions, thus the angular refraction is better represented
by the derived formula for electron density.

Additional Causes of Discrepencies in the Faraday/AO Ratios

Smith (1970) has noted a diurnal variation in the ratio
of Faraday rotation Q to electron content I of up to 30% at
Puerto Rico. Kersley and Sawbrook (1971) report similar
discrepancies in Great Britain. Davies et al (1975) are in
close agreement with ATS-6 phase modulation and Faraday
measurements at Boulder showing a 35% diurnal discrepancy.
They suggest that the changing 0/I ratio may be due to the
diurnal variation in the effective height of the ionosphere,

Sj the 35% representing a change from 580 km to 1200 km.
The Hamilton records were inspected for a changing diurnal

r fl/I ratio, but none was Eound in the 6 available June records.

However it is apparent in the January 12 TEC profile comparisons
(Figure 8) that in the early morning hours from 0000 to
0500 LT the phase is increasing and decreasing much faster
than the Faraday rotation, showing values that indicate
about 30% of the electron content is in the plasmasphere at
that time. This would certainly show a much lower Q/I ratio
and indicates a greater effective height during this period
agreeing with the reports by Davies et al.

All other varying fl/I ratios were scattered through the
records and were present as reported above only during periods
of apparent horizontal gradients, except for a long term

7. changing average ratio caused by the lowering of the elevation
j angle as the ATS-6 satellite moved towards the horizon (Figure
o- 12 and Figure 13). Inspection of the TEC equations for both

systems shows that the changing ratio conforms with theory,
demonstrating that only the number of polarimeter ramps is
related to the magnetic field or more precisely to the cos of
the angle between the magnetic field and the ray path. This
exercise also serves to demonstrate the validity of the
overall equipment design and the field measurements.

Equivalent Slab Thickness

Since the form of the phase data during TID is consistent
iwith the formula developed for calculating electron density,
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calculation of equivalent slab thickness is also possible if
polarimeter data is available to measure electron content.

Dividing the electron content contained in the TID wave
from the trough to the crest (as measured by the polarimeter)
by the electron density for the same period (measured by the
AO method) yields the slab thickness. The ratio, using the
parameters given earlier, reduces to:

(no. of 180 ° polarimeter ramps) x (3.5 h)
(no. of 1280 differential phase ramps) (sec z)

where h is the height and z is the zenith angle. It is suggested
that this ratio is the same as the ratio of TEC to maximum
electron density at the time of the measurement. This formula
can be used to assign values to Figure 11, which now becomes
a very graphic portrayal of the slab thickness profile showing
the tremendous influence a TID has on the ionosphere. Using
400 km foi. h and 1.54 for sec z, it gives values of slab thickness
of 126 km to 202 km. These values are practically the same as
the ranges reported by Tyagi and Samayajulu (1966) using the
ratio TEC/max electron density. They reported a range of
values from 125 to 200 km at Delhi. However values reported
by Klobuchar and Allen (1970) with combined data from two
locations are higher. Their analysis on data taken for 18 months
in 1967 - 1968 yield a wide range of values with an annual mean
value of 261 km. They do caution that the values suffer
somewhat from the fact that the TEC data were taken along the
oblique path to the ATS-3 satellite from Hamilton, Massachusetts,
while the Nmax values were derived from vertical incidence
ionosondes from Fort Belvuir, Virginia and Wallops Island,
Virginia.

It appears that more comparison data will be required to
determine the validity of the hypothesis that the change
in the TID electron content divided by the change in density
is equivalent to TEC/Nmax. The following exercise suggests that
theoretically they are the same.

In the Klobuchar, \lien analysis they showed that thej propagation delay Ar = 40.3/f 2 fNdA whereJNdt= TEC in el/m 2 slant
* •column.

4 Referring back to the formula for electron d Insity
derived here for the TID it is shown that N = nXf /40.3r whereN a electron density w el/m 3 ; nX = Ar, thus Ar = 40.3rN/f2.

Since there is only one Ar representing the delay in
propagation from crest to trough in the TID irrespective of
the cause, the 2 formulas for Ar can be equated which yields
r - fNd/N/m . Thus it is shown that such a relationship
produces the formula for the equivalent slab thickness,
however in this case the integration is only during the TID
interval from crest to trough, and N represents the change in
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electron density for the same period. This is the equivalent
m2 column of length r with a uniform density of electrons
that is either compressed into or diffused away from the
equivalent m2 column representing the total electron content
with a uniform maximum density. The question is, are they
really the same length? The analysis shows that at least
they are in the same ball park.

Electron Content in the Plasmasphere

Comparing Figure 10 with Figure 11 shows that the low
points coincide with times of maximum diffusion and zero
angular refraction. The indication is that all gradients
normal to the R.F. ray have momentarily disappeared, so these '1

are the periods when the differential phase formula for TEC
is valid. Thus if comparisons are made between the TEC
diurnal profiles of both systems to measure the electron
content in the space between the ionosphere influenced by the
earth's magnetic field and the satellite, the TID troughs
would be accurate positions to make such measurements. As
illustrated in the figure the trough positions produce the
more stable and consistent values indicating that the

1averaged net TEC beyond the magnetic field remains quite
constant even though ionospheric perturbations are present
during this period.

A Sunrise Phenomenon

Davies et al (1975) using Faraday and modulation phase
data from an ATS-6 experiement have illustrated an interesting
sunrise phenomenon. They have shown that the start of the
Faraday TEC increase precedes the start of the modulation phase
TEC increase, varying from less than one minute to 15 minutes
at sunrise. The modulation phase measurement like the
differential phase measurement reported here measures the
TEC all the way to the satellite.

They attributed the time difference to a lowering of
the effective height of the ionosphere before the total

A icontent starts to increase.

Our records were inspected for this sunrise phenomenon.
There were six available records with simultaneous recordings

of both phase and Faraday. The delays varied from a few
seconds to two minutes.

Comparison of the ATS-6 differential phase profile
with the ATS-3 Faraday profile for January 12, 1975 (Figure 10)
shows that a large portion of the electron content was in the
plasmasphere for several hours before sunrise reaching a peak
of approximately 30% of the total at 0315 LT. The data also
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indicates a fairly sharp demarcation between the ionosphere
and the plasmasphere during this period. It's reasonable
to believe that the excess electrons were still flowing
into the F region at sunrise thereby lowering the effective
height of the ionosphere before new production had actually
started as suggested by Davies et al.

In both the modulation phase measurements and the
differential phase measurements d*/dt a 0 occurs when the
production rate Q equals the loss rate L. At Boulder an
example was given showing L to be -2.16 x 1012m-2 sec - I at the
Faraday morning reversal. In accordance with the above
statement at d*/dt = 0, Q - 2.16 x 101 2 m-2 sec-1 just after
sunrise.

Two Hamilton records were analyzed for the electron
production rate. The analysis yielded values of Q = 2.19
and Q - 2.21 x 1012m- 2 sec- agreeing favorably with the
Boulder measurement.

Phase Velocity

The lower channel in Figure 10 is the analog output of
a circuit counting the number of 40* cycles per second.
Therefore it is a measure of the phase velocity. Note that
if every other peak is inverted, the trace approximates a
slow sine wave 900 out of phase with the trace of the
differential phase data, showing it to be the first derivative
of the phase analog (the summation of the phase ramps). When
it was first recorded, it was calibrated to read the rate of
change of electron content per m 2 column between the earth
and satellite. However in view of the new interpretation of
the phase data during the periods of TID gradients, it is
more accurate to calibrate the data to read rate of change ofelectron density (electrons per m 3 ) at highest density region.

~i
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Review of Ionospheric Time Delay Limitations to Ranging Systems

John A. Klobuchar
Air Force Geophysics Laborator ,

Air Force Systems Command
Hanscom AFB, HA 01731

Abstract

The requirements of several present or planned satellite
and astronomical distance-ranging systems include as a major
source of error the time delay of the earth's ionosphere. One
of these systems is an advanced navigation system which will
use L band radio waves from high orbit satellites for positioning
accuracy to within a few feet anywhere on the earth's surface.
The ionospheric time delay and its rate of change will be impor-
tant limitations for some users of this system. Another advanced
engineering requirement involves the transfer of precise time
via satellite, which will be also limited by ionospheric time
delay. Another example is in the radar systems used for satellite
orbit determination which sometimes encounter ionospheric range
errors at UHF up to 1 kilometer. Still another example is in
the astronomical technique of Very Long Baseline Interferometry,
VLBI, in which the separation of two widely spaced points on the
earth's surface is precisely measured. The differential time
delay of the.ionspphere, along the two stations' lines of sight,
limits the measurement accuracy.

The current state of ionospheric time delay predictionmodels can provide corrections for ionospheric time delay tip to

70-80 r.m.s., but with a relatively large computational effort.
*i The point of minimal future ionospheric time delay model improvement,

without some new external input parameter, has probably been
reached. Correspondingly better time delay corrections can be
made to an engineering system if a near-real-time measurement
of an F2 region parameter, either TEC or fOF2, is available from
a nearby location. Engineering systems designed to make use of
two widely spaced frequencies can nearly eliminate the effects of
ionospheric time delay.

,:11 Introduction

With the ever increasing state of the art of navigation,! l timing and positioning systems, the effects of the earth's
ionosphere have become a greater potential source of error in
advanced system designs, Fortunately, the research in ionospheric
Total Electron Content (TEC) begun in the late 1950's in a modest
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way, by the measurement of Faraday polarization twist of lunar
reflected radio waves, and continuing since 1964 with similar
measurements from V11F radio waves transmitted from geostationary
satellites, has reacned a certain maturity so that sufficient data
are available over several regions of the world to give advanced
satellite ranging system design engineers a good numerical
representation of the magnitude of the expected ionospheric time
U.elay. In this paper the limitations to various types of ranging
systems by ionospheric time delay will be reviewed and suggestions
for corrction schemes for this limitation will be made.

Transit - An Early Satellite Navigation System

A satellite navigation system begun in the 1960's and still
in use is the U. S. Navy Navigation Satellite System, NNSS or
T1tA:1SIT, which employs a pair of coherent radio signals near 1S0
and 400 lllz transmitted from a satellite in an approximate 1000 km
high polar orbit to allow a user anywhere on the earth's surface
to determine his position to within a few tens of meters. The
required to determine a position, which limits its use to relatively

slow moving vehicles and its limited time availability. Even with
J six satellites in spaced orbits, due to their relatively low

orbital heights there are occasional long periods when no satellite
is above the horizon, especially at the equatorial latitudes.

Because of the relatively low frequencies used for this
satellite navigation system the ionospheric time delay errors are
large, and, if uncorrected, would give position errors of up to
several kilometers. Fortunately, the designers of this system
included a two-frequency capability to correct for the first order
ionospheric rate of change error. In fact, use has been made of
the coherent pair of frequencies transmitted from the TRANSIT
satellites by ionospheric researchers to make measurements of

ionospheric TFC. Because the ionosphere is a dispersive medium,
that is, the time delay due to the ionosphere is proportional
to 1/f 2 , the magnitude of the ionospheric time delay is 100 times
greater at 150 111z than at 1500 MHz. Thus, due to ionospheric
limitations among other considerations, advanced ranging systems
are being designed for frequencies above 1 Gliz. An example of a
high orbit satellite positioning system, to give continuous,
worldwide coverage, even to users on high velocity vehicles is

.4 the ';.VSTAR-(;lobal Positioning System.

NAVSTAR-Global Positioning System

The NAVSTAR-GPS is an advanced, high orbit satellite
positioning system designed to give precise position and velocity
information on a global basis to users. It too will use two
frequencies to enable corrections to be made for ionospheric
tine delay; but a less expensive, single frequency receiver will
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be available for users who do not require the accuracy of the two
frequency capability. For single frequency receivers the iono-
spheric time delay will contribute a worst case vertical range
error of approximately 50 meters, in the equatorial anomaly region,
but with an r.m.s. ionospheric range error over the whole earth
of approximately five meters. For the single frequency receiver
user class a simple algorithm has been developed to provide an
approximate 50 percent average correction for ionospheric time
delay. The reasons for the choice of a 50 percent correction
algorithm will be discussed in a later section.

The ASTRO-DABS Navigation System

A commercial satellite navigation system currently under
study by the U. S. Department of Transportation will use a single
frequency L band signal from satellites at geostationary heights
for precise positioning of commercial aircraft. Because the
ionospheric error will be greater than the required system
positional accuracy a network of real time ground based monitoring
stations has been proposed to measure and correct for ionospheric
time delay effects. A major question concerns the number of
necessary monitoring stations versus required TEC accuracy under
worst case conditions. For instance, during a major magnetic
storm, when TEC is more than twice its average value during the
mid-afternoon maximum the required station spacing to accurately

r represent the large temporal and geographic TEC gradient over the

entire continental United States may be unrealistically large.

A study by Elrod (1975) concluded that a network of 21 iono-

spheric calibration stations located throughout the continental
United States, each viewing six satellites for a total of 126
separate ionospheric time delay calibrations, was needed to
satisfy the requirement thht the uncorrected ionospheric time
delay error not exceed 14 nsec on a worst case basis. An
interesting corollary to this calibration system is that, if such

a monitoring network is ever built for the proposed ASTRO-DABS
system, it will represent a significant resource of new iono-
spheric data on a scale not previously available, and will enable

detailed studies of ionospheric gradients during magnetically14 disturbed periods to be made. The system ionospheric monitoring
network itself will be a significant new ionospheric experimental~research tool.

Intercontinental Precise Time Transfer

The transfer of precise timing information from widely separ-KI ated frequency standards has been undertaken by physically moving
a single, portable clock standard among various fixed locations

to establish correlations among the various world-wide time stan-
dards. Attempts have also been made to transfer precise timing

information over large distances by means of satellite transponders
(Hanson and Hamilton, 1974). The ionosphere is potentially a
large error source in such attempts at time transfer although at
present the attempts to transfer time in this manner are several

orders of magnitude away from the present day clock precision and
not yet at the point where ionospheric limitations have been reached.
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Very Long gaseline Interferometry

The technique of precise location determination by means of
radio interferometry of astromical point sources is now well
established. This technique is a potential means of measuring
continental drift and relative motion across a known fault line in
an earthquake zone. The differential ionospheric time delay at
the two interferometer locations will give an error in positioning
greater thian the potential accuracy of the measurement. Various
means of correcting for ionospheric time delay errors in VLBI
measurements have been attempted. The method to be adopted in
future experiments is to utilize two frequencies to actually
measure the differential ionospheric time delay and subtract it from
the experimental data to obtain a corrected position.

Space Probe Orbit Determination

Deep space probes are tracked by measuring the frequency
difference between an on-board precision oscillator and a similar
oscillator on the ground. This geometric Doppler shift information
is contaminated by the additional Doppler shift introduced by the
rate of change of the electron content of the earth's ionosphere.

j Corrections arc usually made for the ionospheric contribution by
making measurements of Faraday rotation of VHF signals transmitted
from a geostationary satellite above the horizon where the deep

rspace probe signals are being received and using the observed
rates of change of ionospheric TEC to correct the received deep
space probe data.

Correction Techni(jues for Ionospheric Effects on Operational Systems

There are several methods of correcting for the time delay
effects of the earth's ionosphere on operational ranging systems.
Fortunately the ionosphere is a dispersive medium so that, if the
operational capability of utilizing two widely spaced frequencies
is used, the effects of the ionospheric time retardation can be
directly measured by the system and corrected for. This scheme
is potentially the best method of making corrections for ionospheric
effects as it uses exact system frequencies and makes measurements
along the same ionospheric path as that on which the system
operates. However, it may be very expensive to provide a second
transmitted frequency sufficiently separated to Pllow a direct,
accurate TEC measure to be made by the operational system.

Lacking the capability of a direct, two frequency measurement
one may resort to a model, or a model updated with a nearby

4. ITL; measurement of TEC, or with a nearby measurement of the density at
"z the peak of the F2 region, Nmax, to correct for the time delay

effects of the ionosphere. In all of these cases, however, the
question is: How good is the correction as a function of difference
in direction between the desired and the measured directions?
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- If the operational system cannot incorporate an ionospheric
measurement technique because of the difficulty of covering a
large geographic region with ionospheric sensors a model without
updating may be used. Generally, the system is under a limitation
of computer memory and computation time so that tile Lest availa cl
models cannot be utilized to make this correction. A tradeoff
between yodel capability and model difficulty is penerally required.
Model difficulty is defined here as the amount of computation time
and memory required for each correction to be :ade.

As an example of a tradeoff between number of :.oriel
coefficients and model accuracy, the case of the ionospheric
time delay algorithm choice for the NAVSTAR-GPS is a good
example. The system is a two frequency systems allowing those
users who require the most accurate ionospheric time delay
correction to utilize a two frequency receiver. However,
for the single frequency system user, ionospheric time delay
algorithm coefficients are transmitted down the satellite-
user link and an algorithm designed for a 50 percent r.m.s.
correction was constructed. The number of coefficients required
to provide a state of the art 75 percent correction and the
algorithm itself wculd have been much more difficult and would
have required much more user computation time. With the limited
single frequency user computation capability and the limitation
on the number of coefficients allowed to be transmitted down the

j satellite to user link the 50 percent correction uas decided upon.
If a plot of model correctability versus difficulty, is made the
knee of the curve probably comes somewhere near 50 percent.

P iA 99 percent correction for ionosphere is probably impossible

to make; a 50 percent overall r.m.s. correction is relatively
easy. The best state of the art models probably have antr.m.s.
correction capability of from 70 to 80 percent and these require
considerable computer resources.

Conclusions

There are several different types of operational and planned
systems i:hl:ch will have their accuracy affected by the time delay
of the earth's ionosphere. With these many operational and
proposed systems the requirements, and indeed, the capabilities
of making some sort of correction for the ionospheric error differ.
In each case there is a tradeoff between correction capability
desired or required and difficulty in r:aiing the correction, whether
it be -eal time measurements or models with no measurements.
Fortunately the data taken over the past several years can be used
to give the system design engineer an idea of the magnitude of the
e-'ected ionospheric error for his system and can contribute to
mcdels and techniques for error correction.
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Space Variant Transfer Functions far the Characterization of
Inhomogeneous Scattering ledia

P.F.Checcacci, A.M.Scheggi
IROE/CNR,, FiREMe~, I'rALY

1. Introduction

The present communication is concerned with the
definition of some transfer functions which can be applied to
characterize any type of space variant propagation medium £1].
Assuming two reference surfaces limiting the medium, and an
input field distribution, it is possible with such transfer
functions to evaluate the field at the output surface in terms
of elementary plane or spherical waves. In general the transfer
functions are defined for linear and invariant media; however,
while in the reality it is rather easy to fulfill the lineari-
ty condition, the same cannot be said for the invariance.
The invariance of the medium would rejuire that it remain
constant over an infinite scale or at least over a scale very
large with respect to the local wavelength. However by using
a procedure analogous to that used by Zadeh and Bello 2, 3J
for time varying systems it is possible to define suitable
transfer functions for space variant media.

2. Definition of the Different Transfer Functions

let us now consider two parallel planes (Fi-.1) and
rectangular coordinate systems xjI,yj for the input plane and
x 2 ,Y2 for the output plane limiting an inhomogeneous steady
medium. A complex amplitude distribution at the input plane
a 1 (x 1 ,Yl) can be expanded in terms of Dirac functions

! 1) alI(Zlyl) a 1l(x1,y;) 6 (xl-x::; yl- yl) dx11 dyll

The time dependence ei t will be omitted everywhere.
If with h(xl,yl; x2,Y2) we denote the response of the medium.. that is the so called "Point source response" to an input

-function centered at x 1 ,y j from expression 1), due to the

• . linearity of the medium one gets

2) a 2(x 2,Y 2 )  a 1l(xi ,Yl) h(xlYl; x2,Y2 )dx I1 dy 1

which relates the complex amplitude distribution on the out-
put plane to the input distribution a1 (xl,yl). Hence the point
source response h(xl,y1 ;z2 ,y2)characterizes any space variant
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medium.
By performing the Fourier transform at each side of

eq.2) and indicating with K(x,y1 ; fx,f ) the Fourier angular
spectrum of the point source response with respect to the
coordinates : ,y one has

3) A2(fxy If ia1(x1'Yl) K (xl'Ym' f)dxl dYl

where 00 00

4) A (f 'f) =ia (x iYexp 1i2r (f x2  dy2) dy~

fxf denote the spatial frequencies at the output plane, that
is he x, y component of the wave vector of the generical
scattered wave.
Analogously other transfer functions relatin1 the input to
the output field distributions can be defined either in the
spatial frequency domain and/or in the space spatial-frequency
domains.

For instance by writing the input function as the
inverse transform of its spectrum At(l ,l ) (1 ,l represent
the spatial frequency components at thx iput pla~e) one has

5) a 1 (XlY I ) = JfA,1(lx,ly)eXp -i2 7(lx x1+ ly yl)Tdl xdl y

If now one indicates with H(l ,1 ,x2 y2 ) the Fourier
transform of the point source response Wit? reference to the
input coordinates xj1y and substitutes eq.5) in eq.2) one
obtains

Finally by denoting with S(l ,l ,f ,f ) the Fourier
spectrum with respect to the variable x2,Y ofYfunction H-i and by transforming each side of relation 65 one gets

~ff"

which is analogous to relation 2) in the spatial-frequency
domain. S(l x,l ,f ,f ) is denoted as scattering function.
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The above formalism can be visualized by showing
that the defined functions, besides constituting an useful
mathematical tool for solving propagation problems in parti-
cular media have a precise physical meaning (Fig.2).
For instance eq.2) can be compared with the well known
Huygens Fresnel formula and the function h which accounts for
all the waves scattered by the medium can be thought as a
generalization of the term exp[-i(kR- r)J/R representing the
spherical waves emitted by each elementary point source.
Function K represents the angular spectrum scattered by the
medium when illuminated by a point source while function H
represents the complex amplitude distribution at the output
plane produced by the scattering due to plane wave illumina-
tion of the medium. Finally function S yields the scattered
angular spectrum due to plane wave illumination.
Consequently these functions can represent all the possible
experimental situations.

3. Practical Applications
3.1 - Input plane wave and directive receiving antenna

Once the propagation medium has been characterized
by means of one of the above functions it is possible to
foresee the performance of the system constituted by a given
source, the propagation medium and a given receiving antenna(+

Let us consider for example an impinging plane wave
of complex amplitude A(lx), being 1x the x-component of its
wave vector. If g(fx) indicates the amplitude output of the
receiving antenna illuminated by an unitary amplitude plane
wave of spatial frequency fx, the antenna output amplitude due
to the scattered waves is

8) U(x)= A(lx) f g(fx)S(lfx )dfx

Recalling that the directivity of the antenna in free space is

s) g(f)
,' 9) D =---------,

______ [ max(fxj ' max xf)

' (+) -'or the sake of simplicity we will limit to the bidiraen-
-ional case; the extension to the three-dimensional case
is straight-forward.
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where gmax indicates the maximum value of g when fx varies,
Sthe new directivity of the antenna in the presence of the

medium results
[u(l )7 u(l 1

10) D( /

L umax (x I u max(l xJ

Obviously with an analogous procedure and by using
the appropriate characterizing funotion,2imilar results can
be obtained for the point source.

The above considerations apply to an inhomoge-
neous but steady medium. Consequently it can be utilized
for evaluating the performance of an antenna looking through
a fixed scattering structure (Radome, window, natural obsta-
cles). On the contrary when considering an inhomogeneous
turbulent medium like the ionosphere it is necessary to cha-
racterize the medium on a statistical basis. We will assume
that the medium varies in time so slowly that the output
waves are still monochromatic. The mean value of the antenna
output in the case precedingly considered (see eq.8) becomes

<U(lx) > = A(lx) g(fx ) <S(lxfx)\ dfx

-i

That is the mean value of the output signal results dafined by
the mean value of the function S characterizing the medium.
Analogously from relation 10)it is possible to derive the
mean value of the antenna directivity in the presence of the
turbulent medium.

Another quantity of interest for communication pur-
poses is the variance of u(1x )

11) 2 = KAu2 (l) = U(lx)2 -u(l2)> 2

By assuming

12) f(1 f)=< l 1 f)> <sl+ +
one obtains

13) 2-A 2 (l g(f.)g(f'x) < K S(l1 ,f)ASK(lx,f'>df dtx
u X XX

If one puts

637

.,4



14) f x f

eq.13)becomes i +

15) 62 =A2(1 ) ( g(f )gm(f- )<(S( 1 ,f )OS(1 ,f-t)? df dT

Under the hypothesis of an isotropic scattering eq.15) can be
written as I

16) 92 ( g(f )9"(f -t)R(Z)dfa d16) 2 d

where R(V) represents the correlation of the S function flu-
ctuations which due to the above hypothesis is independent of
f.
By putting Jgfg1 ~ ~ d ('

= (
one finally gets

17) Gt= A2(1x)  G(Z)R()d

This expression along with expression 12) can be used either
for predicting the performance of an antenna looking a turbulent
medium or for characterizing the medium properties having at
disposal an antenna of known characteristics.

3.2 - Input spherical wave and receiving aperture

Let us consider a point source centered at x, of com-
plex amplitude a(x) and a receiving aperture of width D cen-
tered at x2 (with x2=x). Analogously to the previous case the
antenna output u(x I) resulting by the summation of all the
contribution across the aperture is

L."t.. 18) u(x1) = a(x l)h(xl 'x2 )dx2

4 Its mean value in the presence of a turbulent ionosphere is

19) (U(Xl) = a(xl -h(xlX) dx2

and the variance
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2= 2

20) u =u(Xl)Mu(xl)>=a 2(Xl)I a h(x 1 V x2 ) x 1 '2)) > a'2a I

41Z
By putting x 2 - c = I ' one has

21) u5 a (x <A h h(x ,_ )> d x

Under the hypothesis that the averaged expression be only fun-
ction of , eq.21) becomes

u ~D/Z,

with R() =<,-h(x1 ,x 2 )A1hx 1 , Af-1 >

In bcth cases of directive receiving antenna and receiving aper-
ture,the hypothesis that the functions R(Z) and R(f) be indepen-
dent of f or x respectively is not so stringent as it could
appear. In fact it is sufficient that R(C) be independent of fx
in the interval where G(-) 10 while R(j) must be independent
of x 2 only in the interval - D/ + .-

a The application of the
above formalism requires the measurement of quantities such as
< S>,<h>, etc. and of their autocorrelations R(t), R('). On the
other hand the relationships found among these quantities Give
also an indication on the type of measurement. For instance by )
using an highly difective antenna pointed in a direction T_, for
which g(f )= g(f ) (f-f ) and substituting this expression inX . x x x
eq.8) one obtains

23) S(l ,f 7 A )---
A(l )g(yf)

and honce u(1 1 )

_ <u(l )>

A(l)g(x)

With two identical antennas of the same type pointed in the
directions f and f -Z and cross-correlating the fluctuations
of the outputs u1(l x ) and u 2 (1 x ) one obtains
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<6 ui ( x ) fu2( x)>'i25) R --- -
A (1 X)g(fx)g(fx-T)

The necessity of highly directive antenna makes this
method usable only at very high frequencies. Alternatively by
using a point receiving antenna from eq.18) one can ;et
h(x1 ,x2 ) and its mean value. By using two point receiving
antennas spaced by T, and following the same above procedure
one obtains R(1). This is a measurement commonly performed
with beacon satellites.

4. Conclusions

The different transfer functions outlined in the
present paper, whose formalism is well knovin for application
in different fields have the main purpose of characterizing
a varying propagation medium such as the ionosphere, for engine-
ering applications.

Obviously such transfer functions, due their nature
of input-output re3ations do not give any a priori information
on the physical structure of the medium. However under certain
hyphoteses on the medium structure these functions can be
utilized for solving the inverse problem.

The given definitions indicate also the procedures
to be followed for the determination of the different transfer
function in the media to be characterized. Apart from a sui-
table normalization these procedures result as measurements
commonly made with beacon satellites.
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Solar Cycle Variations in The Total Electron Content

at Invariant Latitude 54 Degrees

By

Yinn-Nien Huang

Telecommunication Laboratories, M.O.C.
Chung-Li P. 0. Box 71, Taiwan

Republic of China

I. Introduction

Studies of diurnal and seasonal variation of the total
electron content of the ionosphere by use of the geostationary
satellite signals have been done by many w:orkers (e.g. Titheridge,
1966; Yuen and Roelofs, 1966 and 1967; Garriott et al., 1965
and 1970; Hawkins and Klobuchar, 1974). However, the solar
cycle variations of the total electron content have been
studied only by few workers (e.g. Da Rosa et al., 1973; Huang,
1975). The total electron content data obtained at Air Force
Cambridge Research Laboratories station at Sagamore Hill,
Massachusetts by rising 136 MHz ATS-3 beacon satellite signal

J during the period from November 1967 to September 1973 have
been published by Hawkins and Klobuchar (19 7 4 ). The reduced
TEC values apply to the vertical point of intersection of the
ray and the 420 km laXer. The coordinate of this vertical
point is 38.6 0 N; 70.5 W, invarient latitude 540 (Hawkins and
Klobuchar, 1974). The major purpose of this study is to use
their published data to investigate the solar cycle variations
of total electron content at invarient latitude 54 degree.

[. Solar Cycle Variation of the Monthly Mean Hourly Value

The full line in Figure I shows the month to month vari-
ation of the total electron content, I, at 00, 04, 08, 10, 15,
17, 20 and 23 hours in 75 W LST (LST - VT - 5 hr.). The apparent

seasonal variation of' I at different hours is (.r r-ear and
wi -be discussed in sectL,n III. To eliminate the seasonal
variation, 12 month running average values of r, denoted by I,
were calculated and plotted as dotted lines in Figure 1. The
1, month running average value of' monthly mean sunspot number,

R, denoted by R, is also plotted at the top of' the figure.

_. It can be seen that a positive correlation exists between
T and T. The dependence of T on R can be seen more clearly in
Figure 2. Although the TEC data were available only for about
half solar cycle, the hysteresis variation (luang, 1963; lfuang
and Jeng, 1976) of I can be seen very clearly, However, the
saturation effect of I found for, the TEC data in Hawaii (Huang,
1975) can not be found at present study.

The regression analysis was made betweel T and '. The
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diurnal curves for the correlation coefficients and the slopes
of the regression lines are plotted as a full line and a dashed
line, respectively, in Figure 3. The correlation coefficients
are found to be larger than 0.86 with a flat maximum appearing
in afternoon hours and with a broad minimum appearing around
the sunrise. The result is slightly worse as compared with
the one obtained for Hawaii TEC (Huang, 1975). The diurnal
variation of the slope of' the regression line is characterized
by a flat maximum around 14 hr. and a flat minimum around ( i

hr. Tt is interesting to note that although the maximum slope

at Sagamore Hill is only half of the value obtained in Hawaii

(Huang, 1975), the minimum slope at Sagamore Hill is almost

three time larger than that obtained in Hawaii.

The dotted line in Figure 3 shows the diurnal variation

of the correlation coefficient between I and R. The correlation

coefficients between I and R are much smaller as compared
with those obtained between 7 and T, especially for the hours
around sunrise.

Ill. Solar Cycle Variation of the Apparent Seasonal Variation

The apparent seasonal variation of the total electron
content at different hours can be seen in Figure 1. It can

S be seen that the amplitude of the seasonal variation decreases
as the solar activity decreases showing dependence of the

seasoilal ampli tucle on the sunspot number. The seasonal patterns
also change as tl.e sunspot number decreases. Because of this

solar activity dependence of seasonal variation, we call it as
an apparent seasonal variation instead of merely a seasonal
Nariation. The real seasonal variation will be giiven in section
TV.

The major t'indings about the apparent seasonal variations
are summlarized below:

i At nighttime start ing from 19 hr. to 06 hr. , the apparent

seasonal variations are characteried b one maximum
appearin around May and ne minimum in Jlanuarv. It shoul d
be remarked tat the maximum does not appear at te lune

esolstie but abotuml one month ahead orn iltaSi ) At'iet silirise, (lie paltr of seasonal variatingada l
"" charit{res to ha-,e iwo maxima in Mlarch and] Octoloer, resp~ectively,

. and two minima it) Jlanuary and June or July, respectivelly.

It is interesting to note that one of the maximum does not
_ ' appear in the autumnal equinoctial month but one month later.

iii)The maximum value in March is much larger than that in
October. The seasonal amplitude is naximum at about the

, 41 same time when the diurnal peak appears.

(iv) Winter anomaly, with electron content greater in winter
than in slimmer at daytime, is well developed at the maximum
solar activity. However, it disappears as the solar
activity starts to decline.
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IV. Rea I Seasonal Variat ions of' the Total El ectron Content

I t should be remarked that the apparent seasonal variations
descr ibed in sect ion III include the eIf'ect of t he solar
tct iv i t v. This is the reason why we have defined them as the

apparent seasonal variations to distin ish them from the real
seasonal variations described below. In order to obtain

seasonal variation, we first assume that the monthly mean
hourly TEC value at n hour in month, denoted by I(n,m), and the
smoothed sunspot number at m month, denoted by R(m), are linearly
related by the following equation:

I(n,m) = A(n,m) + B(n,m) R(m) (1)

where A(n,m) and B(n,m) are constants to be detirittined by the

standard method of regression analysis. The v'al idity of' the

assumption of Equation (1) can be tested by determining the
correlation coefficients between li(n,m) and (.i). once the
validity has been proved, Equation (I) can be used to obtain

1(nm) at 1 = 0, representing minimum solar activity and at
R = 100, representing maximum solar activ, ity. The seasonal
variations constructed by these T(nm)'s represent the real

seasonal variation at constant solar act iv i y.j

Figure 4 shows the contour chart of 1 he correlation coe-
fficient between 1(n,m) and T(m). it can be seen that the
correlation coefficient is very large except for the time near
the sunrise for each [re1)th and at niglht t ime in November.

The coefficient B(n,m) represents the rate of incredise
of I(n,m) per unit increase of 9(m) . The contour chart, of
B(n,m) is given in Fitlure 5. The dotted line represents t f,
sunrise at 4[25 km hei ght above the sulbionospheric point (Longi -

tude = 70oW; Latitude = 31°N) (Hawkins and Klobuclhar, 197'1).
The chained line represents the time wheii te diurnal minimm
value appears. The diurnal minimum value appears abot ). 5 0 t
1.0 hour ahead of the !4125 km sunrise. The diurnal maximum

value appears at the tirme (double chained line) when the diuntoin]
peak of TEC appears as wil be shown later. Seasonally, at

daytime, B(n,m) has two mLnima appearing, in July and December,
respectively, and two maxima appearitg: in March ,nd October:

at ni ghtt Line, there are one maximum appearing in sumlmer aind
one minimum appearing in December. Thte w it er anomaly a] so
appears for the seasonal vartat ion of P(n,m). One of' the
seasonal maximum does not appear exactly in Septeliior equinox
but in October.

Figures 6 represents the contour chart of F for the liaxitnin

solar activity oI' R = 100 constructed by usint,. Eq at 1i111 (l).
The following are its major characteristics:

(i) The diurnal ni it inimum value (chained h i i) lppeo;rs. at abut
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().!4 to 1.0 hours ahead of the sunrise at 125 kin and almost

conincides iith the time of the appearence of the diurnal
minimum value of" B(n, m) shown in Figure 5. "

i i The diurnal maximum val,,e (double chained line) appears
at about the same time as the appearence of the diurnal

maximum value of B(n,m).
(iik)Seasonally, there are two maxima appearing in March and

October and two minima in July arid December at daytime;
and one maximum appearing in May and one minimum in
December at nighttime.

(iv) The October maximum is slightly smaller than iie March
maximum. Winter anomaly is well developed at daytime.

Figure 7 represents the contour chart of I for the minimum
solar actIvity of R - 0 constructed by using Equation (i).
Unusual negative TEC values appear at daytime of' Nov ember. The

* I correlation coefficients at daytime are better than 0.8 as car
be seen in Figure 4. However, the coefficients are determined
by using the I(n,m) values obtained at the period in which

R(m) varies from about 45 to 120. It is doubtful that the
close correlation can exist between I(n,ii) and R, if' the value
of W is extended down near zero value. The unusuall negative

TEC value may be due to the nonelinearity in the variation of
TEC with respect to R when R becomes small. The TEC value mav
keep at a constant value even ii the smoothed sunspot number
coot iniies to decrease. This argument should be proved by using
TEC data obtained at sunspot minimum period. The coefficients

A(n,m) and B(ii,m) in Equation (1) obtained at present study
can be used to construct cot our charts for the values of R
rangingi, from about 50 to 120 only.

Figure 8 shows the contour chart of I at medium solar
activi ty of 50 constructed by using Equation (1). it is
interesting to note that the March peak at T = 100 shifts to

February when H 50; and the o ober peak becomes a very smal I
one. Around 14 hr., it brecomes almost a flat value start ing
from September until December. The sunrise time at 425 km almost

I coincides with the time of the appearence of the diurnal minimum
in May and June.

V.Solar Cycle Variations of the Harmonic Compoents of the
Monthly Mean Diurnal Variation

The harmonic components of the monthly mean diumrnal
%ariat ion have been calculated for each month and are shown
in Figure 9. I , I , T and I represent the daily mewii value,
tho s, 1 . "nd anq "'rA ha monic omponents of time motfhil, mean
(I mialnaI variation, respect ively. The harmonic compolneills
beyond the 4th components are so small that they are not shown
i'l tihl figure. T 0 , r,, and T 3  show the 12 month rutuniing
average values of IT , T2 and- 1.,, respectivel . Tite
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variation of R is plotted at tile top of the f irtr. I t is
very clear that the positive correlation exists between each
smoothed harmonic component and the smnoo thed suntspo t nutmber,

R. Thle solar activity dependence o 'each tiarmotir comiponient
can oe seen more clearly in Figure 10. A--xci; large positive
by steres [5 var tat ion can be seen for thle 1( Comiponenit __Alrio s

nio h-vsteresi s loop can be found for tile corlipolte-li Is I , and
r The rate of increase of L W i tl Ii esper t- R aHi s iriichi Iarger
tan other three components. Ylie component I k.top almos t ai
constant ivahie.

The seasonalI variations of tile collponeilt s I ( and L are
caracterized by two maxima appearingt in Ii ebruary, and October,
and two minima appearing in January 'e -mber, aild tne/July.
For the component of lot the Febru-ary' wax iiiini s muiich largei-
than October maxiiim . Winter anioq;a ly is well dexe loped aiti v

for the componen t r I The seasonal x'o r I tton (if tile c omtponetOi

I is characterized by a maximum appearing- iii winter antd a
broad mintimum appearinig in summer. Thie c timpoitelt I i

character ized by two maxima appearing,, in eqninoctiil 3 l rint Its
and two mtinima app~earinog in summner and wIinter.

VI. Conclusion

The foll1owing conclils ions can be dicat front ft(i pros emi
inivest i-jatiott

1) The 12 mon th running average va be of thle total
elec troni conternt, 1, at each hour has been fountd
to have thle best linear correlation x~i t li the I- itiint
ritinnintg average volI tie of' mo-nl by moan ,its t iuiitihei' , R.

((2) Thte c orrel1a t ion c o eff i cientI is l a-re r thIIatI i.
with a flat maximum appe-aring in all erni'oit lioitiit' atl( ai tioad

minimum around thle t ime of' sunri se. ThiesIa ' of tilie retgr os j 0

line varies diurnally with a fliat maximint id zi ti ol t minm
appearing around Vi hir. and 04 hr. resj t i\eh\.

'xi(3) The correlati on coefficient s let%,o reitnt hI\ riitl
hiourly TEC value, f, and rott iv mneant stii'-p' tt111-,' P, i
much smal1l1er than that be txe el I anti P.

(4) Posi tive hysteresis x'arial ion lta- ,fei -ot..itl t (:I tie

variation of I with rospect to H
__ (5) Thle l inear co rrelIatii on coo It'i c ow ot i,'' i. m) .0(I1i

17(m) i s l arge. However, ie presei t ive I gal I i(,i ;toill-
ascertain that the I inicari ty car) he ext e nd bito " It ( isp

inimum period when T is veryr smoall. Hlit' appear en- t- o()Iti-

15 ~~negative TEC valuie ini November tot' R - () seemis to, slioa) that , iitli
Suntspot Minimum, TEC may keep a con,~ tout xiin' o\, *0 if I R'i I 1;

tj to decreases.
(6i) At daytiLme, w int er anomaly picso, Ii be t It to, i, lTF(it

R = 10() anid slope B(n,ii) . Trhe tinie fo)r tili, oc'iretire o)I 1l1c
diurnal niaximum and iim hum of' T at R P- aliio.st co i to'de wi I II
those for the slope 1(II,m).
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()The diurnal variation of T can be well represented

by a sum, of its diurnal mean and first three harmonic components.
The solar cycle variations of these components and their

seasonal variations are quite different. The positive hys-

teresis variation is found only for the diurnal mean component.
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SPECIFICATION OF NAVIGATION AND RADAR ERRORS

CAUSED BY TIE IONOSPHERE

Delia D. DuLong
Regis College

Weston, Massachusetts 02193

Richard S. Allen

Air Force Geophysics Laboratory
Hanscom AFB, Massachusetts 01731

INTRODUCTION

Oue principal aim in this study is to examine the concept
of making a real time correction for errors that arise when

VHF/UiIF radio waves pass through portions of the ionosphere.
If we consider any VHF/UHF navigation, timing or radar system,
the phase or the group delay of the radio waves, whichever is the

basic system measurement, can be considered the sum of a part
due to the distance :,long the actual wave path and a part due
to the Free electrons along that path. Making the simplifications
to the steady state solutions of the wave equations that are

appropriate to the earth's ionosphere and to V1IF/UllF radio

frequencies, a Euclidean line between source and receiver is

sufficient to define the wave path to far better accuracy than

the parameters that might be introduced into a 3-D ray trace

program. This means that angular deviation may be ignored for

first order calculations. For instance, the measurcd range (R)

is RR o + 2 2  2 N*(s)ds
mIw

z Ro+ SR
where R is the free space distance and dR is the ionospheric

contribution. 611 is directly proportional to the total number

of electrons per unit cross sectional area along the ray path,

and may be calculated piecewise along the line of sight (0)

through a model of the electron density vs height.

8R x f . h 1  sec 8(h) N, (h) Ah

Alternatively, it may le estimated as a fractional portion
( p (hl, h2) ) of the vertical total electron content (TVV.)

the entire ionosphere k-
BR x L p (h,,h) sac8 TEC

Thc frequency dispersion, the time dependence of phase, and the
correction for angle of arrival also depend, to first order, on
the integrated electron content alonji the slant path.
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In theory, any system could be devised to use measurements
at several radio frequencies to make a correction for the
contribution due to the ionosphere. In practice, however, most
systems use single radio frequencies and therefore, a correction
must be estimated fro'm a model ionosphere. There is now a
world data pool of sy,,tematic observations of equivalent vertical
electron content whirh has been measured using the Faraday
rotation of beacon signals from synchronous satellites. This
archive data demorstrates that, over the latitude range from
Hong Kong to Nar,,sarssuaq, Greenland, and over the most recent
solar cycle, the expected monthly variability (r.m.s. deviation
from monthly mean TEC) is 20 to 25 percent of the monthly mean
TEC. This is consistent with the observations from world data
that the variability of f 0 F2 is 10 to 12 percent of monthly mean
daytime f0 F2.

For perspective, consider a 400 mhz radar situated at
Hamilton, Mass. To estimate the range error for a space vehicle
orbiting well above the peak of the F2 region, we reference the
archive data from local measurements of the Faraday rotation of
ATS-3. At mid-latitude the largest monthly median values occur
during solar maximum, the equinoxes, and local daytime. Table 1
gives representative values of range error at 400 Mhz scaled
from daytime values of TEC for these conditions. Note, the

range between largest and smallest observations at a given hour,
over the calendar month, is about 75 percent of the hourly mean.

Table 1 Range Errors (Meters, one way) at 400 Plhz

Elevation Angle

Median TEC 90 450 00

16 Max 198 280 595
33x10 16  Mean 148 210 443
('tar 1968) Min 98 140 395

Alternatively, a model profile could be constructed from
$ ionospheric parameters. Choosing a form for the profile,

monthly median values of foF2, hmF2 and various thickness para-
meters could be used to derive electron content along the ray
path. If a very good median model is constructed, the r.m.s.
variability about the prediction should be the same as the
variability found in the archive data - about 20 to 25 percent
of the monthly median value. Many systems would like to reduce
this variability by using a local measurement. For example,
from the signals of a beacon satellite, such as one of the Navy
TRANSIT series, the differential doppler observed between two
radio beacons could be used to estimate the equivalent vertical
electron content along the sub-ionospheric path of the satellite.
This estimate could then be used to specify an area model.
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SPATIAL VARIABILITY

An example of the potential of this specification technique
to remove spatial variability is shown in Figure 1. Differential
Doppler records, taken at Millstone Hill, Mass. using one of the
TRANSIT satellites of the Navy Navigation Satellite System, were
reduced to equivalent vertical electron content (N. Tomljanovich,
preliminary data). A standard Air Force prediction program,
used to estimate the median value of TEC along the satellite
path, and separate measurements of TEC from Hamilton, Mass. and
from Goose Bay, Labrador, using Faraday rotation measurements of
ATS-3 signals at the time of the pass, were compared with the
TRANSIT observations. There is a general fit of the latitude
gradients along the path for both the predicted median and the
two sets of observations.

SIMULTANEOUS MEASUREMENTS
OF VERTICAL TEC TO 2000 KM

40 HAMILTON. MASS USING ATS-3:4 1 GOOSE SAY,
30 -Ut)

MEASUREMENTS OF
U VERTICAL TEC TO U

-20 00 KM ALONG NO RALIZ ED
PATH TO TRANSIT PREDICION

SATELLITE
1600 UT, 23 MAR 72

25 30 35 40 45 so 55 60

GEOGRAPHIC LATITUDE

FIGURE I SPECIFICATION OF MEDIAN LATITUDE VARIATION OF VERTICAL
CONTENT BY A LOCAL MEASUREMENT.

From the TRANSIT pass, the value of TEC at closest approach
was used to scale the predicted median at this point, and this
correction factor was applied to the predicted median along the

entire path. The resultant normalized prediction has a spatial
variability of less than 5 percent within a few degrees of the
central scaling region. The maximum deviation increases with
distance along the path, to about 10 percent at the extremes.
Figure 2 is a representative daytime sample with a TRANSIT pass
from each of five different months selected using the criteria
that it fall within + 0.S degrees longitude of the sub-ionospheric
point of the ATS-3 measurements made from Hamilton, Mass. The
initial results for specification of the daytime ionosphere
are consistent, and indicate that the proposed technique of
adaptive modeling of the median range error by normalization to
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the central region of a satellite pass track can produce a ten-

fold reduction of the variability from monthly median observations.

50

40.

-3

-fl • • 22.5 UT

" n-"-- l ~ m-"-,, I.75 UT

24 WAY
0- fcITS Ur

TRANSIT PASSES
-: 1972

33* 43-4 53,

FIGURE 2 COMPARISON OF NORMALIZEPD PREDICTION OF
MEDIAN GRADIENT WITH OBSERVED TOTAL

CONTENT TO 800 KM.

The median range errors expected during night hours are

about a magnitude less than those expected during the day.

Although the 30 percent day to day variability about the median
for nighttime is only slightly worse than the 20 percent for day-

time, sharply localized features in the ionosphere may make it
just as necessary to use an adaptive modeling technique during
the night. Figure 3 illustrates a local nighttime feature.

The steep gradient of electron content found over small latitude

intervals along the TRANSIT path is confirmed by the gradient

measured simultaneously, with the ATS-3 beacon at Hamilton, 'lass.

and at Goose Bay, Labrador. The prediction of the monthly median,

which has not been normalized to the observations, has only a

slight gradient at this time, but the absolute error between

prediction and observation is of the same order as the absolute

daytime error using the scaled median. We have not yet had

sufficient data to determine whether the observed gradients are

a consistent nighttime feature. If they are, scaling could

introduce new errors and an improvement in prediction would

have to iesult from improved modeling of these features.
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FIGURE 3 COMPARISON OF PREDICTED MEDIAN
GRADIENT WITH OBSERVED NIGHT-
TIME GRADIENT IN TOTAL CONTENT

TEMPORAL VARIABILITY

In parallel with the spatial variability, the temporal
variability, using a similar scheme for scaling the predicted
median, is being examined. The values of TEC, as determined
from measurements of ATS-3 signals taken at lamilton, Mass.
in IS-minute intervals for the year 1972, have been used for
the local observations. The effectiveness of the predicted
10-day median was examined by comparing the standard deviation
of the observations with the rms deviation from the predicted
median. The errors are equivalent, one of the indications
that the observed mean is being successfully modelled.

To simulate adaptive updating of a model ionosphere, the
ATS-3 measurements in TEC units and the predicted median TEC
were used to determine a scaling factor at each hourly obser-
vation. The resultant factor was then used to scale the pre-
diction at 15 minute intervals for the succeeding 12 hours.
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The monthly mean of this scaled prediction was determined, and
the rms deviation of the observations from the new prediction
was calculated. Figure 4 shows the error, in TEC units, for:
the hourly-based 12-hour predictions for 2-hour intervals for
the month of September, 1972; the observations from the monthly
mean of the observations; and the observations from the pre-
dicted median. Some of the constraints in this technique are
apparent here, particularly at sunrise. The new prediction,
which tends to have errors less than those that would result
from using the monthly mean or the predicted median throughout
the nighttime hours, rapidly exceeds that error near sunrise.
There is a similar, though less extreme, occurrence in the
late afternoon. A scaled prediction from a measurement at

j1600 hours or later up to sunrise is at least as good, and
usually better than, the predicted median up to this point,
but cannot be used beyond sunrise. An update made aftcr sun-
rise, up to 1600 hours, is better than the predicted median
throughout this period and is no worse than the median for the
hours between 1600 and sunrise. The September results for
the period between 1600 hours and sunrise are consistent through-
out the year, but the results after sunrise vary. For some
months an observation between sunrise and 1600 can only be
used for periods of 2 to 3 hours before the error exceeds the
error using the predicted median. Further examination will
determine whether this is a seasonal diurnal variation.

I SEPTEMBER, 1972

7-

* NORMALIZED
PROJECTED

z ATS-3 PREDICTION

S10-DAY
MEDIAN

PREDICTION PREDICTION

UP T HOUR MA O-DMEINP DCT ,AN NORMALIZDPEITIONPON

The potential effectiveness of this technique depends on
the time interval between local TEC measurements. Figures
5, 6, and 7 summarize the results of predictions based on 15-
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minute, 1 hour and 2-hour observations, respectively, for the
year 1972. The dashed lines approximate sunrise and sunset,
the contours are the rms percent error. To reduce the rms
error to 5 or less for most of the daytime, measurements would

have to be made in intervals of about 15-minutes. The error

rarely exceeds 10% at anytime other than the period near sun-
rise, but even at these times, the absolute error does not
exceed the maximum daytime error.

LOCAL TIME

0 2 4 6 10 12 14 I 1. 20 22 24

JAN

* j FE SI \
MAR Z '".' / 2

JUN 2 lt.
JUL % I /\
AUG .. ,, . , / /
SEP i( i /
o c T .ov ," , ' / ,

., • - . , /
DEC

RMS PERCENTAGE ERROR FIGURE 5
IS MINUTE PREDICTION

SCALED 10-DAY MEDIAN

LOCAL TIME

0 2 4 6 6 10 12 14 16 16 20 22 24

JAN .....

FEB

MAR / ....

APR 0 /

MAY .// 0 0

JUN ( Y1

JUL ~jo ,
AUG ... .. /..
SEP "- "\. \ "

OCT
NOV. 20 ......

RMS PERCENTAGE ERROR FIGURE 6

ONE HOUR PREDICTION

SCALED 10-DAY MEDIAN

For a prediction based on a 1-hour observation, the rms

error is less than 10% throughout most of the day time hours,

less than 20% through most of the year, but exceeds 20% rms

near sunrise. Using a 2-hour observation, there can still be a

significant reduction in error. The rms error is on the order

of 15% or less for most of the daytime hours and near sunrise
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it exceeds 25% error, but for most of the year it is less than
the 20 to 25% expected rms error using the predicted median.

LOCAL TIME
0 2 4 6 8 10 12 14 16 18 20 22 24

JAN .
.

FEB 2S .. /
M A R 1 .. .. .. .S p R...; ..... ..........
APR . 15

MAY

JUL ........JUL I "'... ......
AUG \15 :

SEP .. \ . /
.... .... .................

N OV.,52

DEC "

RMS PERCENTAGE ERROR FIGURE 7

2 HOUR PREDICTION

SCALED 10-DAY MEDIAN

VARIABILITY OF MODEL PARAMETERS

The previous reductions apply to specification of the error

contributed by the total ionosphere along the slant path ta the
calibration vehicle. (SLANT TEc). If a target vehicle is embed-
ded in the ionized region, only a portion of the slant content
contributes to the range error and that portion can be sensitive
to the parameters used to model the vertical distribution of
electron density.

The relative change in slant content can be estimated in
the following manner:

ATEC = Actual Predicted
f 111,,  

NIP, (.ids- f (- . *- N I Id .

- o  fP (huP h I- (1. +AN) -- C70* Jsb *)dh

where the normalized profiles (P) are slightly different and the
density (N) at the peak of the F2 region, in the median model,
has been adjusted so that the model content matches the electron
content observed with the calibration vehicle. If the difference
between the actual hmF2 and the predicted median hmF2 is small
compared to the local scale height of electron density, then,the
difference in the profiles is just a vertical shift of Po (h) to
produce P1 (h), and the geometric factors of the slant paths
remain nearly identical. In that case, ATEC maximizes at hmF2
where P (h) is unity, so that

ATEC m (No+AN) sec Ah
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Normalized to the equivalent slanZ content used in calibration,
ATEC (No +AN) sc h AS h
TE-C NC -0-r T 1

where T is the integral of the normalized vertical profile. Over
most conditions at mid-latitudes,

hmF2 < T < 2 hmF2

so that Ah ATEC _.

2hmF2 TEC hmF2
From this we conclude that if there is an uncertainty in hmF2
alone, a worst case would be a target near the peak of the F2
region and the error would be approximated by

AR as - SLANT TEC &hmF2

Since the rms percentage variability of hmF2 is about 7 percent
of the monthly mean hmF2, the r.m.s. error for targets near
the peak of the F2 region would be about 7 percent of the
range error to the calibration vehicle.

HEIGHT,

0 250 500 750 '000
0-

* 30

- Go-

0

so

FIGURE 0 RANGE ERROR. IN FEET, FOR AN L-0AND RADAR AT MID LATITUDES

WORST MEDIAN CONDITIONS WHEN SPECIFIED BY A SLANT OBSERVATION
TO A TARGET AT 22 DEGREES, IOOOKM ALTITUDE, IF THERE 13 A 5
PERlC ENT ERROR IN THE HEIGHT OF THE F REGION.

Figure 8 illustrates a comparison made when the actl.1
ionosphere is assumed to differ from tihe median ionosphecre onl- '
in the height of thle F2 region. A model of the actual ionosphere
was integrated to provide a measure of slant TEC at a sariple
location for a calibration satellite of 1000 km, 22 degrees
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elevation. Then a normalization factor was applied to the
median ionosphere to provide the same slant TEC at that point,
and this factor was used to scale the median model at all
other points. Note that the difference between the range error
to a target at various positions in the actual ionosphere and
in the median ionosphere approaches a maximum for target vehicles
near the peak of the F region and at low elevation angles.
Simultaneous errors in foF2 and profile thickness parameters
have to be considered in a similar manner, along with hmF2, to
specify the range error for target vehicles embedded in the
ionosphere.

CONCLUSION

Examination of the spatial and temporal variability of
foF2, hmF2 and the thickness parameters used to derive electron
content along the ray path may be necessary for systems which
wish to specify propagation corrections to vehicles within the
ionosphere. The expected variability of these parameters from
their monthly mean values is about 10 percent for foF2, 7 percent
for hmax, and 15 percent for the thickness parameters. A local
measurement of one or several of these parameters, coupled
with a specification technique similar to that discussed here for
measurements of total content, may be required for reductions
in error to the same order that is possible for vehicles in the
topside ionosphere.

For a target in the topside ionosphere, initial results
indicate a local measurement of total electron content is
sufficient for a significant reduction in range error. From
the comparison of the TRANSIT passes with their corresponding
normalized median predictions it was shown that a reduction
in error to less than 5 percent is possible, in daytime, within
a few degrees latitude of the normalization point, This error
in spatial variation increases to about 10 percent over 15
degrees latitude. These errors are equivalent to the daytime
rms error in temporal variability using 1S-minute and I-hour
observations, respectively, to scale the median prediction.
This is an indication that mean spatial and temporal variations
are comparable in magnitude. Also, since the TRANSIT passes
are effectively north-south, and the temporal variations can
be considered east-west, it would appear that direction is
not a primary consideration in determining variation on a mean
basis.
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IONOSPHERIC REFRACTION ERRORS IN SATELLITE TRACKING AND
NAVIGATION IN LOW LATITUDES

YoVe SomayaJulu and A.B. Ghosh
Space Reeoarch Section, Radio Science Divelon
National Physical Laboratory, Now Delhi-110012

ABSTRACT

Satellite tracking and navigation systems use radio
beacons to measure the range and elevation angle for positionI fixing. However those values differ from the true values due to
refraction effects of the intervening troposphere and ionosphere.This paper deals with the ionospheric problem In order to correct
for the refraction effects, one has essentially to utilize a three
dimensional tracing of the ray path from receiver to the satellite
which requires a knowledge of the electron density distribution
along the ray path. The present technique of building up elec-
tron density profiles is essentially based on the method pro-
posed by Somayajulu et al (1965). The region around hmF2 is built
by assuming anaC-chapman layer extending to 1.5 scale height above
hmF2. The topside -egion above (hmF2 1.SH) is divided into two
exponential decaying regions, the lower one corresponding to heavy
ion (0+) as the dominant constituent and the upper one corres-
ponding to lighter ions (He+ or H*) as the dominant constituent.The two constraints put on the development of topside electrondensity profile are electron content obtained from satellite

beacon experiment and electron density at 1000 Km. obtained by
satellite probes.
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1 . INTRODUCTION

Satellite radio beacons are used for position fixing in
various applications such as satellite tracking, navigation,
geodesy etc. In these systems the elevation angle, range and
rang* rate are measured for position fixing of fixed location
on the earth or overland, sea, air or spacecrafts. However, it
is well known that the measured range and elevations angle deter-
mined using radio transmissions, differ from the true values due
to the refraction effects of the intervening troposphere and
ionosphere. With increasing demand on the accuracy of position
fixing, there is need first to evaluate the errors introduced
by ionospheric4tropospheric refraction for proper choice of the
beacon frequency and the transmitter-receiver geometry to mini-
mise the refraction effects. Next there is need to develop
correction techniques so that from measured values of range and
elevation angles, the true values may be computed very quickly.
Such methods require three-dimensional ray-tracing of the ray-
path from the r~eceiver to the tansmitter with appropriate

ionospheric and tropospheric inputs. This requires the speci-
fication of the refractive index profiles in the troposphere
and the ionosphere. In this paper we restrict the ionospheric
refraction errors only. In the ionospheric case the input becomes
one of specifying the electron density distribution along the
ray path. The electron density distribution along the ray path
which is slant is not readily available and has to be derived
from vertical electron density profiles upto satellite altitudes
for a grid of latitudes and longitudes. Thus there in need for
modelling of electron density profiles. In low and equatorial
latitude region such as the electron density profiles have a
strong lngitude dependence, particularly, during daytime. This
paper is mainly concerned with development ef modelling technique
for building eluotron density profiles with application to low
latitude region such as the Indian subcontinent. The main
requirement for satellite navigation would be that the methods
to correct for refraction effects should be fast, using on board
minicomputers so that the true range and elevation angle values
could be recovered in a matter of minutes. The primary iono-
spheric inputs could then be either real time data, such as fo?2,
the F2-region critical frequency, h9F, the minimum F-region
virtual height and/or the total electron content. If real time
data ar not readily available, the predicted foF2, hmF2 or
N(30)OO)F2 factor and the electron content could be used. In a
practical situation the inputs may be a combination of real time
data and predicted values. The problem then is one of gene-
rating a family of electron density profiles at, say, 50 lati-
tude intervals and with local time dependence to represent longi-
tude effectes
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2. M39THODS OF BUILDING ELECTRON DENSITY PROF'ILE~S

Several methods have boon developed to generate electron
density models using f972 and huF2 values. The bottomaide pro-
file can be accurately generated because a substantial amountof werk has been put into such work and a wealth of bottonside
data is available on a global basis over several solar cycles.
The analyses show that the bottomaide F-region electron density
profile may be represented accurately by &no-Chapman distri-
bution(Rishbeth and Barron 1960, Seddon 1963).I, Several empirical worldwide ionospheric models are in usefor uses in space ommunicat:ion navigation and tracking andother purposes. These include

2 ACRL Model
3Arospace Model

(4i)ent Model

All these models more or less describe the bottoaside
profile by an'(-Chapman distribution. The foF2 and bmF2 are
specified extertAlly to describe the solar activity and lati-
tude variations. Major differences come in generating the
topside electron density distribution. However, those methods
are useful mainly for midlatitudes and there is need for models
for low latitudes such as the Indian subcontinent.

The method described in this aper is based on the one
proposed by Souayajulu et al (19655 for building elecotron den-

Ionog72- rn teinpa n 2ispa electron dotn esrmns ensity

The pechiu o uldnkh electron density, Npr anbeaiyotined

from the foF2 values, using the relationship,
NF2 ***2XO-(OF) (e]L/n 3 )...(1)

where foF2 is in MHz

To obtain hml'2, tIh'* fl-region height the predicted values
ofM(3000)F2 from standardionospheric data'o publications may be
used using the Appletoii-Beynon formulas

bmF2 a i3 1 s6.92-526.40m,59.825M . (2)

where M=M(3000) F2 factors:

671



where hmF2 is in Km.

The N-factor itself is derived from h'F values from the ionograms.

(ii) It has been shown by Sedden(1963) tlhat the F2-region can be
represented by an (-chapman layer from one-scale height(Hm)
below hmF2 to about 1.5r. above the peak. Hi is the value
of the scale height at the 12-region peak. Thus

N=NmF2 ch(s) -1 N a s9..5 for day

z41.5 for night (3)

where suh-h=72 and

ch(z) is the Chapman function given by exp 1/2(1.xs-e s )

From one -scale-height below hmF2, down to the K-region the
profile for daytime is represented by

h-100
N=Nm(E)e - '-  Nm() 40.7N.F2 f ... ( 3a )

I 00:m &, h hmF2 H d

The parameters Hm and s are functions of localtimo, lati-tude and solar activity. From analysis of past data from

various ionospheric observations the values of H. and s can
be predicted for a given set of conditions.

Using equation(3) the profile is extended upto a height of
1.5 His above hF2 and down to a height of 1.0 o h below hF2.

(iT) The bottonside electron content upto hmF2 Is obtained by
using the relation

Nb-1.31 HmNm F2 ... *be (4o)

where Hs is the scale height at hmF2

(v) The value of electron content upto a height of 1.5 Hm above hmF2
Is then obtained by integrating equation (3).

(7) Topside Profile

(vi) Above the height (hmi.5Hm)# the electron density is
assumed to fall off exponentially as

WNG e.... (5)

where h is height measured from the height of (hmnl.,,m) and
No is the electron density at this height(NoaO,7 NA).
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The major ionic constituent in the topside is 0 upto IOOOKM
during the day for solar maximum conditions* However at night
the light ions become important and there is a transition from 0
to lighter ions as the major ionic constituents below 1000Km.
During solar minimum conditions even during day time the 0* to
lighter ion transition occurs below 1000Km. Further the plasma
temperature is also height dependent. In order to take into
account these effects it is considered necessary to build up the
topside profiles using two decay exponents "l and Ku. It is
assumed that during solar minimum daytime the transition occurs
at a height of 75ONm and at night for all conditions at a height
of 500Km. Thus the profile is built from hm1.5Hm to the transi-
tion height using an exponent X1 and above this height upto 1O0OKm
using Ku.

The value of the exponents Xl and Ku are chosen such that the
topside electron content obtained from the model profiles matches
the average electron content data appropriate for the location. A
further constraint used is that the electron density at IOOOKm
from the model profile should also match the average value of N at
100OKm observed by satellite probes. Fig. 1 illustrates the
details of this technique.

3. RESULTS AND DISCUSSION

Using the technique described in the previous section, Velectron

density profiles have been built upto 1000Km. altitudes. The pro-
files have been built for the locations of Delhi, Ahmedabad,
Calcutta, Hyderabad and Kodaikanal covering a large latitude range
to determine the accuracy of topside profiles. These are compared
with the available topside profiles from the Alouette I and
Alouette II satellites.

The model electron density profiles built for summer and winter
day time and for minimum and maximum solar conditions for the
stations Delhi, Ahmedabad, Calcutta, Hyderabad and Kodaikanal cove-
ring a geomagnetic latitude range from 20ON to about 1 0 N are shown
in igures (2), (3), (4) and (5).

The values of Kl and Ku for solar minimum condition and K for
solar maximum condition determined to give the best match are
summarised in tables I, TI, III & IV. It may be noted that the Ki

for solar minimum and K for solar maximum conditions mostly
decreases as the geomagnetic latitude decreases.

Recently Bent et al (1971) described a method of building an
ionospheric model profile upto 1OOOKm. using the topside and bottom-
side profiles covering almost one solar cycle. The model profileI can be predicted for a particular time, location and solar activity.

The present technique differs from Bent's model in the followiri
ways:
i) The profile from him to hm + 1.5 Hm based on the work of Seddon
is built usings(-chapman layer making use of bottomside profile
while in Bent's model he uses a biparabolic model.
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ii) Bent divides the topside exponential profile into three
arbitrary height ranges and adjusts the decay constant K to match
the observed profile. In our work the topside region is divides§on physical grounds into two altitude ranges, the lower one

, corresponding to heavy ion(O+) as the dominant constituent and
the upper one corresponding to lighter ions as the dominant
constituents. The transition height between the lower and the
upper regions is chosen based on the experiment mal data on the
transition altitudes from 0* to lighter ions as discussed earlier.
iiI) In addition to foF2 data we also have used electron
content data as a constraint on the profile.
iv) Another important difference is that in Bent's model, he
divides the whole latitude range into 3 groups, 00 to 300, 300
to 600 and 600 to 900. It is well known that in the 00 to 300
latitude range there is a strong latitudinal dependence of iono-
sphere due to the presence of equatorial anamoly. In our model
the latitudinal dependence at low latitudes is explicitly intro-
duced in the profile building.

According to Bent's model for low solar activity (flux
value 120) and for (00 to 300 )N latitude region, the decay cons-
tants for the lower, middle and upper portion of exponential pro-
files ares

1  7-5x10"cm, K " 7.3x10 8 cm, Ku= 8

while from our model we obtain for low solar activity during
summer daytimes

KX 8923x1O'Scm, Ku =3.42x1O'8CIS

and for low solar activity during winter daytimes

KX 9.19ZIO'8 Cm, Ku = 3.43x10"8 co

Thus our model is expected to be more accurate for

wapplication in the tropical region*.
It is considered that the techniquc described in this: paper enables one to build electron density profiles when the

vionospheric parameters such as foF2, h1F, and electron content
~are available as inputs. Further work an refinement of the
~modelling technique described here is in progress*

i 4. EVALUATION OF IONOSPHERIC ERRORS IN RANGE AND ELEVATION ANGLE

Using the profiles built as described above, the rang and
elevation angle errors at various frequencies (20MHz-5GHz) and

~for different zenith angles (10°-800) using the 3-dimensional ray

tracing program developed based on a modified version of Jones'
, Ray tracing program have been computed. Some sample calculations

for Delhi, Ahmadabad, Calcutt a, Hyderabad, Kodaikanal are
"shown in figures (6,(7). (8) and (9).
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TABLE- 1

K VALUES FOR SOLAR MINIMUM SUMMER DAYTIME

Station Geomagnetic Latitude Kl(cm) Ku(Cm)

Delhi 190111N 8.23x10 "  3.42x10 "8

Ahmedabad 14001IN 7.34x10 -  3.39xO 8

8 -8
Hyde rabad 07039'!N 6 . 58xI 0 -  3, 35z 0 -

Kodaikanal 0°P44N 7.30x10 8  3.4x108

TABL E - II

K VALUES FOR SOLAR MINIMUM WINTER DAYTIME

Station Goemagnetic Latidue K1(om) Ku(cm)

Delhi 19011'N 9.*2xl0 "8 3.45xio -8

Ahmedabad 14001IN 8.10x1O"  3.sx1O- 8
Hyderabad 7O039IN 7.86 10 "8  3.3&1-8
Kodaikanal 044eN 7.x 10 8  - 8
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IE VALUES FOit SOLAR MAXIMUM SUMMER DAYTIMEZ

Stationa Geomagnetic Latitude K(cm.)

*Delhi 19*11 IN .1I

*Ahmedabad 140o1'N 6.3,5x16-

-8

Hyderabad 07 0391N 6lxO

X VALUES FOR SOLAR MAXIMUM WINTER DAYTIME

Station Geomagnetic Latitude

Delhi 19 0 111N 6.76xIO-8

/Ahmedabad 1IO01'N 6.6711 0-8

Calcutta 12 151N 65xo

Hyderabad 07*39'N 6.47XlO8

Kodalkanal 00i441N 6.25z1108
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MONITORING OF THI TROPOSPHERE USING LOW ELEVATION
SATELLITE RADIO BEACONS

Y.V. Somayajulu, Tub RUm Tyagi & A.B. Ghosh

Space Resoearh Section, Radio Science Division
National Physical Laboratory, Now Delhi-110012

Abstracts In this paper some effects of characteristic
enhancements and/or fluctuations of the amplitude of the

satellite radio beacon transmissions are described. It isiconvincingly shown that these effects are of tropospheric
origin. The characteristics and the detailed statistics of
the occurrence of these effects is described based on the

f 40-41 MHs transmissions of the satellite INTASAT recordedI/ I for the period Nov. 1974 to March 1976.

11. INTRODUCTION

Anomalous enhancements of the signal amplitude of thef .radio beacons received from the satellites at low elevations
have been reported in literature. MASS and HOUMINER (1967)

observed signal amplitude enhancements on two successive
* 'satellite passes and concluded that the effect resulted from

the multipath propagation caused by field-aligned ledges.
On the other hand, HARTMANN (1967, 1969) reported sudden
increases in signal amplitude on a considerable number ofoccasions when the satellite was at low elevation angles in

the range 2-28o. Normally at low elevation angles the signal
strength was 2-3 dB above the noise level. However, when the
effects occurred, the field strength suddenly increased upto
15 dB shortly after satellite rise or shortly before satellite
set. The enhancements also showed amplitude fluctuations with
quasi-periodicity ranging between 0.3 to 8 Hx and the durations
of 3-20 seconds. HARTMANN observed that the occurrence of these
effects coincided with strong gradients of the tropospheric
refractive index and showed that these could be explained the*-
retically if the troposphere is considered to act like an ochelle
grating causing diffraction of the signal. Such effects some-
times occurred upto three times in succession in the same pass.
KZRSELY and EDWARDS (1970) reported some characterstic low angle
enhancements of signal strength, which they called 'tail bursts'
and concluded that they appeared to be ionospheric in nature
resulting from multipath propagation.

In this paper we first present the results of a co-ordinated
set of observations including satellite radio beacons carried out
during a large tropospheric event and convincingly demonstrate
the feasibility of detection of tropospheric changes using the
satellite radio beacon technique and then present the details of
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all the events recognised using the 40-41 MHz Faraday fading
records from the oINTASAT' transmissions obtained at Delhi
(28.630N, 77.220Z) during the period November, 1974 to March,
1976.

2. DESCRIPTION OF THE COORDINATED PROGRAMIE OF
OBSERVATIONS FOR MONITORING THE TROPOSPHERE

A coordinated programme of multi-technique monitoring of

the troposphere has been started recently at the National
Physical Laboratory (NPL), Now Delhi. The techniques currently
employed ares8

(1) radio beacon signals received on 40 and 41 MHz
frequencies from the orbiting satellite INTASAT(1450 Kn nominal circularp sun-synchronous orbit);|

(Ii acoustic sounding radar (SODAR) located in NPLI and
(iii) a line-of-sight (LOS) microwave link operating on

a frequency of 7.2 GHz between Delhi and Sonepat
(50 km. path)

In addition, meteorological data from the radiosonde measure-
ments regularly carried out by the India Meteorological Depart-
ment is also available. The satellite radio beacon technique
provides a measure of the total or integrated effect of the entire
troposphere and the ionosphere. Techniques (ii) and (iii) provide
monitoring of the troposphere upto heights of about 500 m. The
tropospheric effects dominate over the ionospheric effects for
satellite elevation angles loes than 150. Therefore the satellite
radio beacon recordings are extended to cover the entire pass
almost from horizon-to-horizon in order to include the ionospheric
as well as tropospheric effects. INTASAT is a sun-synchronous
satellite and the satellite passes over the observing station around
the same diurnal hour once in the forenoon and once in the late
evening. The pass-times for Delhi are around 08-10 hours and
20-22 hours local time. These times are convenient for tropospheric
studies as the changes in troposphere are frequently observed
following the rising and setting of the Sun.

In order to distinguish and demonstrate the tropospheric
effects, a typical example, showing the ionospheric effects of
normal satellite passes is exhibited in Fig. 1. Fig. 1(a) shows
the record of 41 MH. signal received on 15th Dec., 1974. This Is
typical of normal amplitude variation at the end of a record after
the Faraday fadings have lost their identity and the signal
dropped to below the noise level. Fig. 1(b) shows the satellite
spin effect super-imposed over the normal Faraday fading.

3. DESCRIPTION OF THE TROPOSPHERIC EVENT OF DEC. 19-21,1974

* A rather unusual and strong tropospheric event occurred during
the period 19-21 December, 1974. SODAR gave the first warning that
a major disturbance was underway. The SODAR happened to be in round
-the-clock operation during the period of growth of the disturbance.

682

I7



During the day all through the period of disturbance the SODAR
fascimile record showed the usual formation of the thermal
plume structure. Normally during nights, laminated stratified
stable structure characterise the records. However, a strong
wind shear appeared on the night of 17-18 December at a height
about 300 meters and developed into a large wave motion, by the
night of December 19-20 December, super-imposed on the laminated
stable structure. The wave motion broke into ripples during the
later part of the night (Mitra et al, 1976). Though the SODAR
provides information on the general structure of the troposphere
upto about 500 m altitude its usefulness is limited only to
night hours. The evidence of strong tropospheric activity was
also recorded by the 7.2 GHs LOS link signal intensity. The
microwave-link signal variations are available on continuous
basis and are directly relevant for comparison with satellite
beacon observations reported here.

The microwave-link signal strength recordings are shown
in Fig.2. Under normal tropospheric conditions the microwave
signal strength is steady as shown in Fig. 2(a). when there

a : are abnormal tropospheric conditions such as high gradients,
the signal strength decreases by several db as shown in Fig2(b)0
(Mitra ot al, 1976).

The SODAR observations duribg December 19-21, showed that
the general inversion structure formed during the night has been
disturbed on several occasions. The extent of this disturbance
determines the extent of clear atmospheric turbulence. On
December 20, when the effect was largest on the satellite beacon
and the LOS-microwave-link signal intensities, thQ SODAR data
showed plumes revealing that the troposphere thermal structure
was broken into oscillations. ( Mitra et al, 1976).

Radiosonde data from India Meteorological Observatory,
Delhi', were used to derive the radio refractivity profiles for
December 19 and 20, 1974, for o4 o and 1630 hrs.(Mitra et al, 76)
and are shown in Fig. 3. It may be noted that on both these
days the initial gradient during nighttime was about -130 N units/
Km which is high in comparison to normal (daytime) gradient which
is usually about -40N/Km.

4. RESULTS OF THE SATELLITE RADIO BEACON MONITORING OF THE
TROPOSPHERIC EVENT OF DECEMBER 19-21, 1974.

The amplitude of the 40 and 41 MHz radio beacons from the
INTASAT orbiting satellite were being regularly recorded at the
National Physical Laboratory, New Delhi, since itelaunch on
14 November, 1974. Several cases of amplitude enhancements and/
or fluctuations have been observed and examples are shown in
Figs. 4 and 5. The recordings made on the morning hours of
December 14 and 16, 1974 show abrupt amplitude fluctuations for
about 40 secs. (fig. 4 &a, 4b). It may be noted that on December
14, the fluctuations occurred in the beginning, while on Dec. 16,
these occurred towards the end of the record, thus showing that
the effects may occur at low elevation angles both towards north
as well as south of the observing station (SomayaJulu et al,1975)
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The more interesting examples recorded on December 19, 20 and
21 are shown in Figs. 5a, 5b, and 5o. In all these cases the
amplitude enhancements occurred twice in succession and heavy
fluctuations are superimposed over them. We have soon earlier
from Fig, 1(b) that the spin introduces modulation on the ampli-
tude. One must, therefore, consider these cases carefully. The
point under consideration is whether the amplitudo enhancements
have really occurred twice in each case or a single effect is split
into two due to spin effect. On careful examination one notes the
following points& Firstly, the time period of the enhancement
effects is different from the spin period, Secondly, the enhancement
disappears abruptly at least in three cases while the effect of the
spin is more gradual. Therefore, we are led to the conclusion that
these enhancements in fact have occurred twice in each case.

The amplitude effect on 20th December was largest of all the
throe cases described above. Further it may be interesting to note
that the time of this effect coincided with the maximum depression
observed on microwave link record shown in Fig. 2(b). On SODAR the
atmosphere was found to be broken in-to oscillations on this night.

4.1 ORIGIN OF AMPLITUDE EFFECTS DURING THE EVENT OF DEC. 19-21'74

KZRSLEY and EDVARDS(1970) noted that a feature of the records
containing 'tail bursts' was an irregular variation in the Faraday
fading period throughout the pass indicating strong horizontal
gradients in ionisation. However, in the present case the records
containing amplitude enhancement and/or fluctuations do not show
the fluctuations in Faraday fading periods throughout the pass,
though in some case few fades did show fluctuations in the fading
period. Secondly, no 'tail burst' was observed to the north of
the station by KERSLET and EDWARDS while in our case the amplitude
effects have been noted both towards north and south for low ele-
vation angles. As the present data is limited to four months only
no seasonal effects can be considered. The above considerations
indicate that these effects could be of tropospheric origin. Fur-
ther, in general, these effects are only rarely observed. However
during the period 14-21 December, 1974 which was meteorologically
active such effects were observed on 5 out of 8 days. Moreover,
the effects on 20th December which were the largest coincided with

Athe peak of the effects on microwave link. The SODAR observations
also showed that on 20th December, 1974 the atmosphere was broken
into oscillations. Also, the tropospheric refractivity profiles
showed very large initial refractivity gradients. Therefore, it
may be concluded that these effects are of tropospheric origin.
This largo tropospheric event lasted from 14th to 21st December,
1974 and the growth and decay of the disturbance through the
various techniques is given in Fig. 6. In this representation the
day is used as one block and night as another. The effects noted

.* on satellite radio beacons are shown at corresponding hour of the day.
The correspodonce between the difference obseeVations is obvious,

it arrears
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that the disturbance maximised around 20th of December, 1974. An
important point to note is while the disturbance lasted for a
week the effects were strong only during nighttime conditions,
during the day, they were subdued. This was the case for radio
refractivity, for microwave propagation characteristics, for
SODAR characteristics and for the satellite beacon transmissions.

This also seems from this diagram that the satellite beacon
technique is a little more sensitive to such disturbances in
comparison to other techniques used. And hence it may be stated
now that the satellite radio beacon amplitude recordings can beused to monitor the tropospheric events. The statistical morpho-
logy of these effects is given in the next section.

5. STATISTICAL MORPHOLOGY OF TROPOSPHERIC EFFECTS MONITORED USING
4o0-4i MH INTASAT TRANSMISSIONS DURING THE PERIOD NOVEMBER'74
TO MARCH 1976

Apart from the strong tropospheric event on 19-21 December'7I,j such effects were observed on several other occasions. During then
period November 1974 to March 1976 about 45 cases were identified.
The effects were more towards the north than towards south. How-
ever, this inference could be misleading because the satellite
INTASAT crosses Delhi in the direction south to north in the
evenings and north to south in the mornings. It is shown in the
previous section that the tropospheric disturbances occur more
during the nights than during days. Because of the manual operation
the effects occuring shortly after the rise of the satellite are
likely to be missed. Therefore there is more weightage for the
events occurring towards north than towards south. Elevation angles 3

were calculated for all the cases identified so far. These are
summarised in Table 1. It may be seen from the table that most of
these cases occurred when the elevation angle was within 100. This
is in agreement with the expectation that tropospheric effects
dominate the ionospheric effects at low elevation angles.

The occurrence of these effects seems to be quite random and
no seasonal effect can be identified except that the cases were 
very few during the months of April to June.

The recordings with INTASAT are made with fixed antenna system
and so the sensitivity at low elevation angles is poor. Thereforq
only large tropospheric events can be recorded. If the system4 sensitivity can be increased by using an antenna which can follow
the satellite, even the weaker events can be monitored. The recor-
dings from orbiting satellites are also limited in diurnal cover-
age as only 2-4 passes can be recorded per day. Continuous cover-
age is possible if a geostationary satellite at a low elevation
angle can be used. A 140 MH. phase lock receiving system was set
up at Gauhati to record ATS-6 transmissions at about 200 elevation
on a continuous basis. The results from this study will be presen-
ted elsewhere.
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i ' TABLE-i

------------------- ----------------------------------------------------- r

Ti:e period - November 1974 to March 1976

Total number of cases identified -- 44

'," Effects north of Station -- 38

SRange of elevation angle (00-50) (60-100) 100

Number of cases -- 17 25 2
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TROPOSPHERIC EFFECTS ON SATELLITE-EARTH LINKS

Claus Fengler

Department of Electrical Engineering

McGill University, Montreal, Quebec

ABSTRACT Effects in satellite-earth links in the VHF and UHF
range caused by the troposphere are considered. It is found
that these effects occur in particular at weather situations
which are associated with ground inversions, cold fronts, and4 elevated discontinuities.

1. INTRODUCTION

In ionospheric research satellite-earth links are used to study
the structure of the ionosphere. But not only effects due to
the ionosphere were recorded on these links but also effects4caused by the troposphere. Very long periodic fadings (5-30min)
were observed at the 136 MHz and 400 MHz transmission of
stationary satellites which were not related to ionospheric
activity (T.J. Elkins; M.D. Papagiannis; J. Aarons, 1967).
G.K. Hartmann (1969) found satellite rise effects (SRE) and
satellite set effects (SSE) at 20 MHz, 40 Mdz, 136 MHz, and
400 MHz which are the result of diffraction of the radio waves
by structures within the troposphere. Satellite radio beacons
are used at 40 MHz to monitor the troposphere (Y.V. Somayajulu;
Tuhi Ram Tyagi; A.B. Ghosh, 1976). Amplitude and phase fluctua-
tions caused by the troposphere were observed at 140 MHz and
360 MHz (W. Degenhardt; G.K. Hartmann, 1967). These results
show that the troposphere cannot be approximated for this type
of links as homogeneous medium. In order to find the specific
tropospheric structures influencing these links other observa-
tions at 136 MHz and 35 MHz were avaluated in respect to the
tropospheric structure existing at the time of observation.

2. EVALUATION OF 136 MHz AND 35 GHz DATA

For more than 5000 cases the difference between observed and
calculated rise time of orbiting satellites was analysed by
determining the beginning of the audibility of the 136 MHz trans-mission (G. Fengler, 1971). The result of the analysis shows in

13.2% of all cases an anticipation of the audibility of more than
30 sec (in 4.5%) or a delay of more than 60 sec (in 8.7%) occur.
These very strong effects were correlated with the simultaneous-
ly existing tropospheric structure. It was found that anticipa-
tion effects were related to situations with ground inversions
and cold fronts whereas the delay effects were related to sit-
uations with strong elevated discontinuities.
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A similar investigation was performed for 35 GHz radiation of
the sun playing the part of a satellite. The attenuation of
this radiation is fairly good correlated (depending on elevation
angle) with the absolute humidity if cases with precipitation

* ,are excluded. (E.E. Altshuler; V.J. Falcone, Jr.; K.N. Wulfsberg,
* !1968; and L.E. Telford; E.E. Altshuler, 1975). The evaluation

of 230 cases with 50 elevation angle yields that 20% of all cases
have a large derivation from the regression line. (Fig.l). It
was found that 77% of these runaways with larger attenuation re-
lated to the absolute humidity were in these cases when the rays
from the sun pass through cold fronts. The runaways (23%) with
a smaller attenuation related to the absolute humidity were as-

*sociated with strong high pressure areas, situations which have
a tendency to produce pronounced elevated discontinuities (Fig.2).

3. THE CORRESPONDING TROPOSPHERIC STRUCTURE

The correlation of the 136 MHz and the 35 GHz data with simul-
j taneously existing tropospheric structure yields the common

result that cold fronts and strong elevated discontinuities pro-
duce a strong effect. The profile of the refractive index of
a cold front and the following region of cold air is equivalent
to the profile of ground inversions (Fig.3) which produce good
ducting properties for VHR and UHF what the anticipation at
136 MHz explains.':-Otherwise cold fronts are associated with
regions of strong precipitation (Fig.4) which lead to a larger
attenuation at 35 GHz. Strong elevated discontinuities can be

*considered at 136 MHz as reflecting boundaries. The coefficient
of reflection becomes high at grazing incidence which occur in
particular at low elevation angles at the satellite. The rays
are deflected and a delay of audibility is observed. 'The small-
er attenuation at 35 GHz can be explained by refraction process-
es in the layered medium or simply as a stronger decrease with
height of absolute humidity in extensive high pressure areas.

Discontinuity layers are in motion and give rise to long period-
ic fading known on earth VHF and UHF links. Discontinuity lay-
ers embedded in less stable air may act as duct for gravity
waves which have periods between 2 and 20 minutes (G. Fengler;
G. Stilke, 1968). This is in agreement with the interpretation
of the fadings of the transmission from stationary satellites
by gravity waves (T.J. Elkins; M.D. Papagionnis; J. Aarons,
1967).

4. CONCLUSIONS

Long periodic fluctuations of the received field strength in
satellite earth links in the VHF and UHF range can be explained
by the impact of cold fronts, ground inversions and elevated
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inversion. These tropospheric structures have also an influence

on the attenuation of wave at frequencies greater than UHF.
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TiiIIOSPtERIC LONG RATIGE PROPAGATION STATISTIC3 TAIRCUGiH THEFIRST CHIv2'SE SATELLITE TRARSIISSION

P.Beni, F.Bertini, P.F.Pellegrini

Istituto di Ricerca sulle Onde Elettronagnetiche, C.N.R.
Firenze, Italy

Abstract
Results are presented of a research on H? long range

propagation obtained at LIME, Firenze by using the radio signal
radiated by the first Chinese satellite (1970-34 A).

Three phases of the work were developed.

I) Studly and realization of a crosscorrclation recciving system,
which is able to measure the level of the received signals
down to a post detection S/N ratio of -27 dB.

2) Statistical analysis of the received signals as . function of
the geometry of the radio linlk, geographic coordinates of the
satellite and station, local solar time etc.

3) Interpretation of the results on the basis of the actual io-
nospheric conditions by means of ray-tracing techniques.

The signal at 20.009 li.z, has allowed the study of tran-
sionosphcric propagation beyond the horizon.

Particular attention has been given to the quantitative
determination of the paremeters characterizing this hind of pro-
pagation.

Ray-tracing techniques analysis h-ac verified that par-
tially-guided lovw-loss paths are consistently available.

Leasured values of path losses over ranges up to the
antipodal point of the ground station are varying btween 120
and 150 dB. An improvement over free-space proparation losses of
the order of 4 dB over ranges of 12000Kim, and up to 6 dB for
nearly antipodal satellite passes have been observed.

During the total of 142 revolutions the signal was re-
ceived for 20 per cent of the orbits from ranges greater than
10000Km. The received level shows in particular that its distri-
bution cannot be considered stationary as the distance varies.

Statistical analysis of data on long range HF transio-
nospheric propagation was performed using the radio signals emit-
ted by the first Chinese satcllite (1"70-34 A) and received in
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Iirenze fIl-[51. Te satellite orbited above the maximwu of the

F2 region (perigee 445 K'm, apogee 2400 Km, inclination 68.440).
Te results refer to an observation period of 12 days from April
27, 1970.

As first work the satellite emission characteristics,un-
.no%: a priori, were determined.

The 20.009 i- z sibtqal was A!,, modulated (modulation index
_ 1) by audio synthesized tones of the theme " The East is Red"
and by telemetric inforLTtions in one minute frame. The most fre-

quent tone of the theLe is at 704 Hz.
To perform careful mcasuremnts of the received signal

intensity, in spite o2 the involved low signal-to-noise ratios,
a suitable correlation receiving system was designed and set up

p61. The receiving system consisted of an horizontal dipole anten-
na which feed a receiver operating in ALI (MG mode, IF bandwidth
5KHz), whose audio output was connected to a crosscorrelation de-
tection system to determine the presence or the absence of the
784 Hz tone and its intensity.

A decision device discriminates the 784 Hz tone sequence
allowing the signal identification.

The overall detection system allows to determine the
presence or the absence of the satellite-earth link typically with
a probability of error of 1. with AF signal-to-noise ratios of
about -27 dB.

During the 250 hours of the experiment, the signal was
frequently received for long time period when the satellite was
beyond the station horizon thus showing the existence of steady
long range propagation condition. A considerable amount of long-
-range propagation data is available from both the North-Atlantic
and South-Atlantic regions in addition to the antipodal zone.

The overall description of the propagation data obtai-1. ned in terms of reception occurrence, versus the subsatellite-
-station range, is shown in the map of constant reception occur-

] rence curves of Fig.1.
From North-Atlantic zone (500-680N) propagation paths

extending on range up to 8000Km take place between 20 and 00
station LST, and 10-20 satellite LST (satellite altitude 445-1500
Kmn).

The sunset region in the vicinity of the ground reci-
ving station results to be favo'able for the reception.Propagation

* from South on ranges between 7000 and 12000 Km during descending
.. I passes takes place at 2100-2330 station LT (satellite altitude

800-1600 Kin).
Propagation paths extending along the sunset transitionA further demonstrates as the twilight belt plays an important role
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in the long range propagation. Propagation from antipodal region
has been observed between 06 and 10 station LT (20-22 satellite
LST, satellite altitude 1250-1450 Km); the propagation paths we-
stward crossed the sunset transition near the equatorial anomaly
then the signal via ducting propagates in nothernhemisphere and
was received at ground.

To the purpose of analyzing the paths through which
guided propagation may occur, a three-dimensional ray-tracing
procedure on a world-wide scale was applied [5]. This procedure
is based on the numerical integration of the ray canonical equa-
tions orifinating from geometric optics and uses a three-dimen-
sional model of the ionospheric electron density constructed from
experimental data (IOAA Boulder, Colorado).

As a result when the satellite was in the antipodal re-
gion at an hight -bove that of the F2 hma x (1250-1450 YIn) at

2030-2200 LT partially-gui ded paths westward were found. The en-
countered sunset transition allows the conversion from multihop
to guided propagation as shown for example in Fig.2 for revolution
111.

Satellite-to-ground station path loss measurements wc-

re taken on the 142 observed revolutions.
For satellite-station ranges from 6000 Km up to 14000

Km several measured path losses values are lower than free-space
propagation losses from 2.5 to 4 dB. An improvement over free-
-space propagation losses up to 8 dB characterizes the received
signals from the antipodal region.

This turns out to be in good agreement with that found
by H.T.Chang [7], by using the waveguide mode theorj of whisperingC-
-gallery propagation in the F region.

The analysis of the distribution function of the recei-
ved levels (see Fig.3) shows that for different ranges: a) the
distribution bc.havior is approximately of the same type and it is
in agreement with a distribution derivable from Rayleigh, b) the
value of the average level varies only slowly with the range in-
terval, c) the reception probability varies as a function of the
range interval.

This means that for greater ranges the obtained distri-
bution cannot be considered as the tail of a single distribution.

* teThis proves that the mechanisms which supports beyond
the horizon transionospheric propagation are different for diffe-
rent range intervals.

In other words, the distribution of the levels of the
signal cannot be considered stationary as the distance varies.
The amplitude distributions obtained can be considered an estima-
tion of the distributions Pd(Sd) which can be obtained from theo-
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retical consideration on Rayleigh law. Tacking into account the
threshold of the receiving system it results:

2 2

= d-s ) - exp[- (Sd-
2s

where: Pd (s d) is the probability density of reception of a signal
level sd

s is the mean square value of the signal that should

have been received from a system without threshold

s t  is the threshold level of the receiving system.

sd  is the detected signal.
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LINE-OF-SIGHT ELECTRON DENSITY GRADIENTS
AS DEDUCED FROM AN EMPIRICAL IONOSPHERIC MODEL

George Nesterczuk, Jerry K. Kozelsky
Atlantic Science Corporation

Riverdale, Maryland, USA
and

John A. Behuncik
NASA/Goddard Space Flight Center

Greenbelt, Maryland, USA

I. INTRODUCTION

The need for a good model of the ionosphere on a global scale has

existed for some time. Such a model would find application in a number ofI areas including communications and satellite tracking. It is for the latter
reason that work was undertaken at NASA which led to the development of the
Bent Ionospheric Model, an empirical worldwide model of the ionosphere.

I : The model is used to compute ionospheric refraction corrections to range,

range rate, and angular satellite tracking data. As orbit determination req-
uirements become more demanding, the ionospheric model must be equal to

the task. The model has to be able to provide the refraction corrections
needed in geodetic work as well as for satellite to satellite configurations.

A global model is absolutely essential for such applications.

Models of the behavior of the ionosphere above one site with the implicit
assumption of homogeneity throughout the visible sky obviously will not do for

these global requirements. One must concede, however, that there are

inherent computational difficulties in working with a model on a global scale
and this has been partly the reason for using more localized versions of

ionospheric models. With our current generation of high speed computers
this need no longer be a problem.

The results presented here are only a portion of a larger effort
to develop the techniques required to compute satellite to satellite refraction
corrections in an operational orbit determination environment. In this paper
we will look at the effects of line of sight gradients, as predicted by the world-

wide Bent Ionospheric Model, on ground to satellite measurements. The

results and conclusions apply equally to transionospheric satellite beacon

measurements of total electron content (TEC) as well as range and range rate
measurements in satellite tracking.

II. THE IONOSPHERIC MODEL

A. Model Development

The model was developed from a global data base of bottomside
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and topside soundings. Data was acquired for the years 1962 through 1969,
which includes a solar maximum year. Bottomside data was available in the

form of hourly profiles to the height of the fOFZ peak. A total of over
400, 000 of these soundings was included in our analysis. The topside model
was deduced from over 60, 000 topside Alouette and ISIS satellite soundings

and an additional 6000 density probe measurements from the Ariel 3 satellite.
Though the data was not evenly distributed around the world it did span a

range of from +85 degrees to -75 degrees magnetic latitude and covered a
wide span of local time. The topside data enabled us to model the ionosphere
to a height of 3500 km. No attempt was made to model the detailed structure
in the bottomside, for the intended purpose of this model was to provide an

accurate prediction of integrated electron content. Hence the bottomside
model is more a "bottomside content" model than a proper profile.

B. Density Profile

To facilitate the analysis of the large volume of data available, an
assumption as to the shape of the profile was made. The assumed profile is
shown in figure 1 . Correlation and recursive analysis was then used to model
each of the parameters k 1 , k 2 , k3 , k 4 , k5 Yt' Y., fOF2 and Hmax. The
equations governing the various segments of the profile are exponential in the
topside, biparabolic in the bottom and parabolic around the nose.

Topside layers: N=Nie'kia (la)

Topside, near peak density: N=N,(1- y-- ) (lb)
t

Bottomside: N=N(

Where N. is the electron density at maximum. Y. and Yt are thickness
parameters of the lower and upper parabolic layers, respectively.

k's are decay constants for each of the five topside exponential
layers.

The topside parabola extends from the height of maximum electron density

Iup to the point where the slope of the parabola matches the slope of the
lowest exponential layer.

C. Topside Ionosphere.

jThe initial analysis was performed on the profile from 1000 km

down to the height observable by the sounders. Later two more layers were
added from 1000 km to 2000 km and Z000 km to 3000 km. Considerable

* effort was expended in trying to model the region below 1000 km using a
single value of the exponential decay constant k (eq. la). This was found to
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be impossible and this region of the ionosphere was then divided into three
equal segments with decay constants k 1 ,k 2 ,k 3 (Fig. 1). The wide variations
in the k values as shown in Figures Za and Zb are a clear indication of the
impossibility of modelling the topside with a single exponential constant.

In correlating the kis against a number of variables, strong
correlations were found to exist with variations in solar flux, magnetic lati-
tude, and critical frequency fOF2. No explicit dependence on local time was
found, but an implicit dependence exists by way of the correlation with fOF2.
The resultant dependences of the k's on all these parameters are displayed
graphically in Figure 2b. A north-south symmetry was also noted in the
latitudinal dependence of the k's as evidenced in Figure Za. This figure is
a plot of the mean values of the k's for all values of solar flux and critical
frequency. It is interesting to note that the equatorial anomaly and the mid-
latitude trough are both quite evident in this plot. This observation supports
the view that large scale empirical models can be quite useful in theoretical
studies of the ionosphere.

In addition to these basic variations in the k's a seasonal depen-
dence was also found and modelled. Summer and winter adjustments to the k
values were found to be as large as - 15% of the spring and fall values.

The most difficult region of the ionosphere to model was the
portion connecting the lowest measurable point in the topside sounding with
the maximum density from the bottomside. Little or no data was available
in this domain hence a parametric representation had to be improvised.

Comparisons of the modelled TEC against measured TEC indicated that a
parabola having a thickness parameter of Yt (eq. lb) provided the "best fit".
Yt is set equal to the more extensively modelled bottomside Y. for values of
fOFZ up to 10.5 MHz,and thereafter takes on larger values as fOF2 increases.
The lowest exponential layer and this parabolic "nose" are then matched at a
height Hmax +d where the slopes of the two curves are equal, thus producing
a smooth, continuous profile.

D. The Bottomside

INo attempt was made to model the bottomside profile exactly, but
the general shape is that of a bi-parabola (eq. 1c) and this is what was chosen.

J For each bottomside profile the electron content was integrated up to the
maximum electron density. Y. was then chosen such that the TEC from the
bi-parabola would match the TEC from the observed profiles. Correlation
analysis was performed on Y. against 10. 7 cm solar flux, fOF2, local time,

4and season. No direct solar flux dependence was found, but a high degree of
correlation was discovered with variations in fOF2 and local time. The
resultant dependence of Y. on these quantities is illustrated in figure 3. Thf.
local time dependence for values of fOFZ greater than 10 MHz follows the
10 MHz curve in that figure. A weaker, though still significant, correlation
with season was also noted and is included as an update in the calculation of
Y.
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d o E. Critical Frequency (fOFZ) and Height of Maximum Density

(Hmax)

By far, the most important parameter needed to predict an iono-
spheric profile, using the Bent Ionospheric Model, is the critical frequency
fOF2. f0FZ is obtained, as a monthly median prediction, by using a method
developed at NOAA. The technique, described by Jones, Graham and
Leftin (1969) and generalized by Jones and Obitts (1970), was developed from
a worldwide data base of fOFZ observations collected over a period of several
years. fOF2 is represented by a series containing diurnal and geographic
terms. The time variations are given by a Fourier series of harmonic terms
up to the sixth order. The geographic variations in latitude were found to
correlate well with the geomagnetic field, hence the'Ynodified" magnetic
dip "x" (eq. 2) is used to define the primary latitudinal dependence of fOF2.

- I
x= tan (2)

where I= magnetic dip angle
= latitude

The longitudinal variations as well as additional latitude terms are expanded
to the eighth order. A map of the worldwide distribution of fOF2 predicted by
this technique is illustrated in figure 5a.

The series representation of fOFZ produces a monthly median
value, but day to day excursions of fOF2 from the mean can be quite large.
A procedure was devised to update the median fOFZ using the daily value of
solar flux, thus, in effect allowing a "daily" prediction of fOF2. For work
requiring great accuracies, the predicted fOFZ can be replaced with measu -
rements from ionospheric sounders.

The height of maximum electron density, Hmax, is given by

Hmax=1346. 92-526.40(M3000)+59. 825(M3000)a (3)

where M3000= MUF(3000)F2
At fOF2

and MUF (3000)F2 is the maximum frequency which can be used to propa-

gate a signal over a distance of 3000 km by reflection from the F2 layer.
Equation (3) was derived from the Appleton-Beynon (1940, 1947) equations.
The M3000 ratio is predicted on a monthly mean basis, in a manner similar
to fOF2 but using fewer terms and a different set of Fourier coefficients in
the time series.
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F. Comparison With Chapman Profile

The Chapman profile is the most commonly used profile in iono -

spheric work today. A study was undertaken to compare the Bent and
Chapman profiles at several locations on the globe and under varied ionos-
pheric conditions. An example is illustrated in figure 4, for location Quito,
Ecuador on 15 January1969. Two Chapman curves are plotted, differing
from each other in the scale height, as indicated below.

Chapman 1 H=1. 66 (30+. 075 (Hmax-200))

Chapman 2 H=1.66 (30+. 200 (Hmax-200))

All three profiles are normalized to Nmax at Hmax.
The Bent profile was found to be consistently denser than the

Chapman profile at heights above 1000 km. Below 1000 km the results
varied with the Bent profile sometimes thinner than Chapman, and at other
times denser than Chapman. The profile identified as Chapman 1 gave the
best agreement with the Bent profile. In the sample illustrated in figure 4,
the TEC from the Chapman I and Bent profiles are in excellent agreement.
This was not always the case, for the two profiles generally disagreed by

P10% to 20% in TEC and in some cases by as much as 50%. The Chapman 2
profile was consistently thicker (denser) than the Bent profile and produced
TEC values from I to 7 times larger than the Bent TEC.

G. Accuracy Of The Model

Numerous evaluation tests of the model were made, primarily
comparing predicted TEC values against Faraday rotation measurements.
It was found that in general, TEC can be predicted, using the Bent model,
with RMS residual error of Z0o- 25%. This error can be reduced to 10% -

v 20% if measured values of fOF2 are used as input to the model,to override the
predicted fOFZ.

A sample comparison between measured TEC and modelled TEC
can be seen in figure 6. The plot is of ionospheric group delay at 1600 MHz

for each day of November 1968 at 0h UT. The measurements were taken
from Honolulu to the ATS-l satellite, and observations of f0FZ were obtained
from a sounder station at Maui. The Maui fOFZ were used in the model in

- place of predicted fOF2 to generate "updated" profiles and TEC. Note the
] excellent agreement between measured delay and modelled delay.

A more detailed discussion of the model development, evaluation

and its applications can be found in Bent et al (1975) and Llewellyn and Bent
(1973).

III. THE RAY TRACING PROGRAM

For our comparison standard, TEC was obtained by ray tracing
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through the ionospheric profiles predicted by the Bent model. The ray tracing
program is a double predision arithmetic application of Snell's Law in spheri-
cal form. Numerical integration of the equations, relating ray bending and
electron content to changing local elevation angle and refractivity, was per-

. formed layer by layer through the ionosphere to provide the TEC. The
program is capable of using electron densities predicted by either a Chapman
profile or the profile predicted by the Bent Ionospheric Model.

To define the electron density variations along each line of sight,
up to 150 density points were used for low elevation cases. At higher eleva-
tions this number was gradually reduced to 50 points. The densities were
generated prior to the ray tracing process, and during the generation proce -

dure straight line propagation was assumed. Values of the density were
computed at 20 km intervals along the path from the bottom of the ionosphere
up to a height of 1000 km. Thereafter the interval was increased to 200 km
up to the top of the ionosphere, which for this study was set at 3500 km.

Electron densities were provided to the ray trace program at
specified heights by interpolating between these 50 to 150 precomputed
density points. Below the maximum density the interpolation was of fourth
order. Above maximum density, quadratic interpolation was used in the
parabolic region of the profile, and logarithmic interpolation in the exponen -
tial layers. Integration steps were 1 km in height below 1000 km and 5 km
for heights above 1000 km. Integration of the density through each step was
performed with a 3 point Simpson's rule. Tests of the numerical stability of
this approach indicated that TEC at vertical incidence was accurate to 1 part
in 108 . This was deemed more than adequate for the purposes of this study,
since we were looking for TEC effects of order 5 parts in 1 0 ' or larger.

IV. EVALUATION CONDITIONS

Our first requirement was to select a time and place at which
severe horizontal density gradients could be expected to exist. By examining
available maps of ionospheric characteristics such a site was selected at
Kashima, Japan (lat = 35.95, lon = 140'. 7) for 12 h U.T. on 15 January 1969.
Worldwide maps of fOFZ and vertical electron content Nv corresponding to

that date and time are reproduced in figures 5a and 5b. The fOF2 gradients
in the visible sky over Kashima are shown in figure 7. These severe gradi-
ents are typical of the ionosphere in low latitude regions.

Lines of sight were chosen at 30* intervals in azimuth for eleva-
tions from 0 ° to 90 ° . From 50 to 150 electron density points were computed
for each line of sight, and TEC was then integrated by ray tracing through
these precomputed points. Results of the ray trace integration for several
elevation angles are plotted in figure 8. TEC was also calculated analytically
using equation 5, below.

TEC= N'sd - N(h) sec cp (h) dh (4)
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* where sec cp () h 1 Re +hEl

TEC secv (c) N(h) dh = G • N v  (5)

Equation 5 is derived from equation 4 by postulating the Mean Value Theorem

for integrals. The value of secp(Fi) was evaluated for each line of sight at a
height corresponding to the mean of the density distribution, i. e. the height
below which half the TEC is contained. In effect secm acts as a geometric
scaling factor, which maps the vertical electron content N v into TEC along
the line of sight. Typical values of sec cp as a function of elevation are shown
in figure 9.

The density profile N(h) was defined for each line of sight at the
point at which maximum density occurs. By recomputing a new profile for
each line of sight, the gradients in the visible sky (figure 7) were thus taken

into consideration. This approach can be considered to correct for "first''

order horizontal gradient effects on TEC. 'Second" order effects arise from

neglecting these same gradients along the line of sight.

V. RESULTS

The first order gradient effects, alluded to above, are very large
indeed for this test case. In figure 7 we note that fOF2 varies in the visible
sky from 2. 5 MHz to over 10. 0 MHz. This gave rise to N v values from . Z5
to 3.5 x 1017 el/in, and a variation in TEC across the visible sky (fig. 8) by
a factor of 30!

The second order gradient effects, due to line of sight gradients,
are shown in figure 10. In this figure we have plotted the percent error resu-
lting from comparisons of ray trace results to TEC obtained from equation 5

(i.e. assuming a homogeneous profile along the line of sight, scaled by a

geometric factor). The percent error AN is defined in equation 6.

TEC (eq. 5) - TEC(ray trace)
SNT TEC (ray trace) x 100 (6)

Referring to figure 10, we note that ANT can be as large as 20%. Looking

north (azimuth 300 0to 60'0) at elevations above 20%, the homogeneous profile
leads to an overestimate of the actual TEC by up to 18%. Looking south
(azimuth 1200 to 2400 ), at these elevations, we get up to 20% underestimate

with the homogeneous profile. In the east direction the ionosphere appears
to be homogeneous ( NT Z 0% ) at all elevations, while in the west inhomoge-

neities begin to appeAr -,t elevations below 20' . As indicated by the low elev-
ation curves in figure 10, the effects of line of sight gradients become less

systematic the longer the path traversed through the ionosphere. This is
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to be expected, for the ionosphere is a highly inhomogeneous medium with
multiple density inversions (figures 5a and 5b), and the longer the line of
sight, the more these inversions will be encountered.

Let us correlate the results of figure 10 with the ionospheric
state depicted in figures 5a and 5b. At elevations above 20' we are limited
to a local ionosphere over Kashima. The underestimates of TEC indicated
for southward directions in figure 10 correspond to increasing density gra -
dients in figure 5. The overestimates to the north are due to decreasing
density gradients. At the lower elevations, the line of sight pierces further
away from Kashima. The reversal in ANr noted at 5' and 100 elevation fits
in with the reversal in fOF2 gradients at latitude +55 'and longitude 1500. The
inversion in AN, looking south corresponds to the entry of the line of sight into
th equatorial anomaly.

VI. CONCLUSIONS

The conclusion to be drawn from these results is that Nv or slab
thickness values, deduced from standard analysis of equatorial Faraday rota-
tion or group delay measurements, may at times be in error by as much as
20%. In the presence of increasing density gradients, deduced values of N v
or slab thickness will be too large, while for decreasing gradients the values
of N, or slab thickness will be smaller than they should be. This applies to
observations through the east-west gradients at times of sunrise as well asthrough the north-south gradients of the equatorial anomaly.

An interesting implication of these results is that observations from
stations north and south of the equatorial anomaly should give overestima-
ted values of Nv for directions toward the equator. Looking away from the
equator the Nv values would be biased lower than they should be. Stations
situated within the equatorial itself, will in general experience predominantly
decreasing density gradients. Hence, transionospheric observations from
these stations, when reduced to Nv or slab thickness, should be consistently
biased to the low side. This hypothesis lends itself to experimental confirma-

tion using data taken simultaneously from opposite directions of a gradient

region. The INTASAT beacon satellite, in a high inclination orbit, may be an
ZZ ideal satellite to use for such an experiment since a large number of stations

currently tracking it, are located in low latitudes.
.... Further work of this nature using the Bent Ionospheric Model

could be carried out with more stations, to examine latitudinal, diurnal,
seasonal, and solar flux dependences of line of sight gradient effects. Only
then will we have a proper insight into the severity of the gradient problem,
including its magnitude and frequency of occurence.
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THE PERFORMANCE OF THE ATS-6 RADIO BEACON AS A MEASUREMENT SYSTEM 4
R. N. Grubb, R. B. Fritz, and J. E. Jones
NOAA Environmental Research Laboratories

Boulder, Colorado 80302

The overall system performance of the ATS-6 Radio Beacon
transmitter in orbit and the Boulder ground receiver will be
considered. In particular, the calibration accuracy and
stability of the system will be described in terms of the ob-
served difference in total content measured by the 360 to 140
MHz differential group delay and the 360 to 40 MHz differential

group delay during the first year of operation. A summary of
the transmitter housekeeping data and of the ground data col-
lected on the EIRP and satellite antenna polar diagrams will
also be presented.

1. INTRODUCTION

The design of the ATS-6 Radio Beacon Experiment (RBE) transmitter, trans-
mitting antennas, and the Boulder receiving installation have been previouslyI: described (Davies, 1975; Grubb, 1972a and b). The objective of this paper is
to summarize the performance actually observed from the system in orbit and
the Boulder ground receiver system in actual operation.

2. TRANSMITTER PERFORMANCE

The ATS-6 satellite with the transmitter and antennas aboard was launched

on May 30, 1974. The RBE transmitter was first turned on in orbit a few days
later and has been in semicontinuous operation using oscillator 1 of the redun-
dant pair of oscillator synthesizers since that time.

The basic performance of the transmitter itself appears to have been ex-
cellent. The satellite telemetry data received continuously indicates total

ij forward RF power to the RBE antennas close to the prelaunch test values, with
the exception of that at 40 MHz, and shows that very little, if any, drift has
occurred over the nearly two years of operation. Figure 1 shows the forward
power over the period plotted on a single point per day basis together with the

. . !crystal oscillator temperature and the local structural temperature. The major

anomaly indicated by telemetry is that the 40 MHz Automatic Level Control (ALC)
voltage is out of range (below 0 V), and the 40 MHz forward power telemetry in-
dicates higher than the prelaunch values. Tests using the Engineering Model
Transmitter and a full scale mock-up of the satellite and the RBE antennas
show that this is consistent with an out of specification VSWR on the 40 MHz
antenna. The ALC system was intended to maintain the 40 MHz carrier level con-
stant to ± 0.1 dB to enable ionospheric absorption to be measured more accurately.

Figure 2 shows a typical 12 hour plot of the telemetered 40 MHz total power and

the transmitter temperature. The power is normally stable to a few tenths of a
dB if turn-on transients and periods of abnormal temperature fluctuation are

excluded. However, it is not possible to separate changes of carrier level from
changes in sideband level from this telemetry value. Over the small range of
temperature observed in orbit, the rate of variation of telemetered 40 MHz total
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it Figure 1. RBE transmitter telmetry data.

Radiated power in watts. Temperatures in 0C. HP4 and HP5 are
temperatures adjacent to the RBE transmitter.
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IP I

.01975 3M.Y612: ' power is similar to that observed in
prelaunch ground tests. Since the op-

eration of the ALC circuit influences

this temperature behavior, this tends

-to suggest that the ALC may in fact be
-. - working, although it is out of its in-

tended range of operation. It is not
possible to determine this unambigu-

30. ously from the received signal 
on the

30.04 ground unless an alternative measure-
ment of ionospheric absorption is avail-

- - able for comparison.

'25.0 4

Figure 2. Telemetered total forward

power at 40 MHz (watts, upper trace,
left scale) and Oscillator 1 tempera-
ture over a typical 12-hour period (*C).

3. TRANSMITTING ANTENNA PERFORMANCE

The EIRP*of the RBE measured by a number of groups is very close to the

prelaunch predictions. These measurements are shown in Table 1. The sideband
levels at 40 MHz are somewhat unbalanced, but this is consistent with the other
abnormalities at 40 MHz which are interpreted as a high VSWR on the 40 MHz an-
tenna. The small variations observed in the 40 MHz and 140 MHz signal levels
when the satellite pointing direction is changed are reasonably consistent with
the polar diagrams obtained by the RBE contractor. However, large variations
in 360 MHz field strength have been observed in both the carrier and sideband
components during quite small satellite pointing angle changes. Difficulties
were experienced by the contractor in developing the 360 MHz RBE antenna in ob-

taining a sufficient front-to-back ratio to avoid illumination of the satellite
dish antenna and the resultant inter-
ference between the main forward radia- ,, I Al- P1,, I tP t.. hd P-- (dOR.)

tion and the focused back radiation , ,
It appears that, as in the case of the _______ _.. _.....•..,-__-_.

40 MHz antenna problem, the transfer of . .. I.-
the antenna design from the satellite .

mock-up to the final flight model space- ...... ,,l,. .,
craft was not accurate enough. An ex- ,
ample of variations in 360 MHz carrier 4. , ... . . .,. .

field strength observed on the ground ,

during satellite maneuvers is shown in .

Figure 3 together with the group delay ", .... ... . .
measured by comparison of 360 and 140 ..
MHz, I MHz modulation. Small correla- ....... .... ..

ted changes in group delay are observed 3"2"4°U ..... : .

particularly during the earth edge-to-
edge scan at approximately 1330. The "..
variations of the group delay for more d . t

normal maneuvers are negligible.

*Effective Isotropic Radiated Power
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The polarization of the transmitted signals were measured before launch by

the RBE contractor using a full scale mock-up of the satellite. Our confidence
in these values is quite high, since major mechanical damage would be required

to change the transmitted polarization significantly. Good agreement was ob-
tained between the Faraday ionospheric electron content measurements made at
40 MHz and 140 MHz. The ambiguity was checked using the 40, 41 MHz differential
rotation which is independent of the transmitted polarization. The radiated
polarization at 140 MHz has been checked by the VHF lunar radar technique and
found to agree with the prelaunch calibration within the accuracy of the measure-

ment (Klobuchar, 1975).

2 90

0$

4 I 0 , ,

0900 1000 1100 o GO 400 1500 0

Oay 231 Tine

Figure 3. 360 MHz field strength variations observed during
satellite maneuvers (linear voltage scale) and corresponding
group delay variations at 140 MHz (phase in degrees of 1 MHz

modulation).

4. MODULATION PHASE CALIBRATION AND STABILITY

The radiated modulation phase of the RBE transmitter was calibrated before

launch by a combination of measurements of the transmitter, under test conditions,
working into resistive loads and measurements of the transmitting antennas using

a full scale mock-up of the satellite. The group delay experiment basically de-

pends on the stability of the radiated modulation phase in orbit. However, the
consistency of the radiated modulation phase can be checked by comparing the

total electron content NT derived from differential group delay measurements

using the 40/360 [N (41) and N (40.1)] and the 140/360 [N (141)] pairs of trans-

missions. The magnitudes of tie various corrections to twe group delays are

given in Table 2. From this, it can be seen that the magnitude of the calibra-

tion corrections involving the transmitter and the transmitting and receiving

antennas are about the same for NT(
4 1) and NT(140) but are about ten times as

large in proportion to the group delay actually being measured in the case of

NT(140). Table 3 separates the various possible sources of drift and error and

tries to assign worst case error estimates to them.
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j Table 2. Differential Group Delay Magnitudes

Typical Typical Transmitter Receiving
Total Content Plasmaspheric Group Delay Antennas

7
5 x 10 e/m Content (Inc. Ant.)

(10% Total)

140 1 MHz 3400 ns 340 na 175 no 9 na

40 100 kz 42000 no 4200 ns 222 na 46 na

40 1 MHz 42000 ns 4200 no 203 ns 46 na

A

#

Table 3. Calibration Worst Case Error Estimates

1 I Year Peeaune, Transuitting I Receivin Receiver Heceiv.,r iorst I Perentane Perentagt
Signal i Tranasitte Antenns Antennas enna Phane as,t Hf Typical of ypil"i

Htlton y (P [Ot) HenopDeIay P,,.ilon I Tnear -1 oti' ivnini inlan.em.
I, 0? . ,1ArsC ieiH e Sxh I Cne/n

140 M&In,0

100 kH,

The measurements at Boulder shortly after launch showed good agreement
between values of N calculated using the three available sideband frequencies
141, 40.1, and 41 MIz. It is convenient in considering the transmitter stabil-

ity to calculate new values of transmitted phase 0 T for 141 which force NT(141)
to equal NT(41), since NT(41) would be expected to be the most accurate i we

assume there is an equal probability of a phase change in any of the transmis-
sions. The prelaunch calibration value for 0,(141) was -630 . Table 4 shows

the values of this quantity calculated from tie N (41) and N (40.1) data for
the period October, 1974, through May, 1975. WitJ the excepTion of three val-
ues, these lie between -65* and -69*. l' corresponds to an electron content

of 4 x 101* e/m2 . The reason for the three anomalous values of 0T of about
74* is not clear. These calibration checks will be continued to track any long
term changes which occur. Our preliminary conclusion, however, is that the
total measurement system is showing satisfactory stability. The original pro-
posal goal was to measure the I MHz modulation phase at 40 MHz with an accuracy
of ± .05 cycles or ± 18' giving an error in plasmaspheric content measurement

of about ± 3%. It would appear that the accuracy of calibration of modulation
phase more than meets this goal.
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Table 4. ATS-6 RBE Modulation Phase Calibration Consistency Check Calculation Summary

N T(4 0 .1 ) N ( 4 1 ) T ( 1 4 1 ) 0 ( 1 4 1 )
4Date flay No. lIT F T -16 T( -16TT

K H z X 1 0 
- 1  

X 1 0 
- 1  

f r o . 4 0 .1 f r . . 4 1

17 Oct 74 290 085959 .81 4.55 4.24 -68* (-75 
°

)

7 Nov 74 311 061455 .64 7.15 7.15 -67- -67'

6 Dec 74 340 060051 .60 5.27 5.09 (-7W )

13 Jan 75 013 060011 .63 5.65 5.55 -6S 
°  

-6 7'

11 Feb 75 042 060031 .77 6.30 6.30 -6h, -68'

16 M r 75 075 09 008 .76 6 .91 6 .92 -6 7 
°  

-6 7'

11 Apr 75 103 085836 .73 4 .75 5.05 (-74 )-

16 May 75 136 090335 .76 4.84 4.82 -6S-
Prelaunch 

OT - -63'
Calibration

Mean 0 T (141) from 41 OT - 67.0* N T(40.1) and N T(41) include the effects of refraction

5. BOULDER RECEIVER SYSTEM PERFORMANCE

At the time that the Boulder receiver design was proposed, the use of
phase-locked loop technology in Beacon reception was in some disrepute both
because of the complication and expense compared with envelope detection sys-
tems and because of poor operating experience with the acquisition and mainten-
ance of lock. However, the use of phase-locked tracking loops has the great
advantage of preserving receiver linearity and, therefore, permitting more ef-
fective use of post detection integration. The technology available for imple-
menting tracking loops has improved considerably, and it was felt that the po-
tential advantages were well worth any small risk. The receiver design employs
5 separate tracking loops, three carrier and two sideband, to make the complete
set of Faraday and modulation phase measurements. Its actual performance has
been very close to theoretical expectations. No difficulties have arisen what-
soever with loop acquisition or maintenance of lock. The elaborate control
system planned using software control of a sequential search and lock procedure
proved quite unnecessary in practice. All that was required was a simple ampli-
tude threshold detector operating on the 360 MHz carrier amplitude which enabled
a periodic reset of the loop filter integrators whenever a loss of signal oc-
curred. The basic receiver design described in the literature has been ex-
tended to provide measurements of differential carrier phase using a carrier
reconstruction technique.

The use of a linear receiver together with comparatively large aperture
receiving antennas has resulted in data whose "signal-to-noise" ratio is appar-
ently limited more by ionospheric fluctuation than by thermal noise. Table 5
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shows the calculated and measured signal-to-noise performance of the receiver
evaluated using the 1 second sampled data output of the three carrier amplitude
outputs. The calculated signal-to-thermal noise ratios for typical sky temper-
atures agree well 'pith the observed ratio of "signal on" to noise with signal
off or to the signal-to-noise observed on a local calibration signal equal in
amplitude to that of the satellite. The "signal-to-noise" ratio observed on
the satellite signal is always limited, even under quiet conditions at 360 MHz
by Ionospheric scintillation.

This order of receiver performance has made possible the measurement of
small magnitude ionospheric effects. For example effects due to solar flares,
sudden commencements, and plasma oscillations representing only a few hundred
picoseconds change per second in differential group delay can be readily de-
tected in the 40 MHz carrier phase. An example is shown in Figure 4. The
power spectrum of ionospheric scintillation can be obtained over a 40-50 dB
range.

One danger in overreliance on post detection filtering is the possibility
of predetector receiver overload occurring due to local interference or other
phenomena producing a large increase in signal power within the predetection
bandwidth. Some examples of this did occur during the large solar radio noise

Table 5. Receiver Carrier Signal-to-Noise Comparison

40 Miz 140 1-z b 0 MHz

EIRP dBm +27 +32 +13

Free Space Loss dB -156 -167 -175

Polarization Loss dB -3 -3 -3

Antenna Gain dB +13 +1) +21

Reived Power -119 dBm -119 -124

Receiver Nise Temp. 300 °K 300'K IIO °'K
Typical Sky Temp. 3000*K 100°K (°K
System Temp. dWk +35 +27.8 +25.

Holtzman', Constant -198.6 -198.6 -198.6

dBm/Hz/°K

Bandwidth 0.17 Hz -7.5 -7.5 -7.5

Noise Power dBm -165.1 -179. 1 -180.8

Caiculated S/N dB +52.1 +5F.3 +56.9

A (U1served SIN* dB 48-50 'I5

Oberved /1N** dB -13 dB 20 ti -d' dB

*Ratio ot "carrier on" output to noise with "carrier oit ." quiet sun, winter -'udition .
**Typical quiet carrier to "noise" ratio. Noise is due to scintillation.

Signal-to-noise ratio is computed in both cases from the sampled data outpat as the ratio
*of the 5 minute mean to the standard deviation.

723



August 15, 1974 ATS-6 Bouiaer bursts accompanying the solar activity
Tt T - . - - in the sumer of 1974 where the solar

flux reached 10- 9 W/m-2/Hz or greater
at 40 MHz and caused a suppression of

K.. ... the amplitude of the satellite 40 MHz
signal. The response of the receiver

___ 0 to an actual solar noise burst and to
I31 143 39 artificial increases in input noise

Unveiesal Time level is shown in Figure 5. Although

the noise level was normally about
Figure 4. 40 MHz differential 20 dB below the phase detector 1 dB
carrier phase transient occur- compression level, a complete loss of
ring during a magnetic sudden signal occurred for several of the
commencement. larger solar flares.

* 4-
0 Calculatedo 0 Measured

------- 0 - 1

0 0

01
/Loss of o,

01 1 Lock 0
0 10 20 30 40 50 1353 '355 135? UT

Noise Power, dB above 300 *K

Figure 5. Response of the Boulder receiver. 40 MHz amplitude

channel during the July 4, 1974, flare (right) and to an

artificial increase in noise temperature (left).

The accuracy of the polarimeters in the Boulder receiver system were checked
by making direct comparisons between the receiver 0-X phase comparison and the
polarization measured by a dipole manually rotated for a signal strength null.
A peak-to-peak error of = 50 was observed with a form generally consistent with
the effects of the ground reflection on the rotating dipole measurement.

6. CONCLUSIONS

The engineering performance of the ATS-6 Beacon transmitter and the Boulder

Beacon receiver system appears to have exceeded the basic requirements of the

proposed experiment by a comfortable margin. The high performance of the re-
ceiver system has enabled a number of new phenomena to be investigated.
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I.R.0.E. Gr'ound Equipment for ATS-6

* P.F.Ch-eccacci, B.Canannini, P.Spalla.
IROE/CNR, FgiwtE, ITALY

The present commiication is concerned with the
description of an aparat-: recently completed and nut in
onDeration. for the .toros-oeri c 1,:rogram with the ATS-6 Lgeostatio-
naryj satellite.

Mhe desin criteri-a for such annaratao hEa'n been
reported nrevi ously [1]. The basic concenot is that of a g-eneral

purpose ~ ~ U ana-u osiued by a nunfber of idcmntical rocei-
vi-n, clhann-cls whiich can be arranrged to porfor."'l t-' baeic pro-,a-
gation meazcure:ien " r that ispo'l-r "ation, d*ifferen:-,tiJal_ nhase~,
an.jle of arrival, amrolitiade and cross cor-claticn o-,7 the inco-
ming wave. Fig.1 sk:etches this basic principle.

Let us now loolk in detail at the $t s.Fig.2
shows the block dia gram o-F' one of the receivingcknrle
Doable conversion unrtroiescheme -,as usCalon- -;;ithl-JPhase Loc'k d-3tc _tor. Pha1_se cohercnce amon).,- the, varimus c*za-ne 1 s
is assured by us-ingi, as local oscilator sources, a. synthe5iizoer
for all the cha-inels. All tho -synthosizer-s are drvnby a

*1 common standa-rd fromauency oscillator thus assur~n.;- acecuratuc
and very stable tun-ing. The use of connectors e;2c-n
bas-ic f'unc'uional blocIks offers a [great fle;xibility i h~gn
the configuaration of the apparatus. Such blochs are either
construact"ed on m-)'apose and co-mmrcial ones.

?ef'errin- to the above mentioned receiving charnnel
the RF a.mlifier raixe:r, built at I.RZO: 0 , 'has a noise figure
of about 3. 5 d3 at 40 iJ!Hz and ove:rall Gain of 35 dB wi~ith an
outnmut at 10.7 11Hfz.

Thie 1P amslifier also built at I.fl.O.E. has3 a -air.
*of 45 d3; its typical band-.iiJdth is 4 or 8 11iHz. The 1:5 inclu-
* des a second mix~er sta-e with an out--ut in the rar.,e

100--10 KH.
The Phase Lock is an 1 ~3410A -Licrovoltrao'er. can

A ~lock: and trackz a si:Snal in the range 5 IHz + 600 Kz ',-am. a
4%; ~tra-.cIkina sneed a-nd rangeC UderOning.= on the in-put f requecy

range. Tlhe second miLjxer allow3, -.o choose theo pt~UF-U-'e1-
-ircc*ency o-O the PL for the different sinas. Ay ca y; the

v"'t-o of 10 1: L- is used whfich lives a PL bandw:idtIh of a
1 -z.~ C first rmix.er 'local o~cilltcr is an Adrct 11ed. C'.202
w -lethe second is a -Schomandi 11cod. ~-~ytetizer.
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Fig. 3 shovw the polarimeter configuration. Uie anten-
na is a double polarization crossed yagi. The output phase
difference is measured between the two rL-VCO by means of a
time interval meter _dorado Zlod.784. Using an averaging mode
over 1000 periods it is possible to appreciate about 100.

Aznalogic (0 and [ amplitude) and digital (phase) data
are sent to an on line computer (sho.-m in all the described
configuration ) of which we will refer later.

Fig.4 showsm the configuration for amplitude occurren-
ce or cross correlation of two signals. An -D3721A real time
cerrelator is used. zither signal or signal envelone cross
correlation can be oerformed.

Fig.5 is the configuration for the dispersive Doppler.
A third mixing is used to incrcase the frency -.easurement
accuracy. As all the local oscillator frequency are exactly
Imown and coherent it is possible to evalua:te at the computer
the exact incoming frequencies and the dispersive Doppler.

Finally Fig.6 shows the intererceter confi..-ration.
Here a Lock-in Detector Tekelek 7Iod.2822 suaulies the quadra-ture componcnt of the interferometer outnut usn th ouIV ng the VCO of
the PL of tie central antenna as reference signal.

The use of all the above described configurations
requires in practice only six channels as some ones are coimmon
to the differ'ent schemes. A small on line computer LTabi. 701
with suitajle interfaces collects all the analogic data
(amplitue) through an A/D converter and digital data (phase,
ccrrela Uor output time) and after suitable formatting, records
them on a digital magnetic tape. Tine inoiration is supplied
by a time code generator driven by the standard frequency oscil-
lator.

The data listed in Table I are taken at 1 minute
intervals with the exception of the correlator output which is
taken at 15 minutes intervals. A tape reel contains 10700

* .j records and lasts for 7 days.
The Laben 701 computer vras, also used o lialso sed _or solving

the problem of power interruption during t-e unattended ope-
ration. 'ith a suitable softw;are and harda,re the computer, at
the po.;er restart, resets the tape, records the interu.ption
on the F7 .and restarts the recording. The zine code generator
and the frequency standard are kept rnining during she interru-
ption by two alk aline batteries. A therm-l safety device
sw iethes off the apparatus in case of over-heating.
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To the purpose of easily moving, the apparatus in a
difeen ,e ria location-, the apparantis itscelf and all

the itenas necesery for its 0-seration are housed in tw.,o ,tan-
dard freig, ht contlairners of 1O.-0'lx20'.

Fig.7 Shows an overall view of the containers along
ith the n nternnas at the operation site. The containc-. near thc

anteruwL~ is isother=mal and houses the a'paratus. It, is fivtted
with ins trineization racks, air conditioning, elcct;&ical irng

Fig.8 shows.- the ins E-,u~ntatUic a racks in tecontai-
ner: from the right to the left there are the stabilized AC
supply ,the time aid 'frequency rack, two racks for the recc:lVing-
channels and -the I--iben 701 compz-"er.

The secondeontainer at left (Fic.7) is of the drynot
ilr;Uated type a-nd houses thr antenna parts, aind the service
vehicle ecuippcd wi-;th electric crane for cectin, the antenmna.
duz_,inE; transaortction. It alho C a re 4 l -the , spar pa3 s
tie invcrtcr for o<;ocration at4u powe,,r frequency d _ffcrent from
50 liz, the- irain powerc3 switche s, and a --mall wor!kshop 2 o-o :aecha-
nical repair on the s pot.

The used antennas at 40 and* 140 ].Hz are 6 elemcnt
cr ossed ycaris phirboth 0 and X ccponents. Tho 40 l~
antenna is, very lre(about 12 Li lon-ht) (FPig.7) and has a
g ain of' about 12 d13.

The dcredappa-2atus is nowa o;era tive with, the
ATS-6 sianal oiice OCtober 1, 1975. it is locate d in a site2 on
-.he Tirr-cniaa Coas_,t near Piori-bino (420571 IT 100401E).
The surveillance is, li3.te -d to chan-e tie tape once a wceek.

2ig;.9 hw a typical polarireter output after prc-
proceossing in the iain 1.1.0.:]. cor--.nte-r.

Ylork i in prgesto reduc- all the dlata take n up
to now.

The work was supporteld by C.N.11. th-rough 1.1.0.E.
Oper ion of the station, is supported by Scer.izio Attivit'a

~pazali(5.A3.)of the 0.1.11.

Ej] P .1. CILI CCACCI: Ground ]ciuipacmnt -for ATSF Tenospheric
41 ~Beacon - COSX11I Information a3ullettin n.66, p.206

(June 1973).
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RESEARCH PROGRAM AT IROE WITH THE DNA-002 EXPEPMT

F.Bertini, P.F.Pellegrini
Istituto di Ricerca sulle Onde Elettromagnetiche del C.N.R.
Firenze

P.Bruscaglioni, M.Pieralli
Universith degli Studi - Firenze

A research program will be performed with the DNA-002 expe-
riment to be performed in 1976 with the P76-5 satellite.

The program will be carried out by the high atmosphere pro-
pagation group of IROE in cooperation with the University of Fi-
renze, by using a special receiving station.assembled for this
experiment. T-his station is placed in a standard container to
be easily transported to suitable locations.

The station allows the reception of all the emissions of
the DNA-002 beacon.

The block diagram of the system is shown in Fig.1
The different frequency bands (namely VHF, UHF, L, S bands)

are converted to the HF bands in order to be commutated by a
multiplexer to the input of two RF channels utilizing two 651-S4
Collins receivers.

The output signals of the receivers are detected to obtain
the amplitude and the phase of the signals (actually the real and
immaginery part of the complex envelope) which are then sampled
and recorded in digital form on a 9 tracks magnetic tape.

All the station is synthetised and controlled by a HP 2100 A
computer.

The computer controls and commands varieus apparatuses and
functions also including the sequencies for frequency translation
of the received signals (in particular the sequency F3 for recei-
ving all the 7 equispaced lines in the UHF band), the filter for
UHF band, the Multiplexer, the receivers and the reference fre-
quencies for the amplitude and phase detectors (Complex envelope
detectors: C.E.D.).

In the normal mode of operation the two receiving channels:
ch A and ch B (see Fig.1) are tuned: one on a fixed frequency
corresponding to 51 or 32 signals, the other one is sequentially
commutated to the other lines.

The overall bandwidth is of the order of some hundreds Hz,
and the computer, by evaluating the received signals on line,
operates a discrete frequency tracking to follow doppler shift.

Informations on the doppler shift are also recorded on magnetic
tape as well as time informatione.

Some quick loock information are also obtained on a video
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-4 Ir terminal and on a graphic plotter.

Data analysis will be oriented to the determination of the bi
dimensional time and frequency spread, channel correlation functi
on and scattering function.

Amplitude and phase fluctuations at different frequencies
will be also studied to obtain informations on the ionospheric ti
me variing structure.

Combined observations could be performed also on emissions of
other satellites to investigate different zones of the propaga- i
tion medium.

Particular data format can be chosen and measurements of
other parameters can be planned for data interchange and research
cooperation with other laboratories.

The campaign will be carried out in San Rossore (10020'E,
43041'N) near Pisa.
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