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ABSTRACT

The Applied Physics Laboratory of The Johns Hopkins University
(APL/JHU), in conjunction with the MITRE Corporation, carried out a
study of Weapon Systems Software Management under the auspices of the
Office of the Secretary of Defense. The study was coordinated and sup-
ported by a DoD Software Management Steering Committee that included
representatives of the Army, Navy, Air Force, and Marine Corps as well
as the sponsoring offices of the Department of Defense. Study informa-
tion was acquired in three parts: (a) review of 10 recent major Dod-

3 sponsored studies that were found to contain a comprehensive body of
factual material and expert opinion on virtually all aspects of System
Software; (b) review of the software design and management of 10 Navy
and 2 Army Weapon Systems; and (c) discussions with service and industry
organizations involved in Weapon System software acquisition, develop-
ment, and maintenance. This information was analyzed an- used to gen-
erate 17 major recommendations that are presented in this report. The
report itself is organized into eight sections as follows: Section 1
summarizes objectives, the study approach, and software problem areas;
Section 2 centains summary statements of 17 near-term recommended ac-
tions, identifying problems addressed and specific implementation; Sec-
tion 3 contains a short review of each of the 10 previous DoD studies;
Section 4 summarizes the findings of the Weapon Systems reviewed in the
APL study, grouped by type of platform; Section 5 stummarizes discussions
held with service organizations and industrial software system contrac-
tors; Section 6 elaborates on the recommendations summarized in Section 2, A
providing more depth and identifying sources of supporting data from
previous studies, Weapon System reviews, or discussions with services
or industry; Section 7 identifies a number of areas of potential payoff
that require further investigation in order to derive well-founded
recommendations for additional specific actions; and Sectio7 8 pro,;ides -
a guide to the separate appendix volumes to this report.
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PREFACE

This report contains the substance of the Applied Pbysics Labo-
ratory's study of DoD Weapon Systems Software Mapagement as submitted to
the DoD Software Management Steering Committee. Although limited time
was available for the study, every effort was made to define specific

-and feasible courses of action backed by a coherent rationale and refer-
c enced to supporting experience in Weapon System programs and/or expert

opinion. It is hoped that these recommendations will serve as a valid
basis for the subsequent implementation phase.

The appendices to this report are under separate cover; their

scope is outlined in Section 8.

ij
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i- 1.1 OBJECTIVES

The Johns Hopkins University Applied Physics Laboratory (APL/JHU),
in conjunction with the MITRE Corporation, carried out a study of the manage-
ment of Weapon System software under the auspices of the Office of the Secre-
tary of Defense. The objectives of this study were stated in a joint letter
(Ref. 1, included herein as Enclosure ()) from the Director of Defense Re-LI search and Engineering, the Assistant Secretary of Defense (I&L), and the
Assistant Secretary of Defense (Comptroller), dated 3 December 1974, as being
"to identify and define (1) the nature of-the critical software problems fac-
ing the DoD, (2)-the principal factors contributing to the problems, (3) the
high payoff areas and alternatives available, and (4) the management instru-
ments and policies that are needed to define and bound the functions, respon-
sibilities and mission areas of weapon systems software management." The
study was coordinated and supported by a DoD Software Management Steering Com-
mittee, chaired by RADM D. A. Webster OASD (I&L). The Steering Committee
membership included representatives of the Army, Navy , Air Force, and Marine
Corps as well as the sponsoring offices of the Department of Defense.

1.2 APPROACH

In accordance with plans developed at the onset of the study, the
$ acquisition- of information was conducted in three parts:

1. Review and analysis of ten recent major 2oD-sponsored- studies
that relate directly to objectives of-the present DOD Software

Study.
2. Review of-the software design and management in ten Navy and

two Army-Weapon-Systems.
3. Discussions with service and industry organizations involved in--

Weapon System software acquisition-, development, and maintenance.

1.2.1 Review-of Previous DoD Studies

A major objective of this- study was to build on the results of the
substantial and representative body-of informed-opinions that resulted -from
the recent major DoD-sponsored studies of various aspects of software acquisi-
tion. These documents were found to contain a-comprehensive-body-of factual
material and expert opinion on virtually all aspects of System Software which
provided an excellent-foundation for the-present study. In particular, the
studies were used to define the principal problems stated to exist in the ac-
quisition-of Weapon System software, and to generate a "roadmap"-of cause/
effect Yelationships between them. In Section 6 of this repo-+ the recom-
mended actions resulting from this study are related to the problem area
"road-map."

i-i



Li

THE JOIINS HOPIONS UNIVERSITY

APPLIED PYSICS LABORATORY
LAUREL. MARYLAND

1.2.2 Weapon System-Studies il
The second and-most important part of the study concerned specific

applications of software design and management to major Weapon Systems, It
was agreed that APL would concentrate on Navy systems, MITRE on Air Force
systems, and each would study several Army systems. This report describes
the highlights of tLi review of ten Navy and two Army systems assigned to
APL.

The objectives-of the survey-of individuallWeapon Systems were
first, to serve as a basis for understanding Weapon System zoftware manage-

ment in the user environment; second, to distinguish among the large range

of uses of software in Weapon Systems, and the way these differences affect U
software problems; third, to provide a working picture of the organizational
relationships among Government program managers, system contractors, software
contractors, and Government support maintenance and training facilities; and
fourth, to identify the design and management techniques that have proven
most successful and appear to warrant more general application.

1.2.3 Discussionb with Services and Industry

In the third part of -the study, meetings were held with representa-

tives of DoD software management offices, support-facilities, and-R&D centers .

In addition, visits were made to a number of software system contractors ex-
perienced in various aspects of software development and management techni-

ques. These discussions- were conducted to establish a data base-of existing 3
software standards, practices, and developments, as well as to obtain a wide

range of expert opinion concerning current problems in software acquisition .
management and promising approaches to their correction. Li

It should be noted that the scope and time of the study did not per- L

mit the APL study team to visit a number of major service organizations and
leading industrial software contractors. However, it is believed that the
results obtained are representative and sufficient to support the recommenda- -.
tions made in this report.

1.3 PROBLEMKAREAS IN SOFTWARE LIFE CYCLE

As stated earlier, in attempting to understand the nature of the
critical software problems facing the DoD and the principal factors contri-
buting to these problems, it was found helpful to develop a "road map" in
which problem areas most frequently cited in previous reports on =this subject

were related to one another and to the principal phases of the software life
cycle. The diagram that was developed is shown in ig. 1-1. Each block in

the figure corresponds to a problem area cited in several reports, and its
loca lon alog the horizontal axis corresponds to the phase in the life cycle,_
as shown at the top of the figure, in which the problem is first-manifest.
The occurrence of the principal Defense Systems Acquisition Review Council
(DSARC) reviews is also indicated at the top of the figure. The flow lines i

1-2-
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INPUTS CONCEPT-FORMULATION DSARC PROGRAM VALIDATION PHASE DSARC
(ANALYSIS-AND -FEASIBILITY DEMO) 7(ADVANCED DEVELOPMENT)

Growing Systems Analysis Requirements
Threat S A for Adaptability

I"sin Complex fInadequate
Demands on -- and Excessive .. Processor

System Software -Requirements Capacity

Inefficient
Processing

Architecture

Inadequate
Hardware/Software

Tradeoffs

Advancing Lack of- Insufficient
Computer-and Software Systems - Software

Sensor Technology- Engineering - Definition

Non.Modular I

Software
Architecture

Insufficient -Inadequate
Understanding- Management

by Mn agrs Procedures

Undeveloped Lack of
Design and Control H Established

Technology S"1 Standards

AbtatLack-of -Unspecif ied
Natureof Policy Guidance Support
Software and Planning Requ.rements

Unspecified-
-P Maintenance

Provisions

Lack-of -Lack of Methods- Unrealistic
for Sizing Cost and Schedule

Visibility Software Tasks -Estimate
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,IDATION PHASE DSARC FULL SCALE DEVELOPMENT DSARC PRODUCTION DEPLOYMENT

VELOPMENT) !T7 (ENGINEERING DEVELOPMENT)

No Provisionc
for Changing Design Changes
Requirements

Inadequate Large Complex -Longand Reliability
Processor Programs Design Phase Problems
Capacity

-: Deveopmet 0f ost of ... ]Logistics and

Inefficient- Unwarranted Development of rs Training
Processing New Processors New Support- - Peripherals

Architecture 
SystemsPriperasCst

Inadequate ,ULow-Unit Costof
Hardware/Software Design

-* ! Tradeoffs - Design " Productivity Basic System

Insufficient Premature Lo EstingiCoto
Software - -Programming Due to-Errors Validation
Definition and Changes and Modification

Non-Modular Inadequate Updating-Costs
Sofwar - dObsolescence"_! Software Interface Dnfesible and

Architecture -Management

I Inadequate - - Unstructured Inadequate
Management Programming Documentation
Procedures

l -' - Reprogrami in g

Lack of Non.Standard Lack of Roprorming

EstablihedCost for Life
Standards Languages Transferability Cycle Support

Spport Support Systems Cost of
Requirements Not Established Support Facilities

Unspecified MitnneCs fCags-aneac
Maintenance Provisions for Maintenance Costs
Provisions Not included

iUnrealistic Inadequate Cost of Program

-Cost and Schedule - Cost and Schedule -- Slippages Slippages to Deploy
Estimate Monitoring

Fig. 1-1 Interrelation-of Software Acquisition Study Findings
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are intended to represent cause/effect relationship among the problems
identif ied.

The column headed "Inputs" represents basic factors conbributing

to the problems that develop during concept formulation and subsequent phases. 1 41
The two primary driving factors are: (1) the complex growing threat, which
presents an ever-increasing Weapon Systems performance challenge; and (2) ad-

vances in computer and sensor technology, which present expanding opportuni - |

ties to meet these challenges by means of more sophisticated systems. Neither I .

of t ese factors is subject to restraints. The resulting increase in demands

on system software must be recognized as a fact of life that requires major
improvements in software design and management technology to keep the situa- I W
tion from becoming even more difficult.

The third basic input is seen to be the abstract nature of soft-
ware, which in turn contributes to generally underdeveloped design and con- E!:
trol technology. It is in this area, together with firm contr(,. f changing

system requirements, where the greatest improvements in management of Weapon
System software acquisition may be achieved.

The large number of problems that arise during the later stages of

Program Validation and during Full Scale Development is seen to be the result
-of the combined impact of heavy and- growing requirements on system perfor-
-mance on the one hand and the relatively undeveloped state of software design-i ~ ~and control methodology on the other. The manifestations of these -problems - ,

are numerous. In the recommendations that follow-most of the suggested ap-

proacheslie either in the area of-software systems engineering-or policy '
guidance and planning, which are different but related--approaches to the de-
velopment of improved software design and control methodology.

An important factor that must be considered is identified in the
flow line at the top--of the -figure,- which-represents aspects of-the inevita-
ble growth and change of requirements throughout a system's lifetime. These

are inherent in the-changing--nature-of the threats against which most-systems
must operate, as well as in the fact that software can be modified without I
-physical changes to the system. In practice, unless provisions for adapta-

tion to change are designed into a system, the consequences are often serious.

1.4 REPORT ORGANIZATION

This report summarizes the findings made in the three main-parts
-of the APL study, and describes a number of recommended actions directed to

-the alleviation of the more serious problems encountered in the management

of Weapon System software, as well as to-the exploitation of areas deemed to

-have highest payoff for management action.

The main report io organized in eight sections, as follows:

Section 1 -(above.) summarizes objectives, the study approach, andsoftware problem areas,.

Section 2 contains summary statements of 17 near-term recommended1
actions, identifying problems addressed and specific implementation.
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Section 3 contains a short review of each of the 10 previous DoD
studies.LSection 4 summarizes the findings of the-Weapon Systems-reviewed
In the APL study, grouped by type of platform.

Section 5 summarizes discussions held with service organizations
and industrial. software system contractors.

Section 6 elaborates on the recommendations summarized- in Section
2, providing-more depth and identifying sources of supporting data from pre-
vious studies, Weapon System reviews, or discussions with services or in-
dustry.

Section 7 identifies a number of areas of potential payoff that
require further investigation in order to derive well-founded recommenda-
tions for specific action.

Section 8 provides a guide to the Appendices to this report.

J
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2. SUMMARY OF RECOMMENDED ACTIONS

This section contains concise statements Of specific actions designed
to attack many of the problems encountered in recent years in the development
ind support of software for major Weapon System. These are grouped under
seven categories, as follows:

Management Policy
HPi Analysis and Validation of Systems RequirementsMPZ Software Visibility in Weapon System Acquisition
MP3 Software as Contract Deliverable f

Acuisition PlaaningAPI Utlestoned Development Plan
~AP2 Computer System Resource Development Plan

Systems Engineering-
SE1 -Systems Engineering of Computer Systems

SE2 Provisions for Growth in System Requirements
SE3- Systems Engineering of Computer Software

Igplementation Procedures
IPmn Software DevelopmentSupport Tools nd Facilities-
IP 2 Disciplined-Programming

IP3 System Integration and TestCapability

Program Management Suport
MSi Technica Staffing of ProgramManager OrganizationMS 2- Systems Engineering- -Agent

MS3f Software Operational Support Agent

Acquisition Maagement S tandardn
p SAMI Standard Criteria for WeaponSystem Computer Resources

Acquisition Management
.%M2 Software Acquisition- Guides-

' Development of Tools- and Techniques
TTI Software Tes~t Tools

A fuller discussion of the problems and recommended actions in -each
category is given in Section 6, Discussion of Recommendations.

The recommended actions were developed as a consensus of ideas-drawn
from-previous studies, from fleld -ires-tigat-ions ^ _e- .  _. ,an_ ...-W Ao AY
Weapon Systems, and-from interviews-with a- number of major industrial soft-

ware contractors and setvice organizations. Most recommendations are supported
-by several independent sources.
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Every effort has been made to propose specific remedial actions,
by relating each action either to a particular type of document that could be "
amended r amplified, or to an existing review process. Because of the limited
scope and time available to conduct this study it has been mpossible to verify
th -at each- proposed action is the best and mot.- practical means of effecting the-

desired -objective. For this reason, it is hoped that a follow--up effort will
be made-to establish the most-effective measures to- achievenear-term solutions

to the problems addressed. If this is done, the proposed-actions should con-

stitute a useful point of departure.

It may be noted that while-the implementing actions proposed are
definite, the agency to carry out the actions is often not specified. ThisLi
has been done purposely in the belief that the specific organization of offi-
ai&l action on these recommendations should be determined by the DoD Software
Management Steering Committee and not by the study teams.

In phrasing the recommended implementations, most of the terms re-
ferring to management procedures are -the same as those initially defined by
the Joint Logistics Commanders' Software Reliability Work-Group (SRWG) and de-
veloped further by the Technology Coordinating Panel of the DoD Software Man.-

agement Steering Committee, or employed in the recently issued Air Force Regu-

lation 800-14 (Ref. 2); they are presented in Subsection -5.1.4 of- this report. -|

It will be noted that there is only one recommendation listed under
"DevelopmeNt of Tools- and Techniques." This is because the recommendations in- J

eluded in this section-are only those that are appropriate for attention at

the DoD level and for which definite near-term implementing action was devised-. 7
A-number of other significant R&D areas were found-to fail at least one-of the A
above criteria and are discussed elsewhere in this- report.

Each recommended action will be discussed under four headings. The (
"Recommendation" section gives a brief general statement of the proposed action.

The particular difficulties -that the recommended action is dasigned to allevi-
ate in present software acquisition are listed under "Problems Addressed," A
statement of the specific action recommended, with-reference to particular
management documents or reviews, is-given under "Implementation." The "Remarks"
section-provides additional discussion of the action recommended and, occasion-

ally, supporting references.
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2.1 MANAGEMENT POLICY

ANALYSIS AND VALIDATION* OF SYSTEM REQUIREMENIS _MP1

Recommendation
Direct that a comprehensive analysis and definition program be car-

ried out on software (as well as hardware) eilements of each new major Weapon
System during the Program Validation Phase, prior to approval of Full Scale
Development. IThe software definition should be carried dotrn to the level of
s'kpiograms performing major funct-l.ns.

Cost estimates for the development And-integrat~ion of each subprogram
should-be based-on analysis, simulation, mcdeling, or construction-of its prin-
cipal parts, as-called for by their respective newness or criticality.

Problems Addressed
The fact that requirements often change during system development is

generally ackncwledged to be one of the greatest sources of cost escalation
and schedule slippage in the acquisition of major software systems. Moreover,
initial requirements are often unduly ambitious, imposing very difficult or
impossible design conditions that often lead -to changes- in the design approach.

L" IThese changes ari3e in large measure because -the initial requirements were not
critically analy-.d and validated through L formal program of advanced develop-
ment or system dinition.

Despitt. the implications in the DSARC II review that an adequate de-
sign and costing basis must exist, current directives are vague on the formal
requirements for the valid4Lion phase of the acquisition-process. Many soft-
ware cost overruns that stem from vague and inconsistent requirements could-be
eliminated by more thorough analyses and reviews of tequirements specifications.

Imiplementation-
Amplify and extend the definition of requirements for -the System

Design Review (SDR) to include review of the functional definition of each
software program, its modular configuration, and its evaluation in terms of
core and timing allocations in order to show--that it will meet performance re-
quirements within specified constraints (similar to Milestone I in SSD 61-47B,
Ref. 3).

Amplify the requirements of the DSARC I' review in DoD-5000 (Ref. 4)
with respect to what is expected to be accomplished in the Program Validation
Phase.

Remarks
In- order to properly validate requirements of new (as opposed to

evolutionary) systems and -to establish a realistic basis for estimating costs,
it has been necessary to perform -a- limited amount of preliminary design, as-
e.- as arper analysis. In particular, critical design features that cannot
be adequately modeled must be built and tested to ensure that a feasible de-
sign approach exists. Thus, the implementation of this recormnendation requires
the accomplishment of limited preliminary design during the Program ValidationW6 Phase, rather than as the first step of Full Scale Development.

Tn addition, in order to eliminate vagueness, each requirement should
be -hecked for testability. Ps

' *"Validation"--is used in-the context of Program Validation Phase, as opposed '

to- validation/verification of coded computer programs.
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SOFTWARE VISIBILITY IN WEAPON SYSTEM ACQUISITION MP2

Recommendation
Increase the visibility and understanding of major software components

of Weapon Systems by putting them on a par with hardware components. This is to
-be donc in terms of configuration control items, DSARC reviews, design reviews,
arit cther aspectr of acquisition management.

Problems Addressed
The lack of software visibility, as compared to hardware, in the ac-

quisit-ion of major subsystems is generally agreed to contribute to the fact that
it is not as well managed. This acquisition management problem, in turn, re-
sults in numerous sins of omission throughout the development process that re-
sult in unrealistic cost and schedule estimates, inadequate configuration man-
agement, and related-problems.

Implementation
One specific action that should be taken is to generalize and revise

Appendix B (Electronics System) of Military Standard-Work Breakdown Structures
for Defense Material items (MIL-STD-881, Ref. 5) to define a software subsys-
tem category on a par-with a hardware subsystem along the lines-being advo-
cated by the Jont -Logistics Commanders' Software Reliability Work Group (SRWG).

Construct a suit.ble list of computer resources that should be covered during
review-processes. Other directives and standards for-hardware-should be studied
-by the DoD to find similar transferability of their principles to software.-

Remarks
The Joint Logistics Commanders' SRWG is proposing a revision to MIL-

STD-881 to call out software subsystems at the proper level in the work break-
down structure, as well as other actions to give software more visibility. It
is recommended that their efforts be reviewed, supported, and applied to all
-serv-ices.

The Tactical Computer Software Acquisition and Maintenance Staff
Study (Ref. 6) and the Pacer Flash study -(Ref. 7) had- similar recommendations.

L '
:-J
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SOFTWARE AS CONTRACT DELIVERABLE MP3

Reco-mmendation|c daSpecify that major computer software involved in Weapon Systems de-

velopment be designatedConfigurationItems (CI's) and deliverables during FullScale Development. This would generally include computer programs and computer
I datafor

f 1. Operational Software,
2. Development Support Software, and!
, Test and Integration Software.

Problems Addressedi The absence of clear definitions and guidelines applicable to the

components-of software (computer programs and computer data) as distinguished
from software documentation has caused numerous instances where Weapon System
contracts have-not called for appropriate items as deliverables. The same lack
of guidance-has limited--software visibility and hence the effectiveness of con-
figuration-management. In many systems where operational software is defined
as a contract deliverable, support software needed for system maintenance has
not, and had to be redeveloped. In other instances new support software has
been developed when tools available from other programs =could have been used.
Practices also vary concerning the procurement of integration and test soft-
ware.

Implementation
Provide clear-guidelines for designating appropriate computer system

resources (computer programs and computer data) as Cl's in the Program Manage-
ment Directives and manuals. Call for scheduled delivery, like hardware items.
Specify support and test and integration software as separate deliverables.
Present directives are vague in this-regard.

Remarks
It is generally agreed that the formalization of software as contract

deliverable is a desirable and-cost-effective practice for insuring effective
life cycle support of major systems. The F-14 Program did not specify the op-
erational software ds a contract deliverable and has had difficulty in obtain-
ing a suitable prodnct after the fact. The Trident Program treats the opera-itional software and integration and test software as delivorables. Discussions
at Boeing indicated that this was also the case for the-B-i avionics develop-
ment. The P-3C and S--3A Programs have followed this practice.

ii In many of the systems surveyed, the support and test software (in-
cluding assemblers, compilers, libraries, simulators, test tools, and data

r reduction programs) exceed the size of the operational programs. In addition,
software for on-line equipment operability testing and fault isolation (Auto-
matic Test-Equipment, ATE)-has become important in modern systems. In the
AEGIS rystem, where this is adeliverable, the on-line test program for an
operational ship is projected to be several times the size of the tactical

iprograms.
ks with other-deliverables, provisions must be made for appropriate

acceptance tests for all classes of software. Software documentation should be
examined to ensure that it adequately explains the software logic and how to
maintain the software CI's.
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2.2 ACQUISITION PLANNING

MILESTONED DEVELCPME14T PLAN APi

Recommendation
Define the requirements for milestones in the Full Scale Development

phase to ensure the proper sequence of analysis, design, implementation, inte-
gration, test, and review processes. Also, define criteria that will be used
to demonstrate that each milestone has been achieved. U
Problems-Addressed,

The abstract nature of software makes it difficult-to measure prog-
ress and, hence, makes it even more necessary to formalize the steps in design, 1
implementation, and test. The lack of such definition leads =to diffi.ulties
in interface management and to the late discovery of inadequate requirements or
design errors, with resulting slippages in schedules and increases in cost.j

Implementation
Amplify the definition of :requirements for Preliminary Design Review-

(PDR) and Critical-Design Review (CDR) to specify the items of analysis, design,
implementation, integration, and testing to be completed. Develop- an updated-
version of the milestone definition of SSD 61-47B (Ref. 3) or its-equivalent.
-(Note that Milestone 1 of SSD 61-47B-should precede Full Scale Developmeait.)
Incorporate -these in the Program Management Plan and specify that the milestone
provisions be written into development contracts.

Remarks
Many modern programs have successfully established their own system

-of milestones, as was found in discussions with-the Program-Managers for the
SAM-D, AEGIS, Trident, S-3A, CV, Pershing-, and B-1 systems. In the B-l pro-
gram, the milestones contained in SSD 61-47B were written into the contract.
Currently applicable Acquisition Management regulations, such as MIL-STD-490
(Ref. 8), MIL-STD-483 (Ref. 9), and-AFR-800-14, Vol. II (Ref. 10)-,call out
milestones but do-not define the work to be accomplished and the products to
be delivered. It is important that each milestone be= associated with a- spe-
ciflcally defined deliverable.

It is believed that a standard set of milestones, as in SSD 61-47B,
is desirable as a common basis for system-acquisition, in order to ensure a
properly structured and sequenced development approach. The establishment of
appropriate milestones in the Request for Proposal (RFP) would also provide a
common basis for-program planning and hence for proposal evaluation. SSD 61-47B
provides an-acceptable basis-for current-procurements but should be updated to
include test events and to reconcile event and document-oriented milestones. 4
In so doitg, refercnc -hotudA--be made to FCDSSA Handbook for Program Develop-
ment and Production Procedures of Digital Processor Program, H(A)-4010 (Ref. 11).
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COMPUTER SYSTEM RESOURCE DEVELOPMENT PLAN AP2

Recommendationii Ensure provision of a detailed Computer System Resource Development
Plan as part of the bid package on Full Scale Development contracts. The plan
should cover all aspects of the contractor's approach to organization, design,
-test, management, documentation, and other aspects of the program.

Problem Addressed
In ordereto ensure that the development of a major software subsys-

tem is well organized and managed, and all requirements are properly understood
and defined, it is essential to have a detailed development plan prepared and
evaluated prior to starting Full Scale Development.

The development plan should include a detailed statement of the con-

-tractor's engineering and management approaches, and hence can serve as a basis
for selecting a contractor with the requisite understanding, experience, and
facilities.

Implementation-
Require that the Program Manager prepare a set of development require-

ments to be included in the Request for Proposal (RFP)_. Specify those aspects
i k that are directed by the Government. Specify the nature and scope of descrip-

tion required in the contractor's Computer System Resource- Development Plan.

Remarks

AFR-800-14, Vol. II (Ref. 10), calls out a set of detailed-require-
l ments for a Computer Programr Development Plan. The plan identifies the actions

needed to develop and deliver computer program Configuration Items and neces-
sary support resources. It is to be prepared by the implementing command 3r,

-_ if the development effort is contracted, it may be prepared by the contractor

U and approved by the implementing command.
The plan addresses such items as organization, !anagement controls,

design, test and Quality Assurance methodology, program milestones, -status
monitoring, supporting resources, documentation, and engineering practices.

L For a full listing of the items covered, see Section 6, Discussion of Recom-
mendations.

SDC and several other contractors stated that a- formal. development
plan is the most important single- management document and recommended that it

be specifically required for major software systems. Since practice varies
widely in Weapon System acquisition, the Computer System Resources Development
Plan needs to be recognized as a -standard requirement.

low
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2.3 SYSTEMS ENGINE~ERING

SYSTEIS ENGINEERING OF COMPUTER SYSTEMS SE1

Recommendation 11
For systems involving several distinct functions, require that the

system be divided into functional segments in acc6rdance with the operational I
requirements. Require during the Program Validation Phase that tradeoff anal-
yses be performed for hardware versus software (i.e., hardwired versus pro-
grammable functions) and for different computer system architectures.

Problems Addressed
The lack of application of systems engineering methodology to com-

puter system design is at the root of a number of critical problems in the dR-
velopment of major Weapon Systems. It. results in inefficient processing -

architecture, lack of hardware/software tradeoffs, and overcentralization,
leading to overly complex requirements and hence large, cumbersome, and costly
software programs.

Implementation
Call for these tradeoff analyses to. be performed during the Program

Validation Phase and presented at System Design Review (SDR) and-DSARC II.

Remarks
Recent advances in low cost digital logic and microprocessors pro-

vide the means for unburdening the general purpose computers from !igh data-
rate processing functions (e.g., radar data processing) with resulting simpli-
fication-of processing and executive functions. By the same token, develop
ment of minicomputers has made it much easier to subdivide the -total computing
task into relatively independent major functions performed by dedicated pro-
cessors, thereby simplifying interface management and providing greater flexi-
bility to accommodate- changing requirements. Discussion with -the Fleet Combat
Direction System Support Activities indicates that such decentralization of
noncombat direction functions would substantially simplify the overall data
system.

In order -to ensure that tradeoff studies are properly conducted, it
is necessary to include consideration of -system growth potential and manage-
ment flexibility.

2i
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PROVISIONS FOR GROWTH IN SYSTEM REQUIREMENTS SE2
/

Recommendation
Provide for growth and change in requirements on Weapon System corn-

puter software by identifying parameters that are uncertain or are likely to
change in the future and, where possible, specify the probable limits on such
changes. Also identify novel environments and use of new techniques. Require
-that computer systems be sized to provide for uncertainties and requirement
growth.

Problems Addressed
The nature of Weapon Systems is such that the inevitable growth and

-change in the enemy threat, as well as advances in sensor and weapon technology-,
result in corresponding growth and change in system requirements throughout the
life of the system. While, in principle, changes in software should be less
expensive than those in -hardware, such changes can actually be extremely costl.y
unless provision for growth and change have been made in the initial design.

-Also, opportunities for designing-to-cost are frozen out unless provision is
made for-growth.

Implementation-
SRequire (in appropriate -regulations) that the design requirements or

specifications-that are-given to the software developer ccntain--parameter uncer-
tainty limits. Specify provisions- to accommodate parameter changes in the
-Preliminary Design Review (PDR) process. Provide for software breadboarding
(including cost scheduling) in novel environments or when using-new techniques.
Provide in the requirements that substantial reserves -of time and memory be de-
livered; where possible-they-should be-tentatively allocated to-specific-poten-
tial growth requirements. Check all these items at the PDR and at the DSARC II
and III reviews.

Remarks
The-history of Weapon System development is -replete with examples of

costly changes incurred because of overburdened processors. They have been
L cited in- numerous papers and-noted by studies such as Electronics-X (Ref. 12)

and -the Army Scientific Advisory Panel report (Ref. 13), both of which recom-
mend special attention to adequate sizing of computer-hardware. Of the Weapon
Systems studied, the E-2C and P-3C growth ma- ins were more than absorbed-by
increased data processing requirements. In the Model 4 update, most NTDS ships
are installing a large shared memory module to relieve the overburdened central
processors. The Navy has established a policy (TADSTAND-5, Ref. 14) of pro-

-' viding a 20% spare memory, time, and input/output capacity at system delivery.
Spare time capacity is even more critical than spare core because it-is harder
to expand.

The designation of parameter ranges in the system requirements is a
procedure found useful in the Site Defense Program. The practice is recom-
mended in order to permit a more -flexible organization of the software, with
parameters incorporated- in modules that can be readily changed or expanded
without reflecting into the-entire system.
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SYSTEMS ENGINEERING OF COMPUTER SOFTWARE SE3

-Recommendation

Specify the use of modular software architecture and an orderly,
phased design -approach for developing major computer programs that defines
the higher levels of the program and then progresses to design and test suc-
cessively lower levels. The latter approach is often referred to as "top-
down" design. It involves the formal definition of a hierarchy of program
elements and restrictions concerning lateral communications.

Problems Addressed I
The lack of application of systems engineering methods to the de-

sign of software has led to systems that are nonmodular, lacking well-estab-
lished interfaces, and difficult to test. The design approach-has often been
undisciplined, with implementation started before the overall structure has
been defined. This results in incompatibilities and errors that are discov- -

ered late in the test process, with serious impact on schedules and costs.L
Lack of modularity results in complex interfaces and difficulties in- accommo-
dating to changes in requirements.
ImplementatiOn !

Specify the use of modular top-down design in the Request for Pro-
posal (RFP) and use adherence to this approach as a criterion in examining -the
contractor's definition of his organization of design, production and test,
design methodology, and engineering practices.

Remarks K
The importance of organizing computer programs into a set-of top-

level functional modules with defined interfaces is generally -accepted as an
important principle of software systems engineering. It is also widely ac- if
cepted-that a- disciplined-, phased approach to software design -(usually called '
top-down design) should be a mandatory requirement, While top-down design is -

frequently associated with "structured programming," it is quite different; one
relates to design and the other to implementation. Top-down design requires
that any given function be first designed and then implemented. Because of its
hierarchical-organization it permits a lower level element in-one sequence to
be implemented while a higher level element in another sequence is being de-
signed. This approach permits -the complete design, implementation, and test-
ing of all the critical paths early in the development, using-dummy elements
to simulate the noncritical portions.

Top-down-design is not incompatible with other development tech-
niques, such as "Threads" used by CSC. Threads was initially-developed pri-
marAJy -for function tracing, test, and evaluation and can be used to effec-
tively augment top-down design.

Tmnnnr-n-,n d--- _f *s--ny..a..r ., n... desig n nd .. t'aCt* 0ra

that it simplifies the test software, -uncovers errors early in the design cycle,
and permits one to "build a little, test a little." It does not necessarily
apply to the design of software breadboards or utility programs.
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2.4 IMPLEMENTATION PROCEDURES

SOFTWARE DEVLOPMENT SUPPORT TOOLS AND FACILITIES IPiReommendation..
Ensure that the Full Scale Development program includes provision of

adequate modern support tools and 'facilities, including such items as assem-
blers, compilers, editors, debug aids, data base and library management systems,

UW and associated operating systems. Require maximum use of existing proven tools
and facilities. Provide that any of these tools and facilities that will be
required by the Operational Support (Maintenance) Agent for system maintenance
be delivered in transferable form and also be capable of application to future
Weapon System programs.

Problems Addressed
-The development of software requires a major investment in support

tools and facilities. If they are not available from previous programs and
are not provided for in the development plan, a major schedule slippage and
cost overrun can result. If they are not designed to be transferable to the,
Operational Support Agent, as required -for system =maintenance support, addi-
tional costs will be incurred during the maintenance phase. Inadequate SuP-
port tools lead to excessive testing times and late detection of errors.

Implementation
Specify support tool and facility requirements in the Request for

Proposal (RFP) and evaluate proposals on the adequacy of existing and planned
support facilities and tools, and on the contractor's experience in their use.
Have the Operational Support Agent participate in defining the requirements.
-Define support software as a Configuration Item. Provide that the portion
of support software needed for operational maintenance be a contract deliver-

- able with formal documentation. Make provision for support planning in Acqui-
sition Management regulations, and subject it to design review procedures.
Provide O&M funds for measures to ensure transferability. Provide for develop-
ment of new tools in a manner directly transferable to other programs. Con-1tinue support and provide funding for the work of the Technology Coordinating
Panel of the DoD Software Management Steering Committee on a software
catalogue.

444 Remarks-

A number of basic development support tools (such as assemblers, com-
pilers, and test drivers) are essential to any program. Provisions should be
made for them in the Computer System Resource Development Plan, In recent years
a number of computer aids have been developed to assist in various phases of
program design, implementation, and testing. These include data base management
systems, automated logic testers, and other development and test aids. Depend-
ing on the tools available at Operational Support facilities from previous pro-
grams, a portion of the support tools should be provided as deliverables under
-the development contract. This has not. been consistently done in major system
-acquisitions.

In contracting for a major software developmept it is most important
to ensure that the selected contractor has the requisite experience and capa-
bility with modern software development tools. This factor should be a major
consideration in contractor selection.

2-11



THC JOHNS HOPK(INS UNIVERSITY
APPLIED PHYSICS LABORATORY

LAUREL. MARYLAND

DISCIPLINED PROGRAMMING IP2 i
Recommendation Ll

Require that the computer program development contractor apply a
highly disciplined set of engineering practices to the detailed design and pro-gramming phases of development. This must involve a clear and disciplined set
Of standards covering program structure, size, control, interface, formal con-
ventions on data base management, and the demonstration that the standards are
enforced in practice.

Problems-Addressed
The design of software traditionally has been a craft rather than an

engineering discipline. Consequently it-has tended to be unstructured, with J
-few rules and constraints. In large scale real-time systems involving many
designers and programmers, an undisciplined approach has frequently resulted in-
software that is difficult to integrate,- debug, and update.. This, in turn, u
leads to- excessive costs in testing and life-cycle maintenance.

Implementation
--eThe Request for Proposal (RFP) should call for a description of the

contractor's design and coding manuals and his approach-to programming -disci-
-pline in the Computer System Resource Development Plan. Formal and well-estab-
lished procedures that have been demonstrated on prior programs should be an A
important element in the contractor selection process. The contract should
specify that the proposed procedures be used.

-Remarks
Most experienced software development-contractors have a well-estab-

lished and documented set of programming standards. These define a discipline 3
for logical design, data conventions, calling conventions, interface control,
and other important aspects of program structure. It is important to obtain
and evaluate these standards in the process of contractor selection.

A particular technique for disciplining logical design, called "Struc-
tured Programmiug," has-been promulgated recently. The technique has gained
considerable support and is now required in several programs. However, the
extent of its appropriate application has not yet been fully established, espe-
cially in the case of real-time systems involving input/output and other time-
sensitive functions. What is important is that logical design be rigidly con-
trolled-by one means or another, and that control flow be a visible and trace-
able ch aracteristic of-the program documentation. Such--discipline is currently
practiced by experienced software contractors.
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SYSTEM INTEGRATION AND TEST CAPABILITY IP3

RecommendationU Require that an integration and test capability be provided as part 2;
of Full Scale Development of major Weapon System software, tailored to the
specific needs of the program. This should be a software test-bed combining
simulated elements and hardware (including operator consoles) to be used in
progressive integration and test of system elements. It should provide -real-
time dynamic stimuli and responses under repeatable and off-nominal test con-
ditions. The portion of this capability that is required for Operational Sup-
port and Maintenance should be specified to be transferable or capable of
duplication. .

Problems Addressed
-In many cases, the first confrontation of a Weapon System with a 4

realistic environment occurs when it is installed aboard-the operational plat-
form-and subjected to operational testing. Under these circumstances, major
performance deficiencies are often discovered too late to remedy without basic
changes to the system software. In addition, interface incompatibilities are
encountered that require time-consuming and costly changes. Further, even
operational testing does not readily subject the system to the-extreme condi-
tions that constitute its design limits.

Im lementation
' Define the provision of an-integration and test capability as a re- A

quirement in the-Request for Proposal (RFP)- and in the Computer System Re-
source Development Plan. Specify that the portion of the simulation-software 7

required for system operational support and maintenance ibe made a contract de-
liverable with formal documentation. Provide O&M-funds to the contractor for
support of maintenance features. Constrain sophistication to avoid overcom-
plication, especially at the contractor facility. Make provisions for Inte-
gration and Test Facility planning in Acquisition Management regulations, and
subject such planning to- design review procedure. Consider training -require-
ments for test facilities.

Remarks
-v It is generally agreed that simulation, test, and integration tools

are required throughout the life of-major combat systems. This is particu-
larly well recognized in avionic systems, where the flight environment must
be simulated during the basic design of the operational software and where the
real-time interaction of operators and displays constitutes an essential de-
sign factor. All avionics systems reviewed ha, a "hot-bench" or equivalent

-_ facilities for progressively tying in and dynamically testing software/hardware
modules as an integral part of the development and integration efforts.

Tt 4a -mportant that the specific scope and nature ol simulation/in-
tegration/test tools be tailored to the functional nature of the system. It

' is easy to overdo the realism and hence add excessive complexity and cost to
this type -of system.

The integration and tesc capability should be carefully planned and
strictly controlled to provide the appropriate facility during each phase of

the program. For operational support, the system integration facility may
typically contain much of the actual system hardware. However, it is still
necessary to use simulated inputs to provide controlled and reproducible test
conditions, especially inputs that stress the design limits of the system.
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2.5 PROGRAM MANAGEMENT SUPPORT

TECHNICAL STAFFING OF PROGRAM MANAGER ORGANIZATION MS1 I
Recommendation

Establish and implement a policy that Program Managers for major
Weapon Systems be staffed with personnel experienced in systems engineering
and software-development and of sufficient stature and number to carry out
essential management functions that cannot be delegated.

Problems Addressed
A wide variation exists in the degree to which Program Managers are

staffed with personnel competent in systems engineering and software applica-
tion. Adequate staffing is essential, particularly in the early stages of a
program (concept formulation, validatiou, and contract definition) during which
many basic technical decisions must be made. Such decisions as the selec-
tion of applicable standards shoul- be made with an understanding of design-3
and cost impact.

After initiation of Full Scale Development, sufficient support is
needed to assure competent-technical design review and system--test monitoring.

Implementation
Provide for high level review (e.g., DSARC I and II) of Program Mana-

get staffing at the start of Program Validation and the Full Scale Development
Phases of major Weapon System development programs. Provide-means for temporary
assignment of engineers from service laboratories and-support activities to fill
key staff positions. Provide career incentives-to attract competent engineers J
from within and from outside the Government into both -military and civilian posi-
tions. Establish policies-that assure adequate grade levels for Civil Service
jobs in this area.

Remarks
The proper technical staffing of program management organizations must

take into account the nature and-scope of the program, the resources available
within the headquarters organization, the support organizations available to the
Program Manager, the type of contract, and other management considerations. How-
ever, in most instances it will be necessary to take special steps to augment
the Program Manager's staff from-within the Government. For this reason it is
important to develon ways -in which qualified persons throughout the service
organization could be assigned to key positions in the program management organ-

ization. Special management attention is needed to create sufficient priority
to effect such assignments. The problem of career incentives for military-
personnel may be more severe in some services than in others, so that special
atteutlon is required to ensure that appropriate action will be taken.
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SYSTEMS ENGINEERING AGENT MS2

Recommendation
Establish a policy that, for major new Weapon System programs, the

Program Manager engage a Systems Engineering Agent to assist in problems aris-
ing in the translation of system requirements into detailed hardware and com-

Ii puter system design requirements. The agent, whether Government or contractor,
should be highly experienced in system operational requirements, special pur-
pose system hardware, and computer system software and hardware.

Problems Addressed
Although-the Program Manager should have on his immediate staff sys-

tems engineers who-are knowledgeable about software,-manpower limitations often
restrict the staff to a skeleton organization. Without other direct support,
the Program-Manager cannot adequately fulfill his responsibilities for carrying

Itout the extensive planning and monitoring associated with a major new Weapon
System. This can result in insufficient definition-of requirements, limited
requirements analysis, unrealistic schedule and cost estimates, and inadequate
configuration management.

Implementation
Include identification of a Systems-Engineering Agent in the Program

Management Plan, the Program Management Directive, and the Computer System
Resource Development Plan. Provide for the agent's-participation and-, in
appropriate cascs, leadership in Concept Formulation and Program Validation,

aiwell as in preparation for DSARC reviews, in the Request for Proposal process,
and'in Preliminary and Critical Design Reviews (PDR-and CDR).

-Remarks
Many large-scale Weapon System programs use technical organizations

in the role of the Systems Engineering Agent. The E-2C Program Managei (as well
as several other-Program Managers) uses the-NAVAIR Computer and Software Sys-
tems Group (Code 533) for technical support and review. In the area of Ship
Combat Direction Systems, FCDSSA itself functions in this capacity. For the
AEGIS program, APL serves as a technical advisor to- the Program Manager. TRW
performs such a function for the Minuteman -System. Technical support should be
-tailored to the specific needs of a particular program.
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SOFTWARE OPERATIONAL SUPPORT AGENT MS3 LI
Recommendation

Require that the Software Operational Support (Maintenance) Agent be LI
identified and convulted during the Program Validation Phase to support the
Program Manager in proviti-lag for maintenance support requirements. Require that
the agent be included at the beginning of and throughout Full Scale Development
to plan for system integration, testing, and- transfer from development to opera- I
tional status.

Problems Addressed L,?1 -The integration of operational support requirements and the transition
from production into operational use are high on the list of major problems in
Weapon Systems acquisition. The lack of transferability of software, the lack
of-provisions for maintenance, and the cost of changes resulting from these
inadequacies have beencited in many previous software studies as important
-problems-needing solution.

Implementation
Amplify those parts of the Program-Management Plan and the Program

Management Directive dealing with the early participation of the-Using and
Supporting Commands to include the identification of an Operational Support
Agent. Provide-means -for applying O&M funds to support contractor activity
directed toward providing maintenance capabilities and documentation.j

Remarks
This recommendation is widely supported by Weapon System managers.

The main problem is one of implementation. It requires an- early -decision as
to how and by whom the operational maintenance task is to be performed on--a new
system. Many systems are currently being developed without a designated Opera- j
tional Support Agent. Top management action-is required to ensure that a
decision is made at an early date.

A study was recently made by SDC for the Air Force Logistics Command
(Refs. 15 and 16) on the assignment of Operational Support responsibility- for
a number of avionic systems. The recommendations were made on a case-by-case
basis, but nearly all-called -for an activity managed by the Government and- sup-
ported by a contractor, usually the one responsible- for system development.
This suggests that policy attention should al-o be directed- toward providing
contractor support after system deployment. This would preserve -the kuowledge
of detailed system design for use during system maintenance and updating.
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2.6 ACQUISITION MANAGEMENT STANDARDS

STANDARD CRITERIA FOR WEAPON SYSTEM COMPUTER RES-URCES ACQUISITION MANAGEMENT AMI

Recommendation
Establish a common set of requirements and criteria to be applied in

the acquisition and support of Weapon System computer resources-by all services.

IProblems Addressed
Many of the preceding recommendations have proposed policies with -re-

gard to various aspects of system acquisition management. Their implementation
requires the establishment of one or more top-level documents that would con-
stitute official guidance to Program Managers and contracting officers. Cur-
rent MIL-STDS on this subject are not adequate and-are primarily hardwareEoriented. Variation in terminology is another problem that must-be addressed-
:to reduce confusion and the misinterpretation of existing guidelines.

fJp Implementation
-i Derive a tri-service document covering the procedures to be used -in

the acquisition and support-of Weapon-System computer resources, using current
service regulations and manuals as a basis. Such a document-would most appro-
priately become a Military Standard. It is suggested that Air-Force Regulation
(AFR) 800-14, Vol. II (Acquisition and Support of Computer Resources in Systems,

-Ref. 10) be used as a point of departure, amended as recommended herein and-toSbe consistent with MIL-S-52779(AD) (Software Quality Assurance Program Require-
ments, Ref. 1-7) and NAVMATINST 4130.IA (Configuration Management, Ref. 18).
Additional material may be drawn from -the Army's AM4C Pamphlet AMCP-70-4 (Soft-
ware Acquisition - A Guide for the Material Developer, Ref. 19) and the Navy'sLI CcmputerSoftware Management Task Force Document Outlines (Ref. 20). Use a com-
mon terminology along the lianes recommended by the Joint Logistics Commanders'
Software Reliability Work-Group.

Remarks
Current Military Standards dealing with -System Acquisition Manage-

_ment are MIL-STD-499A (USAF) Engineering Management (Ref. 21) and MIL-STD-483
(USAF) Configuration Management Practices for Systems, Equipment, Munitions,
and Computer Programs (Ref. 9). Neither addresses the special problems ofp -software acquisition.~The Air Force has recently issued AFR-800-14 (Refs. 2 and 10), a

relatively comprehensive treatment of the management planning, engineer man-
agement, and configuration management aspects of software acquisition. While
quite detailed, it leaves reasonable flexibility -to accommodate conditions of
individual programs. This document appears to be the best available starting

point for a common set of criteria on- software acquisition management.
MIL-S-52779(AD)-, prepared by the Army, provides very recent guidance

W on Quality Assurance and is generally not in conflict with APR-800-14. It is
being used in several Navy programs. J

These documents, and recent Army and Navy efforts referred to above,
] would appear to constitute a good starting point for a common- document. The

-participation of industry in the preparation of such a document is recommended.
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SOFTWARE ACQUISITION GUIDES AL2

Recommendation
Prepere a series of handbooks or guides covering important aspects of

software acquisition, to help-Program-Managers and their staffs to define, review,-
and evaluate requirements, procedures, proposals, and designs during pre-contract
and contract management. These would include such items as

Life Cycle PlanU
System Requirements Review
RFP Preparatior and Review-
Computer Resource Development Plan ReviewLL
Preliminary and Critical Design Reviews
Documentation Standard Selection K
Support Facility Plan Evaluation
QA Plan Evaluation

Problems Addressed
The great variation in the requirements and structure of Weapon Sys-

tems, differences between new and evolutibnary systems, different methods of
contracting, and organization of the sponsoring agency all require a large p
degree of flexibility in the application of management standards and procedures.
However, the abstract nature of software and the relatively underdeveloped sys-
tems engineering methodology make it very difficult for Program Managers and-
their limited staffs to apply the necessary judgment in the absence of an j
organized-body of knowledge to guide them.

I'plementation

Coordinate current service efforts or assemble a tr-service-com-
mittee with government and-industry representation, under the sponsorship of
OSD, to prepare suitable handbooks. Issue drafts for interim-guidance and to
obtain feedback-from experience. Allocate special funds to participating ser-
vice agencies.

Remarks
There are efforts in-progress by all the cervices to prepare manuals

and handbooks on various aspects of software acquisition management and docu-
mentation. While each service has somewhat different problems, the similar-
ities are greater than the differences, and considerable advantage-would accrue
from coordinating or unifying these-efforts. Since the Joint Logistics-Com-
manders' Software Reliability Work Group is also proposing the preparation of
aseries of handbooks, their recommendations should be considered in any action

on this matter.

-2-I
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2.7 DEVELOPMENT -OF TOOLS AND TECHNIQUES

SOFTWARE TEST TOOLS TT1

Rcommendation
Support development of improved software test and validation tools-

to reduce the cost and time involved in software verification. These should
include automated tools .o identify and exer-ise all branches, to detect
and isolate design faults, and to categorize error sources.

Problems Addressed
Test and validation has been the most time-consuming phase of soft-

ware de'.lopment. This has been true not only because of the numerous errors $
introduced by poor design methodology but also because of the effort required
to design test drivers for individual portions of the program. In addition,
mnual testing of the full range of possible input conditions (in order to
axercise all portions of tlie -program) is extremely time consuming. Finally,-Ii the generation and-running of -test programs are subject to human- error, which
further adds to the validation- time.

Implementation
Support ongoing service programs in development of automated test and

validation tools. Fund the conversion of selected tools to the-high level
languages used in Weapon Systems (e.g., CMS-2, JOVIAL) and provide them to-sys-
tem contractors and Operational Support Activities as soon as economically
practicable. Invite innovative proposals for new work. Support R&D efforts inH software portability to aid in the application of tool, to different systems. j
Remarks-

All of the industrial software contractors who were interviewed- con-11 sidered software test and validation one of the significant payoff areas for
decreasing software costs. Most of these contractors had made substantial in-
house efforts in the development of automated test tools and a number were
using such tools in software development-programs. Automated test case gener-
ation is an area that particularly deserves support.

Little is currently known about the root causes of faults in design
implementation, primarily because emphasis has been -on debug and recovery -tech-

[niques rather than-on analysis. The exploratory work being done in this area
by RADC should be supported.

Special attention is required to determine how proprietary test -tools
Kcan be -made more generally available. Consideration should be given to arrange-

ments such as licensing or purchase by Le Government.
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II 3. REVIEW OF PREVIOUS STUDIES

In the first phase of the DoD Software Management Study four major ob-
jectives were specified. Of these, the first two, namely, to identify and de-
fine "(i) the nature of the critical software problems facing the DoD," and

"(2) the principal factors contributing to .he problems," have been the subject1 of a number of major DoD-sponsored studies and workshops during the past three
years. Accordingly, one of the first steps was for the DoD Software Manage-

ment-Steering Committee (established by Office of the Secretary of Defense memo-
randum dated 3 December 1974, Ref. 1) to identify those studies that are rele-

vant to the subject of Weapon System Software and designate them Baseline Docu-

ments. Table 3-1 lists -the selected study references. The study contractors
were directed to analyze -the various study findings in order -to expand the base
of informed judgment currently available. Figure 1-1, derived from-the study
review, provides a graphic representation of the phases of a Weapon System life

cycle-and the chronological relationship of software life-cycle management prob-
lems. While the assignments are somewhat -arbitrary, the figure permits trac-

ing the consequences of problems arising at early stages in the process to re-
lated difficulties in subsequent stages.

This-chapter-contains a- short review of each of the ten Baseline Docu-
ments. The results from each of the study or workshop efforts are discussed in
terms-of the scope and nature of the study, the types of conclusions- and recom-

mendations, and the relevance to the conclusions of this report. Because of
the diversity in the stated purposes and -objectives of each -study or workshop,
a wide range-of conclusions and-recommendations was-generated. The major con-

clusions and recommendations are included- in Appendix A, Findings and Recom-

mendations of -Previous Studies.
In general, there exists a coimnon theme to all the study and workshop

doctments which points -to the need to manage Weapon -Systems software in such a
manner as to reduce costs and provide greater visibility throughout -the acqut-

sition/life-cycle process.
While it would be interesting to know which recommendations from these

p studies have -had an effect on the software management practices of DOD, such
correlation-has not been attempted. It is, of course, likely that much of this
wisdom has been recognized and that many actions have been -taken to implement

helpful ideas.
VFor convenience in distinguishing between -this report and the previ-
Hous studies reviewed, the DoD Software Management -Study is referred to as "DSS"

throughout this section.

Ii
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BASELINE DOCUMENTS - STUDIES AND WORKSH{OPS

Title I Sponso r Date

Ele ctronics-X: A Study of Military Electronics with
Particular Reference to Cost and Reliability ARPA, DDR&E JAN 74 I

Tactical Computer Software Acquisition and
Maintenance Staff Study OSD(1&L) OCTr 73 .

Army Scientific Advisory Panel Ad Hoc Committee

for Army Tactical Data System Software Development Army OCT 74

Information Processing/Data Automation Implications
of Air Force Command and Control Requirements in

the 1980s (CCIP-85) AFSC APR 72

-Project Pacer Flash AFLC SEP 7

Automatic Data Processing Costs in the Defense
Department DDR&E OC: -

Air Force Logistics Command Operation Flight
Program- Support AFLC DEC 74

Proceedings of the Aeronautical Systems .1
Software Workshop AFSC APR 74

Proceedings of a Symposium on the High Cost of
Software Held at the Naval Postgraduate School AFSCAROONR SEP 73

-Government/Industry Software Sizing and 1
Costing Workshop ESD OCT 74

.1
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3.1 ELECTRONICS-X: A STUDY OF MILITARY ELECTRONICS WITH PARTICULAR

REFERENCE TO COST AND RELIABILITY

3.1.1 Scope

The Electronics-X (Ref. 12) study program, which produced a report of

429 pages, was conducted by the Institute for Defense Analyses (IDA) with the
assistance of representatives of industry, private research organizations, and
Government. The study was initiated because of such symptoms as "rising acqui-
sition costs, poor field reliability of military systems, and shrinking quanti-

ties of weapons." Its specific purpose was to review the "process of acquisi-

tion and maintenance of military electronics and recommend specific policies
and procedures to remedy the situation. The magnitude of military electronics,
its pervasive nature, and its- rapid- growth led to its being singled out as an
area in which massive savings might be achieved."

The study took into account broad principles recommended by earlier

investigations-and sought specific data that would indicate approaches to a
reduction in the costs of electronics acquisition- and support consistent with
the role of military -electronics.

"This report is concerned-with three kinds of costs: development,
-production, and- support. Empirical evidence suggests that, statistically, pro-
duction- and support -costs are positively correlated; but that development ef-

fort can be applied to reduce either one or the other or the sum of the two."

Because support costs occur in future years and- are neither accounted for by
-the project manager nor paid for out of current funds, management emphasis is
on development and production costs, even--though lifetime support costs may

dominate.
The Electronics-X -report concentrates on five major, high-impact

areas of the military electronics acquisition process: (a) data collection

and feedback, (b) requirements, (c) competition-and management options, (d) re-
liability enhancement, and -(e) maintenance training. Numerous -other areas are
discussed in the report, and- detailed recommendations are made for each.

3.1.2 Conclusion

This report is a valuable reference because the study considers a

;;i,'e range of factors in the total system acquisition process.
The basic software recommendations are: (a) thorough system design

before starting implementation, (b) careful consideration of system archi.tec-
j ture, -(c) adequately sized processors, (d) disciplined -programming, (e) atten-

tton to program structure and efficiency, (f) use of standard higher order
onruages (HOL's) whenever possible, and (g) deferment -of coding until the

%%,mrputer design is complete.
The DSS study concurs with most of these recommendations, but dif-

fcrs fro ..1ectronics-X with regard to the level of detail specified in item

(f3 above.
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3.2 TACTICAL COMPUTER SOFTWARE ACQUISITION AND MAINTENANCE STAFF STUDY

3.2.1 Scope 4
The objective of the Tactical Computer Software Acquisition and Main-

tenance Staff Study (Ref. 6), which produced a report of 56 pages plus appen-

dices, was to identify significant problems related to software acquisition and
maintenance. The need for this effort became apparent during Defense Systems

Acquisition Review Council (DSARC) meetings in which there existed a general

lack of information and understanding concerning software.
In efforts to-make weapons more effective in the modern combatant en-

vironment, U.S. military forces are increasingly using and becoming committed to

digital computers and their associated software. A selected set of Weapon Sys-
tems acquisition programs/projects was surveyed to identify significant problems
related to software acquisition and maintenance. The Weapon Systems included _
the DD-963, LHA, PF, F-14, SAM-D, TACFIRE, AEGIS, E-2B, E-2C, S-3A, F-15, and
VAST. The study team reviewed policies and held discussions with-many indivud-
uals who were associated with the programs or projects. Collected material was

organized into the study report.

3.2.2 Conclusion

The following findings regarding tactical software were-based on the-
specified Weapon Systems program surveys.

1. "There is a marked absence of DoD management policy guidance re-'
garding the use of digital computers and software in vital auto-
mated tactical systems" even though tactical software embodies
military doctrinal procedures for accomplishing combat functions.

2. During early Southeast Asia operations, certain tactical systems J
performing the same functions for the military services (air con-
trol. and defense) were unable to exchange information automatically.

3. "in general, system program/project offices became oriented to ac-
quiring electronics hardware and gave little attention to the pro-

cess of developing the software."
4. "Military services procured a wide variety of tactical computer

hardware and languages, which caused the acquisition of a variety
of support software."

5. "The vital function of tactical software management (maintenance)
during the life of a tactical system - incorporating new and re-

vised tactical doctrine procedures into operating form - was not

adequately recognized."

Ia racor.endatons, a'lthugh few in number, were quite broad in scope.
They included such items as: (a) 'ducating DoD top level managem:Lc to become

more knowledgeable of the impact if computers and software, (b) reviewing DoD

organizational responsibilities regarding policies, etc. of software acquisition,
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-(c) issuing policies that will promote more effective tactical software ac-
quisition, use, and maintenance, and (d) establishment by the DoD Materiel
Specifications and Standards Board of a software panel to provide more guid-
ance for military standards, etc. These recommendations are generally sup-
ported in this DSS report.
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3.3 REPORT OF THE ARMY SCIENTIFIC ADVISORY PANEL AD HOC COMMITTEE FOR
ARMY TACTICAL DATA SYSTEM SOFTWARE DEVELOPMENT

3.3.1 Scope

"An ad hoc group of the Army Scientific Advisory Panel (A.S.A.P.)
was organized to study Army Tactical Data Systems Software developments and
to recommend actions to provide improved software at lower cost and in shorter
time in future tactical systems." A 39-page report was produced (Ref. 13).

"The group was first convened on 13 June 1973 and in that and sub-
sequent meetings received information from Army agencies, from other govern-
ment activities, and from commercial organizations on the history or prior

developments, on requirements for the future, and on new hardware and soft-
ware technologies."

The study group defined the scope of their study as: "Determine
the factors that lead to extensive and complex software and to problems in
developing software for tactical data systems, and -to recommend practices
and useful exploratory efforts to mitigate those difficulties."

3.3.2 Conclusions

As the study discussions began, it became clear "that the -solution
of tactical system software problems should not be approached solely through
software or programming research and development, although certain efforts
in that area will prove fruitful." Software problems often-originate from a:
lack of initial system engineering in the overall tactical data system.

"The ad hoc study group's investigations led to findings and recom-
mendations in four major areas:

1. System Design and System Hardware -

2. Software Design and Development
3. R&D Related to Software
4. Army Management of Software Development."

In item 1, recommendations were made concerning system architec- -
ture, definition of the processes to be performed, evaluation of current sys-
tems, interactive development of hardware and software, and adequate hardware
capacity. !tem ? included recommendations for early design of software, stan- __

dardizatijn and use of higher order languages (HOL's), selection of program
libraries, application of disciplined programming, and use of a third party
advisor. In item 3, R&D recommendations dealt with standard programming lan-
guages, standard operating systems, optimized computer architectures, and im-
p.roved methods of acquiring hardware and software. In item 4, recommenda-
dions covered such subjects as developing meaningful and realistic tools for
management and documentation, early agreement -on language and operating sys-
tem requirements, agreement by all parties on tasks, evaluation of develop-
ment progress, specifications and tools for software testing, and the re- I
quirement for evolutionary development of software.

The recommendations of the ASAP are generally in accord with those
in this DSS report.
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3.4 INFORMATION PROCESSING/DATA AUTOMATION IMPLICATIONS OF AIR FORCE

COMMAND AND CONTROL REQUIREMENTS IN THE 1980s (CCIP-85)ai
3.4.1 Scope

. Information Processing/Data Automation Implications of Air Force
Command and Control Requirements in the 1980s (CCIP-85) (Ref. 22), an AFSC
Development Planning Study, was completed early in 1972. "The study purpose
was to construct an integrated Air Force R&D program for the 1970's which willLI develop the information processing technology needed to meet the likely Air
Force command and control (C&C) information-processing requirements of the
1980's." The study was primarily concerned with C&C for Air Force combatant

units.
It was concluded in the report that information processing is

barely adequate to- support Air Force C&C functions and that the major prob-
( lems are in -the software area rather than in- computer hardware technology.

3.4.Z Conclusions

V The study revealed a number of trends that by the 1980's will
(a) "Make C&C considerably more important to-Air Force roles and operations,"
(b) "Make C&C much more dependent on information processing technology," and
(c) "Sharply increase the strain on software technology imposed by-C&C re-
quirements." There-exists -a high degree of visibility for some of -the above

trends while others are cbscure. However, they are all gathering momentum.
The study group -produced a list of problems that were arranged gen-

erally in sequence-as being critical, significant, or appreciable. These

problems are stated in more detail in Appendix A, Findings and Recommendations
of Previous Studies.

CCIP-85 provided a list of recommendations that are broad in scope.
It was recommended that future improvements should-be directed to the use of
new and improved programming techniques, better management of simulation, cer-
tification, and production facilities, and to the setting of goals -to improve
the various factors that affect software and its use. The CCIP-85 recommen-
dations, as categorized above, generally agree with those presented- in this

* j DSS report.
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3.5- PROJECT PACER FLASH

3.5.1 Scope

Air Force Regulation 20-1 (Ref. 23), dated 4 December 1972, estab-
lished Project Pacer Flash "for the purposeof conducting an in-depth study of
long-range computer software support required for weapon system computers" and
required the Air Force Logistics Command (AFLC) to chair the study group. The
regulation also required the participation of the Strategic Air Command, the
Tactical Air Command, the Materiel Air Command, the Air Defense Command, the
Air Training Command, and the Air Force Systems Command. The final reportA
(Ref. 7), consisting of 43 pages plus attachments, was published in September
1973.

"The task group was charged to:
1. Determine the present and projected inventory of programmable com-

puters installed in weapon systems;
2. Review existing policy and procedures pertinent to -support require-

ments;
3. Develop changes to existing policy and procedures or develop new 4

policy and procedures for weapon system computer support; T

4. Recommend an Air Force position on management of software support,,
and;

5. Publish and update new or changed policy and procedures in appro-
priate directives."

3.5.2 Conclusions

Although the study was aimed at all Air Force Weapon Systems, the
investigation, analysis, and conclusions only addressed aeronautical systems.
Several facts in this area were Jdentified by the Air Staff advisors as being
important and having a bearing on the problem. Software development standards, -i

contractor support costs, software transferability, lack of adequate (in-house)
testing and-validation, and the need for greater in-house capabilities for
software support were listed as important matters to be -considered in the
svudy.

The following statements comprise a partial list of relevant conclu-r sions presented in the final report:
1. It is expected that the complexity, scope, and cost of softwaresupport will necessarily increase because of the increase in

avionic system complexity.

2. "Headquarters USAF has stated the need for expanding the long-
range organic capability" for avionic software support.

3. It is essential for hardware and software support to be considered "

L as an interal problem.
4. Computer "software requires configuration management."
5. In order to assure proper development and later support of soft-

ware, expansion of Air Force policy and procedures must be accom-
plished to cover the entire life cycle of a Weapon System.

6. "Planning for software support (supportability) must beginIduring the conceptual phase of system design."
3-8
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T'he recommendations from the study are oriented toward a specifie
subset of Air Force needs and requirements. They concern (a) Air Force (in-
house) capabiliLy, (b) responsibility for software with Aeronautical System
mangers, (c) requirements for software support in the Automatic Test Equip-
ment (ATE), Operational Flight Programs (OFP), and Crew Trainer/Simulator
areas, (d) continuous inventory of computer hardware, (e) revision of Air
Force Specialty Codes, (f) standardization of hardware/software as an integral
problem, (g) consideration of hardware/software as an integral problem, (h) de-
signation of ATE to an avionic system, and (i) software as deliverables. With }
-the exception of those areas that deal with specific Air Force requirements
and organizations, the Pacer Flash recommendations are in general agreement
with those of this DSS report.

I
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3.6 AUTOMATIC DATA PROCESSING COSTS IN- THE DEFENSE DEPARTMENT

3,6.1 Scope L
Paper IDA-P-10A6, Automatic Data Processing Costs in the Defense De-

partment (Ref. 24), containing 68 pages-, was prepared by David A. Fisher, In-
stitute for Defense Analyses (IDA), in October 1974. As stated, the "paper

attempts to provide substantiated estimates of the costs and cost trends of

DoD computer software and other ADP activities, and the major components of

those costs, on the thesis that a determination of present costs is the nec-

essary first step in deciding on future DoD investments in ADP research and-
development." It was pointed out that any specifik cost items that were dis-
proportionately high should lead to review, and action would be taken in those
areas where urgent attention was required. It was further stated that "the

estimates derived in this paper provide insufficient basis in themselves for

making recommendations on the future course of DoD R&D on ADP, and no such
recommendations are made here. The findings, however, provide an estimate of

computer software costs to DoD and- show the structure of those costs. This

information is necessary for-developing and evaluating DoD software research

programs,"
Dr. Fisher's paper acknowledged the CCIP-85 Air Force study (Ref. 22)

as "the most extensive analysis available on-computer software and ADP in DoD."

Dr. Fisher based much of his work-on CCIP-85. It should be-noted that he was
primarily concerned with ADP activities rather than tactical software since

CCIP-85 uses are limited to an investigation of large scale automated command
and control systems.

3.6.2 Conclusions

Although, as stated above, there are no formal recommendations pre-
sented in the ADP cost study, the- conclusions and findings point out some im-

poitant facts that deserve further consideration and will, no doubt, influence

decisions in many different-phases of the software acquisition process. It 3
was noted that "reliable information on most software and ADP costs in DoD is

unavailable in a clearly identifiable -form." Cost figures were presented -which-

indicate that software is a major expenditure and a significant part of all

electronics costs in DoD. Other -findings show the upward trends in the cost?] ~of software, the shift-from-rental to-purchased equipment, the upward trend |

in the number of computing systems, and a shift from using in-house personnel
to contract services for systems analysis/design. J

3-10
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[1 3.7 A-REPORT ON AIR FORCE LOGISTICS COMMAND OPERM~ON FLIGHT PROGRAM,
SUPPORT

3.7.1 Scope

In July 1974, System-Development Corporation (SDC), under contract to
Warner Robbins Air Logistics Center (ALC), initiated a study of the support
methodology used by various other ALC's within the Air Force Logistics Command
(AFLC). The study considered selected "transitioned" aircraft systems and their
respective Operational Flight Programs (OFP's). The study output report in-
cluded 450 pages plus appendices (Refs. 15 and 16).

During the past several years there has been a major trend toward
the use of more digital elements in aeronautical systems. "The software asso-
ciated with programmable devices, typical to integrated avionic systems, has
emerged as one of the key elements affecting avionics and weapon system per-

formance.
orneThe specific objective of the study was to produce a final report
that reflected the findings of data collected, an analysis of the data, and

*i recommendations and conclusions formulated from the analysis. The data col-
lectedtby SDC from the various ALC's were-divided into six -major sections:

1. Characteristics of the OFP's and their associated aeronautical

systems,
2. Current support-posture of the OFP's,Li 3. Personnel required in the support of the OFP' ,
4. Documentation required in the support of the OFP's,
5. Configuration management required in support of the OFP's, and

{4 6. Testing in sup-ort of the OFP's.

3.7.2 Conclusions

"It has become evident that the Air Force requires a capability to

effectively manage contractor developments in the software area which is as
effective as the Air Force's capability to manage hardware procurements." Be-
-cause the Air Force in-house capability to support in-depth software changes
is generally limited, it has been necessary to retain the development contrac-

2tor to provide software support even after transition from the Air Force Sys-
tems Command (AFSC) to AFLC.

Some of the basic conclusions of the study effort were (a) "Configu-
ration management practices and procedures were not performed in a standard

4_ manner," (b) the Technical Order System does not address the subject of pro-
gram documentation, (c) in most cases software support was not provided to
AFLC for OFP's at transition, (d) "In no case was a condition found chat stan-
dardization of programming languages, or the rewrite of a programi from one
system to another, was warranted," and (e) "The possibility or rewriting a
computer program from one computer to another is not feasible . . . because of
the extreme differences between machines."

3-11
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The recommendations cover such areas as (a) the establishment of
baseline software configurations, (b) support software, (c) introduction of
a new specification system, and (d) definition of organizational structure
concerning Weapon System managers and-functional areas. Of these, the first
three directly support the recommendations of this DSS study, the fourth
deals generally with Air Force special requirements in the aeronautical sys-
tems area. II

,i
f4.
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3.8 PROCEEDINGS OF THE AERONAUTICAL SYSTEMS SOFTWARE WORKSHOP

3.8.1 Scope

Because recent studies, such as Project Pacer Flash (Ref. 7), had
emphasized and recommended the need to exchange communications at all levels,
AFSC Development Plans sponsored an Aeronautical Systems Software Workshop in
April 1974 to provide an opportunity to exchange information on avionics sys-
tems software. Software had received a great deal of management attention and
concern because of costs and lack of visibility as to progress etc. The at-
tendees at the workshop included personnel from the Air Staff, Air Force Sys-
tems Command, Air Force Logistics Command, the User Commands, and other Govern-
ment agencies. Members of industry and DoD presented papers on how they had

successfully coped with many problems involved in the avionics systems soft-
ware acquisition process. The final report of the workshop consists of-576

pages (Ref. 25).

In his opening-remarks to the workshop, Major-General Douglas T.
Nelson set the stage for the presentations and discussions by emphasizing the

major importance of software to achieve flexibility far-modern airborne Weapon
Systems. He pointed out that "accompanying our digital -trend- with its flexi-
bility has been the increased- involvement with the attendant software: all
the way from design, development, through test and transition- to the Air Force
Logistics Command and operation by the using commands."

Another statement by General Nelson: "If any part of our develop-
ment job ever -called for skillful systems management, this task of bringing
the whole weapon system -together with software certainly does!-!!"

3.8.2 Conclusions

No formal set of recommendations resulted from ihe workshop. The

individual papers addressed a wide range of software problem areas, and many
solutions were proposed. Certain papers did list specific recommendations,
however, and these lend support to those presented in this DSS report.

In general, the following subjects were covered in the discussions
or in formal recommendations: (a) disciplined programming, (b) software de-
velopment standards, (c) total system integration and testing capability,
(d) properly trained members -of program offices, (e) third party design engi-

neering agent, (f) third party support in the operational area, (g) computer
resources acquisition management, (h) software acquisition handbooks or guides,
(.) tools for testing software, (j) systems engineering of computer software,
(k) total systems engineering, (1) provision -for future growth and expansion,
(m) development plans, (n) milestoned events in the development process,
(o) software as a specified deliverable, and (p) provision of software visi-
bility.

Without -exception, the recommendations discussed in the individual

papers lend support to the recommendations of this DSS study report,

- i-i3-13
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3.9 PROCEEDINGS OF A SYMPOSIUM ON THE HIGH COST OF SOFTWARE HELD AT
THE NAVAL POSTGRADUATE SCHOOL, MONTEREY, CALIFORNIA, ON
SEPTEMBER 17-19, 1973

3.9.1 Scope i
"The Monterey Symposium on the High Cost of Software was held in

Septenier 1973, wider the joint sponsorship of the Air Force Office of Scien-
tific Research, the Army Research Office, and the Office of Naval Research."
The symposium was called primarily to define the research required to achieve
a major reduction in suftware costs bec.ause the software art was progressing
so slowly. High software costs and poor nuality made a serious impact on the
DoD budget and operations. A 138-page report was produced (Ref. 26).

The symposium was divided into five workshops, each of which was con-
cerned with a specific aspect of software. The five workshops were assigned
the following themes:

"Workshop 1 - Understanding the Software Problem
Workshop 2 - Semantics of Languages and Systems
Workshop 3 - Programming Methodology U
Workshop 4 - Software-Related Advances in Computer Hqrdware
Workshop 5 - Problems of Large Systems."

Three meetings of the symposium as a group were held during which
subjects of interest to the entire body were presented. A keynote speech on
software costs and statements of objectives by the workshop chairmen were the
subjects of -the first meeting. The second meeting was devoted to software tech-
nology transfer, and the third meeting included interim progress reports by
workshop chairmen.

3.9.2 Conclusions

"Over the last ten years there has been a radical shift in the-balance -{
of hardware and software costs. Because of technological advances, hardware
costs have been reduced to the point where hardware designers are now seeking
ways to help reduce software costs. The cost of computing is now clearly
dominated by the cost of software." Other conclusions and findings are dis-
cussed in detail in the Findings and Recommendations of Frevious Studies Appen-
dix to this Department of Defense Software Study (DSS) report.

The recommendations produced by the sywposium were quite general in
nature and covered- a broad spectrum of software acquisition problems. Recom-
mendations dealing with the following subjects were specified: (a) strengthen

research in computer systems, (b) enhance the programming aids for a domain
with knowledge derived from the related applications domain, (c) employ new
techniques from the laboratories, (d) create a new technology base, (e)
coordinate service, DoD, aud civilian R&D efforts, (f) increase research to
meet future demands, (g) develop understanding of software costs, (h) employ

the best available programming aids, (i) discipline programming, (j) formu-
late new concepts for testing and analysis, (k) investigate the human factors
in programming, (1) develop new programming methods and system architectures
for new applications, and (m) construct better programming languages and

computer systems.
Most subjects in the above areas are covered in the recommendations in

this DSS study.

...... 3-14
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3l~ .1 :::?RNEN/INUSTRY SOFTWARE SIZING AND COSTING WORKSHOP

The Government (Electronics Systems Division (ESD))/Industry Soft-

ware Sizing and Costing Workshop was held on 1-2 October 1974 at the ESD of
the Air Force Systems Command (AFSC), Hanscom Air Force Base, Massachusetts.
There were 76 attendees of whom half were from Government and half from in-
dustry. Twenty-one companies, one university, and nine USAF and other goven-

mental units were represented.
The general purpose of the workshop was to seek a means of enhancing

the communications between the Government and industry on the problems of pre-
LU dicting software development costs. "More specifically, the workshop focussed

attention on two key questions.
"Whac are the attributes of a good software requirements- specifica-

tion?
"What are the-prime factors affecting/driving software- costs?"

v The ultimate objective was-to significantly enhance the realism/credibility of
future software costing and-sizing estimates for electronics defense systems.

In order to have discussion groups of workable size, -the -workshop was
divided into four groups. These groups addressed the two questions stated above
and developed answers that are summarized in the draft report. The draft report
was dated 11 February 197-5 and consisted of 38 pages plus attachments (Ref. 27).

3.10.2 Conclusions

The conclusions-dealt with (a) definition and purpose of specifica-
tions, (b) lack of thorough analysis and validations of requirements, (c) lack
of goals or tradeoffs in Requests for Proposals (RFP's), (d) ranges of operat-

|- ing conditions in RFP's, (e)- tendency to specify design rather than stating
performance requirements, -(f) separation of design ideas from -performance re-
quirements, (g) cost estimating, (h) phased contract approach-to software ac-

t quisition, and (i) cost-calculated-on-instruction count.
The formal recommendations from the study specified actions in the

following areas: (a) a-multiphased and/or separate contract approach to soft-
ware acquisition, (b) improvement of specification standards and practices,

(c) standardization of terminology, and (d) improvement of cost estimating
- for software. All of these recommendations lend support to those in this DSS

study report, although estimating software costs is not explicitly recommended.

F 31

~3-15



!I

T JOHNS H PINS UNIVERSITY

APPUED PHYSICS LABORTORYLAUREL. MARYLAND

4. HIGHLIGHTS OF WEAPON SYSTEM STUDIES

4.1 INTRODUCTION

This phase of the studY was concerned with specific applications
-of software design and management to major Weapon SytLems. APL concentrated
on-Navy Systems, MITRE on Air Force Systems, and-each contractor stu -died sev-

eral Arm;- Systems. The systems werze selected to represent -a variety of plat-
forms and major missions and to illustrate all phases of the Weapon System
life cycle. Of necessity, emphasis was- placed on breadth at the expense of

depth. It is hoped, however, that the significant highlights in each pro-
gram, those which can be of value to others, have been uncovered and under-
stood u their proper -context.

The survey of individual Weapon Systems, as a major input to this
study (DSS), had the following objectives:

1. To serve as a basis for understanding how and what Weapon Sys-
tems software is being or has been developed, produced, -de-

ployed, and maintained in the user environment;13 2. To serve-as a basis for distinguishing among -the large range
of uses of software in Weapon Systems; differences in function,
size, and complexity; and the way these differences affect soft-
ware problems and =potential solutions;

3. To provide insight into the organizational relationships be-
tween the Government Program Managers, system--contractors, soft-
ware contractors-, and Government test, maintenance, and train-
ing facilities;

4. To identify design and management techniques that have proved
successful and that warrant more general application, and

5. To obtain opinions from key personnel concerning ways in which
the OSD-or the-Services-can contribute to the-improvement of

software cost and performance.
lThe survey-of Weapon-Systems software was carried out through the

auspices of-the respective Program Managers. System and software contrac-
tors were visited, where possible, to obtain first-hand information- on sys-
tem characteristics and development methods.

The selectedWeapon Systems programs are listed in Table 4-1. The
systems are grouped into Shipborne Systems, Airborne Systems, and Undersea
and-Landbased Systems. Subsequent sections of this report highlight program
characteristics pertinent to this study.

More detailed information gathered on each Weapon System is pre-
sented in Appendices B, C, and D to this report. The individual discussions
vary in detail because of the differing stages of development of the differ-
-ent -ystene- The following kinds of information were sought:

1. General System Description: A sufficient description- to pro-
vide understanding of the overall system mission and require-3ments and the operating environment of the embedded computer
system;

4-1



THE JOHN $H OPKINS UNIVERSIY
APPLIED PHYSICSLABORATRY'

LAUREL. MARYLAND

TABLE 4-1

WEAPON SYSTEMS INVESTIGATED

Weapon
System

Programs Systems StatusShipborne i

Systems

DLG-28 Tactical Data System Deployed
Terrier Weapon System

DDG-9 Tactical Data System Deployed
Tartar Weapon System

DLGN-38 Command and Control System Production
Sensor Interface Data Sys-

tem ii
Tartar Weapon System
Gun Fire Control System
Underwater Fire Control

System

AEGIS AEGIS Weapon 3ystem Development

CV Tactical Data System Deployed
Aircraft Landing System
Missile Fire Control

System

Airborne
Systems

E-2C Tactical Data System Deployed

P-3C Airborne Patrol System Deployed 7
S-3A Airborne Weapon System Production/

Deployed

F-14 Avionics and Weapon De- Deployed
livery System

Undersea and
Landbased 'Syste Trident Command and Control System Production
Systems

Pershing Weapon System Deployed

SAM-D Weapon System Advanced
- Development

4-2
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2. Computer System Architecture: The selection of computing
equipments and their operating relationships, including the
functions allocated to each computational unit;

3. Computer Program Architecture: The structure used in computer
program design throughouzt the system, including allocation of
functions to elements of the computer programs;

4. Software Definition, _esiga, and Implementaticn Methods: Tech-
niques used in software system design management and control,
especially those which have had apparent success;

5. Software Validation and Integration Methods: Management tech- ±

niques, testing tools and techniques, and facilities used in
software quality assurance;

6. Software Acquisition Management Organization and Methods:
Methods used by the Government, system contractor, and softwareHcontractor to manage the process of software design and vali-
dation; and

7. Operational Software Maintenance: Approach used or plans for
transfer of developed software to Government control for life-
time support and maintenance.

In the summary discussions that follow, a brief description, his-.

tory, and highlights of each system are presented, noting plans for growth'El as well as current status. The Highlights are aspects of the system devel-
opment that relate to the conclusions of this study. Each Highlight is anno-
tated with the most closely associated study recommendations.

II
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4.2 SHIPBORNE SYSTEMS

The current and projected Fleet deployment of ships either carrying
digital equipment or planned for digital systems, in whole or in part, in-
cludes 12-carriers, 29 destroyers of the DDG class, 7 cruisers of the nuclear-
powered DLGN-36 and DLGN-38 classes (to be redesignated), 30 cruisers of the
DLG class (to be redesignated), and a unique cruiser (CGN-9). 3

Four of these ship classes, together with the Navy's newest air de-

fense combat system (AEGIS), were selected for study since they represent suc-
cessive phases in the evolution of digital Weapon Systems in the UI.S. Navy.

USS Wainwright (DLG-28) exemplifies the currently deployed Naval

Tactical Data System (NTDS) with the recent addition of digital fire control
capability. _

USS Towers (DDG-9) represents recent updating of selected Guided
Missile Destroyers with a digital Tactical Data System.

USS Virginia (DLGN-38) is one of a new class of Guided Missile nu-
clear frigates now under development and using an extensive centralized com-
plex of modular AN/UYK-7 computers.

USS Nimitz (CVAN-68) is the most recently commissioned aircraft car-
rier with digital Tactical Data and Aircraft Control Systems. Digital missile
fire control systems are also installed on certain ships of the CV class.

A Strike Cruiser was selected to represent a possible future ship --

outfitted with the AEGIS Weapon System.
Figure 4-1 represents the relative complexity of digital systems in

the selected ships. The figure shows major computers, peripheral memory, and
operator consoles. These are segmented by the basic functions of a combat
system: detection, combat direction, weapon control, and operability testing.
The memory available to system computers is represented by the vertical scale;
processors are represented by symbols. The number of operator consoles in-
volved in these functions is also represented by symbolic blocks. The figure
shows the growing trend toward automation, particularly in the functions of
detection and systems test. This trend is accompanled by a reduction in the
number of operators required for manual tasks of target position plotting.

Table 4-2 summarizes the types of digital computers employed in
these shipboard systems. There has been a strong tendency to standardize the
computer equipment used in shipboard combat systems. The USQ-20, CP-789, and
CP-848 computers have been used in a variety of ship applications. The AN!
IJYK-7 and AN/UYK-20 computers implement more recent technology and are desig-
nated by the Navy as "standards" for current and future shipboard tactical
digital applications.

USS Wainwright (DLG-28), deployed in 1966, was the first operational

ship to carry a complete NTDS. The growth of digital capability in the Fleet
from the initial digital systems in support of command and control to the pres-
ent iftelusion Of dligital fir -- ''ro ha-- b-e an evluio~nary process; re-
sulting from early pioneering in this area by the Naval ship Engineering Cen-
ter (NAVSEC).
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TABLE 4-2

SHIPBORNE COMPUTERS

Computer Word Length Cycle Time

Designation (bits) (s) System No. CPU's

CP-642/USQ-20 30 8 DLG-28 3

CP-642B/USQ-20 30 4 CV 5

CP-789/UYK 18 4 DLG-28 2
CV 2

CP-848/UYK 18 2 DLG-28 2

DDG-9 2

CV 2

Mk 157 16 1 Cv 1 (option)

AN/UYK-7 32 1.5 DDG-9 1

DLGN-38 61

AEGIS Ship 13

AN~/UYK-20 16 0.75 DLG-28 3 (future

DDG-9 2 (future)

AEGIS Ship 5

Responsibility for acquisition and maintenance of software and sys-

tems has been divided among several participating organizations with equip- "

ment responsibility typically at NAVSEC and software responsibility at FCDSSA,

Dam Neck or San Diego. A Liguificant part of the testing of these systems
is conducted at the Navy's Mare Island Facility and aboard Fleet units,

Both digital hardware and software have advanced through many stages
of development. The lessons learned within the framewcrk of the NTDS develop-

ment have led to several generations of standard computers, of which the AN/
UYK-7 and AN/UYK-20 represent the latest. In a similar manner, standard dis-

plays have also evelved with the AN/UYA-4 Display Group being the latest ex-

ample. Methods of programming have advanced from the dedicated processing of

the early years to substantial amounts of shared memory processing and some

uE;e of multiprocessing. Recent hardware developments have shown a growing

interest in the use of limited special purpose processing (e.g., micropro-

cessors). Lessons learned in these programs have indicated a growing need
i for: -for !1. Strong program management, from inception to deployment main-

tenance,

2. Detailed documentation requirements,

3. Standard high level language development (CS-I, CMS-2),

4. Standard equipments, general and special purpose,

i-
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U4 5. Functional system segments and common mnodules,
6. Firmly controlled interface specifications, and
7. Rigorous control of testing and changes.U The trend in shipboard digital instrumentation has progressed to

include digital fire control in a significant number of our surface combat-
ants. The development of these fire control systems has been independent
but has made extensive use of NTDS equipments and technology.

Implementation of automatic detection and track (ADT) of sensor
information has received substantially less-attention than is desirable. A

1requirement for IFF Beacon Video Processing (BVP) was imposed on the Fleet
during deployment in SEASIA to cope with the heavy track load and maintain
appropriate classification of targets. A number of other systems are cur-
rently undergoing development, selected elements of which will be installed
in future ship improvement programs. Among these are the AN/SPS-48C radar

t J and the AN/SYS-I integrated automatic detection and track-system.

Major support systems aboard ships are also undergoing rapid change
with automatic digital processing and control providing the prime forcing
factor. Among these are systems for navigation, communication, and special-
ized functions such as aircraft landing control systems. A major growth in

force and Fleet level coordination of command, control, and communicationsJ (C3) functions is expected in future years.
Increasing use uf computers is being made to control system opera-

tional readiness test and fault isolation. The Digital Daily Systems Opera-
IJ bility Test System (DDSOT) on current ships has significantly enhanced Weapon

System availability. The Operational Readiness Test System (ORTS) of AEGIS
represents a major improvement in this area. Further development of computer
controlled on-line testing is expected in future improvement programs.

Information was gathered on shipboard Weapon Systems through visits
to Program Managers and contractors, as well as through reference to APL/JHU
personnel who have been directly involved with associated programs. The
principal agencies were visited and are listed in Table 4-3.

TABLE 4-3

WEAPON SYSTEM PROGRAM VISITS

Weapon System Date
Program Agency Visited Responsibility (1975)

DLC-28 KAVSU 6541 Program Manager (Terrier) 3/4
FCDSSA(DN) Development and Maintenance 2111-12,

Agent 3/12-13

DDG-9 NAVSEA 6542 Program Manager 3/4
FCDSSA(DH) Development and Maintenance 3/13

Agent

Raythecn Co. Software Contractor 3/17

DLGN-38 NAVSEA, PHS 378 Progran Manager 3/10
NAVSEC (172 Development Agent 3/4

r i (I laintenance Agent ./12-13

Raytheoi Co. Software Contractor 3/17

AEGIS NAVSEA, PHS 1.03 Program Manager 2/24
RCA Corp. System Contractor 2/12-14

CV FCDSSA($D) Development and Maintenance 2/25-26
4Agent
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4.2.1 DLG-28 Guided Missile Frigate

Description
-The USS Wainwright (DLG-28) is one of 30 DLG's armed-with the

terrier or Standard-Missile (SM-i) missile Weapon System. DLGts 6-15 were
recently modernized to the same functional capability as DLG's 28-35, as were
DLG's 16-25. DLG's 16-25-have missile batteries fore and aft as contrasted
to the DlG'ri 6-15 and DLG's 26-35 which have single batteries. These ships
all have Naval Tactical Data Systems and Terrier Digital Fire Control Sys-
tems. The mission of the DLG is to operate independently or with strike *
forces, antisubmarine forces, or hunter/ki'ller groups, to provide area PAW
defense for convoys or amphibious assault forces, and to coordinate engage-
ment of. submarine, air, and surface threats.

The major subsystems of the DLG-28 combat system include sensors,
the combat direction system and the missile, gun, electronic warfare, and
antisubmarine Weapon Systems.

Figure 4-2 is a diagram of the DLG-28 combat system. Functional
changes being provided by the introduction -of the Standard Missile Type 2
(SM-2) capability to the DLG's 16-35 are indicated by shaded blocks.
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Tacica Data 28 was the firstavyip wih afullautomated Naval

ther extended the digital capability. The future incorporation of an AN/
SPS-48C radar with automatic detection and tracking (ADT) and an SM-2 mis-
sile capability will make this a highly capable ship. Operational functionsa and-computer characteristics are-given in Table 4-4.

TABLE 4-4

COMPUTER SUMMARY

[5Unit Type Function Proces Mmr
31 CP-780/UYK Beacon Video Processing, Auto

(18 bit, 4 iUs) Detect and Correlate,-Friend- 1 16k
2.y Identification

S2 AN/UYK-20 Automatic Detection and 1 4.0k

(future)- (16 bit, 750 ns)- Tracking

CF CP-789/UY( Control/Format-Unit: Inter- 1 16k

(18 bit, 4 i's) face Control and Data -Conver-ii sion

Cl, C21 CP 642A/USQ-20A NTDS/WDS-Mk 11: Rate-Aided 3 32k
C3 (30 bit, 8 iUs) Trauking each

or Threat Identification and
CP 642B/USQ-20B Evaluation, Weapon Assign-Li(30 bit, 4 Ujs) ment and Control

Data Li-ak Communication, Air
Intercept Control

Wl,W2 CP-848/UYK Missile Fire Control, Terrier 2 32k
(18 bit, 2 Us~) Digital FCS Mk 76 ieach

W3 AN/UYK-20 Weapon Direction System Mk 14, 1 64k
(future) (16 bit, 750 ns) Weapon Assignment and Control

W4 AN/UYK-20 Communication Tracking Set 1 64k
(future) (16 bit, 750 ns) AN/SYR-l Processor, Control

and Processing of SM-2 Missile
Dow.link Data
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Acquisition History
NTDS Operational Program (Combat Direction System): The first opera-

tional NTDS for DLG's were deployed in 1962, and Service Test Programs, Model 0,
were provided to several NTDS ships. These were limited capability programs
designed primarily for support of anti-air warfare requirements. DuriLng the
13 years following this initial capability, NTDS programs have undergone exten-
sive modifications both to structure and to operational capabilities. The pres-
ent programs are designated as Model III programs. The most capable of these
is the Phase 3 version, which supports ASMD improvements and the Digital Fire
Control System on DLG-28 class ships. Beginning in July 1976, Model IV NTDS
operational programs will replace Model III programs in DLG-28 class ships,
as well as other units equipped with Link 11 communications equipments.

The 13 year period of development for DLG NTDS operational programs
was accompanied by a learning process in the control and management of soft-
ware development for complex real-time tactical data processing systems.
Many of the procedures in present use resulted from lessons learned during
early NTDS program development.

After the initial version of the NTDS DLG operational program was
successfully deployed, it was turned over to the Fleet Combat Direction Sys-
tem Support Activity (FDCSSA) at Dam Neck, Virginia, for maintenance. Fur-
ther modifications were then supervised by FCDSSA personnel. Since the ini- I I
tial program was turned over to FCDSSA, subsequent development has been al-
most entirely under the auspices of this activity. There has been no recent
program acquisition- as such, but there is a continuing process of modifica-
tion by an on-site subcontractor under a level-of-effort contract. This is j
also true for in-process Model IV developments for DLG class ships. During
the process of program revision, FCDSSA also acts as integration agent and

validation agent for the Navy.
DFCS (Digital Fire Control System) Operational Program: Develop-

ment of the DFCS Operational Program began in 1969. At that time the program
was designated as the Terrier Adaptive Fire Control System (AFCS) computer

program. APL/JHU designed the Advanced Development Model version of this
program. During early design phases, the program was redesignated as the
Digital Fire Control System computer program. Vitro/Automation Industries
was assigned production responsibility. The first production DFCS was eval- j
uated in 1972 aboard the DLG-26. A follow-on version of the DFCS was desig-
nated as the Universal DFCS computer program. The Universal Program was
designed to operate with Mk 76 Mods 6, 7, and 8 DFCS's. The DLG-28 received
DFCS modification in 1974.

4-10



r -7

THE JOHNS HOPKINS UNIVERSITY
APPLED PHYSICS LABORATORY

Management Information

Naval Tactical
Data System Mk 76 FCS

Program Manager FCDSSA(DN) NAVSEA 6541 (Terrier)

System Contractor -FCDSSA(DN) APL(ADM) Vitro (Produc-

tion)
Software Contractor ISSI

Type Contract LOE
Program Status Deployed

Maintenance Agent FCDSSA(DN) NSWC Dahlgren
Software Deliverables Operational Pro- Operational Program and

gram and Program Program Documentation

Documentation

Validation Agent FCDSSA(DN) APL/NSWC (approved
NSWSES, NAVSEA)

Integration Agent FCDSSA(DN) APL

In Service Engineering NSWSES

Agent

Ilghlights

DLG-28 was the first operational (1966) combat system that inte-
grated-rhe tactical data system functions with weapon direction system func-

tions-resulting in WDS Ik 11. Weapon Systems requirements were identified by
both the NTDS Program Manager and the Weapon Systems manager in mutually ac-
ceptable requirements documents. •(MPI)

An on-site level-of-effort contract allowed close working relation-
ships between the NTDS contractor and the development agent. Problems were
easily identified, and required actions were taken earlier than would have
been-possible otherwise. (MPI, MS2)

The NTDS system can operate at reduced capacity with only two com-
puters; the DFCS system can operate at reduced capacity with only one com-
puter. (SEI, SE2)

I___ The Dynamic Modular Replacement (DMR) technique for read-in of al-
ternate program modules to facilitate different combat system warfare require-

ments was developed for these ships. (SE2)

An early freeze of Data Base design provided stable program devel-
opment control. (SE3)

Common software modules were developed to provide compatibility
among ships of the same class but with different equipment suites. (SE3)

The DFCS program was developed and validated using a land-based
test site at the developer's site (APL). (IP3)

| Both Navy and contractor personnel were experienced and knowledge-
able in DLG combat system operational requirements. This enhanced develop-
ment by exploiting proven development techniques and avoiding previous mis-
takes. (MS2)

A single agent was responsible for life-cycle maintenance as well

as modification programming; this allowed an orderly transition from an exist-
ing program to a more capable program. (MS3)

4-11
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4.2.2 DDG-9-Guided-Missile Destroyer

Description
The-DDG-9 is one of 29 Guided Missile Destroyers armed with the

Tartar-or Standard Missile Type 1 (SM-i) (Medium Range) missile Weapon System.
DDG's 2-24 were "new construction" while DDG's 31-36 are converted Sherman!
Mitscher DD's. Four of the DDG's, C. F. Adams Class, are provided with a
Tactical Data System. The mission of the DDGts is to-operate with strike i
forces, with hunter/killer groups, in support of amphibious assault opera-

* tions; and to screen support forces and convoys against submarine, air, and
surface threats.

The major subsystems of the DDG-9 combat system include sensors, I
the combat direction and weapon control system and the missile, gut), elec-

- tronic warfare, and anti-submarine Weapon Systems.
Figure 4-3 is a diagram of-the DDG-9 combat system with the func-

tional changes-of the recently approved DDG upgrade program shown by shaded
* blocks. The upgrade is scheduled for only the DDG 2-24 (23 ships).
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The DDG's carrying the Tactical Data System have also been im-
proved by the addition of Digital Fire Control Systems. Additional improve-
ments will include integrated automatic detection and tracking (IADT) by the
addition of AN/SYS-1 IADT processors. A summary of functions and computer
characteristics for the DDG class TDS ships is given in Table 4-5.

TABLE 4-5

COMPUTER SUMMARY

Proces-

Unit Type Function sors Memory

C AN/UYK-7 Tactical Data Processing; 148k
(32 bit, 1.5 us) -detect and track from bea-

con and 2D radar data, rate-

1-aided track, threat identifi-
-cation and evaluation, weapon
assignme-it, link communica-
tion

W1 CP-848/UYK (Mk-152) Missile Fire Control/Weapon 1 48k
(18 bit, 2 ps) Direction

W2 (CP-848/UYK (Mk-152) Missile Fire Control/Weapon 1 48k
(18 bit, 2 us) Di'rection

j

4-13
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Acquisition History
The development of Digital Fire Control Systems for the DDG's was i

initiated in 1964. The initial design was based on the use of the CP-789/

UYK. As the development.progressed, the capacity of the CP-789 was found to
be inadequate, and the CP-848/UYK (Mk 152) was used. First installation was Li
on DDG-16 in 1971, with all the DDG's to be completed by 1976.

The DDG "actical Data System (TDS) program was initiated by NAVORD
It (Project Manager) in 1969. NAVSEC was designated as the Program Development

Agency (PDA) with FCDSSA (Dam Neck) as the TDS agent, and Univac the prime
contractor for software development. NSWC (Dahlgren) was selected as the
NAVORD agent for the Tartar Weapon Direction System with Raythion as the
prime software contractor.

In 1970, software development was begun. Upon completion of an 18-
month test phase at Mare Island (November 1971-1973), a performance test
(DS 659) was conducted by OPTEVFOR (Operational Test and Evaluation Force) in
mid-1973 at Mare Island. Final Formal Test and Acceptance by the Navy, con-
ducted at FCDSSA(DN), culminated in a 24-hour endurance trial in early 1974.
The Navy accepted the Operational Program (Version 0) on 1 April 1974. Ver-
sion 2 has now been accepted. Three TDS DDG's (12, 15, and 21) have re-
c:ently completed a successful 7-month tour in the Pacific. The TDS program
is now in maintenance phase at FCDSSA(DN). j

In che DDG-2 Class Upgrade Program, these ships will be the first

to incorporate an Integrated Automatic Detection and Tracking (IADT) System,
the AN/SYS-l. This system will initially provide the IADT function based on
data from the AN/SPS-52B(Mod), AN/SPS-40C/D, and the AN/SPS-58C. Design goals
for-the future include the incorporation of all onboard sensors into the IADT

The design of the combat system for the DDG-2 Upgrade will use stan-
dard general purpose consoles and computers throughout the system. The respon-
sibility for the development and implementation of the complete combat system
for the DDG Upgrade has been given to NAVSEA 6542.

Management Information

Tactical Fire Control System/
Data System Weapon Direction System .1

Program Manager NAVSEA 6542 (Tartar) NAVSEA 6542 (Tartar)

System Contractor Univac Raytheon

Type Contract Cost Plus Fixed Fee Cost Plus Fixed Fee

Program Status Deployed Deployed

Maintenance Agent FCDSSA(DN) NSWC Dahlgren

Software Deliverables Operational Program Operational Program

Validation Agent FCDSSA(DN) NSWC Dahigren

Integration Agent NSWSES NSWSES
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Highlights
The FCS/WDS program was developed in accordance with WS-8506

(Ref. 28). (M2)
The WDS Kk 13 Program was the-first to incorporate an equipment

scheduler that provides the FCSC with a recommended engagement schedule. If

ordered (by "-% FCSC) to execute the schedule, the program controls the as-
signments of .tre control radars to targets and the loading and assignment
of the CMLS to the Fire Control Systems. (SEl)

For certain ships in the class, the program will provide solutions
and-control for the simultaneous engagement of an air target with SM-I(MR)

ajid the engagement of a surface target with SSSM(AP1.4). (SEl)
Prior to delivery to the ship, extensive system integration test-

ing was conducted at the test facility at Mare Island. (IP3)
For the Tactical Data System, there was a single identifiable re.-

sponsible agent for module design, coding, and implementation. (MS2)
For the Tactical Data System, the maintenance agent (FCDSSA) was

involved throughout the program design, development, and integration phases.
(MS3)

Li
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4.-2.3 DLGNl-38 Guided Missile Frigate

Description
The USS Virginia- (DLG-38) is the first of five all-digital guided

missile-nuclear frigates armed with the Standard Missile (SM-I) (Medium Range)
missile-Weapon Systems. These ships will have missile batteries and light-
weight 5"/54 gun systems fore and aft. The Combat System will utilize a cen-
tral complex of ANIUYK-7 computers. The mission of the DLGN-38 is to operate
with strike forces and to screen support forces and convoys against subma-
rine, air, and surface threats.

The major subsystems of the DLGN-38 Combat System are the Combat
Direction System, the sensor system (which is integrated into the Combat Di-
rection System), and the missile, gun, electronic warfare, and antisubmarine
Weapon Systems.

Figure 4-4 is a diagram of the principal elements of the DLGN4-38
Combat System. I
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I The DLGN-38 represents the Navy's most advanced digitally aatomated
combat system at the present time. The latest generation computers and dis-
pl&ys are used throughout the system. Table 4-6 gives the functions and com-
puter characteristics for this class ship.

COMPUTER SUMMARY i

Unit Function Processors Memory

S Sensor interface data system:
Sensor data processing and 1 CPU 48k
correlation (BVP and DVP) 1 10C

EM Extended memory, interface between SIDS
and C&CS computers 1 IOC 64k

CI 1 CPU 48k
I Command & Control (multiprocessing): 1 I0C
-,Target tracking, evaluation, weapon assignment,

display, navigation, data link, ASW support,
C2) air control, surface operations, test control, 1rCPUi4g

C2 1 CPU 48k i

10C

WI Underwater fire control (Mk 116) 1 CPU 48k
1 IOC

W2 Missile fire control (Mk 74) 1 CPU 48k
1 I0C

W3 Gun fire control (Mk 86) 1 CPU 48k
1 IOC

Note: All computers listed are AN/UYK-7 units, with 32 bit word length, 1.5 P4
basic cycle time.

4-17

; . -...



THE JOHNS IOPKINS UNIVERSITY

APLIED PHYSICS LABORATORY
LAUREL, MARYLAND

Acquisition History

The DLGN-38 commenced Concept Formulation/Contract Definition in
February 1968. The specifications for building Nuclear Guided Missile Frig-
ate DLGN-38 and contract drawings were approved on 21 November 1969. During !|
the same period, the DLGN-38 Ship Acquisition Project Manager (SHAPM) devel-
oped plans for the overall ship procurement, financial management, configu-
ration control, procurement of Government-Furnished Equipment/Government-Fur-
nished Information, and other items as set forth in a Ship Acquisition Plan.

Computer Program development has been structured in three phases:
Program Production and Initial Integration, Program Integration and Shipboard

Delivery, and Program Maintenance. The first phase, which is not yet com-
pleted, includes requirements determination, specification, program produc-
tion, and testing at the Shore System Integration Site. The second phase will
include shipboard testing up to and including Operation Program Functional 13
Checkout (OPFCO). The third phase will involve completion of Final Contract
Trials and ship turnover to the operational command for life-cycle maintenance.

Software Management Information, DLGN-38 Class
C&CS/SIDS Mk 116 UFCS MK 74 FCS Mk 86 FCS

Program Manager NAVSEC NAVSEA NAVSEA NAVSEA E l
System Contractor Univac NUC Raytheon Lockheed

Type Contract CPFF WR FP&LOE LOE

Program Status Ship Testing Ship Testing Ship Testing Ship Testing

Maintenance Agent FCDSSA NUC NSWC/ NSWC/

Dahlgren Dahlgren

Software Deliverables Operational Program and Program Documentation

Validation Agent NAVSEC NAVSEA NAVSEA* NAVSEA

Integration Agent Combat System Integration Manager

*FCDSSA assigned as SHAPM agent to witness and report to SHAPM }

on program certification,
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Highlights
DLGN-38 development requirements were primarily derived from those

of the immediately preceding frigate class (which was itself still in devel-
opment). (MPI)

The DLGN-38 Command and Control System (C&CS) has significantly
overrun allocated computer resources. This can be attributed to changing
and growing requirements during system development and errors in contractor
estimates of module size. (MPI, SE2)

The Integrated Combat System Management Plan (ICSMP) (Ref. 29) is
derived from the-DLGN-38 Ship Acquisition Plan. The ICSMP provides for man-
agement of combat system integration by establishing and coordinating the
schedules, work plans, and facility requirements of agencies participating in
development. The tasks of this document provide guidance for the overall Com-
bat System Test Plan (CSTP). (API)

The DLGN-38 Sensor Interface Data System (SIDS) is the first Navy
attempt at an automated integrated sensor system. The SIDS/C&CS computer
complex is also a pioneering example of separate software system develop-
ments within a shared-memory and multiprocessing architecture. (SEI)

Standards in force at the time of Contract Definition were applied 4

to h selection--of computer type, peripheral and switching equipment, con-
soles, language, and documentation. (SEt)

Software control is vested in the Software Configuration Control
Board under the direction of the Fleet Combat Direction Systems Support Ac-

tivity (FCDSSA(DN)). This board exercises control through a series of re-

views and audits. Its establishment has resulted in a single agency (FCDSSA)
being assigned the responsibility for implementation of design audits, Inter-
face Design Specifications (IDS), ond software Engineering Change Proposals

H(ECP). (SEl, MS3)
Extensive verification activity has been carried out at the Mare

Island Test Site to determine that the Interface Desi.gn Specifications (IDS)
fl had been correctly implemented. A separate facility is b. ing assembled at

FCDSSA(DN) for operational support and operator training. Simulation pro-
grams for subprogram development were funded as a recognized element of

f the program. (IPI, MS3)
Management and configuration control is facilitated by establish-

ing baselines. These baselines serve as technical references from which the
system elements will evolve to become operational systems. Since MIL- TD-480
(Ref. 30) and NAVMATINST 4130.1A (Ref. 18) do not detail the configuration con-

trol of computer programs to the degree necessary for DLGN-38 Class Combat Sys-
tems, the Software Configuration Control Procedures Manual (Ref. 31) expands
basic terms and adds new terms where aecessary. (AM2)
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4.2.4 AEGIS Weapon System

Description 
i

The AEGIS Weapon System is a fast-reaction, high performance Weapon

System that is being engineered to fit a wide 
variety of ship platforms. It is

designed to provide the Fleet with a wide 
area surface-to-air and surface-to-

surface defense through the 1980's and 
beyond by countering aircraft, antiship

missiles, and launching platforms. When used with long-range surface-to-surface

cruise missiles and extended range surface-to-air 
missiles the system will pro-

vide the Navy with a major offensive surface 
strike capability.

AEGIS is an integrated Weapon System consisting 
of a multifunction

phase-phase array, fire control and weapon 
control systems, missile and launch-

ing systems, and a command and decision system. Major elements of a typical

AEGIS-equipped cruiser are shown in 
Fig. 4-5.

N i gCnoo I nderwamter Gd M W41

._/2OAi ea t -_- [' - I . .. L - - - I Fr Cont ro
tac Systems 

Lauomptersr

Copue I Computer12

1 
1

Fi.ad5AErS Prjete Ip Systro

,- . .., i s I Joromputers Tagt

Surface 
Contro I 1 (41

Searcht ___I Cmptr

1 ~-20 _

SI------

Conro I C2_ ClseI

,~iF 
I W4 2 8 EI ~o System

ESM I "IoIsarpoo

=: ~ ~ ~ ~ ye I f.-5AG:Prece hpytm

Cris



I
THE JOkiNS HCPIINS UNIVERSITY

-APPLIED-PYSICS LABORATORY:1 )IJREL, MARYLAND

I
The AEGIS system is full! automated, includes the latest model

Naval Tactical Data System (NTDS), and makes use of new generation NTDS com-
puters (AN/UYK-7 and AN/UYK-20) and displays (AN/UYA-4). Principal functions

of the system and the resulting impact on computer characteristics are shown

in Table 4-7.
fAEGIS was originally engineered for installation on the DLGN-38

frigate class (now re-designated CGN-38 class). Simplification studies led

to a modular system design which is adaptable to a variety of hulls. Cur-

rent planning is directed toward installation aboard new construction Strike~Cruiser and Destroyer class ships. Modernization of older cruisers with

AEGIS is also under consideration.

iTABLE 4-7

COMPUTER SUMMARY

Unit Type Function Mroces- Memory

II R1, R2, AN/UYK-7 Radar control, search scanning, 4 256k

R3, R4 (32 bit, 1.5is) automatic target detection and
track, communication with

guided missiles

CI, C2, AN/UYK-7 Multisensor data correlation and 4 256k
C3, C4 (32 bit, 1.5ps) management, identification,

threat evaluation and weapon
assignment, air intercept con-
trol, display, communications,

surface operation3

WI, W2, AN/UYK-7 Weapon direction and fire control, 3 256k
W3 (32 bit, 1.5jis) ASW support, LAMPS support

T AN/UYK-7 Operability test control, fault 1
f |(32 bit, 1.5ps) isolation

W4 AN/UYK-20* Illuminator control 4 64k each
p-j (16 bit, 750 ns)

R5 AN/UYK-20* Auto detection and track from 1 32k
(16 bit, 750 ns) beacon and 2D digitized vileo

data

W5 AN/UYK-7 Underwater battery fire control I 48k
(32 bit, 1.5s)

*Under consideration
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Acquisition History

Requirements and conceptual definition for an Advanced Surface Mis-
sile System were derived during an intensive Navy/industry study conducted in
1963 under the direction of Rear Admiral F. S. Withington (Ret.). APL/JHU

assisted the Navy in the conceptual design of the AEGIS system, addressing

special effort to the more difficult technical requirements. Design, develop-
ment, and demonstration of the essential elements of the multifunction array
radar was accomplished at APL and provided a firm basis for a Full Scale De-

velopment of this new radar. In April 1968, DSARC I approval was given for

initiation of Contract Definition. In 1969, following competitive proposal
submissions by Boeing, General Dynamics, and RCA, a contract was awarded to
RCA for the Engineering Development of the AEGIS Weapon System.

Program milestones A and B for Preliminary Design and Critical Design

Reviews (PDR's and CDR's) were completed on schedule, and in October 1973 com-

pletion of land-based testing at the RCA plant signalled completion of mile-
stone C.

During the initial engineering phase, program decisions were made to
develop a functionally modular computer program and provide a Tactical Executive i
Program structured for AEGIS. The specifications and planning reflected strong
emphasis on the software acquisition procurements.

Subsequent installation and tests at sea aboard USS Norton Sound have 3
been successful and have generally supported program decisions made prior to
and during the design reviews.

In June 1974 DSARC IIB endorsed the program and supported acquisition
of the AEGIS system. Current acquisition planning is constrained by lack of an
approved platform definition for the system. This problem is currently under-
going intensive study by the Navy. 4
Software Management Information, AEGIS Weapon System

Program Status Engineering Development (ED) (currently inoftw-pasgDrrora).m
Navy evaluation of first engineering model
of two-phase ED program).

Program Manager NAVSEA, PMS-403

System Contractor (Prime) RCA Corporation

Type Contract Cost plus fixed fee and Incentive fee

Software Contracts CSC, Raytheon, (RCA in-house)

Validation Agent NSWSES

Maintenance Agent TBD

Software Deliverables Operational programs (3 systems)

Compiler-monitor system
Executive program (common)
Software test and evaluation program
Operational training program (5 systems)
Operational readiness test program

* Integration Agent PMS-403
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Pighlights
Design of the AEGIS system was based on extensive iaitial studies

that established system requirements. Risk elements were largely removed
through advanced development projects and competitive tradeoff analyses prior
to contract award. The resulting system emphasizes modular, multifunction
operation controlled by integrated UYK-7 computer bays using shared memory
architecture and extensive on-line computer controlled operational testing
and fault isolation. (MPI, SEI)

RequIred software deliverables in the AEGIS program require, in
addition to the Tactical Operational Programs, a complete set of operational
on-line and off-line test programs, and major support programs (Executive,

Compiler/Operating System). (MP3)

PDR, CDR, and CAR (Configuration Audit Review) were scheduled at
specific document delivery points. These were supplemented by frequent in-

process reviews. (APl)
The AEGIS program required a Computer Program Development Plan

(Ref. 32) as a contract deliverable. This plan included development approach,
work plan, schedule, and assigned responsibilities. (AP2)

Design control and auditing techniques employed included interfaceI design documentation (AIID, CPID), Functional Flow Diagram & Description
(F2D2), and program function tracing (Threads). (SEl, IP)

The TADSTAND requirements for delivery reserve in computer re-1sources are being applied, as well as additional growth reserves applied to
current system sizing estimates. In addition to these, blocks of computer

time and memory have been reserved for future support of systems now identi-
fied as future equipment for an AEGIS ship. (SE2)

Top-down design was employed in AEGIS EDM-l and is planned for the
total combat system. Standards and directives required in the design process

included MIL-STD-490 (Ref. 8) amplified by WS-8506 (Ref. 28). SECNAVINST

3560.1 (Ref. 33) will be included in the next phase of acquisition. Documen-
tation has been further extended to include an AEGIS Programmer Handbook

setting forth rules and constraints for nomenclature and coding. (SE3, IP2)
47 A structured test plan included program unit (module) testing, test-

ing of critical functional groups (Builds), segment testing with simulators,

segment testing with equipment, and system integration tests. (SE3, IP3)
Major AEGIS facilities have included

1. Program Generation Centerb for production and module-level pro-
gram testing,

2. Factory Test Site for special-purpose equipment unit testing,

including initial operation under computer control, where ap-
plicable,

3. Land-Based Test Facility for integration testing of computer

programs with the total system, and
4. Shipboard Evaluation Facility for evaluation of system opera-

tion in an actual operating environment. (TPl, IP3)

I3 Throughout the Engineering Development phase the Program Manager
- _ (DM\ Is- c,,-.cis..... strong cntrol to ensureO contractor co mplia ce

with contract provisions relating to software design and integration and test

requirements with the hardware assemblies. The Government team for system re-Uview and contract monitoring has included computer system specialists in the
program office, the NAVSEA Tectnical Representative's Office (at the contrac-

* tot's site), the technical advisor (APL/JHU), FCDSSA(DN), and other con-
tracted advisors. (MS1, MS2)
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4.2.5 Aircraft Carrier (CV) Tactical Data System j
Description

The carrier forces planned for the U.S. Navy will consist of 12
ships divided into two fleets, the Atlantic and the Pacific. Four of the j
12 carriers are or will be nuclear powered, giving them the advantage of
being able to make long transits and remain on station for extended periods
without refueling main ship propulsion.

Aircraft carriers can be assigned strike, support, or Antisubma-
rine Warfare (ASW) missions. The fighter-interceptor complement of the car-
rier air wing provides Fleet long range task group air defense capability.
Effective adjuncts to the carrier's sensor system are embarked AEW aircraft
with their HF data link capability. A vital element of fighter defense is the
additional UHF data link between the ship, AEW aircraft, and interceptor air-craft,.i

Every carrier has two operational centers that deal with the com-
mand and control of aircraft: CIC and Carrier Air Traffic Control Center
(CATCC). Each has its own supporting sensors. The CIC is concerned with
the management of weapons for defense. The NTDS is an essential part of CIC
operational support. CATCC is concerned with the safety of embarked aircraft.
Major elements of a typical carrier Combat System are shown in Fig. 4-6.
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Fig. 4-6 CV Tactical Data System
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j The CIC and CATCC aboard the modern carrier are automated f or high-capacity
aircraft control. A listing of primary functions and computer allocations
is given in Table 4-8.

TABLE 4-8

COMPUTER SUMMARY

Proces-
Unit Type Function sors Memory

S CP-789/UYK Beacon video processing: 1 16k
(18 bit, 4 us) friendly identification, de-

tection and track

IIN CP-642B/USQ-20 Navigation 1 32k
(30 bit, 4 us)

Cl CP-642B/USQ-ZQ 1 32kIi (30 bit, 4 its)

C2 CP-.642B/USQ-20 NIDS: Rate-aided tracking, air 1 32k
(30 bit, 4 us) traffic control, identification,

threat evaluation and weapon
C3 CP-642B/USQ-20 assignment, display, comunica- 1 32k

(30 bit, 4 ps) tions

C4 CP-642BIUSQ-20 1 32k
(30 bit, 4 us)

3Ml MU-602(V)/UYK Extended Core Memory Unit - 256k
(ECMU) (642)f

CF CP-789/UYK Control format unit: interface 1 16k
LI(18 bit, 4 us) control and data conversion

Al,A2 CP-848/IUYK Precision tracking for aircraft 2 16k
(18 bit, 2 us) landing control (total)

Wl Mk 157 Missile fire control 1 1 6k
______ (16 bit, 1 us) __ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

Future modifications to on-board carrier system's will include im-
provements in data link systems and command control communications systems.
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Acqisition Historyj
The Fleet Combat Direction System Support Activity (FCDSSA) at San

Diego has the responsibility for developing and maintaining NTDS software for
this class of ship. FCDSSA(SD) designed and implemented the NTDS program for 3
the CV, CG, DLG-28 class, and LCC. The development of the NTDS program for
the CV used previously developed FCDSSA NTDS programs as a baseline design.

Each CV Operational Program is designated by a model and phase num-
ber. A model change involves a change in intership Link 11 message formats.
A-program may also be restructured when a model change is required. A phase
change typically occurs every 2 years. It incorporates into the program
library all minor changes that have accumulated in that time and that have j
been patched or deferred.

The NTDS program for the CV was developed at FCDSSA using in-house
personnel to generate the Function Operational. Design and level-of-effort £3>
contracting to generate the program design and code for each user module.
The contractor worked at the FCDSSA facility which provided the necessary
equipment and support software. All software design at FCDSSA(SD) is done
by in-house personnel, and Navy software is used as the basis for all pro-

gram development.
Prior to 1973 there were attack carriers (CVA's) and ASW carriers

(CVS's). The difference in the tempo of operations made it impractical to
mix the attack and ASW missions. Moreover, the ASW mission was not sup-
ported by the Naval Tactical Data System. With the introduction of the S-3
Viking aircraft, it was decided that any carrier should conduct any mission. j
Therefore, in 1975, carriers are deploying with both attack and ASW aircraft
aboard. In 1974 the first F-14 squadron deployed on carriers. The data
link associated with this aircraft required a small change in NTDS UHF link ,
software to use feedback data from the aircraft.

Software Management Information, CV Class Ships
Program Status Deployed
Program Manager FCDSSA(SD)
System Contractor None
Software Contractor Various plus in-house
Type of Contract Level of Effort (tasks as necessary)
Maintenance Agent FCDSSA(SD)
Validation Agent FCDSSA(SD)
Integration Agent FCDSSA(SD)

Software Deliverables Phased program version and
documentation deliveries
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Highlights
Software breadboarding was used extensively in the development of

the F-14 capability in the CV program. FCDSSA(SD) recommends this in all new
programs, to prevent re-design and slipped schedules. (MPI)

FCDSSA(SD) shows cost-effective results with- its policy of in-house
development using level-of-effort contracting. FCDSSA personnel cite pro-
grams acquired under end-item contracts (with the program code as a deliver-
able) which have resulted in costly programs that were difficult to maintain
due to design or documentation incompatibility with their facility and proce-
dures, since FCDSSA contracts for a software capability rather than a computer

program. Separate funding is recommended for each task in -the software ac-
quisition process, with each task-tied to a deliverable document. Funding

of each task would be contingent on the review and acceptance of the previous
task. (MP3, SE3)

In the development of the CV NTDS program, FCDSSA(SD) used a se-
quence of milestones through the analysis, design implementation, integra-
tion, test, and review process. Each milestone was associated with a spe-

cific deliverable document or program, and each was separately evaluated
and an award fee paid accordingly. In-house capability is retained as a

f-backup in the event of contractor failure, but since small components are
contracted, no catastrophic failure can occur. (API)

FCDSSA(SD) uses support tools and -facilities and periodically up-

dates its support software. The most recent operating system, designated
SHARE-7, operates in a UYK-7 computer and contains compilers, host-computer
emulators, and debug aids. SHARE-7 is also -used during the first phase of
software validation and integration development at the program level. (II)

FCDSSA(SD) has an extensive test and integration facility which 4t

shares with training. It provides capability for live mockup of systems and
software under test. There are provisions for non-real-time and real-time
operation, peripheral simulation, operator input or simulated operator in-

put, and use of operational systems hardware. The FCDSSA(SD) Test Depart-
ment provides test support, configuration control, delivery, and diagnos-

tics. (IP3)
FCDSSA(SD) has acted as an agent for the NAVMAT Program Manager in

some software acquisition. FCDSSA personnel cited their knowledge of opera-
tional requirements and believe it to be essential to developing an effective
CDS program. They were able to make tradeoffs based on total life cycle
costs because of their awareness of the total requirements. They strongly
recommend having a user agent for the Program Manager involved throughout any
Weapon Systems software acquisition process. (MS2)

Since FCDSSA(SD) is both the developer and the operational support

agent, there is no transfer or duplication of either support software or of
test and integration facilities. No cost or coordination is required. (MS3)
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4.3 AIRBORNE SYSTEMS

The four airborne systems selected for study represent several

evolutionary lines of system development that provide the Fleet with Air- |

borne Early Warning (AEW), Antisubmarine Warfare (ASW) capability and
fighter-interceptor capability.

The E-2C Tactical Data System evolved in early 1970 from the E-2B

and was deployed in 1974. It incorporated a new radar, display system, and j
passive detection system. The first AEW aircraft of this series, the E-2A,

employed a drum computer. The L-304F computer selected for E-2B and E-2C ]

was the first airborne multiprocessor. I
The P-3C and S-3A airborne systems are interrelated developments

which stem from exploratory work at the Naval Air Development Center (NADC)
in Warminster, Pnnnsylvania. These systems have automated the tasks of

acoustic submarine detection and tracking, and assist in aircraft direction.
Several computers have been used. The latest, the Univac 1832, is similar

to the AN/UYK-7 computer used in shipboard applications.

The platform for the F-14 Avionics and Weapon Delivery System is

the F-14 Tomcat, -a carrier-based fighter-interceptor aircraft. The AN/

AWG-9 weapon control systam used provides a significant increase in weapons

and surveillance capability over previous interceptors. Improved data links

between this aircraft and surface units provide closer coordination of sur-

face and airborne defensive actions. Separately developed computer programs

are used in the weapon control system and in the avionics system. The
Weapon System development started in the early 1960's and later became part

of the F-14 aircraft. The first F-14 operational squadrons deployed in 1974.
Table 4-9 lists the computers employed in these four systems.

There has been less tendency to standardize computer equipments for airborne

systems than for shipborne systems. Current plans for an All-ApplicationDigital Computer (AADC) may provide a modular family of computers that will

meet the ccnstraints of airborne systems.

4A
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TABLE 4-9

AIRBORNE COMPUTERS

Computer Word Length Cycle Time

Designation (bits) (u)System No. CPU.'s

OL--77/ASQ 32 2.2 E-2C 2
(Litton L-304F)

CP9Ol/ASQ-114(V) 30 2 P-3C 1

jjAYK-10 32 1.5 S-3A 2

CDC 5400B 24 1 F-14 1

Teledyne CP-1050 20 7.5 F-14 1

A!A
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TABLE 4-10

j WEAPON SYSTEM PROGRAM VISITS

Weapon System Date
Program Agency Visited Responsibility (1975)

T E-2C NAVAIR PMA 231A Program Manager 3/5
NAVAIR 533 Comp. and Software Agent 2/20
FCDSSA(SD) Maintenance Agent 2/25-28
Grumman System Centractor 3/20

P-3C NAVAIR 533 Comp. and Software Agent 2/12
NADC Advanced Development Agent, -

System Contractor
System Contractor 3/5

S-3A NAVAIR 533 Comp. and Software Agent 2/12
NADC Advanced Development Agent -

Lockheed System Contractor 3/5

F-14 NAVAIR PMA 241 VM Program Manager 3/7
NAVAIR 5331 System Development Agent 2/20
NlC, Pt. Mugu Maintenance Agent 3/12
Hughes AWG-9 System Contractor 5/20-21
Lrumman, Pt. Mugu F-14 Contractor 5/22

Table 4-10 lists visits made to program managers, support activiries,
and contractors in pursuit of information relating to these programs.

t

4-31



THE JOHNS HOPKINS UNIVERSITY

APPLIED PHYSICS LABORATORY
LAUREL MAR LANO

4.3.1 E-2C Tactical Data System

DescriDtion
The E-2C is a carrier-based airborne tactical data and control

system that provides radar early warning, passive detection, interceptor,
and strike control capabilities.

The E-2C Airborne Early Warning (AEW) system uses three program-
mable computers. A dual-processor L-304F computer is the central processor.
It performs the multisensor tracking and correlation, navigation and inter-
cept vectoring, data link communication, and display generation functions.
Special purpose computers are used in the passive detection and navigation
systems. Figure 4-8 is a diagram of the E-2C tactical data system, and
Table 4-11 gives the functions and computer characteristics for the E-2C
system.

A
AN/ALR-59

ESM

L,304FComputer

ECAL 108 1 1

EC76

IFF ODeUPro(:, C1

. s ,=Pet'__ __T Pest

E I AN ASM 440

O~AS40CL 03 - C2 3

Io

S ANvIASN9?

Fig. 4-8 E-2C Tactical Data System
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U TABLE 4-11

COMPUTER SUMMAR.Y

- Proces-
Unit Type Function sor Memory

Cl OL-77/ASQ Sensor processing and correla- 1
(Litton L304) tion, Link 11 control, test and
(32 bit, 2.2 uis) monitoringJI 80k

02 OL-77!ASQ Navigation, display, inter- 1
(Litton L304) cept/strike control, Link 4 *

(32 bit, 2.2 Uis) control, test and monitoring

F", 4
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Acquisition History
E-2C development from the E-2B began in early 1970. Primary changes

included a new passive detection system, radar, and display system. The E-2C j
uses the same L304 computer as the E-2B. The Navy software maintenance organ-
ization, Fleet Combat Direction Systems Support Activity (FCDSSA), was a party
co the software development phase, becoming involved in the early stages by
assisting NAVAIR in writing the Functional Operational Specifications. Naval L
Air Test Center (NATC) and COMOPTEVFOR also provided support. A develop-
ment contract (fixed price with incentive) was awarded to the system devel-
opment contractor, Grumman Aerospace Corporation (GAC), with a separate line
item for software development. Software design, generation, and validation
were conducted by GAC using the software facility and system integration test
site at their Bethpage facility. The software program was heavily documented.
Direct FCDSSA involvement in the review and approval of the GAC test and
evaluation plans proved highly beneficial to program reliability upon system
deployment in September 1974. Transition of software from the contractor to
Navy maintenance control was relatively smooth because of FCDSSA involvement
in the development phase.

Management Information, E-2C

Program Status Deployed September 1974

Program Manager NASC PMA-231, Capt. F. Roth

System Contractor GAC

Software Contractor GAC

Type of Contract Fixed Price with Incentive

Validation Agent GAC

Integration Agent GAC

Maintenance Agent FCDSSA(SD)

Software Deliverables Operational Program, Functional

and Design Description Documents
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Highlights '
System growth requirements were recognized in the E-2C system

definition with the result that a second L304 processor was provided for
growth. This 100% margin was expected to more than absorb anticipated

growth and computer load due to hardware uncertainties. However, largely

because of increased radar data processing requirements, all of the margin
was used, causing costly tailoring of the software to meet system require-

ments. (SE2)
GAC had a complete integration and test facility for the E-2C

which contained all the actual hardware used in the system. It also had
provisions for simulating many of the hardware interfaces. A similar

facility was developed at FCDSSA(SD), the Operational Support Facility.

The E-2C program had a very good reliability record, having logged 1200
hours with no software errors. GAC attributes a large part of this success
to the extensive testing of the system. (IP3)

The E-2C Program Manager (PM) uses the NAVAIR Computer and Soft-

-ware Systems Group (Code 533) as technical support and review agent with

success. The same agency is used by several NAVAIR PM's for this purpose.
(MS2)

oI FCDSSA(SD) was tasked by NAVAIR under separate contract to provide
support in the areas of E-2C program definition/specifications, program and

document review, and test and evaluation planning. FCDSSA(SD) assisted
NAVAIR in the preparation of requirements documents. (MS2, MS3)

Extensive Navy involvement in creating comprehensive test and eval-
uation plans contributed significantly to delivery of a program that has

demonstrated excellent operational reliability. Navy involvement through-

out the development phase also resulted in a smooth transition of software

control from the contractor to the Navy support organization. (MS3)

I
t

I
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4.3.2 P-3C Airborne Patrol System

The P-3C is a land-based Antisubmarine Warfare (ASW) patrol air-
craft, with the mission to perform ocean surveillance, strike group and convoy
protection, and mine laying operations. Detection, classification, and weapon
delivery against surface and subsurface targets are basic requirements.

The airframe is a version of the Lockheed Electra. Electromagnetic,
infrared, and acoustic sensors are used together with the visual capabilities
of the crew. The aircraft syscem includes inertial, doppler, LORAN, and TACAN

navigation units. The data processing system uses this and other tactical
information to drive commands to a flight director system for use by the pilot.
functions and computer characteristics for the system.
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Fig. 4-9 P-3C Airborne Patrol System
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5 TABLE 4-l2

COMPUTER SUMMARY

unit Type Function Processor Memory

Cl CP-901/ASQ-114 Navigation, storage of operator 1 64kI(30 bit, 2 ps) entered positions from sensors,
sonobuoy tracking, stores inven-

I tory, stores auto drop control,

display control

I
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Acquisition History L)

Development started at the Naval Air Development Center (NADC) about
1960. It was originally pointed toward solving the S-2 tactical coordination
problem and then shifted to the larger P-3 airframe.

A Mod 0 lab system was configured around a 32k, 30 bit CP-901 com-
puter. There followed a Mod 1 flying configuration, a Mod 2 lab version, and
putell a Mod 3 flying version that used an updated 64k memory of the CP-901.

The Navy began the P-3C program using the digital program in hand at
NADC. In 1968 Lockheed received the NADC Functional Requirements Specifica-
tions (FRS).

A Software Management Team was established by PMA-240 who delegated

control to NAVAIR 533. The remaining team members were Lockheed, Univac,

General Electric, NADC, and Fleet Combat Direction Systems Support Activity,
Dam Neck (FCDSSA(DN)). Periodic design reviews were held and design approaches
were validated and demonstrated at the Integration Test Facility. VX-I ulti-

mately conducted an OPEVAL.

Upon delivery to the Fleet, FCDSSA(DN) took over maintenance support

responsibility. Eight major versions of the program nave since evolved.
Version A of the P-3C Operational Program was delivered by Lockheed

in January 1969. At that time a Software Configuration Control Board (SCCB)
was formed. In July 1969 version C was delivered. Version F, including ESM
functions, was also delivered by Lockheed. FCDSSA(DN) has developed subsequent
versions.

Management Information, P-3C

Program Status Deployed

Program Manager PMA-240

System Contractor Lockheed California Co.

Type Contract Co.st plus incentive fee (most equipment GFE)

Software Contractor Univac

Validation Agent VX-I

Maintenance Agent FCDSSA(DN) (will be NADC in future)

Software Deliverables Operational program, system test programs,
diagnostics, functional requirements specifi-
cations, coding and design specifications,

program listings

Integration Agent Lockheed California Co.
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U Highlights

The contract to Lockheed was originally for the equipment only, with

the Navy supplying the computer program under NADC auspices. The contract was

subsequently changed to include provision of the software by Lockheed. Lock-
heed's task then was to re-do the functions already demonstrated in the NADC

prototype. About 20% of the production programmer team had previously been

with the NADC prototype program. (MPl)

The GFE computer was chosen as a part of the NADC Mod 3 effort. It

represented little or no risk since it had been part of the prototype develop-

ment. The selected airborne computer was chosen as the constraining factor in
program size. The CS-i compiler was also GFE. (MPI, SEl, IP!)

The FRS were not in accordance with WS-8506 (Ref. 28) or similar

standards. They were used to develop coding and design specifications. Pro-

gram listings themselves provided the final form of documentation. The origi-

nal Mod 3 NADC listings were used as references during the production software

development. (MP3)
Based on the experience of the P-3C software development, the digi-

tal program developers indicate the need for a more structured programming
approach to producing the final product. Along with this, a need was recog-

nized for a "system level" document that would address lardware and software

interactions and requirements in the same context. Thi'3 would fill the gap
between an operational level specification and the program functional require-

ments specification. (SEl)

The original computer used in P-3C had 32k words of memory. During
development the computer was enlarged internally to 64k. The recent P-3C
"Update" incorporated a 384k drum to perform expanded functional capabilities.

System test programs comprise three to four times as much code as the opera-

tional program. (SE2)
Since the equipment was GFE, the documents describing its operations

were not tailored for use by programmers. Lockheed instituted a Programmers

Technical Manual (PTM) for each equipment of interest. These PTM's were writ-
ten so that a programmer would understand the digital input-output interface

reactions. (IP2)

A very critical part of the acquisition process was the development

and availability of the Integration Test racility which preceded coding. This

early validation of code was considered critical. The test facility was made
up of the major sensor, display, and computer interfacing equipment as well

as the computer itself. Code was checked out in segments relating to indi-
vidual subsystems and then brought together into a total system representa-
tion. (11'3)

The P-3C update is a major departure from the previous procurement

of software. The Navy itself, using NADC, is designing and developing the pro-

gram. The extensive Integration Test Laboratory at NADC has provided the same

type of development facility as the one used by Lockheed. This step was taken]: -by th, Navy in- ̂rdc to achi...... 1.. . 0 so"c cou^ ... rc s ̂ w r .... c.....

ment. (MS2)
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4.3.3 S-3A Airborne Weapon System

-Description
The S-3A is a carrier-based aircraft with the mission to perform

ocean surveillance for convoy and strike group protection. Detection,
classification, and weapon delivery against surface and subsurface targets
are basic requirements.

The airframe is totally new. Two turbofan jet engines are spe-
cifically designed to meet dash and loiter speed requirements. Electromag-
netic, infrared, and acoustic sensors are used together with the visual capa-
bilities of the crew. The aircraft system includes inertial, doppler, LORAN,
and TACAN navigation units. The data processing system uses these and other
sources of tactical information to drive commands to a flight director system
for use by the pilot. Figure 4-10 is a diagram of the S-3A system and Table
4-13 gives the functions and computer characteristics for the system.
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Fig. 4-10 S-3A Airborne Weapon System
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TABLE 4-13

COMPUTER SUMMARY

Unit Type Function Processor Memory

Cl &C2 AYK-10 (U 1832) Navigation, Harpoon launch control, 2 64k

(32 bit + 4 target tr~acking, sonobuoy tracking (Multi-iIparity, 1.5 i's) and inventory, target classifi- processed)
cation, INCOS control, display______________control, system tests
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Acquiciition Histor 9 em tre n190 Teoignlf,2
The award in 1969 of the S-3A contract to Lockheed was the culmi-

nation of the NADC ANEW program started in 1960. The original AM diversion

to P-3C provided an experience base for the S-3A program. Lockheed subcon-LI
tracted to Univac, its bid team member, for the software on a fixed price
basis. An integration test facility was established at the outset for soft-
ware/hardware interaction development.

Fleet Issue 1, the first Fleet Operational Program, was delivered

in 1974. Fleet Issue 2, delivered in February 1975, is comprised of errata
from the Board of Inspection and Survey (BIS). Fleet Issue 3 will include

new data link and acoustic classification modifications. Ten operational
squadrons will be outfitted with the new system'by 1977.

Management Information, S-3A Aircraft Systems I
Program Status OPEVAL

Program Manager PMA-244

System Contractor Lockheed California Co.

Type Contract Cost plus incentive fee (most equip-

ment CFE)

Software Cortractor Univac

Validation Agent VX-l 1I

Maintenance Agent NADCtodp

Software Deliverables Operational Program, system test programs,
diagnostics, functional requirements spe- -

cifications, coding and design specifica-

tions, program listings

Integration Agent Lockheed California Co.
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When Lockheed was awarded the S-3A contract, much of the system
experience in both hardware and software was transferred from the P-3C ef-

.i forts. The major increase in effort was in acoustic processing and classifi-
cation and associated drum storage and display requirements.

The Performance Specification was written as a joint effort between
the integration contractor (Lockheed) and the software contractor to ensure
thorough mutual understanding. The contract for the software was fixed

price. (1IP, MP3)[ H During 1969-1974 about 175 programmers generated 500 000 instruc-
tions. Roughly a third of the effort was used to generate the operational
program. The rest was used to generate the system's test and diagnostics and
the special development test software. (MP3)

Li The S-3A management of software included milestones listed for each
primary "function." The programs were constructed with a building block con-
cept that determined where milestones were logically sequenced. Standard
Milestones and Weekly Progress Reviews were used for over 800 separate func-
tions. (API)

A team concept was used in development, which required that the
Design Engineer and Programmer work together daily and that the engineer
understrnd programmir:g language. (IP2)

A comprehensive integration and test support facility was developed
for the S-3A development. Program checkout and a phased sequence of integra-
tion steps were accomplished using this facility. The facility, which used
both actual and simulated equipment, minimized the need for flight tests to
verify system performance. A flying test bed was required for final integra-
tion and testing. (IP3)
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4.3.4 F-14 Avionics and Weapon Delivery System

Description
The F-14 Tomcat is a high-performance carrier-based fighter inter-

ceptor. The primary missions of the total F-]4/Phoenix System are Fleet Air
Defense, Air Superiority (both Beachhead and Escort), Air Combat Maneuvers,
and Interdiction. The F-14 Avionics and Weapon Delivery System has the capa- I
bility of detecting and tracking high-altitude targets at long range, detect-
ing high-altitude hot targets against a cool sky, maintaining 24 simultaneous
sensor target tracks, maintaining 8 simultaneous data link tracks, looking-
down for detecting and tracking low-altitude targets, engaging maneuverilig
targets in close-in "dogfights," engaging up to six separate targets simul-
taneously with the very-long-range AIM-54A (Phoenix) missiles, and using all Ti
other Navy air-to-air and air-to-ground weapons. -

The major components of the F-14 system are the Sensor System, the
Weapon System, the AWG-9 Weapon Control System, and the Computer Signal Data
Converter (CSDC) Subsystem. Figure 4-11 is a diagram of the F-14 system and
Table 4-14 gives the functions and the computer characteristics of the system. J

R a n g e S u, . 'e rI

Processor r Missile

Data"°olve F - l et a, Air.to. ,, ui.

oContron<I-7-",_NORD,,,. an Dat AM.05,4\
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TABLE 4-14

COMPUTER SUMMARY

JProces-[1Unit Type Function j sor Memory

Cl CDC 5400B Target tracking, steering, 1 24k-NDROH (AWG-9) display, missile launch- 8k-DRO
-I(24 bit, 1 Uis) zones and parameters, navi- 140k Tape

gation, built-in-testing
j1 (BIT)

C2 -Teledyne Syqtems Platform management, coor- 1 1k NDRO
CP-1050- dinate transformations,- 4k-DRO
(20 bit, 7.5-ips) avionics-input/output,
(CSDC) onboard-checkout (OBC)_____
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Acquisition History
The Navy announced that it had awarded a contract to Grumman in

January 1969 for a new carrier-based. fighter. Known as the VFX during the
competition phase of the program, this aircraft was officially designated
as the F-14 Tomcat. "1

First flight test of the F-14A prototype took place on 21 December j
1970; 7 more -F-14A's were flying before the end of 1971, and by early 1973
20 aircraft had loggu. almost 3000 hours in more than 1500 flights. Weapons
System testing accounted for half of the total flight time.

The AWG-9/Phoenix concept was initiated in 1960 and Hughes Aircraft
Co. was selected as prime contractor by the Navy in 1962. Flight testing be-
gan in 1965, and the first successful intercept was in September 1966. The
simultaneous attack capability was demonstrated in March 1969 when two drones I
were engaged from an F-111B aircraft. Subsequent to cancellation of the
F-lIlB, development of Phoenix has been in relation to- the F-14 aircraft.
F-14 flight trials started in April 1972, and in December 1972 four jet :
drone targets were successfully engaged by four Phoenix missiles launched
and directed by the AWG-9 System of an F-14A Tomcat.

Management Information, F-14

Program Status Deployed

Program Manager PMA-241-VM

System-Contractor Grumman jJ
Type Contract Fixed cost

Software Contractor Hughes (AWG-9), Grumman (CSDC)

Validation -Agent Grumman/Hughes

-Maintenance Agent SSA

Software Deliverables Operational program tapes and documentation

Integration Agent Grumman

Ii4
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II Highlights
An AWG-9 design approach based on expanded software interaction

and control of system hardware functions permitted a rapid hardware develop-II ment cycle. The system flexibility provided by the AWG-9 software has per-
mitted AWG-9 system growth and functional improvement without hardware modi-
fication to in-service systems. (MPl, SEl, SE2)

iExtensive flexibility and-growth potential was designed into the
AWG-9 computer interface hardware to permit int,'grition of devices with a
variety of interface types. A programmable input/output controller and in-
terface capability for parallel, serial, DMA, and analog interfaces provides
this capability. (MPl, SEl, SE2)

At the time that the AWC-9 was developed, Non-Destructive Read-Out
(NDRO) memory provided-the speed and security required for program instruc-
tion storage. However, other protection techniques now available would proba-
bly permit use of the more flexible DRO memoriet- for new systems. (SEl)

The Metaplan-compiler uas-developed for the-AWC-9 to provide a
machine-independent, high-level language with a stringent requirement for
efficiency of generated code. Benchmark tests indicate an efficiency level
of 90 to 95% has been achieved. (SE3, IPI)

Th3 establishment of the System Integration Test Sita (SITS) by
A - Grumuian permitted testing and-validation of the systein software prior to and

during actual flight testing. Flexibility was thus obtained-in rhe imple-
mentation -of the- system. The location of SITS at a government installation
(P.MF, Pt, Mugu) enhances the transferability of the system software to the
Navy Software Support Activity (SSA). (P3)

Validation and integration of computer programs is- performed atLsimulation facilities at the-Hughes-Roofbouse facility (AWG-9) and at he
Grumman SITS integration facility (total system level)at PMR. SITS al~o
provided the facility -for the first two-way Link 4A tests. (P3)
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4.4 UNDERSEA AND LANDBASED SYSTEMS jI
One submarine system and two Army landbased systems were selected

to complete the survey of representative software development programs.

The Trident submarine is in development as an upgrading of the cur-

rent Fleet Ballistic issile (FBM) fleet. Trident includes two major Weapon

Systems, one strateLic and -one tactical. The tactical system, which was ex-

amined in this study, -rill employ the AN/UYK-7 computer which is now a stan-

dard for surface units. -1

The two Army systems examined, Pershing and- SAM-D, have particu-

larly stringent space, weight, and power requirements because of their need

for mobility. Both systems have selected computers specially tailored to

their needs. Pershing selected commercially available computers; SAM-D has y(

developed a- new computer.

The Pershing system has been deployed since 1964. SAM-D is in the

advanced development -phase.

-Visits to agencies concerned with the development of -these systems

are listed in Table 4-15.

.41
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TABLE 4-.5

WEAPON SYSTEM PROGRAM VISITS

'I Weapon System _ _ _ _Date

Program Agency Visited Responsibility (1975)

Trident PM-2 Program Manager 2/11
NUSC Certification Agent 2/18
EB/IBM Eng. and Intng. Agent 3/7
NAVSEC 6172 Project Director 3/12

Pershing 1i-issile Command, Program Manager 2/8
Redstone Arsenal

Martin Marietta System Contractor 3/4
Aerospace

-SAM-D Missile Command, Program Manager 2/8
-~~ Reastone Arsenal -
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4.4.1 Trident Command and--Control System

The primary mission of the Trident submarine is to host a strategic
-Weapon. System capable of delivering Intercontinental Uallistic, Missiles toj
seleczed-targets and ensuring-the invulnerability of that Weapon System 'by
conducting undetected submerged patrols.

The Trident system of fe.va significant advantages over the existing
Fleet Ballistic Missile (FEM) Fleet in--that it responds to:-

1-. The-growth in Antisubmarine Warfare-(ASW) capabilities by
permitting operation in nearly four times the ocea.n area of
the-existing FE-4 Fleet because of a missile (C-4) range tw.iice

that of the Poseidon (C-3)-equipped-FBM Fleet;
2. The potential unavailability of overseas-bases by perrnitting

operation and-home-porting-out of continental United States
bases; and

3. The-age of some of the existing FEM Fleet.. For example, the
598- Class SSBN-s are approximately 15 years-old.

The Trident submarine operational availability dete is currently

April 1979.
with aAlthough-the Trident mission-is strategic, the subma~rine is equipped
wihatactical system for avoidance of-encounters-or, failing in thar objective,
or conducting a tactical engagement. The tactical Command-and Control Subsys-

tem was-examined in this study. Figure 4-12 is a-diagram of the Trident Com-

mand avd--Control System.
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Basic functinns and computer chara~cteristics for the Trident sub-
marine are-given lI Table 4-16.

II TABLE-4-16
COMPUTER SUMhMARY

Unit Type -Function -Processor -Memory

Al, A2 AN/UYK-7 Sonar data processing, 2 180kEl(32-bit, 1. 5 p~s)= system monitoring

Bi, B2 AN/tJYK-7 Support weapons systems, 2 148kEl(32-bit, 1.5 U~s)- command, ship control,
magnetic silencing

41
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Acguisition History
Requirements for an integrated Command and Control System (CCS)-

were first formally specified in January 1972. A contract to Electric Boat
(EB) to accomplish studies and tradeoffs leadirig to a proposed configuration N
was awarded in early 1972. EB subcontracted to IBM Federal Systems Division
to develop studies leading to a Proposed Technical Approac'a (PTA). The PTA
was delivered ia the f911 of 1972. It was subsequently revised, condensed,
and reissued as a Navy document in early 1973.<

system level specification and a design data document were
issued in the summer of 1973, which formalized the system configuration.

Level I interface testing was conducted ftom August to December
1974. Level II (partial program) -testing commenced in January 1975 and is
currenitly in progress.

Management Informatizn, Trident

Program Status Production-

Program Manager PM-02

System--Coatractor/Integrator EB/IBM I
Type Contract kSystem and Cost plus fixed fee

Integrator)

Software Contractors T
Sonar IBM I
Defensive-Weapons/Command NUSC
Ship-Control EB

Common/Service Programs Univac

Maintenance Agent Trident Maintenance Agency

Software Deliverables As per WS-8506 (Ref. 28); -plus

Operating procedures
Source and object library
Memory map
Compiler and loader card decks
Compile listing tape

Certification Agent NUSC

4-5
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Highlights
'frident-treats-operational software and-Test-and Integrati.on soft-

ware as cofigratLion, items. The compiler, CMS-2Y, was furnished by the
Government akn aco, called out as a Jeliverable. (MP3)

Te n'ident Software Managtemeuit Plan (Ref. 34) defined five develop-
ment phases -itb enecific deliverables. The development phases were: planning,
programgenezatlon, integration test and evaluation, shipboard installation

and ap eptance, and program maintenance. Deliverables included programs,

documentation, plans, and test facilities. (APl)
Subsequent to the Proposed-Technical Approach (PTA) study, early

software management planning defined schedules, organization, standards and
conventions, implementation methods, operating philosophy, integration strat-

egy, resource control/allocation, and the Land-Based Evaluation Facility.

(AP1, AP2)
Specified design and implementation techniques such as top-down de-

sign and structured programming allowed defined and phased delivery of soft-
ware components, -thus permitting early interface/integration testin-g.

(APl, SE3, IP2)
-Prior to DSARC II, Trident conducted an in.-depth, detailed Proposed

Technical Approach (PTA) study that examined both centralized and decentral-
ized systems. The PTA-defined four viable alternatives. The Navy Ship Ac-
quisition-Manager (with PM2 approval) then selected a centralized computer

| system concept. (SE1)
Trident was the first Navy system to specify top-down design. The

use of top-down design was addressed in the Command and Control System (CCS)
Software Management Plan (Ref. 34). The requiremetit included the applica-

-1I tion-of the procedure not only to the overall system but also independently
to the major modules of the subsystem. (SE3)

The Trident Software Management Plan -(Ref. 34) specified a disci-

plined set of programming practices, including:
1. Use of CMS-2Y language;
2. Use of structured programming by all developers;
3. Production of a software standards and conventions manual

featuring design conventions, naming standards and conventions,

coding techniques, etc.; and

4. Use of WS-8506 (Ref. 28) as a documentation standard. (IP2)

Trident planned for and implemented a Land-Based Evaluation Facility
during the conceptual-phase of development. It has the specific purpose of
software development, test, integration, and certification. The facility in-
cludes tactical equipment as well as computer systems facilities. The facil-

ity supports total systems integration and verification of each tactical equip-

ment suite prior to shipboard installation. -(IP3)
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4.4.2 Pershing Weapon SystemJ

Description-
The Pershing Ia is a mobile, nuclea, ballistic missile system.*

The system includes all firing battery componerts required to conduct launch
operationu as well as equipment necessary for rear area support and mainte-
nance functions. It is-presently deployed in Europe.

Major equipment items required at a launch site are the erector
launcher, power station, programmer test station (PTS)-, missile, azimuth kay-
ing equipment, and battery control central. The Pershing syuten contains -

two major computer systems. The PTS-functions as the mobi.)e fire controlJ
center. Each PTS can support three missiles, each of whiz:. contains a guid-
ance and control ..omputer (G&CC). Basic functions and computer characteris-

* tics for a Pershing Battery are shown in Fig. 4-13 and Table 4-17.]

Bater Azimuth .Battery Pf'ograrmmerLvilControl Test Station Liuvimn
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TABLE 4-17 '

C OMPUTER SUMMARY

unit- = Type Function- Processors -Memory

-- (24 bA't, 4 ui~) control, missile preset,-status

monitoring
G -Bendix BDX 820 Missile-in-f'jight guidance and 1' 4k

(16 bit, 2 s) control

1

4-55



THE "ONG HOMIINS UNIVERSITY

APPLIED PHYSICS LABORATORY
LAUREL. MARYLAND B

Acquisition_______ Hito

The-Pershing Weapon-System was developed and-deployed during the

195&-1964-period. The Pershing Project Manager's-Office (PPMO) has con-
trolled development and generated the System Specification. MI-ST -480-
(Ref. 30), and -490 (Ref. 8) have been used to control -configuration manage-

ment procedures and-documentation,

Hanagement Information

Program Status -Deployed

Program Manager PPMO tit MICOM,-Redstone Arsenal, Ala.

System C3ntractor Martin Marietta Aerospace (MMA)

Type-Contract Various over the years (CPFF, Engineer-
ing--Support by Assigned Task)-, Mainte-d
nance (0&MA), R&D ('CPFF)- (CPIF), Produc-
tion (fixed price) -

Suftware-Contractor MMA - part of -engineering task

Maintenance Agent M - parzt of -engineering support task. J
Software-Deliverables Tape, specificat~.ons, documentation~

(flow charts,- logic dingrams, etc.)

Validation Agent PPMO Staff, Inertial Guidance Lab-(IGL-
Redstone), Cnange Control Board (CCB-

PPMO, IGL and-MRA Members). Program ~
Manager-has overall control.

Integration Agent MMA with-CCB and PPMO conLrol.j

A I A
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Highlights

An example of the PPMO technical control of computer hardware is
the recent digital "Airborne Tactical Computer" development program. PPMO

set the upper limit on the amount of core at 3200 uords. When requirements
forced the total over this number, tradeoffs were visible to the PPMO who
then made the final decisions on what was to be cut back. (Pl1, SEI)

The contractor does not use, in any important way, personnel desig-
nated as Programmers. Software is designed, detcloped, validated, and main-
tained by engineers who have the capability of programming. (IP2)
sTwo of Pershing software programs (airborne and countdown) are
strongly controlled by PPMO who uses the DoD Configuration Management program
established by DoD Directive 5010.19 (Ref. 35) and DoD Instruction 5010.21

(Ref. 36). Specifically, they set ?orth the requirement to use MIL-STD-490
(Raf. 8), Type B-5, specificatia- co assur -development of a computer pro-
gram satisfactory for the intended use. After the baseline is establishedusing MIL-STD-490, changes can only occur using guidelines in MIL-STD-480

(Ref. 30). This technique also generates a Mandatory Item Specification
(MIS) as required-by ASPR 1-202(a) (Ref. 37). PPMO elected to have only the
two most critical of the over 149-software programs controlled by the above
technique because of the costs involved in implementing the government stan-
dards. (AMI. MP3)

The PPMO has had a strong hand in Pershing hardware and software
design, quality assurance, and maintenance. He has been able to-keep -this
control by having-an engineering staff available=to him at MICOM(Redstone
Arsenal). (MS1)

The PPMO has used computer software contractors as advisors--on
management techniques. (MSl)

The contractor indicated that, in the critical programs, the verifi-
cation- costs exceeded the programming costs by a 6:1 ratio. (TTi)

No attempt was made i, -Ptrshing to standardize computer hardware
or languages used.
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4.4.3 SAM-D Weapon System

Description
SAM-D is an air defense Weapon System designed for use by the U.S.

Army. It is an advanced surface-to-air guided missile system capable of
multiple, simultaneous engagements in an ECM environment avaiust high per-
formance targets of the 1980-1990 time frame.

The system has two operational echelons - Battalion Control and
Fire Control Section. The Battalion level commander exercises operational T
control over and coordination of the Fire Control Section operations including
rules of engagement, operational procedures, and management direction. The
Fire Control Section performs all functions associated with the detection,
track, identification, engagement, and destruction of targets. it

SAM-D is currently in the Advanced Development Phase with emphasis
on demonstration of guidance feasibility. Computers and computer program-
ming structure are being developed to meet the specific needs of the SAM-D
system. A description of the SAM-D system is shown in Fig. 4-14.
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Fig. 4-14 SAM-D Weapon System
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Weapon Systems functions and computer characteristics presently

sized for SAM-D are shown in Table 4-18.

TABLE 4-18

COMPUTER SUMMARY

Unit Type Function Processors Memory

Cl, C2 Raytheon Weapon Control Computer 2 160k

(24 bit, 1 s) (multiprocessor): radar (expandable

control, detect-on and' to 256k)
-track, communications,
display, weapon assignment,
status monitoring, missile
guidance

h C3 Future third processor (1)

F-Acquisition History
SAM-D is a descendant of the Field Army Ballistic issile-Defense

System (FABMDS). FABMDS was intended primarily for defense against ballistic

misailes. The FABMDS program-was -terminated in October 1962 when the Army

determined-that it was too complex and too costly.
Almost concurrent with this action, the Army Combat Development

Command (CDC) proposed the development -of an air defense system to replace

Hercules and Hawk. This system would meet the 1970's- air -threat and have an

-Anti-Tactical Ballistic Missile (ATBM) -capability. Technical feasibility

studies were conducted in 1963 and 1964. In October 1964, the -program was

reoriented-to become a combined component verification program and a study of
design tradeoffs.

The SAM-D- project was established in August 1965. Thz' Request for
-Proposal -(RFP) for contract definition-was prepared and issued -to 13 qualified

bidders in- April 1966. Three of the responding contractors were selected for

fixeo price contracts to complete -contract defirition of their proposals.

In May 1967, the Raytheon Company was selected to proceed with

Advanced Development for SAM-D. In November 1967, the initial letter con-

tract was definitized as- a cost plus award fee contract for a period of 28

months.

The SAM-D Defense System Acquisition Review Council (DSARC) reviewed

SAM-D on 4 February 1972, and- a contract for engineering development was exe-

cuted- with the Raytheon Company.

In early 1974 a DSARC II review was conducted. At this review it

was decided that the SAM-D system would enter a transition phase to develop

validation data particularly for the Track-Via-Missile principle. Currently,
the validation tests are being conducted at White Sands and a DSARC IIA re-

view is tentatively scheduled for late 1975. Concurrently, work on the essen-
tial features-of the engineering development single fire section model of

SAIM-D is proceeding at a reduced level.
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Management Informaticn, SAM-D

Program Status Recycled back to Adva, ced Development
from Engineering 1)evelopment

Program-Manager U.S. Army Material Command,-Redstone
Arsenal

System Contractor -Raytheon Missile Systems Division,
Bedford, Mass.

Type Contract Cost plus incentive fee

Software Contractor Raytheon

Validation Agent U.S. Army TECOM

- IMaintenance Ageint U.S. Army

Software Deliverables -User's manual, maintenance manual, and-
program tapes

Integration Agent -Raytheon
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Hlighlights-
Prior to-Full Scale Development, the software requirements for the

major -SAM-D functions were delineated in a set of over 150 documents called
the Data Processing System Requirements (DPSR's) prepared by the contractor.

The DPSR's are reviewed by the Program Manager Office. Core and timing esti-
mates are also made but these have much uncertainty. (MPl)

The PERT system of program scheduling has been used. The SAM-D

Software Management Plan prepared by the contractor specifies in detail the
milestones for software development covering analysis, design, implementa-
tion, integration, and testing. (API, AP2)

i-Extensive system tradeoff analyses were conducted by the contractor

during the Engineering Development Definition Phase of SAM-D. The analyses
included a study to determine the system functions allocated to the dedicated

1 hardware of the radar unit and to the general purpose computer in the weapon
control unit. (SEl)

The development of the software for the SAM-D system was identifed
as a high risk item during the advanced development-phase. Provisions were
made for expansion of-the memory and CPU capability in the event that riming
and sizing estimates for the software were inadequate. A top-down approach
is employed in software development documents. (SE2)

The software and-unique computer are undergoing parallel develop-
ment at the prime contractor's facility. JOVIAL higher order language is
being-used to develop the computer instructions. For software -checkout pur-
poses, the SAM-D computer is emulated on a Univac 1108. (SE3, IPl)-

As part of the software support tools for the SAM-D system, the
contractor developed the following: a- JOVIAL compiler and related assembler,
various utility modules, data base, and operating system. The Program Manager
Office has had difficulty in monitoring the software development because of
the use of these nonstandard support tools and the use of a- modified for a of
JOVIAL as a higher level programming language. (i)-

H Software integration is accomplished in the SAM-D- Tactical Software
Development Facility. The contractor and Program Manager felt that this type
of a software-test-bed- facility should-be encouraged for application to other
-programs -by appropriate funding. (IPI)

Prototype and tactical software adequacy is verifi-md with- a test-
bed simulator at the prime contractor's facility, followed by operational in-
tegration assessment at White Sands. (IP3)

The SAM-D Project Office has a staff of eight software specialists
to monitor progress and to approve the prime contracto-.'s plans with respect
to software development. The Project Office has beer, assisted by IBM Federal
Systems Division, which has provided an independent assessment of certain
areas of the software development. (MSl)
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5, SUPPLEMENTARY DISCUSSIONS WITH SERVICE
AND INDUSTRIAL ORGANIZATIONS

5.1 SERVICE ORGANIZATIONS

In addition to the review of previous studies and discussions with

specific Weapon System managers and contractors, several of the service
organizations that are significantly involved in software system development

were contacted. Included in this section are brief summaries of the results

of contacts with the Navy Fleet Combat Direction Systems Support Activities"(FCDSSA), the Rome Air Develorment Center (RADC), the Army Center for Tactica

Computer Sciences (CENTACS), and the DoD Joint Logistics Commanders' (JLC)
-Software Reliability Work Group (SRWG). These groups cover a spectrum of

-activities from software development and operational support, through -R&D in

-software technology, to a study of how software affects system reliability.

~LI
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5.1.1 Fleet Combat Direction Systems Support Activities

As directed by the Chief of Naval Cperations 
in OPNAVINST 3500.27B

(Ref. 38), the "primary emphasis of Fleet 
Combat Direction Systems Support

Activities is focused-on producing and supporting 
high-quality software-for

the Naval Tactical Data Systems (NTDS) family of 
systems (as installed in

naval ships and aircraft, related systems) and 
such other Command, Control,

and Communications Systems as may be directed." 
The Fleet Combat Direction

Systems Support Activities (FCDSSA) are two separate 
commands colocated at

Fleet Combat Direction Systems Training Centers, 
one at-Dam Neck, Virginia,

and one at San Diego, California (formerly 
known as Fleet Computer Program-

ming Centers, Atlantic and Pacific). The mission of both activities as

stated in OPNAVNOTE-5450 (Ref. 39) is 
"to plan, design, construct, test, and

deliver Combat Direction Systems (CDS) computer programs for the operating

forces, including training programs, 
as assigned; to correct, update, modify,

enhance, and distribute operational programs 
in accordance with evolving

Fleet requirements; to provide ancillary 
computer programs in-support of such

computer program development and maintenance; 
and to provide technical as- 

d
sistance and: computer programs to the 

Shore Establishment, as directed." How-

ever, individual Weapon System project managers 
are responsible for interfac-

ing to NTDS-.

The workload-of the two- activities is 
generally divided by type of

[ ship and aircraft. For example, FCDSSA(SD) is responsible for the CV and

E-2C, while FCDSSA(DN) is responsible for DLG-28, 
DDG-9, and DLGN-38.

The FCDSSA's produce computer software -using civilian 
computer pro-

grammers under a level-of-effort contract. -Naval personnel are aso- used

in the software design and implementation process, 
in an effort to ensure

that the resulting programs are realistic for 
use in an operational environ-

ment. FCDSSA(SD) is-the controlling agency 
-for Navy compilers and has re-

sponsibility for the maintenance, delivery, 
support, amtd configuration con-

trol of these programs, as directed by 
the Chief of Naval Operations.

There iE. a continuing-effort to expand 
the capability and imprbve the

efficiency of programming tnchniques$used by 
the Navy. New techniques and 1

developments in industry and within the 
services are monitored for possible

application to the support of Navy Combat 
Direction Systems -(CDS).

FCDSSA(DN) has developed the Handbook 
for Program Development and Pro-

duction Procedures-of Digital Processor 
Program (Ref. 11), which describes

49-tasks to-be accomplished-during -software 
development. The tasks are spe-

cifically related to the documentation 
to be-produced in accordance with

SECNAVINST 3560.1 -(Ref. 33).

A conference at FCDSSA(DN) led to the -following 
observations perti-

nent to this study:

!. Several systems are not properly documented when 
receiv.ed for

maintenance, and systems delivered with maintenance procedures

7, were documented differently.

2. The most serious problPms are generated at the 
beginning of de-

velopment (e.g., requirements definition, system design, 
et-.).
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I In additicn, there is a definite need for an integrati.on agent
revponsible to the Program Manager with specified authority dur-

lug development.
3. It was suggested that the separation of maintenance and deielop-

menz might remedy the continuous development syndrome of software.
4. International agreements, such as interoperability with NATO, do

affect the technical content of software.
5. It was suggested that the "m'.ta compiler" approach is a good way

to support software implementation for the proliferation of com-

puters.

-6. FCDSSA's experience indicated that portability of software is
needed but much work remains to make it practicable.

FCDSSA(SD) indicated views as follows:
1. The user (in this case, the Fleet Commander in Chief) must con-

trol the operational support as well as design, development, and
testing of Combat Direction System Software.

2. The Combat Direction System of a ship should be separate from-
other functions. Sensor and Weapon functions are better handled
by dedicated hardware and software.

r 3. The user should participate in the design and development of soft-
ware. An advisory role is not sufficient.

4. The CMS-2 high order language is not generally used-for executive,.

input/output, and special purpose high speed routines where it is
inefficient.

-5. Documentation should be considered a deliVerable item and, hence,
a part -of the system- acquisition contracts. In the past, this has
not always been the case.

Testing activity at San Diego is divided into three major groups: Op-
erational Test and Delivery, Simulation Test Support, and Evaluation and Anal-

ysis. The preferred approach-to all three involves-two pha es, Quality Con-

trol and Quality Assurance. The Quality Control phase parallels contractor
development. The-primary activities are-review of design documents, periodic
reviews Of programiisting, issuance of -software discrepancy reports to the

project office, and- receipt of preliminary library tapes for early testing
by FCDSSA. Quality Assurance, -which starts when the production-library tape
is delivered, is completely divorced from any design or development group and
tests the delivered system against the defined requirements.

-FCDSSA(SD)ias developed a handbook for Technical Management and Life
Cycle Budgeting of Digital Computer Data System Software (Ref. 40) that ad-
vocates the consideration of -three classes of software. These ara defined as

"I. Process Control: -Class III. This is the earliest application of
computers to industrial and commercial use. Automated tooling machines, fabric
looms, and more recently radar transceivers and missile flight directors are
t 'amples of this- class. There is no in-line operator interaction - the con-
trol functions being performed are entirely in support of, or as an integrated

part of, equipment systems that run without necessity -if human intervention

during operations.

"2. Information Control: Class II. The possibilicy of permitting
operator decisions to affect-the sequence of computer processing itself on-line
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resulted in a new kind of software application. Automated supply, accounts,
and logistic systems were marketed for use by nearly every form of business,
both commercial and military (ADP and MIS). Expensive machines were shared
among many users or subscribers, each with the some or similar inventory-type
inputs, and each with delivery or stock-level reports as outputs. Selection
on-line is at the request of, and in response to, operator control actions,
while the system operates on pre-determined record-processing programs.

"3. Tactical Control: Class I. With the advent of display consoles
that provide dynamic presentation of tactical units and associated qualita-
tive identity and operational. status information with data feed-back, on- A
line, even the intimate man-machine relationhips in systems of the FAA tran-
sient flight control type, and in combat information centers in ships and near
baltle areas, could be automated. However, in these applications the opera-
tort's interaction was essential for any meaningful system operation, and the
full gamut of application difference can be shown in this class: with no
equipment to serve, human operators are the source for all significant pro-
gram requirements of input data itself, output data required, and processing
algorithm selection, during system operation."

A
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5.1.2 Rome Air Development Center

The Air Force Systems Command sponsors an extensive research and

development program at Rome Air Development Center (RADC) in software
technology. This center supports the development of techniques for all
applications of computer systems, including Weapon Systems. An advance

facil',ty has been constructed to support in-house development as well as
work by contractors from industry and other Air Force commands. Many ex-
isting tools have been installed at this facility for evaluation and are

available to users.

The Information Processing Branch at RADC has active-programs, both
contracted and in-house, in four major areas:

1. Software error analysis and Quality Control,
2. Management control of software acquisition,
3. High order language control, and
4. Disciplined programming environments.

A Software Reliability Analysis Center (SRAC) is being established
at RADC to collect error data fromprograms under development. Several re-
liability models are already available and will be tested. When the SRAC

is established, it may-be transferred to a software reliability organiza-

tion analogous to the current hardware reliability organizations.
Several contracts are being let to collect management-related data.

ThesL data will-be used to construct management tools. For example, aii software cost study is being-conducted, and the data from this study will
oe-used to develop cost prediction models. Several contracts with software
system contractors such as TRW, SDC, Hughes, and IBM are being let to obtain

* their production data from-previous software development projects. An ex-
isting Programming Support Library as used by IBM is being purchased for
study and- use at RADC.

High order language control is proposed by providing compiler generation
and validation tools. The tools provide a means to formally describe and val-
idate lang'uages-and compilers. For example, the description of the language-

is chc cked for inconsistencies with a tool called Semanol, developed at TRW.

Once The syntax has been established, a tool like .'OVIAL Compiler Implementation
Techniques (JOCIT) can be applied-to construct the compiler, and a tool like
JOVIAL Compiler Validation System (JCVS) can be used to test the compiler.
Additional work is being done to collect and analyze data concerning the usage
of language features and sources of error. It is expected that this effort
will lead to better languages and compilers.

The disciplines being implemented-at RADC are being made-available Zo

operational programs under development. Plans are being developed to attach
the RADC facility to the National Software Works (NSW), which will make the
RADC tools available to many users in industry as well as the Air Force.
The structured programming guidelines developed for RADC by IBM are to be

used by several Air Force programs such as PAVE PAWS and MIPS.

~5-5



THE JOHNS HOP'CIN% UNrNER*?.Y j
APPLIED PHYSICS LABORATORYLAUREL. MARANO

5.1.3 Center for Tactical Computer Sciences

The Army Materiel Command (AMC) has established= a Center for
Tactical Computer Sciences (CENTACS) with responsibility for research,
exploratory development, and, on certain occasions, limited advanced
development ir_ the areas-of tactical. computer systeas. The staff
currently numbers about 375 professionals.

AMC guidelines for CENTACS stress the following: the conduct of
R&D in tactical computer software and computer hardware, the development
of software guidance documents and standards, the provisio, of consulting
services throughout AMC, the operation and mair tenance of a Telepro-tessing
Design Center, the conduct of advanced development for multi-application
computers, the support of software and input/output devices, and the iden-
tif-ication of unwarranted proliferation of computer hardware and software. I

In APL discussions with CENTACS personnel, the following factors
contributing to the problems of software development were identified:

1. Loose performance specifications,
2. Traditional software development phasing,
3. Software-complexity,
-4. Lack of visibility of the-software product,
5. Poor documentation/unstructured software,-
6. Low level language programming,
7. Marginal capacity hardware, and
8. Concurrent development of computer hardware and software.
CENTACS has made several suggestions which they believe will allevi-

ate some of the problems. They recommend that throughout the total software
development cycle, emphasis be placed on using fewer, more highly qualified
software professionals. Sufficient-time must be allocated initially for
system formulation, analysis, and preliminary design with adequate consider.-
ation gi.ven to -hardware/software tradeoffs. Provision must be made, concurrent
with software design, for documantation, for the design of adequate tests-, .nd
for the planning of maintenance and enhancement capabilities. Similarly, a
plan must be devised for an adequate Software Support System. Oversophisti-
cation must be-avoided in both the design and implementation-stages. As work
progresses, effort should be made to incorporate already existing software
(i.e., "don't reinvent software"). Flexibility and possible- application to
other s:,stems can be enhanced by not prematurely introducing specific computer
characteristics into the development cycle -(i.e., maintaining machine indepen-
dence). During the implementation phase, the use of high level Ianguages and
structured programming should proe -helpful. AE problems arise-during the
total development, the temptation to solve them -with "quick-fixes" (e.g., soft.- J
ware patches) must-be resisted. Performance measurement techniques should be
employed at the appropriate stages. Throughout, all development decisions must
be based on the total life-cycle cost of the software.

CETIAC-1 .zS S07bL.aLIL ,6 s,.. -1.........---.

languages/compilers, real-time-operating systems, and software engineering.
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5.1.4 Joint Logistics Commanders' Software Reliability Work Group (SRWG)

As part of a workshop on Electronic System Reliability, held at Arlie
House, Virginia, 4-' May 1975, a work grcup on software reliability has for
over nine months been seeking methods for improving operational reliability
of software. The Software Reliability Work Group (SRWG) reviewed acquisi-
tion and operational management techniques, documentation and testing, analy-Ai sis, and design procedures that adversely affect the design, development, and
production of electronic system hardware and software. The SRWG collected
and analyzed 246 technical papers and reports and subsequently generated 43
specific program proposals for improved policies and procedures totaling al-
most $40 million over the next eight years.

As one of seven work groups in the overall workshop, the SRWG con-

sisted of fifteen permanent members and fifteen additional part-time techni-
cal specialists, with membership drawn from all three-services, industry,
and universities. In addition, each member solicited ideas from other organi-
zations in both his functional and geographical areas.

APL has coordinated its Department-of Defense Software Management
Study with the JLC Software Reliability Work Group through its chairman,
Lt. -CoL. John Manley (AFSC). The term and definitions used in the recommenda-
tion sections of this report are those originally proposed by the- JLC group to
the DoD Steering Committee (see Fig. 5-1 and following definitions). The com-
mon u.age has been adopted because the lack of commonly acceptable terminology

f in the past has caused considerable communication problems. With this set
LIof definit--ons, Lhe recommendations of the two groups can be directly com-

pared. Preliminary comparison of draft reports indicates a-good--correlation
between the JLC and APL recommendations. Twelve of the seventeen APL recom-
mendations correspond to -those-made -by rhe SRWG.

5-7
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Fig. 5-1 JLC Digital System Definitions4
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DEFINITIONS PROPOSED TO
THE DOD WEAPON SYSTEM SOFTWARE MANAGEMENT STEERING COMMITTEE

FOR ADOPTION-AS WORKING STANDARD DEFINITIONS IN
THE DEPARTMENT OF DEFENSE

it 1. Computer: Electronic machinery which, by means of stored instructions I
and data, performs rapid, often complex calculations or compiles, correlates
and selects data. Examples: Analog and digital processors, data processors,
information processors, real-time control processors, electronic calculators,
hybrid computers and communications processing.
2. omputer Eguipment/Computer Hardware: Devices capable of accepting and
storLig ~cputer data, executing a systematic sequence of opecations on com-
-puter date or producing computer outputs. Such devices can per-form substantial
interpsetaLion, aomputetion, communication, control, or other logical functions.
Exrmjles, central processing units, terminals, printers, analog/dlgital. con-
verters, tape drives, disks, and drums.
3. Computer Supplies: Consumables designated specifically for use in normal
operation of comuter systems such-as magnetic or paper tape, special forms,
punch cards, printer paper, and ribbons.
4. Computer Software: A combination of associated computer programs and
computer data required to command the computer equipment to perform computa-

tional or control functions.
5. Computer Program: A series of instructionr or statements in a- form ac-
ceptable tocomputer equipment, designed to cause the computer equipment to
execute an operation or operations. Computer programs include operating
systems, assemblers, compilers, interpreters, data management systems, util-

Ii ity programs, sort-merge programs, and maintenance/diagnostic programs, as
well as applications progr-ams such as payroll, inventory control, operational

f light, satellite-navigatioa, automatic test, crew- simulator, and--engin-eering
analysis programs. Computer programs may be either machine-dependent or
machine-independent1 and may be general-purpose in nature or be designed to
satisfy the requirements of a specialized process or a particular -user.
6. Computer Data: A representation of facts, concepts, or instructions in a
structured -form suitable for acceptance, interpretation or processing by commu-ication bet%'een computer equipment. Such data can be external to (in computer-

readable form) or resident within the computer equipment and-can be in the form
of analog or digital signals.
7. Computer Data- Sources: Devices, media, and associated actions that generate

computer data for use-by a computer system. Includes devices producing analog
-or digital signals; punched- cards or magnetic tape; and associated procedures,
-processes, or methods used to initiate, modify, or terminate the operation of a

-computer system.
-8. Computer Equipment Outputs: Computer data, computer control signals or
-com~uter information- transmitted to any device or medium internal or external
to the computer system.
9. Computer Information: The meaning assigned to computer equipment outputs
by humaus through the means of known conventions used in data representation.
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10. Computer Control Signals: Computer equipment outputs in the form of 3
electrical, optical or audio signals used to initiate, modify, or terminate

the operation of non-computer devices external to the computer system.

11. Computer System: An interacting assembly consisting of computer equip- 3
ment, computer programs, and computer data.
12. Embedded Computer System (ECS): An embedded computer system is a com-

puter system that is integral to an electromechanical system such as a combat

weapons system, tactical system, aircraft, ship, missile, spacecraft, certain

command and control systems, civilian systems such as a rapid transit system,
and the like. Embedded computer systems are considered different than auto-
matic data processing systems (ADP01 primarily in the context of how they are I
developed, acquired and operated in a using system. The key attributes of an
erbedded computer system are:

a. It is a computer system that is physically incorporated into a larger I
system whose primary function is not data processing.

b. It is integral to such a larger system from a design, procurement or
operations- viewpoint.

c. Its outputs generally include information, computer control signals
and--computer data.
13. Computer Software Documentation: Technical data, including computer
listings and printouts, in human-readable form which: (l) documents the
design or details of computer software,- (2) explains the capabilities of
the- computer software-, or (3) provices operating instructions for using
the computer software to obtain desired results from computer equipment.
1.4. Computer System Documentation: Information that describes the technical
details of the computer system over its life-cycle. Documentation includes,
but is not limited to, equipment -design specifications, -engineering drawings, L
operators-manuals, technical orders, computer software documentation, systems
specifications, run diagrams, and interface specifications.
15. Computer System Resources: The totality of computer equipment, computer
programs, computer data, associated computer documentation, contractual services,

" personnel-and computer supplies.
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1 5.2 INDUSTRIAL CONTRACTORS

To obtain a realistic understanding of software problems in the
operating forces, APL arranged meetings with the users of selected Weapon
Systems. To gain insight regarding the techniques and problems of the
Weapon System designers, APL also held reviews with major Weapon System con-
tractors. In addition, extensive visits and discussions were arranged with
software and systems contractors. The overall objective of these interac-
tions was a search for improved techniques, standards, and methodology to
achieve cost-effective, error-free software.

The spectrum of reviews with industry covered the major phases of
software minagement, design, implementation, verification, maintenance, and
documentation. Recommendations were elicited from the industrial sectorTconcerning the direction of present and future software R&D.

Table 5-1 is a matrix -relating the APL recommendations to work done
or recommendations by software and systems contractors. The boxes marked -X,
denote contractor recommendations or support in the area indicated. It is in-
teresting-to note the emphasis on requirements, software visibility and soft-
ware tools.

WV

Ii 

'
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TABLE 5-1

APL RECOMMENDATIONS VERSUS SUGGESTIONS BY SYSTEMS/SOFTWARE CONTRACTORS

4Recommendation TRW -GR GRD_ SDC (NSW) Boeing

MANAGEMENT POtICY
MfP1 Analysis and -Validation-of Systems Requirements- X x X X X

MP2 Software Visibil.ity in Weapon System -Acquisition X X X X X

M~P3 Software- as Contract Deliverable- x X X

ACQUISITION-PLANING
AP1I Uiles toned Development -Plan x x x
AP2 Computer System Resource Development-Plan x x

SYSTE.\S -ENGINEERING
-SEI Systems-Engineering of Computer -Systems _X N

SE2 Provisions for Growth in System Requirements Nx N x x x

5E3 Systems Engineering of Computer -Software - x

IH4PLDE.\ETATIO\ PROCEDURES
IPl Software Development Support Tools and Facilities N N -x x x

1P2 Disciplined -Programming _x X x

1P3 System Integration and- Test Capability x x

PROGRAX4 %LA AGEME\T SUPPORT
MSI. Technical Staffing of-=Program Manager

Organization X x 7
MS2 Systems Engineering Agentx

M5S3 Software Operational Support Agent x

A.11 Standard Criteria for Weapon System Com~puter
Resources Acquisition- Management x X

A02 Software Acquisition Guides

DEVELOPMENT OF SOFTWARE TOOLS
TTl Software Test Tools X N x x x
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5.2.1 TRW Systems Group

Background
TRW Systems, Incorporated, wi-h tadquarters in Redondo Beach,

California, is one of the largest softwareisystems contractors, employing
approximately 12,000 people. They are heavily involved in design and soft-
ware development activities for Army, Navy, Air Force, and commercial sys-
tems. TRW is the systems engineering support contractor for the Navy's
ASW office and integration contractor for the Undersea Surveillance Program.
TRW was the prime contractor on the Defense Satellite Program for the Air
Force and for the Defense Satellite Communications System -(DSCS II). Other
major programs involving systems engineering and software activity include
Minuteman, work for NASA on the Apollo-Soyuz and other space missions, the
National Flight Data Center, and management information systems for the
Energy Research and Development Administration. Typical of its large soft-
ware activity is the $100 million software development effort on-the Army's
Site Defense Program. This project has employed 300 programmers to produce
500,000 instructions of a 1,000,000-instruction computer program. TRW's dis-
ciplined software development-methods have resulted in a record of on-time,U in-budget Weapon System software developmnt.

Activities, Tools, and Techniques

To support its Weapon Systei software development work, TRW has de-
veloped an array of software tools, procedures, design methodology, manage-
ment controls, and verification methods. The software aids address a broad
spectrum covering requirements, design, implementation, test and integration,
documentation, and software management. The following subsections discuss
these areas, including views and recommendations of TRW as well as key TRW
activities in each category.

1. Software Requirements. TRW believes that many technical, cost,
and schedule problems relating to software can be traced to inadequately de-

-T fined requirements. They emphasize the importance of establishing traceabil-
ity between requirements, specifications, and design. To this end, special
requirements languages and automated -tools to translate requirements into
detailed specifications are being developed. Most DoD R&D money is applied
to code and debug, which represent only 20% of the software problem. TRW
feels more money should be spent on requirements, specifications, design,

etc., which amount to 40% of the problem. The early products are major cost
[contributors to the 40% effort spent on test and integration.

2. -Design. The approach to design is to complete both prelimin-
ary and detailed design before being committed to the implementation stage
(code and debug). TRW says, "two-thirds of the time and one-third of the

..... p. "top-do -design was favored ,

the pitfalls were pointed-out, such as the danger of deferring investigation
cf high-risk, low-level modules and deferring design and development of utili-

ties. Typical software tools used in this phase are DACC, a design validation
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aid; SPRINT, a quick-response simulation aid for computer system perfor-
mance analysis; and FORMAN, a system for common data base management.

3. Implementation (Code and Debug). TRW's approach to implemen-
tation is that of continuous validation, i.e., "do a little, test a little."
Highly disciplined programming procedures are stressed (down to mandating the
maximum number of statements (100) in a subroutine). Numerous software tools
are used in this phase, e.g., CODE AUDITOR, which checks for compliance with
programming standards; UNIC, which verifies consistency of unita-for each
parameter; and SINGAN, which automatically identifies singularities such as
division by zero, square root of a negative number, etc.

4. Test and Integration. TRW's approach to test and integration
is one of extensive testing, tight Control, and-clear accountability. A
Unit Development Folder (available for customer review at all times) is main-
tained for each subroutine. It includes the test plan, test cases, and test
results, as well as the schedule and final code listing. Integration is per-
formed-by an independent team. It involves checking subroutine interfaces,
initially using dummy routines, which send headers but not data and which
are gradually replaced with actual routines. Software aids used in this
area cover routine/module/system testing, eg., PACE, which monitors the spe-

cific part-of the code-that has been tested; EPIC, which enables modules to
be linked together; and PPE, which identifies program areas that result in
inefficient run- times.

5. Documentation. TRW considers documentation an intrinsic and
vital part of software development, not only to provide a necessary road map
to designers, but also to provide adequate visibility for effective manage-
ment and for future maintainability and expansion. The rationale is that of
"anticipatory documentation," 4.e., planning for and generation-of documenta-
tion ahead- of the phase that will require it. Typical software tools are 7-

FLOWGEN and AUTOFLOW, which produce- flow charts from Fortran source-code, and i
DOGGEN, which selectively extracts -textual documentation from source code tape.

6. Software-Management. TRW's software management philosophy is
to use- "sequential life-cycle planning," i.e., top-down planning, including L
risk analysis, planning for change, and-completing each- step so far as possi-
ble before -proceeding to the neyt. A rigorous-baseline configuration manage-
ment procedure (Ref. 41) is stressed to maintain disciplined product control.
Typical software tools used are GIM, a management information system with
data storage, retrieval, and reporting capability; CHECKSUM, which identifies
every element of the current software configuration; TCOST, which displays
correlated-budgeted and actual costs for each work breakdown structure ele-
ment; -and SPREAD, a computerized approach to estimating software development
costs. Software costs and- error data are extensively analyzed-to determine
how to improve- the software process.

TRW Recommendations
- 1. More- effort is required to clearly define requirements.

quiremnent definition, specification analysis, and design).
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3. An attempt should be made to quantify requirements uncertain-
ties.

4. Language proliferation should be constrained because it in-
creased software development costs.

5. Support software should be stipulated as a deliverable item.
6. Flow charts must be provided as part of documentation for as-U sembly language programs, but not necessarily for well-struc-

tured higher order language programs.
7. A competitive contract definition phase, ending after prelim-

inary design, is desirable "whenever feasible.

8. MIL-STD's (e.g., MIL-STD-881, Ref. 5) do not emphasize a e i r.r b

ware on a par with hardware in the Work Breakdown Structure.
A constructive critique is needed here.

I
I

'I

4 -T
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5.2.2 System Development Corporation-

Background
The System Development Corporation (SDC), headquartered in Santa

Monica, California, Is a-major software contractor. Its sales are $100 mil-

lion per year, -and it employs about 3600 people. Over 85% of SDC's-business

is military or other Government work. It has no hardware affiliations and

therefore claims complete objectivity in the selection or operation of a LI
computer complex best suited for any given application. Typical examples of
SDC's involvement in Air Force, Army, and Navy software -activities are:

1. An $11 million contract for ita role as Computer Program Inte- i
gration Contractor for the USAF Satellite Control Facility;

2. The Cheyenne Mountain Space Computation Center and the Tactical

Information Processing and Integration (TIPI) System, also for jj
the Air Force;

3. Research, analysis, development, and testing of the Parallel
Element Processing Ensemble (PEPE) System for the Aimy Ballistic
Missile Defense Agency;

4. Software support for the Navy's Ocean Surveillance Programs and
a $1.4 million contract for software maintenance support to the

Fleet Combat Direction Systems Support Activity; and
5. Command Control and Tactical -Systems Interoperability which in-

cludes support to: the Army Tactical Air Defense Systems
(ARTADS) Program Office, the Ground and Amphibious Military

Operations (GAMO)- Program, and the joint service Tactical Air

Control System/Tactical Air Defense System (TACS/TADS) Program.

Activities,- Tools, and Techniques
SDC involvement in a wide range of software development activities

over the years-has led it to experiment with and apply many of the-design
methodology and software management techniques advocated in industry. While I
convinced of the value of software transferability, it still uses assembly
language for some application programs. SDC sees standardization possibili-
ties at the algorithm level, possibly in developing and using standard higher

level languages for specific DoD application areas (e.g., C&C and MIS). It
feels that another possible way to standardize is via firmware, i.e., through
LSI technology. Thus, for example, one could develop standard LSI chips for
navigation, guidance, or a wide variety of other applicatiotns. The company

frequently uses the lead programmer concept as a forcing function but does

not believe in disciplining programmers too rigidly.
Internal control procedures call for generation of a Software Pro-

gram Development Plan as well as a Configuration .4,nagement Plan for planning

and controlling projects.
While not touted as a panacea for all software problems, SDC is in

the process of developing an interesting and potentially powerful software

concept known as the "Software Factory". The objective of the Software Fac-
tory is to rigorously and systematically tackle the total software process

(management, design, implementation, test, etc.) as part of an integrated
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whole rather than as a conglomerate of ad hoc tools and techniques. The con-
cept is indicative of SDC's views on the direction that software development
and management should be taking.

The general goals of the Software Factory are to achieve a signifi-
cant increase in software reliability, greater predictability, and a reduction
in the implementation costs. The goals are to be achieved-by providing a
facility consisting of an integrated set of technical and managerial tools
that will prcvide a disciplined and repeatable approach to software develop-
ment.

The key problems to be addressed by the Software Factory are:
1. Lack of discipline and repeatability in the development process;
2. Lack of development visibility;
3. Changing performance requirements;

4. Lack of design and verification tools; and
5. Lack of software reusability.
While such techniques as structured programming, top-down program

development, and-production libraries are not claimed-to be new, SDC-believes
it is their consistent use in an integrated manner, supported by an automated
structure, that gives the Software Factory its greatest impact.

The Factory-components consist of an integrated and extensible

facility of srftware tools written in-higher order language to enhance trans-
ferability to other machines. The requirement specification is linked step
by step through the topcoat program modules to the successively lower level
piogram modules. A key to implementation is the integration of the project
management process into a top-down structure keyed to the design modules,
with interrelationships, schedules, budgets, and other managerial information
oriented toward this structure.

The data base consists of a software development data-base and a
project control data base. The user can access either dJ"a base via FACE
(Factory Access and Control Executive), which provides access to progiam pro-
duction library services. FACE also aliows the designer to use a variety-of
development tools and gives management access to the project contro" data
base through IMPACT (Integrated Management, Project Analysis, and ControlTi Technique).

Typical of the technical tools provided are:
1. TOPS (Top-Down System Developer), a modeling tool that provides

a method of describing and verifying a design as uell as the
data interface logic. It also permits replacement of modeled

system components with real components as they are implemented;
2. TCG (Test Case Generator), an automatic technique for the design

of test data. TCG determines the total network of statements
in a program and helps ensure an adequate set of test cases;

3. PATH, a program flow analyzer that quantitatively assesses how
thoroughly and rigorously a program has been tested;n
AUTODOC, a tool t produce program and system documentation.
It uses -programmer comments and also reports on missing or in-
complete comments; and

5. iMPACT, a means whereby the project is modeled and interfaced
with the system model. IMPACT covers data base generation and
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maintenance, project planning and control, and report generation.
It is an automated tcol that assists the manager by linking the
requirements, activitles, program modules, changes, and mile-
stones into an integrated and dynamic management system.

Summary
The Software Factory is both a methodology and a set of tools that

support the development and management of software systems. It is based on
the concepts of disciplined programming, top-down program development, and
program-production libraries, and it incorporates hierarchi.ally structured
program modules as the basic unit of production. U

SDC Recommendations
1. Issue a number of contracts to industry ior the development, in

parallel, of complete and detailed standards for -the total soft- Lj
ware process.

2. Develop capabilities to spec.fy requirements coxPcisely and un-
ambiguously and assess their validity an0 completeness,

3. Develop formal terminology (including a glossary of terms) for
specifying requirements in key DoD application areas.

4. The Government should promulgate an exnmple of a standard,
acceptable software- Development Specification and a standard
model of plans and-procedures fot testing software.

5. Require development and maintenance of software system arch-1
-tectural specifications early in the production cycle.

6. 'Every major software program should have a- rigorous software
program development plan, full multitiered-specifications, and
a configuration management plan.

7. -Use "Contract Definition Phase" procurements whenever possible
to improve cost reliability.

8. Begin configuration control of the allocated baseline immediately
after-the Preliminary Design Review (PDR).

9. -Devise processors -that support system building and simulation,
10. Standardize and disseminate algorithms by including them in the

Request for Proposal (RFP) (e.g., navigation, tracking-, guidance,

etc.).
11. Use high level language for support software and, where practi-

cal, for application programs. Use assembly language only for

time-critical or highly hardware-depen4ant programs.
12. Achieve standardization through firmware module standards, i.e.,

using LSI chip technology (e.g., a standard navigation chip).

13. Use a "red team" to review the "blue team's" output and docu-
ments.

14. Emphasize software transferability and reusability in -R&D
studies.

15. Implement a research and analysis program to provide a basis
for personnel classification standards.
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5.2.3 Boeing Aerospace Company

Back ground
The Boeing Aerospace Company of Seattle, Washington, has a software

and computer systems engineering department of over 300 people. The group is
primarily involved in the development of Weapon System software, although it
hz'u developed software for rapid transit systems and power utility applica-
tions. In addition to providing- the -software personnel staff for Weapon
System programs, the team maintains a permanent group working on software IR&D
and on the development of software tools and techniques. The department also
acts in an advisory capacity to project managers, performing an independent
audit fumction on programs. About two-thirds of Boeing's software effort is
performed in-house. Tha company has developed computer software for several
major -programs-, including the B-i avionics systems, the Airborne Warning And
Control System (AWACS), the Advanced Airborne National Command Post (AABNCP),
the SRAM short range missile, and the Air-Launched Cruise Missile (ALCM). It
has also done several software design analyses for the Canadian Long-Range
Patrol Aircraft (LRPA). The Boeing Computer Services Company, which is indep-
endent of the aerospace company, also maintains a large staff involved-
primarily in scientific and business software and provides support to the
Boeing Aerospace Company on a contract basis.

Boeing, as well as several other prime contractors, has developed a
strong computer systems engineering software- capabillty. The company was inter-
viewed, as part of the Department of Defense Softlare Study (DSS), to obtain
the viewpoint of this category of systems contractors.

Activities-, Tools , and -Techniques
Software activity at Boeing has ranged from small programs such as

the Army's Radio Frequency Simulator System (I.L000 instructions), to the large
290,000-instruction AWACS program. Programming languages have included JOVIAL,
Fortran, AED, and assembly languages for a variety of commercial and militarycomputers.-

To support its software work, 'Boei-g is doing R&D in areas such as
real-time systems structured design, computer-aided software design, automated-
software verification, and reusable support software.

The software design philosophy stresses a top-down process and design
completion before coding. While insisting on disciplined programming procedures,
Boeing favors a broad interpretation of the -term "structured," and is cautious
on "structured programming" for real-time systems.

The group is responsible for the development and maintenance of a
support programming system, which supports all operational software development
with assemblers, link editors, diagnostics, etc. Their Functionally Oriented
Eys.em Simulation (FOSS) is an important design tool. It permits a software
system to be modeled oit a high level, allows iteration of design parameters,I and checks the resulting system performance. It also checks processor loading
and identifies dhe degree of exercising of the various program branches and
subroutines.

Boeing has done extensive work in the develonment of software stand-
ards, including software design standards, Quality Assurance, documentation,
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identification and release, and management standards. Rigorous control of

software mcdules is maintained during the integration and test processes. As
soon as a software module is released, it comes under a formal change control
procedure, which is analogous to the hardware engineering change procedure.

This dovetails with the independent techn.cal audit approach used for the
validation of Weapon System software.

Use of an integration and test facility is standard operating pro-

cedure for all major Weapon System software development. Testing starts at

the individual instruction level. Computer simulation is then used to exercise
the operationa program in a modeled "real-world" environment, and actual
equipment is finally connected to exercise'the software in a dynamic "hot-bench"
environment. LI

Boeing Recommendations
1. Unified interservice and interproject software acquisition

standards are required.
2. More specific definition of requirements is needed. The

requirements should be the minimum necessary to meet approved
objectives. -

3. System requirements should be validated during preliminary
design (possibly using a contract definition phase). Modeling
should be stressed at both functional and detailed levels to- ]
validate desiga concepts. Modeling results should be a
deliverable item.

4. A -milestoned software Quality Assurance plan- should be specified.
5. A comprehensive milestoned documentation package, including

"design- to" and "as built" dorumentation, should be specified.
6. An independent audit function is very desirable.

7. Early agreement on design details is needed (timely and compre- U
hensive Design Reviews).

8. Software external interfaces (hardware to software) should be
"frozen" after the software Preliminary Design Review (PDR)-.

9. An Integration and Test Facility is required for software
verification.

10. Support software should be s-tipulated as a deliverable item,
preferably in a rehostable higher order language (HOL) to -

permit: transfer to another host machine.
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15.2.4 USC Informacion Sciencer Institute

BackgroundI The Information Sciences Institute (ISI) of the University of
Southern California (USC) at Marina del Rey, California, is coordinating the
first phase development activitiee of the National Software Woiks (NSW). This
is a project sponsored jointly by the Defense Advanced Research Projects
Agency (ARPA) and the Air Force. The goal of NSW is to improve the produc-
tivity of the DoD software system building process. This is to be achieved
by making advanced tools developed and used by the research community avail-'I able to production staffs on-a nationwide basis. The concept will utilize
the distribution capability of the existing ARPA network, making available a
large and extensible library of software- development tools that are con-
tributed and leaaed by industry.

Planning for the NSW began in the summer of 1973, with development
startiag a year later in July 1974. Developers of the NSW include the Massa-
chuset s Computer Associates, Applied Data Research, Bolt Beranek and Newman,
Massach, setts Institute-of Technology, SRI,:Uni.versity of California- at Los
Angeles, and the USC Information-Sciences Institute. Massachusetts Computer
Associat(e±s will assume the role -of system integration contractor on I July
1975. As capabilities become available, they will be tested by the Air Force
Data Systems Design Center (AFDSDC)- at Gunter AFS, Alabama, and-by the Air
Force Data Services Center (AFDSC) in the Pentagon. During FY 76, ARPA in-
-tends to initiate an- effort to demonstrate the applicability of NSW concepts
to Weapon System software.

Description of the National Software Works
The NSW is to-be a software system that integrates several dissimi-

lar computers on the ARPANET (Fig. 5-2) into a distribited software- factory.
It will serve as a model software production facility for the large- number
of DoD projects where software must be developed and maintained- by geographi-
cally dispersed-agencies and contractors or where software development and
maintenance tools will not -run on the target hardware. The techniques -for
interfacing- computers and tools will be applicable -to confederations of dis-
similar computers in a single location as well as to geographically distrib-
uted machines. The- NSW-will supplement conventional software libraries and-
will provide centralized management of -the -large inventory of available tools.

The following are problems that have held back the use of software
tools and which NSW is designed- to alleviate:

1. Users are frequently unaware of existing tools.
2. Tools written for one machine do not work on another.
3. Software development tools tend to require extra hardware re-

sources.
4. Proprietary tools leased on a per installation basis result in

high cost thresholds.
5. Many software development tools require interaction with the

programmer, hence there is a need for an interactive system.
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NSW uses the ARPANET as a distribution syatem but automates the
peculiarities of the ARPANET components, making them transparent to the user.

I The controlling software of the NSW is the Wurks Manager, which will provide
1. Automatic movement of files,

2. Access to tools and files,

3. Standardized user interface and protocol,
I 4. Coordinated accounting,

5. Policy enforcement, and '

6. A directory of tools.
SrUsers will access the NSW via interactive terminals. Tools will

run on machines selected by the tool supplier (industry or Government igency).
Input tiles requiring accesa to the tools will be movec automatically by the
Works Manager over the network to the appropriate machine. While most other

networks tend to- interccnnect relatively homogeneous hardware and compatible
software, NSW will tie together, via the ARPANET, a wide variety of hardware
and software using standard protocols. It will act as the "yellow pages,"I-helping the user locate products and tools -that meet his -requirement.

Phase I development -has the limited objectives of demonstrating

the capabilities-of the file editor and- secretary, documentat Ion production,

and the remote job entry. Phase II will encourage industry to contribute
software tools, such as Meta Cobol and -the -CMS-2 compiler, and possibly to
emulate some processors, such as the AN/UYK-20.

In- the future. control mechanisms will support -sophisticated- tools

for the specification and- implementation of management policies of project
control. These policies typically will specify -who may access and/or change
modules, what cross checks must be carried out whenever a module is changed,

and so on, Policies -are-to be explicitly separated from -the implementing

mechanisms so that two organizations with different management procedures
can share the same system-and--tools.

The initial version- of the NSW is being implemented on the ARPANET.

_ The accessibility of the ARPANET to DoD organizations should increase signifi-
cantly in Iate 1975 when the Defense Communicaticns Agency begins -operating
it as an unclassified service.

There are major technical, organizational, and procedural issues
yet to be resolved. However they appear solvable, and a successful NSW
should be a powerful weapon in our software arsenal in the years ahead.
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6.1 MANAGEMENT POLICY 4
6.1.1 ANALYSIS AND VALIDATION OF SYSTEM REQUIREMENTS 1gl

Recommendation
Direct that a comprehensive analysis and definition program be car-

ried out on software (as well as hardware) elements of each new major Weapon
System during the Program Validation Phase, prior to approval of Full Scale I
Development. The software definition should be carried down to the level of
subprograms performing major functions.

Cost estimates fot the development and integration of each subprogram I
should be based on analysis, simulation, modeling, or construction of its
principal parts, as called for by their respective newness or criticality.

Primary Problem-Areas Addressed
Inadequate System Analysis-
Lack of Requirements for Adaptability
Complex and Excessive Requirements
Unrealistic Cost and Schedule Estimates

D~s::ussion
The most crucial factor in determining whether or not a given system

is ready for Full Scale Development is the validity of its requirements, in
terms of completeness, clarity and realism. In the system acquiaftion cycle,
the final formulation and validation of requirements should occur during-the
Program Validation (Advanced Development) Phase. For many systems the AdvLnced
Development Phase has con~en rated on the design and demonstration of hardware 4
subsystems or compunents, it being assumed that demonstration of software
designs is not necessary at this stage. Actually, Weapon System performance
is critically d2pendent on digital subsysteme and associated software, and if
these elements are not given full attention from the outset of the systemI
acquisition process, penalties are almost certain in terms of increased costs,
delayed delivery, compromised performance, and needlessly burdensome life sup-
po-t problems. Many examplee of this situation are observable today.I:

It is impossible to establish the realism and adequacy of require-
ments for a new complex system on the basis of paper analysis alone. The I
environmental conditions are never so simple that they can be expressed as a
set of parameters, and the functions of operator performance cannot be repre-
sented by an equation. Instead, analysis must be supplemented by modeling,
simulation and, in critical cases, by actual design and building of portions f
of the system. These methods must be applied selectively, and with Judgment,
to achieve an economic but adequate analysis and validation of system
requirements. i

Development of Software Requirements. Operational computer programs
constitute one of a number of highly integrated c'.mponents of a Weapon System;
a combat suite on a major force element such as a ship or bomber aircraft
may consist of several Weapon Systems. Thus, the requirements for a particular I
computer program must be developed as part of a hierarchy of higher level r
requirements.
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5.2.6 General Research Corporation

Background
General Research Corporation (GRC), ".KJ red in Santa Barbara,

California, is a multidisciplinary organizat4i roximately 1300 em-
ployees. Principal products and activitier , pt formulation and
test-bed studies, war games, real-time sr. ...ation systems, auto-
mated validation tools, and language d"0.r-

GRC has been heavily invo ',i .,cic Missle Defense (BMD)
system simulations. It develope ..' .c Attack Game (BAG) series,
which simulates both area (exoat And terminal (endoatmospheric) en-
gagements. The company has also don. r simulation work in the fields of
transportation, radio communication, and command- and control. In the field
of computer program validation, GRC has produced the automated Program Vali-
dation System (called RXVP) and is under contract to the Air Force to develop
an automated verification system for programs written in JOVIAL. V

Activities, Tools, and Techniques
GRC is probably best known for its work in -the- development of test-

Tbeds, whici are computer simulations- to interactively develop and test real-
time software systems, and for its work in program validation.

GRC has modeled and simulated numerous aspects of the -complex-phe-
nomenology associated with BM engagements. Sixty-eight of these BMD en-
gagement simulations are current, and many more were developed and used over
the past 10 years. The Advanced Real-Time Software System (ARTISS) is typical

of the real-time software simulation- work done for BMD site defense. This
simulation includes a real-time operating system and tactical routines includ-
iag surveillance, acquisition, confirmation, and interceptor guidance. Inno-
vative techniques were developed- to build and test this complex software, in-
cluding a special higher order language -(HOL), ENLODE, which enhances Fortran
in the areas of data management, real-time control, and process construction.

GRC has developed test-beds for the evaluation of candidate com-
puter systems for given requirements, including Simulation for Analysis of
Computer Systems (SACS) and System Environment and Threat Simulation (SETS).
These techniques have potential bearing on the Weapon System computer selec-
tion and sizing process.

RXVP provides increased thoroughness ii. the testing of Fortran pro-
-grams. A major objective is the automatic identification of test-case re-
quirements to ensure full-coverage testing.

"" The company is doing significant work in the area of validation re-
search, including

1. Testing methodologies: rigorous and detailed definition of
1test plans, systematic control of testing, and measurement of

testing effectiveness;
2. Languages: error-resisting languages that require the pro-

grammer to supply additional information about actions intended
for each program module; and
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3. Structured programming: advanced techniques of software pro- V
duction to increase software system reliability and maintain-
ability.

GRC Recommendations
I. Define guidelines for the prozurement of data processing sys-

tems that encourage growth margins in the computer hardware
capability of providing more flexibility in software design,
such as permitting the use of HOL's.

2. Require specification of (arid provide funding for) an accept-
able level of software testing and exercising in software de-
velopment procurements.

3. Plan-for software breadboarding before software production
(especially in novel areas).

4. Support software development techniques that make software in-
herently more testable (e.g., structured programming, error-
-resistant languages). V

5. Support R&D for the development of automated testing tech- Li
niques (including automatic generation of -comprehensive test
-cases),

J
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6. DISCUSSION OF RECOMMENDATIONS

The purpose of this Section is to discuss in more detail the recom-
mended actions-presented in summary form in Section 2 of this report. The
briefs in Section 2 state each recommendation together with theproblems it
addresses, actions necessary to implement it, and brief remarks in support of
the recommended action. In this section each recommendation is discussed to
clarify its nature, elaborate the rationale behind it, and cite specific sup-
porting findings drawn from the review of previous studies, Weapon System re-

Lviews, and service/industry visits. For ease of reference, each discussionis preceded by a restatement of the recommendation and followed by a statement
of the proposed implementation.

Problem Areas Addressed by Recommendations. Section 1.3 describes
a diagram (Fig. 1-1) that shows the cause/effect relationships of themost fre-
quently cited problem areas in Weapon System Software Acquisition Management.
This chart has been found to be useful in helping to understand the many prob-
lems encountered and how they relate to the principal phases of the system
life cycle. Table 6-1 has been prepared to assess how the actions recommended,
in this report address the principal problems identified.

The columns in Table 6-1 correspond to individual problem areas taken
from-Fig. 1-1, with those from each column of the figure listed from top toH| bottom, and the groups separated by acquisition phase. (The three blocks under
"Inputs" in Fig. 1-1 are not included in Table 6-1 because they are inherent
aspects of software and are not subject to control.) The rows of the table cor-c- respond to the recommendations of this report. Recommendations expected to
have a direct effect on a given problem area are denoted by a "D" in the appro-
priate column, and those believed to have an indirect effect by an "I."

In examining the pattern of entries ir Table 6-1, it is evident that
each recommendation t.ypically affects two to four problem areas directly (D)
and a greater number indirectly (I). This cascading effect is to be expected
from the nature of the interrelation among -problem areas, as depicted in
Fig. i-I. It is necessary to refer co the figure to understand the total effect
of any one recommendation; interested persons may find it useful to derive
their own ccnclusions -relating to the indirect effects of each recommendation
by reference to the "road-map" in Fig. 1-1.

Distribution of -Problem Areas Addressed. The general -distribution
of D's and I's in Table 6-1 shows that almost all the D's occur prior to pro-
duction and deployment, and the majority are found prior to the Full Scale De-

- velopment phase. In part this is a reflection of the general conclusion that
M ; the most effective actions to control software development must occur during

the formative stages. However, in considerable measure the high population of
D's in the section under Program Validation is due to the fact that the problem

• ,areas are listed where they first present themselves. Most of these problem
areas continue to have direct impact well into Full Scale Development.
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An additional point that should be emphasized is that the indirect
results of solving problems during the beginning of development are as impor-

tant, if not more so, than the immediate results. Thus while only one of the
specific recommended actions is shown io impact on costs directly, all are

actually aimed at positive measures to minimize one or more aspects of system
cost.

It may be noted that two columns in the-table have no entries. The
one labeled "Increasing Demands on System Software" is a direct result of the
external inputs, "Complex and Growing Threat" and "Advancing Computer and I
Sensor Technology," which are not subject to control. However, the impact of
that problem on actual software system requirements is directly addressed in
recommendation MPI. The other empty column is entitled "Lack of Methods for

Sizing Software Tasks." This area is susceptible to remedial action, but a
specific approach has not been recommended at this time. It is included among
subjects covered in Section 7.

In the textual material in this Section, a paragraph headed "Pri-
mary Problem Areas Addressed" lists those problems that are directly ad-
dressed by each recommendation.

6I
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Table 641

Software Life-Cycle-Problemns Addressed-

t £-

RECOMMENDATION It__oi 3~Y '.

-MPI Analysis and Validation of Systems Requirermits ) DD

MP2 Software Visibility in Weapon System Acqisitien--D D

*i3Softwareas Ccntrect Deliverable

API Mi~setoned Dmviopmznt Plan D----------------- -4

AP2 {.mpieSystwn Rosource D-DI -1
Dqetmsnt Plan

[ SEII System Engineering of Computer Systems- D- D D 0D

rSE2 Provisions f -c G row th In S item Requ iem ents D D, D[ SE3 Systems Engineering of Computer Software 0 0 -D

IPI Software Development Support Tools and
Facilities

1P2 Disciplined 7rogramming 0

1P3 System I ntsgralion and Test Capability

MSI- f I- .Tehnca Stf In of- - - --- -D

Manage Organization

MS2 Systems Engineering Agent D 0, 0- 0

MS3 Software operational Support Agent D 0

AMI Standard Criteria for WePOn SYsteMnlcmtef 1 0 I 0 I D
Resources; Acquistlon Management

ID2 0otA4 Acuso Gud D1 1 1 D I D

0 Direct Correlation
I Indirect Correlation
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The application of this process to a major new combat s:,stem can be
illustrated with reference to Fig. 6-1. This figure representr the develop-
ment of requirements for a complex, multifunction combat system that is repre-
sentative of the shipboard systems reviewed in this study As a minimum, the
Combat System Requirements will state the ship's %tission, operational require-
ments, major configuration constraints, and operational support concepts. 4

The Combat System Requirement Analysis involves the development of
a combat system configuration in terms of separate but interrelated systems.
Each separate system may embody computer processing or control. In any case,

the overall requiremenits must be broken down into those for individual com- %
ponent systems at this stage, with clearly defined relationships and inter-
faces. -A

The System Requirement Analysis for each constituent system is
concerned with such decisions as tradeoffs between special purpose digital
hardware and programmable general purpose computers, selection o, computers-
by type, memory, size, peripherals, and special approaches such as multi-
processing. This second level of computer requirements analysis should be
-done in conjunction with the architectural design of the special purposeI-hardware, general purpose computers, and computer programs. Insofar as the-
computer software is concerned, this phase results in a set of requirements
for each program and a definition of its external interfaces with the ither
porticns ,f the system.

The third stage, Software Design Analysis, is the breakdown
f each computer program into the primary functional components or modules,

and sufficient modeling, simulation, or actual preliminary design of critical
functions to produce reasonably well-founded estimates of time and core

allocations. This step results in a statement of Design Criteria for eachcomputer program. <.

Sstem Desin and Iteration of Requirements. While the above process
is referred to as "analysis," it is seen to go step-in-step with the process ofconfigurational design. At each stage the definition of the system must become
one level more detailed and each functional block subdivided into a number of
separate but integrated components. Only in this way can the overall require-
ments be translated into a set of requirements on individual subsystems with
assurance of completeness and consistency. Further, at each stage there must
be feedback of any problem areas to previous stages, to permit relaxation of
unnecessary constraints or excessive performance goals in the interest of
reliability and cost.

All of the above steps in the definition and val-Idatilon of the sys-
tem requirements should take place before the formal DoD DSARC II review.
They must be completed in order to provide a basis for life-cycle costs, iden-

T tification of development risks, and determination of the realism of the plan
for Full Scale Development, as required in DoD Directive 5000 (Ref. 4).

6-5
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K Combat System Requirements

COMBAT-SYSTEM REQUIREMENT ANALYSIS

1-Combat System Configuration-
System A System-B System C

LRequirements Requirements -Requirements

SYSTEM-REQUIREMENT ANALYSIS

System B-Configuration

-- Spn.-ial Purpose Computer Program -X General Purpose
// Hardware- Requirements Requirements Hardware Requirements

SOFTWARE-DESIGN ANALYSIS

Computer Program X Design Criteria

Executive Module Modluil a Module b

DSARC 11

77
FULL-SCALE DEVELOPMENT

Fig. 6-1 Development of Rpqu.irements and Design Criteria
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Application to Evolut±onary Systems. The application of the above
discipline must, of course, be tailored to each specific system, its degree
of novelty and complexity, and development history. For many systems, both
ship and airborne, developments have borrowed from the specifications and
design vf existing programs, with modifications as required to meet new mis-
sions, capabilities, or threats. This evolutionary approach carries benefits
of minimizing new developments. On the other hand, it carries dangers in that
the actual requirements for the new unit may not be fully thought out and
developed. A number of the programs which reported "growth," and hence
overrun of computer resources during or after system development have been

of the evolutionary type.

Experience in Industry. There is broad agreement among organiza-
tions engaged in development of syscem software that inadequately defined

requirements constitute the greatest single source of difficulty in software
development. An excellent discussion of this problem is contained in a paper
entitled "Software Requirements Analysis, Sizing and Costing" presented at
thE TRW Sofmare Workshop (Ref. 42). The following are three pertinent ex-
cerpts from tr'is paper:

1. "Often th, difference between success and failure of a large soft-

ware proj2ct lies in the consistency and completeness with which

the system requirements have been specified, and in the fidelity

with which these requirements have been translated into estimates

-- of the cost, schedule, and hardware required to support the ap-
him plication."

2. "If there s no statement of reqluirements the first step in soft-

ware development will be design - there is no other alternative."

3. "The most difficult act in producing software is to eliminate
the errors. The most important step in eliminating errors is
a thoroughgoing test program. The only basis for a thorough-

going test program is a set of requirements all of which must

be testable. If the requirements are incomplete or vague,
the test program will be incomplete; if the requirements are
no-existent the test program is in a shambles."

Representatives of the Systems Development Corporation made the
following related recommendations:

1. "Much more effort and money should be expended on the preparation

of good development specifications early in acquisition. The
Government should be an active participant in the technical
effort leading to these specifications."

2. "PDR should be a specification concurrence. The procuring
ragency and the contractor who have jointly prepared the develop-

ment of specifications should work as allies not as protago -
ists. Trainers, maintainers, and users should have made their

* input prior to PDR."

These suggestions were made on the basis of experience that, until
preliminary design of the software has been developed, appropriate iteration

-6-7
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of system requirements costs and schedule estimates are unrealistic. This
experience was also generally reflected in discussions at Boeing and at other
contractors.

Experience in Weapon Systas. The overriding importance of adequate
top-level requirements was strongly stated in discussions at FDCSSA, San Diego.
The E-2C Program Manager also commented on the effect of inadequate require-
ments on system costs.

In the P-3C and S-3A aircraft systems development programs, a long-
term analysis effort by NADC was the basis of contracted developments for
specific aircraft. NADC not only developed requirements for these systems
but also built laboratory models which demonstrated feasibility and codfirmed
the computer resource needs.

The AEGIS program is an example of a total system development start-
ing with an in-depth asses3ment of requirements. This development involved -funded requirements study by seven contractors, a comprehensive Navy assess- a

ment study, commonality studies with concurrent Army development (SAM.-D),
advanced development projects which included a feasibility demonstration of
multifunction radar computer control, competitive contract definition, and
a two-phase engineering development program.

Timing. A most critical point of the recommended requirements analy-
sis and validation effort is that it must be carried out early enough to enable
reassesoment of software requirements. This will expose the cost of obtain-
ing a desired level of performance capability and ailow requirements to be
scaled down in areas where the ewpected performance does not justify the cost.
Commitment to Full Scale Development can then be made within controllable
bounds of cost, schedule, and performance expectation.

Implementation
Amplify and extend the definition of requirements for the System

Design Review (SDR) to include review of the functional definition of each
software program, its modular configuration, and its evaluation in terms of
core and tiring allocations in order to show that it will meet performance
requirements within specified constraints (similar to Milestone 1 in SSD
61-47B, ReZ. 3).

Amplify the requirements of the DSARC II review in DoD-5000 (Ref. 4)
with respect to what is expected to be accomplished in the Program Validation
Phase.
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6.1.2 SOFTWARE VISIBILITY IN WEAPON SYSTEMS ACQUISITION MP2

Recommendation
Increase the visibility and understanding of major software com-

ponents of Weapon Systems by putting them on a par with hardware conponents.
This is to be done in terms of configuration control items, DSARC II re-
views, design reviews, and other aspects of acquisition management.

Primary Problem Areas Addressed
Lack of Software Visibility
Lack of Policy Guidance and Planning
Inadequate Management ProceduresI Unrealistic Cost and Schedule Estimates

Discussion
In order to increase the visibility of major software components

in Weapon Systems, it is necessary to modify a -,mber of basic policies, pro-
cedures, and standards that are used as approaches and references in contract-.
ing and managing systems acquisition. In particular it is important that
policy in the Office of the Secretary of Defense (OSD) and in the services rec-
ognize software as a Configuration Item, to be delivered on a schedule, rather
than consider it as an item of data. Software should be treated in a manner
similar to hardware rather than as documentation. This will require modifica-
tions of policy documents addressing software as data items In DoD and in
Armed Services Procurement Regulations.

Work Breakdown Structure. Many of the aztions recommended in this

section deal with updating of acquisition management procedures and stan-
dards, which will have the effect of increasing software visibility. How-
ever, a particular point of reference which needs suitable modification is
the Military Standard on the Work Breakdown Structures for Defense Material
Items, MIL-STD-881 (Ref. 5).

I The specific work breakdown structures and definitions are con-
tained in the Appendices to MIL-STD-881. These appendices define the levels
of breakdown for each of several types of systems such as missiler, ordnance,
space systems, and electronics. Computer programs do appear as an item, but
only under electronics systems along with sensors, communications, data dis-
plays, and auxiliary equipment.

As a minimum, major computer programs need to be given a place com-
parable to major subsystems and not confined to a subhead under electronics
systems. Perhaps the levJ. should also be modified, but this question re-

i quires careful study.
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Breakout of Software Costs. The work breakdown structure for soft-
ware is particularly relevant to the breakout of software costs, which has
long been a point of difficulty. A consistency among standards, practices,
and contractual requirements is very important to avoid misunderstandings
and problems in the course of development.

Implementation
One specific step which should be taken is to generalize and revise

Appendix B (Electronics System) of the Military Standard - Work Breakdown Struc-
tures for Defense Material Items (MIL-STD-881, Ref. 5) to define a software
subsystem category on a par with a hardware subsystem, along the lines being
considered by the Joint Logistics Commanders' Software Reliability Work Group.
Construct a suitable list of computer resources that should be covered dur-
ing review processes. Other directives and standards for hardware should be
studied by DoD to find similar transferability of their principles to soft-
ware.

.61
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3 Recommendation
Specify that major computer software involved in Weapon System de-

velopment be dasignated Configuration Items (CI's) and deliverables during
Full Scale Development. This would generally include computer programs and

3 computer data for
1. Operational software,
2. Development support software, and
3. Test and integration software.

Primary Problem Areas Addressed
Inadequate Interface Management

Lack of Software Visibility
Documentation

Lack of Transferability

IDiscussion
The need for treating Weapon System software as a contract deliver-

able and a designated CI has been widely recognized. A number of previous
studies (e.g., Tactical Computer Software Acquisition and Maintenance Staff
Study (Ref. 6) and Project Pacer Flash (Ref. 7)) have recomnended that this
be done as a matter of acquisition policy. Discussion with Systems Develop-
ment Corporation (SDC), TRW, and Boeing brought out the same recommendation.
A similar point was emphasized by Fleet Combat Direction Systems Support Ac-

tivity (FCDSSA). It is now USAF policy in AFR-800-14 (Ref. 2).

As a result of this recognition, most major system contracts now re-

quire operational software as deliverables (although there Lave been notable
T exceptions). However, practices vary with respect to other classes of software.

In a system development of any size, computer program developments may include:
1. Tactical on-line (operational) programs
2. On-line equipment test and fault isolation programs (Automatic

Test Equipment, ATE)
3. Development support programs, including

a. Compiler/operating system and other program generation pro-
grams

b. Subprogram test drivers
c. "mulation-driver programs for computer program and system

evaluation
d. Equipment checkiut assist programs

4. Data collection reduction and analysis programs
5. Supporting simulation and integration programs.

~ S ~~. ~ . J~n L .1 1J%..A.Ii .L % J JJ.L .. V r~LI, LlL p

port software as well as the uperational program, is a deliverable. Since the
support system was part of the Boeing software support facility and was in con-
siderable measure developed on company funds, the delivered system is constrained
to be used by the Air Force only for B-I support. This case highlights a gen-
eral complication with making support software a deliverable. Srecial atten-
tion should be directed on policy in this area.
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In some developments such as Trident and P-3, the compiler hasbeen a Government-furnished item. Few systems have specificallF called out

simulations and test-driver programs as deliverables, even though these may
be necessary for life support of the operational programs.

Documentation Requirements. One problem in the designation of de-
liverable computer programs is the required documentation effort. Full for-
mal documentation, as called out in MIL-STD-490 (Ref. 8) and detailed in
documents such as SECNAVINST 3560.1 (Ref. 33), is extensive and costly. There
are a few guidelines for definition of a lesser documentation set for support
programs. Pershing is an example of selective documentation, mainly driven
by cost considerations. In that system only two of over 149 programs are
documented and controlled to full MIL-STD requirements. The remainiag pro- LI
grams have documentation tailored to their natures and applications. This
point is further discussed under Subsection 6.6.2, Software Acquisition
Guides, AM2.

In computer program developments directly managed by FCDSSA, a some-
what different approach to computer program delivery has been used. For these
systems FCDSSA has used in-house level-of-effort contracting, in which the
deliverables are phased steps ir development, defined by task statements. In
this system FCDSSA itself retains responsibility for design and performance,
rather than the contractor.

Implementation
Provide cltar guidelines for designating appropriate computer sys-

tem resources (computer programs and computer data) as Cl's in the Program
Management DIrectives and manuals. Call for scheduled delivery, like hard-
ware items. Specify support and test and integration software as separate
deliverables. -J
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£ 6.2 ACQUISITION PLANNING

6.2.1 MILESTONED DEVELOPMENT PLAN AP1

Recommendation
Define the requirements for milestones in the Full Scale Develop-

ment phase to ensure the proper sequence of analysis, design, implementation,
integration, test, and review processes. Also, define criteria that will be
used to demonstrate that each milestone has been achieved.

II Primary Problem Areas Addressed
Lack of Policy Guidance and Planning
Inadequate Management Procedures
Unrealistic Cost and Schedule Estimates
Premature Programming

Discussion
An essential element of effective management of a major develop-

ment program is a well-defined set of milestones and deliverables that the
contractor and program manager can use to guide and assess the orderly prog-
ress of the work. Because software is inherently abstract, it is particularly
necessary that a milestoned development plan be used in its acquisition man-
agement. Systems that identified milestone planning as a major management
technique include DLGN-38, AEGIS, CV, S-3A, Trident, Pershing, and SAM-D.

Weapon Systems Milestones. The actual milestone definitions and
level of design control involved varies from system to system. In DLGN-38
management, the many tasks required in development of the total ship combat
system are defined with schedules and deliverables in an Integrated Combat
System Management Plan (ICSMP, Ref. 29). This document is used as a parent
for more detailed subsidiary plans.

The AEGIS system of milestones identifies major deciaion points in
multiphase development program, The milestones are keyed to -,aJor design

reviews and system tests, and are supported by identified design documents
and reports.

Trident has used a system of phased, milestoned deliveries as a
more detailed management and technical tool. These deliveries are identi-
fied with steps of program coding completion in a top-down design and imple-
mentation approach. The milestoned delivery points, coupled with Software
Status Reports, are used to monitor development progress, to manage integra-
tion and testing, and to identify, as early as possible, interface problems
among subsystem programs and between the subsystem programs and the operat-
ing system.

SSD 61-47B Milestones. While there are numerous management and
documentation standards which refer to milestones, none redlly clearly de-
fine a sut generally suited to software acquisition, except Air Force SSD
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Exhibit 61-47B (Ref. 3). While this document is 9 years old, and supposedly i
was made obsolete by MIL-STD-483 (Ref. 9), it is still used as a basic refer-
ence. SELNAVINST 3560.1 (Ref. 33) defines a series of requirement, design,
and test documents and gives a flow chart showing the general oider in which Li
they would be produced during a system development. However, while the docu-

ments are well defined, they do not appear to cover the steps normally taken
during acquisition as clearly as does SSD 61-47B.

t ro While SAM-D, AEGIS, Trident, S-3A, CV, and Pershing established
their own milestones, th B-i avionics program obtained concurrence from the
Air Force to base its contract cn the SSD 61-47B milestones. Figure 6-2 L
shows how the milestones ccrrelate with the Part I and Part II items in MIL-
STD-483. It is seen that Milestone 2 encompasses some of both Part I and
Part II requirements. LI

6-2.As a matter of interest, Lhe milestones thus defined are listed in
Table 62

The SSD 61-47B miles;tones are directly related to the Preliminary
Design Review (PDR) and the Critical Design Review (CDR) prescribed for major
development programs. PDR ocaurs after Milestone 2 and CD1< after Milestone 4.

~Implementation "
Amplify the definitioi. of requirements for Preliminary Design Review

(PDR) and Critical Design Review (CDR) to specify tha items of analysis, de-
sign, implementation, integration, and testing to be completed. tevelop an
updated version of the milestone definition of SSD 61-47B (Ref. 3) or its 1
equivalent. (Note that Milestone 1 of 3SD 61-4/B should precede Full Scale

Development.) Incorporate these in the Program Management Plan and specify
that the milestone provisions be written into development contracts.
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Milestone 1 13 M5joumr M/iS 1 IM/S 2 MIS /S 4 W~S 5 M15 6
M I L-STD-483____ ___

Part I
lr~terface Req
Functional Req0

Equip and ___ __ _____Facility Req

Special Req 0

Quality Assurance
Req__ _ ___ _ _I Part I I
Functional 0
Allocation

3Storage Allocation 0 0
Data Base 0T ~~~Chiaracteristics_____ _____________ ________

Functional Flow 0

Quality Assurance 00Provisions

Module Dsrito 0 0

- - *Milt-one Pattern After SSD Exhibit 61-47 B

Fig. 6-2 MIL-STD-483/Milestone Document Correlation Matrix
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11 TABLE 6-2
SOFTWAn1 MILESTONE DOCUMENT DEFINITION

Milestone Document Content

[i Software System Software System Design Requirements

Design Criteria • Functional requirevents
& Particulae accuracies, logic, 3

mathematics, or constraints
J Interface requirements

. Facility and equipment requirements

. Test requirements

2 Implementation Software System Preliminary Design

Concept and Test Functional allocation
Plan • Software module description

• Interface and data base
. Mathematics and unique logic
• Test plan

3 Software System Interface Requirements between

Interface Specifications Operational Functions ,
* Define software system environment
* Data base and control interface data

* Software system data flow definition

Operational functional flow
definition

Software Module Software Module Detailed Design

Design Specifications Requirements
* Detailed design requirements for

each module using approved M/S2
and M/S3 documentation as a base

• Software module acceptance test pro-

cedures and success criteria
5 Software Module Release of "as built" Documentation

Documentation Updated M/S4
. Storage requirements
* Critical time dependencies
* Test card decks and listings

6 System Test and Software System Level Test Plan
Acceptance Specifications (Category II)

. Overall testing concept

. Test conditions and purpose

. Test equipment requirements

. Detailed acceptance test criteria
• Detailed test procedures
•Tact m=1 daap~ tngs Aan drk

7 Operating Instructions All the information that is needed to
use the computer software subsystem
in the operational modes

8 System Configuration Summary Description of the Deliverable

Index Software Subsystem
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6.2.2 COMPUTER SYSTEM RESOURCE DEVELOPMENT PLAN AP2

Recommendation
Ensure provision of a detailed Computer System Resource Development

Plan as part of the bid package on Full Scale Development contracts. The plan
should cover all aspects of the contractor's approach to organization, design,
test, management, documentation, and other aspects of the program.

Primary Problem Areas Addressed
Inadequate Management Procedures

Lack of Established Standards
Unspecified Support Requirements

Discussion
A comprehensive Computer Systems Resource Development Plan is needed

for several essential. purposes. It ensures that all aspects of the development
of major software systems are well defined and understood, and that the manage-
ment organization is appropriate for the task. It provides a mutually agreed-
upon plan for engineering management. It also provides a source of information
concerning a contractor's experience, understanding, organization, and facili-
ties that is invaluable in making an informed selection among competitors.

AFR-800-14, Vol. II (Ref. 10), calls out the requirements for a Com-
puter Program Development Plan (CPDP). The CPDP identifies the actions needed
to develop and deliver computer program configuration items and necessary sup-
port resources. It is to be prepared by the implementing command or, if the
development effort is contracted, the plan may be prepared by the contractor'and approved by the implementing command. The CPDP addresses the following items:

1. The organization, responsibilities, and structure of the group(s)
that will be designing, producing, and testing all computer pro-
grams.

14 2. The management and technical controls that will be used during

the development, including controls for ensuring that all per-
formance and design requirements have been implemented.

3. The methodology for ensuring satisfactory design and testing,
incliding quality assurance.

4. The development schedule for each computer program configura-
tion item and proposed program milestone review points.

5. The procedure for monitoring and reporting the status of com-
puter program development.

6. The resources required to support the development and test of
computer programs. Special simulation, data reduction, or
utility tools that are planned for use in the development of
computer programs should be identified.

7 The genetal procedures for r.prtng, monitoring; and resolving
computer program errors and deficiencies during development and
testing.

8. The methods and procedures for collecting, analyzing, monitoring,
and reporting on the timing of time-critical compucer programs.
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9. The management of computer program development masters, data
bases, a-d associated documentation including its relationship
to the Configuration Management Plan.

10. Guidelinea and checkpoints for ensuring future computer program
i growth, modularity, and ease of modification.

11. The approach for developing computer program documentation. I
12. Training requirements and associated equipment for the deploy- I

menr phase. K
13. Engineering practices to include: standards, conventions, pro-

cedures, and rules for program design; pcogram structures and
conventions; display and logic standards; input/output signal
standards; and other disciplines affecting development.

14. Security controls and requirements.
15. Simulation techniques and tasks.

Examples of the Computer Program Development Plan can be found in
AEGIS and in Trident. They form the basis for resource control and for de-
tailed design program monitoring. Discussions aL Systems Development Corpora-
tion (SDC) stressed the crucial importance of such a plan in any major zom-
puter system acquisition program.

Implementation
Require that the Program Manager prepare a set of development require-

ments to be included in the Request for Proposal (RFP). Specify those aspecti.
Tthat are directed by the Government. Specify the nature and scope of descrip-

tion required in the contractor's Computer System Resource Development Plan. LI
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6.3 SYSTEMS ENGINEERING

6.3.1 SYSTEMS ENGINEERING OF CO1PUTER SYSTEMS SEI

II Recommendation
For systems Lnvolving several distinct functions, require that the

system be divided into functional segments in accordance with the operational
requirements. Require during the Program Validation Phase that tradeoff anal-
yses be performed for hardware versus software (i.e., hardwired versus pro-

#05 grammable functions) and for different com'uter system architectures.

Primary Problem Areas Addressed
Lack of Software Systems Engineering
Inefficient Processing Architecture
Inadequate Hardware/Software Tradeoffs
Nonmodular Software Architecture

IDiscussion
The discussion of the analysis of system requirements under Recom-

mendation MPl noted the stage in which the overall system configuration was
developed in conjunction with the translation of system requirements into an
organization of major hardware/software elements. This involves several im-
portant decisions.

The decision as to the functions that are to be performed by special
purpose hardware, as opposed to programmable general purpose computers, is one
of growing importance. Past practices have tended to assign the central com-
puter every type of data processing, with the result of stressing or exceeding
its time budget and memory capacity. Integrated circuit developments have re-
cently made it possible to build inexpensive special purrcse digital hardware
that can do a great deal of high speed processing, such as sensor data handling
very economically. Still more recently the LSI technology has produced micro-
processors that are programmable and inexpensive. In either case it is evi-
dent that modern systems should seek to relieve the central processors of as
much high speed repetitive data processing as practicable in the interest of
overall performance and cost.

Given the functions to be performed in computers, another major de-
cision is the degree of centralizing combat system processing, i.e., whether
a few large processors or a larger number of small dedicated processors should

be used. In the developmental stages of the Naval Tactical Data System (NI7DS),
all digital processing was combined in an integrated computer complex. Today,7 the automation of sensor processing and the introduction of digital fire
control have led to a more distributed archicecura, with centralization con-

fined largely to the combat direction or C&C system.

Functional Segmentation in Weapon Systems. The DLGN-38 computer
programs have been developed as five separate software systems. Two of these,

w Eth Command and Control System (C&CS) and Sensor Interface Data System (SIDS),
operate within a shared-memory AN/UYK-7 computer complex, using an extended

memory area as a controlled system interface.
AEGIS, developed under a single prime contractor, segmeited the

mujoj- systam elements according to function, with major software developments
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in the AN/SPY-l radar, Command and Decision, Weapon Control, and Operational
Readiness Test Systems. The Tactical Executive Program, which is used in com-
mon by each system element, was also treated as a configuration item and a
separately controlled development. Program interfaces with the Executive are
treated in the Computer Program Interface Document (CPID) in basically the
same manner as are interfaces between systems.

Segmentation has been especially beneficial in the AN/SPY-l radar.
Design responsibility for both radar equipment and control computer programs
was placed in the hands of one manager. This allowed extensive hardware/
software tradeoffs to proceed in a disciplined fashion, without undue impact
on other elements of the system.

A hardware configuration analysis has been recognized as a signifi-
caut task in a number of other systems. Prior to DSARC II, Trident conducted
an in-depth, detailed Proposed Technical Approach (PTA) study that examined -;

a number of centralized and decentralized systems. The PTA reduced the
viable alternatives to four. The Navy Ship Acquisition Programs Manager
(SHAPM) (with PM--2 approval) then selected a centralized computer system con-
cept.

Extensive system tradeoff analyses were conducted by Raytheon dur-
ing the Engineering Development Definition Phase of SAM-D. The analyses in-
cluded a study to determine the system functions allocated to the dedicated
hardware of the radar unit and to the general purpose computer in the weapon
control unit.

Interface Management. The success of system development rests in
large measure on the effectiveness with which configuration management is per-
formed. This in turn depends on the relative simplicity of the interfaces,
which further depends on how closely the physical segmentation corresponds to
functional independence, and on how clearly the interfaces are defined at the
outset of the program.

The degree of complexity involved in major systems acquisitions
often leads to overlapping and/or redundancy of functions among one or more
segments of the total system unless strong .easures are taken at the begin-
ning of the program to ensure an understanding of the basic purpose of each
segment. Failure to provide this definition leads to confusion of design and
loss of configuration control, which inevitably 2ead to substantial rework and
impaired final system performance.

In Navy documentation requiremen-s (SECNAVINST 3560.1, Ref. 33) it
is now recognized that the need exists for top-level system requirements and
design documentation, and for interface design specifications that establish
in detail th relationships among system elenents. However, the engineering
design process, both in-house by a single cnntractor and between two or more
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contractors, is such that differing interpretations of requirements and spe-

cifications become the norm rather than the exception. A means must be estab-
lished to ensure correct design communications between the various individuals
and agenc es involved. Failure to do this leads to a significant level of re-
design at a later date and a consequent loss of money and time.

I iImplementation
Call for these tradeoff analyses to be performed during the Pro-

gram Validati,'n Phase and presented at System Design Review (SDR) and DSARC

3612

+I
RI

I

I
I
I
I

6-21



THE JOHNS HOPKINS UNIVERSITY

APPLIED PHYSICS LABORATORY
LAUREL MARYLAND

6.3.2 PROVYSIONS FOR GROWTH IN SYSTEM REQUIREMENTS SE2

Recommendation
Provide for growth and change in requirements on Weapon System com-

puter software by identifying parameters that are uncertain or are likely to
change in the future and, where possible, specify the probable limits on such
changes. Also identify novel environments and use of new techniques. Require
that computer systems be sized to provide for uncertainties and requirement
growth. ,

Primary Problem Areas Addressed
Lack of Requirements for Adaptability
Inadequate Processor Capacity
No Provision for Changing Requirements

Discussion
The inherently complex, uncertain, and growing threat environment

in which modern Weapon Systems operate ensures that changes will be needed in
system requirements during its lifetime. It is a basic feature of software
that it can accommodate change provided it is not limited by hardware capacity
or speed. Accordingly, an important part of software system engineering is
the judiciot.s and controlled provision of growth capability. In developing a
new system, still further margin must be provided to accommodate the inevit-
able additional processing required to handle factors not foreseen during pre-
liminary design.

The consequences of changes and growth in system requirements are
twofold: (1) modification of the operational program within the constraints
of the processor, and (2) expansion of processor capacity. With regard to
the first consequence, the main impact is that of cost. Costs of modification
can become enormous if the processor is operating near its capacity and ex-
tensive repackaging of the program is required to make room for the modifica-
tion. This argues strongly for the provision of space capacity at system de-
livery as the Navy has done in TADSTAND-5 (Ref. 141. The problem is that the
amount of space capacity that should and can be provided varies with many fac-
tors, including the maturity of the program and space and weight constraints
on platforms such as aircraft.

There is a factor of the modification costs that can be affected
by careful design planning and this has to do with the manner in which the
program is designed to accept change. This is discussed further under Recom-
mendation SE3. The identification of parameters subject to change can also
be of great importance in providing a basis for allocating space capacity and
designing for minimum impact.

The Electronics-X study (Ref. 12) and the report of the Army Sci-
entific Advisory Panel (Ref. 13) both make note of the problem of overbur-
dened processors and recommend special attention to the adequate sizing of
computer hardware.
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I Experience from Weapon Systems. Nearly all the Weapon Systems in-
vestigated have experienced a problem with growth in the demand for computer I
system resources. The early Naval Tactical Data Systems (NTDS), which used
the AN/USQ-20 series of computers, were especially constrained in available
memory because of the state of technology and memory costs at the time these
systems were designed. Various techniques were employed to constrain use of
memory or to overlay rrcgram capabilities from peripheral memory. HowevGr,

some desired functions were not implemented because of memory limitations.
In the NTDS Model IV development now in progress, the older systems will be
supplemented with an extended memory unit (262k 32-bit words), which will
relieve many of the long-standing constraints.

Changes are particularly probable in the Command, Control, and Com-
munications functions of the systems because CC&C must adapt to changing
tactics and environment. Computer systems with specific technical tasks,
such as fire control systems, are less likely to experience growth after ini-
tial development, except as a phased capacity expansion.

Aircraft and space systems have also been memory constrained, hav-
ing peculiar space, weight, and power limitations. Several Navy aircraftI systems have made use of disk or drum memory to extend functional capability.
The more recent systems, based on the AN/UYK-7 or similar computers (as in
SAM-D) have an inherent potential for expanding computer resoirces because5 of the modular design of the computer hardware.

An initial reasonable provision for growth has not always proved
adequate. For example, the E-2C System recognized the necessity for substan-

tial growth margin and provided a second processor, representing 100% margin
over initial estimates. This 4as expected to easily absorb anticipated
growth and computer overload caused by hardware design uncertainties. How-

ever, largely because of increased radar data processing requirements, all
of the margin was used. A software tailoring effort was required to remain
within available computer resources.

Approaches to Growth Problem. A number of approaches to the growth
problem can be adopted. The most important of these is a detailed analysis
and definition of system requirements as discussed in Recommendation MP1. An

adequate aaalysis of this type, undertaken early in development, should re-
duce the surprise factor in computer growth. A disciplined hardware/software
tradeoff, as suggested in Recommendation SEI, should also force detailed ex-
amination of true computer resource requirements. In addition, a plan for
orderly growth, which is the subject of this recommendation, is also needed

as an elemen- of the systems design requirements.

.he consensus 01th±e Weapon System community, ihe S LViCeS, and
industry is that the need to provide for growth in system requirements is

Sclearly great. Highlighting provisions for growth in requirements will not

only assist in meeting mission objectives but will also extend the life and
greatly improve the flexibility of the operational system.
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Implementation

Require (in appropriate regulations) that the design requirements

.or specifications that are given to the software developer contain parameter

uncertainty limits. Specify provisions to accommodate parameter changes in

the Preliminary Design Review (PDR) process. Provide for software bread-

boarding (including cost and scheduling) in novel environments or when using

new techniques. Provide in the requirements that substantial reserves of

time and memory be delivered; where possible they should be tentatively al-

located to specific potential growth requirements. Check all these items at

the PDR and at the DSARC II and III revies.

6-24



THE JOHNS HOPKINS UNIVERSITY

APPLIED PHYSIC$;ABORATORY'
LAUREL MARYLAND

5 6.3.3 SYSTEMS ENGINEERING OF COMPUTER SOFTWARE SE3

Recommendations
Specify the use of modular software architecture and an orderly phased

design approach for developing major computer programs that defines the higher
levels of the program and then progresses to design and test successively lower
levels. The latter approach is often referred to as top-down design. It in-
volves the formal definition of a hierarchy of program elements and restrictions
concerning lateral communications.

Primary Problem Areas Addressed
II Non-Modular Software Architecture

Bottom-Up Designj Premature Programming

Discussion
The application of a systems engineering approach to computer program

design requires that each operational program be subdivided into a set of func-
tionally distinct subprograms with simple and cleanly defined interfaces.
Further application of this principle dictates that the architecture of the
total program should consist of a systematically organized hierarchy of opera-
tional blocks, with strictly limited lateral communications.

Modular Design. Modular design of computer programs is not a new
concept. It has been employed in Naval and other computer systems for many
years. The Fleet Combat Direction Systems Support Activity (FCDSSA) approach
has moved toward standardization of module design and currently uses common
software modules among ships of the same class (in which the computer program
implementation may vary owing to differences in installed eqaipment).

While the value of modular design is generally appreciated, it is
often not enforced as an engineering discipline, or when it is, only in a
nominal way. It is proposed that strong emphasis be placed on program organi-

zation during the early design stage so as to achieve the advantages of simple
and well defined interfaces resulting from good functional program structuring.
In particular, such organization should take into account functions that are
most likely o -hange during or after development, and separate them from those
likel) to remain the same. This has proved to be highly effective in the Site
Defense Program in minimizing the cost and schedule impact of changes in require-
ments. Similarly, segregation of input/output processing is advantageous for

I maintaining maximum flexibility.

Another valuable feature of modular design is that it can lead to a
set of traceable requirements, beginning with performance specifications and
ending with production design specifications. If the organization of the pro-
gram is not established during the definition phase, there is almost inevitably
a lack of any direct part-by-part relationship between the successiqe phases
of design, with the consequent difficulties in evaluating whether the design
meets requirements.
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Tep-Down Development. The orderly phased approach to program design,

referred to as top-dowi, is relatively recent as a formalized technique. How-

ever, its principles are quite basic and have long been in genpral use as a
systems engineering discipline. It simply means that before a program component
is built, it should b2 designed, and before it is designed, it should be defined

as part of the larger whole. The documentation system defined in MIL-STD-490
(Ref. 8) and further expanded in SECNAVINST 3560.1 (Ref. 33) implies a struc-
tured top-dowm definition and allocation of design requirements. The potential
benefits of top-down development are improved program definition and more ef-
fective product integration. The approach is more likely to yield a well con-
sidered hierarchical design with clear definition of function and modularity.

Among the previous software management studies, Electronics-X (Ref. 12)
recommended "completing the design of the system and the basic program structure
in substantial detail before making major commitments to hardware or coding."
CCIP-85 (Ref. 22) urged the use of methods "bringing structure to the program-
ming process, ranging from establishment of extensive program quality standards
to more sophisticated techniques of software engineering."

It is sometimes implied that top-down means that the complete system
is to be designed before any of it can be implemented. This is not what actu-
ally occurs in practice. It has been stated earlier that preliminary design

should include not only modeling but actual implementation of critical parts of
the program. This is necessary to ensure that a firm basis exists for alloca-
ting time anc core to each program module, and hence, that the initial design
w5.ll be stable. However, while some portions of the program may be implemented
before others are designed, any given portion is developed top-down. Further,
t!e hierarchical architecture and definition of interfaces ensures that the
individual portions are sufficiently independent that they may be developed
separately.

Top-Down versus Bottom-Up Development. The difference between top-
down and the traditional bottom-up software development may be illustrated with
reference to Fig. 6-3, which has been used in many papers on this subject.
While this diagram is somewhat idealized (in practice, the program hierarchy is
far from binary), it suffices to make the comparison. In both the upper and
lower portions of the diagr.im, the proeram development has been approximately
half completed. In the upper portion, .llustrating bottom-up development, one
of the modules is shown to be completely built while the other module is still
being constructed.

In the bottom-up approacu, special :est drivers, as indicated in the
figure, must be designed and built for each successive level of integration and
testing. Four test drivers are shown in the diagram. None c2 the program can
ba "run" , lh aict4 rs simt!t-r int-il a11 e1pmpnt- are c,.npeted and
assembled.

The top-down process, illustrated in the lower portirn of Fig. 6-3
is quite different in this regard. The only necessary test input is seen to
be a simulator exercising the total program. The top block corresponds to
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Fig. 6-3 Bottom-Up Versus Top-Down Software Development
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the program control structure, and it is shown to be completely designed and .3
implemented. The diagram shows one of the modules implemented except for one

routine, which has been dummied with what is called a "stub." The second

module is being designed at present with only the first few levels implemented;

the missing routines are present only as stubs. Actually, individual routines
should be tested prior to assembly in either approach in order to remove most
errors at the earliest time. However, when the control structure is deve3oped
first, each block can be added as soon as it is iplemented and checked out.
Thus the program can be run early in the process using dummy modules in place
of those not yet designed and built. This not only simplifies the testing
process but also uncovers errors early in the design cycle.

Applications in Weapon Systems. The Trident Command and Control
System was the first Navy system to formally specify use of top-down'design. f
Its use was addressed in the Command and Control Software Management Plan.
The requirements included not only the application of the procedure to the
overall system, but also to the major modules of the system. SAM-D used a top-
down approach to software design but a conventional bottom-up approach to
coding.

AEGIS employed a top-dotm approach to design, implemented through astructured series of development specifications and supplemented by controlled

interface documentaion and by Functional Flow Diagrams and Descriptions (F2D2 )
developed by ti, systems contractor, RCA. The software contractor, Computer
Systems Corporation, also used the "Threads" technique for furcticn tracing.

Implewentation
Specify the use of modular top-down design in the Request for Pro-

posal (RFP) and use as a criterion in examining the contractor's definition
of his organization of design, production and test, design methodology, and
engineering practices.
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6.4 IMPLEMENTATION PROCEDURES

6.4.1 SOFTWARE D1;VELOPmE1T SUPPORT TOOLS AND FACILITIES IPI

Recommendations

Ensure that the Full Scale Development program includes provision of
adequate modern support tools and facilities, including such items as assemblers,
compilers, editors, debug aids, data base and library management systems, and
associated operating systems. Require maximum use of existing proven tools and
facilities. Provide that any of these tQols and facilities that wil] be re-
quired by the Operational Support Agent for system maintenance be deli-%ered in
transferable form and also be capable of application to future Weapon System
programs.

Primary Problem Areas Addressed
Long Testing Due to Errors and Changes
Support Systems Not Established

DiscussionD s Development Support Software is a major cost item in Weapon System
Software Acquisition for two reasons. First, the size of support programs may
bc t7o to five times larger than the tactical software. if it is not available
from previous programs and must be developed along with the tactical software,I it becomes a large fraction of the total program cost as well as a schedule
pacing item. Secondly, if a major software development is attempted with only
rudimentary support software, the time and cost of development, especially of
the test anu verification phase, can become excessive. It is clear, therefore,
that management attention to the availability of adequate support tools is most
important. Serious problems can arise if development support tools and facili-g ties are underdeveloped or inadequate to the development in progress.

A major software problem encountered by AEGIS was the incomplete
status of the compiler (CMS-2) at the start of the system development, which
caused added costs and delays.

Parallel development of the unique SAM-D computer and SAM-D software
greatly complicatea software development and checkout. The SAM-D Program
Manager's office also described difficulties in checkout and monitoring of soft-
ware development because neither the computer nor the compiler for the high-
level language selected for the system was fully developed at the start of soft-
ware development.

Industry Software Support Tools. Support software includes compilers,
assemblers, editors, data base and library management systems, linkers, simula-
tors nd vre1orati vne-0, TV can Plcn oma not-rim nV elam~n, t c, oiman-

tation, management information, and oystem qualification tools. Most major
software system contractors have highly developed support tools, and perform
most design and test operations on a powerful host computer facility. An
example of the application of a major support facility is shown in Fig. 6-4
taken from a Boeing presentation. They anticipate substantial cost improve-
ments through future development of algorithm banks and software design auto-
mation.
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Fig. 6-4 Support Softwa~re in Software Engineering
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Figure 6-5 indicates the range of specific development, test, and
documentation tools used by TRW on its 200k instruction Space Vehicle Dynamic
Simulation program. The special tools sbown on the right have been developed
by TRW for use on all major programs. Other major software contractors are
also developing powerful arrays of tools. Several of the software contractors
now have code-checking tools that check every line of code in the system.
Documentation tools exist that are capable of automatic flowcharting and sub-
routine textual description. These aids can also be invaluable to the soft-
ware maintenance agency, which in the past has frequently been plagued with
documentation that was incomplete and did not matrh th, code. The trend is
now toward integrated tools that cover a broad spectrum such as the Systems
Development Corporation's (SDC) software factory and CSC's Threads which can
address the management as well as the technicai aspects of software acquisition.

Support Tools in Weapon System Acquisition. Several earlier studies
discuss the importance of software tools in Weapon System acquisition. The
Army Scientific Advisory Panel Study (Ref. 13) urges "early development or se-
lection of software testing tools." The Air Force CCIP-85 study (Ref. 22)
recommends the use of test tools to validate software, thus "reducing 'ignifi-

T cantly the danger that software errors could escalate crisis situations or de-
grade defenses at critical times." Project Pacer Flash (Ref. 7) recommends
the "Establishment of an automatic test equipment capability within AFSC divi-
sions to assure the application of the automatic test system to Weapon Systems
during DT&E and production."

FCDSSA(SD) uses extensive support tools and facilities and periodi-
cally updates the support software. The most recent operating system, desig-
nated SHARE-7, operates in a UYK-7 computer and contains compilers, host-
computer emulators, and debug aids. SHARE-7 is also used during the first
phase of software validation and integration development.

The AEGIS System useg major Program Generation Centers at the soft-
ware subcontractor's facilities. These centers are independent of integra-
tion test activity. They are provided for in the Computer System Development
Plan.

Implementation
Specify support tool and facility requirements in the Request for

Proposal (RFP) and evaluate proposals on the adequacy of existing and planned
support facilities and tools, and on the contractor's experience in their use.
Have th. Operational Support Agent participate in defining the requirements.
Define support software as a Configuration Item. Provide that the portion of
support software needed for operational maintenance be a contract deliverable
with tu.mal documentation. Make provision for support planning ir. Acquisition
Mnagement recgut1rrn; ;nd subject it to design review n.. y .. rovWdc
iO&M funds for measures to ensure transferability. Provide for development of
new tools in a manner directly transferable to other programs. Continue sup-
port and provide funding for the DoD Software Management Steering Committee
panal's work on a software catalogue.
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1 6.4.2 DISCIPLINED PROGRAMING 1P2

Recommendation
Require that the computer program development contractor apply a

highly disciplined set of engineering practices to the detailed design and

programming phases of development. This must involve a clear and disciplined

set of standards covering program structure, size, control, interface, formal

conventions on data base management, and the demonstraticn that the standards

are cnforced in practice.

1 Primary Problem Areas Addressed
Lack of Established Standards5 Unstructured Programming

Discussion
Programming is a term that is used to refar to the prccess of de-

tailed software design as well as to the subsequent steps of implementation

leading to a coded and checked out program. Software design may be viewed

as the process of translating the computer software requirements into basic

functions with a common data base and defining logic, interfaces, control
flow, and timing. Implementation is the actual coding of the program in
some computer language including the debug and check-out steps.

3 In discussing the subject of disciplined programming it is impor-

tant to distinguish between the design and implementation phases, because

the two processes often mesh intimately and are sometimzs confused and mis-

takenly lumped together. This practice can lead to the common phenomenon

of "undesigned software", i.e., software that is merely implemented. This

current section concerns disciplined programming of implementation, whereas

I the subject of software design was treated under 6.3.3.

The lack of established programming standards consistently leads

to unstructured and premature programing. This, in turn, results in low

I unit productivity, inadequate interface management, and long, costly testing

because of errors and changes. Integration, verification, and validation

tend to be very costly oecause of the lack of early attention to interface

problems and overall system requirements.

Undisciplined and unstructured implementation also tends to limit

the utility of design reviews. The final product frequently ends up being aJ conglomerate of program patches that arL very difficult to maintain. Differ-

ent assumptions made at bottom-level elements often result in higher level

data and control structures merely strung together to operate in the overall

configuration. Such an amorphous structure is cumbersome to update in order
to meet~ changing reurmns Wepo Systems development 4C vrplete wit-it

instances of software that is poorly documented and hard to maintain.

in 
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!27 Elements of Disciplined ProgrammingSeveral studies and workshops address the issue of programming dis-

cipline and practices. Electronics-X (Ref. 12) urges the inveitigation of
smethods of bringing structure to the programming process, ranging fiam es-

tablishment of extensive program quality standards to more sophisticated tech-
niques of software engineering." In his paper to the Aeronautical Systems

Software Workshop (Ref. 25), W. L. Trainor highlights the following areas that
software production standards should address in order to achieve the goal of
"quality" software:

1. Coding conventions, such as use of indentations, spaces, etc.
- 2. Documentation conventions, such as use of comments within pro-

gram listings to improve ease of comprehension.

3. Labeling and naming conventions and restrictions to produce
consistent terminology.

4. Instruction-use conventions and restrictions.

5. Conventions for parameterization and reuse of modules.
6. Conventions for assigning attributes to data and constants.
7. Input/output conventions and restrictions.

Fortunately, industry is developing new techniques and standards
in this critical area. TRW imposes rigorous programming discipline on its -

Site Defense Software development. The length of any individual routine is

limited to 100 Fortran statements, and subroutine re-entry is tightly con-

trolled. A Unit Development Folder is maintained for each routine, which

gives the status, schedule, test cases, code listing, and other information

pertinent to the program. An automated tool checks the code for compliance

with established programming standards.

Structured Pzogrammi

IBM recommended the use of the Structured Programming technique which
has been important tc Trident prograa development. The technique involves main-

taining a program organization discipline in which only certain basic control

structures are allowed. It has been shown that any application program can

be written using three basic structures, notably: DO WHILE, IF THEN ELSE, and
SEQUENCE. However, additional structures such as DO UNTIL and DO CASE are
helpful to provide more convenient implementation.

This technique has advantages during implcuentation, testing, and
maintenance. It is stated to have certain disadvantages, such as loss of com-

mon or reusable components and inefficiency in handling asynchronous control
and error exits, and there has been some resistance to this particular disci-

pline for real-time applications. However, as indicated, Trident is using it

and AEGIS also plans to implement Structured Programming in its next develop-

ment phase.

What is important, at this point, is not so much which specific

programminy discipline, such as Structured Programming, is selected, but

rather that programming be controlled by one means or another. The Request
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for Proposal (RFP) should call for the contractor's programming procedures,

and their evaluation should be an important criterion in the selection of
the software contractor.

Implementation
N The RFP should call for a description of the contractor's design

and coding manuals and his approach to programming discipline in the Com-
puter System Resource Development Plan. Formal and well-established proce-

dures that have been demonstrated on prior programs should be an im~portant
element in the contractor selection process. The contract should specify
that the proposed procedures be used.

6
I

I
I

I
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6.4.3 SYSTEM INTEGRATION AND TEST CAPABILITY IP3

Recommendation
Require that an integration and test capability be provided as part

of Full Scale Development of major Weapon System software. This should be a
software test bed combining simulated elements and real hardware (including
operator consoles) to be used in progressive integration and test of system
elements. It should provide real-time dynamic stimuli and responses under
repeatable and off-nominal test conditions. The portion of this capability
that is required for Operational Support and Maintenance should be specified
to be transferable or capable of duplication.

Primary Problem Areas Addressed
Long Testing Due to Erro:'s and Changes
Maintenance Provisions Not Included

Discussion
The section on Software Development Support Tools and Facilities (IPl)

discussed delivery of the tools associated with the support of programming and

the testing of individual program elements. In order to test an operational
program with inputs representative of the operationpl environment, another class

of test tools and facilities is required that simulates the real-time informa-

tion inputs and interfaces with sensor and weapon requirements, as well as with

other computer programs operating in the overall system.

It is necessary to consider at least three specific phases where simu-

lation integration facilities are needed. The first is in support of system
development, the second in support of system integration, and the third in sup-

port of system maintenance. The same facility may evolve through the develop-

ment into the maintenance phase; more often the requirements are sufficiently

different, or the need Is simultaneous at two locations, so that two or even

three different installations are required. In either instance, careful plan-

ning is necessary to ensure that adequate capabilities exist where needed, and

at the same time, duplication is minimized.

Configuration. The general configuration of an integration and test
facility is shown in Fig. 6-6. The operational processing system is shown in

the center, and contains the computer program b~ing exercised. The operational

computer is connected by actual or simulated hardware interfaces to a simulation

computer, and to such actual sensor or weapon equipment as may be available and

appropriate to the stage of system integration. In the initial stages, there

would be little or no real hardware involved. In the final stages, possibly at

a support facility, a full complement of sensor equipment and weapon control

equipment might be used. In the latter case, the facility may double for

training pvrposub, 16 is ofLen dune in Navy systems.

An important part of a test or support facility is a set of operator

consoles representative of the operational system. Since much of the task of
Weapon System software is to provide displays for operator decision and control,

evaluating this function early in the development is mandatory.
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Another important function of the simulation software is the capa--
bility of not only imposing real-time dynamic stimuli, but also providing
repeatable and off-nominal test conditions. ThuG, the system can be stressed
to the performance limits - a condition hard to impose with actual hardware
inputs.

Avionic Systems Integration Facilities. All avionics programs re-
viewed had complete integration facilities, referred to as "hot-benches."
Grumman Aircraft Corporation had an integration and test facility for the E-2C
which contained all the actual hardw are used in the system. It also had pro-
visions for simulating many of the hardware interfaces. A similar facility was
installed at FCDSSA(SD), which was the Operational Support Agent. The E-2c
program has had a very good reliability record, having logged 1200 hours with
no software errors. Grumman attributes a large part of this success to the
extensive testing of the system.

ad A critical part of the P-3C acquisition process was the development
and availability o' the l-itegration Test Facility, which preceded coding. Tne
early use of this to validate the code was considered essential. This test -

facility was made up of the major sensor, display, and computer interfacing
equipment ab well as the computer itself. Code was checked out in segments
relating to individual subsystems and then brought together into a total sys-
tem. In the subsequent P-3C update program, the Integration Test Laboratory
at NADC, which is developing the program, is providing the same type of devel-
opment support as the one previously used by Lockheed.

A comprehensive integration and test support facility was also de-
veloped for the S-3A. Program checkout and a phased sequence of integration
steps were accomplished. The facility utilized actual and simulated equipment,
and minimized the need for flight test to verify system performance.

At Boeing Aerospace Company, use of an Integration and Test Facility
is standard operating procedure for all major Weapon System software develop-
ment. Testing 3tarts at the individual instruction level and culminates in
the interfacing and dynamic exercising of the software by the operational
avionics equipment.

In the case of avionic systems, simulation facilities nave been re-
quired at the outset of program development to represent the flight dynamic
environment. At the same time they have been sufficiently compact to make it
practical to have them developed by the system contractor and used at his plant
during program development. A similar system usually has been built for the
Operational Support Agent. It is recommended that, especially in avionics sys-
tems, integratio. facilities be considered as a contract deliverable, making
best use of the initial dcvelopment to provid- later for operational support.
ThIc does not mean thM the qtinpnrt Qyrm slnuld he thp qame A the dpplern-
ment system, but that maximum commonality would be a major advantage as well
as an economy.
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Ship Systems Integration Facilities. For the ship systems reviewed,
the nature of the integration facilities was quite different. Typically such
facilities are at Naval establishments and are equipped with a substantial

i complement of combat sensors and Weapon Control Systems. Each ol the escort
ships investigated has been supported by a major facility at Mare Island.
Facilities at FCDSSA have been used for subsequent Fleet support.

The FCDSSA's have extensive test and integration facilities. These
provide capability foi live mock-up of the system and software under test.
There are provisions for non-real-time and real-time operation, peripheral

a. simulation, operator or simulated operator input, and use of operational sys-
tem hardware. Divisions within the FCDSSA Test Department provide test sup-
port, configuration control, delivery, and diagnostics.

Planning for AEGIS includes the concept of a Combat System Engineer-
ing Development Site (CSEDS), which is a major facility extending the Land-
Based Test Facility co:.zept to the Integration and Test needs of the total
Ship Combat System. The CSEDS plan includes development of extensive simu-
lators for system exercising, as well as inclusion of most major elements of
the shipboard system.

Trident planned for ard implemented a Land-Based Evaluation Facility
(LBEF) during the conceptual phase of development. It has the specific pur-
pose of software development, test, integration, and ce-tification, and in-
cludes tactical equipment as well as computer systems. It supports total sys-
tems integration and verification of each tactical equipment suite prior to
shipboard installation. It is located at the Naval Underwater System Center

-. and used by the software contractor (IBM).

Planning and Control. It is recommended that planning for the Inte-
gration and Test Capability be done for the whole system lift cycle and that
the facilities built and the applicable support software produced during sys-
tem development be made available for operational/maintenance support.

While the nature of the sirulation software varies with the appli-
cation, it is often larger than the operational program. Particular care
should be exercised to control the scope of thp simulation and test facili-
ties to avoid overzomplication. This can come about either from attempting
too much realism iu the simulation, or requiring a full complement of hard-
ware sensors and weapon control elements. Neither is really necessary for
djequate testing, and both aspects should receive critical review during the
evaluation of the technical Flan, and suhsequently at PDR and CDR, just as
the operational software itself.

l'nplementation
Define the pros.ision of att integration and test capability as a

requirement in tLe Request for Proposal (RFP) and in the Computer System
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Resource Development Plan. Specify that the portion of the simulation soft-
4 ware required for systcm operational aupport and maintenance be made a con-

tract deliverable with formal documentation. Provide O&M funds to the con-
tractor for support of maintenance features. Constrain sophistication to
avoid overcomplication, especially at the contractor facility. Make provi-
siors for Integration and Test Facility planning in Acquisition Management
regulations, and subject such planning to design review procedure. Con-
sider training requirements for test facilities.

I
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3 6.5 PROGRAM MANAGEMENT SUPPORT

6.5.1 TECHNICAL STAFFING OF PROGRAM MANAGER ORGANIZA'ION MSI

Recommendation
~Establish and implement a policy that Progrdm Managers for major

Weapon Systems be staffed wigh personnel experienced in systems engineering
and software development and of sufficient stature and number co carry out
essential management functions that cannot be delegated.

Primary Problem Areas Addressed

Lack of Policy Guidance and Planning
Inadequate Cost and Schedule Monitoring

Discussjon
The success of software development efforts may be related to the

lev, l of attention and mot.itoring applied by the Program Manager's office.
Previons studies have indicated a definite need for improving the staffing
of the ri,4O's. The CCIP-85 study (Ref. 22) states that the services should:
"Develop career paths and associated training programs and retention incen-
tives for both commissioned and civilian personnel, allowing career advance-
ment in technical disciplines associated with information processing."

M. R. Davis in his paper from Ref. 25, "Visibility and Responsi-
bility in Aeronautical Systems Software," states that there are two basic
questions to be asked: "What kinds of incentives are needed to induce the
right kinds of people to come on board?" and "Is pooling of manpower re-
sources a sensible interim solution until more people can be acquired?"

Weapon Systems Review Finaings. Many of the Program Managers in-
terviewed stressed the need for a qualified staff to oversee software devel-
opments. Also stressed was the'shortage of personnel with adequate Weapon
Systems software experience.

Two particular program offices which have been able to maintain
st-ong control over software developmeut are those for Pershing and AEGIS.
The Pershing Program Manager has an engineering staff available to him at
M!.COM (Redstone Arsenal). AEGIS not only has computet program specialists
directly on the Program Manager's staff, but has used software technical
assistance from personnel in the office of the NAVSEA Technical Representa-
tive at the contractors' site, the tecnnical advisor (APL/JHU), FCDSSA(DN),
and other contracted advisors.

The SAM-D project office includes eight software specialists.
This is considered to be a small staff. The Program Manager has contracted
with IBI; Federal Systems Division to provide an independent assessment of
certain software efforts.
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One Program Manager noted the difficulty of maintaining clear
lines of responsibility and control over management tasks that are dele-
gated to service agencies, although these agencies may have personnel with
the needed expertise. In general, there is a shortage of software develop-
ment know-how in the 3taff of responsible Program Managers. It is likely
that many software acquisition problems would or could be averted if this
staffing deficiency were improved.

Inherent Problems and Interim Solutions. A number of the military
personnel interviewed noted the current difficulty of structuring a career
specialty in tactical digital systems. Steps may be needed to recognize
this specialty, to provide for career incentives, and to allocate experi-
enced personnel where they are needed to assist development programs.

A fundamental difficulty, aside from career incentives, in finding
qualified personnel in software engineering is that the educational system
does not produce such individuals. A degree in computer science or training
in conventicnal programming does not really provide the necessary background
for Weapon Systems software engineering management. This is a nationwide
problem and a solution to it at the service or DoD level is not apparent.

As an interim solution more consideration should be given to as-
signment of qualified software engineers from service 1qboratories to assist
Program Managers. The experience acquired in such assignments would also
provide the individual with an insight into Weapon System software acquisi-
tion problems which would be highly beneficial upon his return to laboratory
programs.

Implementation
Provide for high level review (e.g., DSARC I and II) of Program

Manager staffing at the start of Program Validation and the Full Scale Devel-
opment Phases of major Weapon System development programs. Provide means
for temporary assignment of engineers from service laboratories and support
activities to fill key staff positions. Provide career incentives to attract
competent cngineers from within and from outside the Government into both
,ailitary and civilian positions. Establish policies that assure adequate
grade levels for Civil Service jobs in this area.
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6.5.2 SYSTEMS ENGINEERING AGENT MS2

Recommendation
Establish a policy that, for major new Weapon System programs, the

Program Manager engage a Systems Engineering Agent to assist in problems
arising in the translation of system requirements into detailed hardware and
computer system design requirements. The agent, whether Government or con-
tractor, should be highly experienced in system operational requirements,

special purpose system hardware, and computer system software Ind 'iardware.

Primary Problem Areas Addressed
-. Lack of Software Systems Engineering

Inadequate Hardware/Software Tradeoffs
Insufficient Software Definition
Unrealistic Cost and Schedule Estimates

Discussion
The recommendations on Analysis and Validation of System Require-

ments (MPl), Systems Engineering of Computer Systems (SEl), and Computer
Software (SE3) stressed the importance of a strong systems engineering ap-
proach to requirements, system architecture, and program configuration.

In view of the very complex nature of the operational environment
of major Weapon Systems and the large scope of technical possibilities, tb.-se
stages of system development require the highest level of technical exper.tise
on the part of the customer as well as of the contractor. Even if experi-

' enced software specialists have been allocated to the Program Manager's staff,
as suggested in Recommendation MSl, the amount of effort required in require-
ments analysis and review of hardware/software tradeoffs is such that one or
two systems engineers cannot adequately represent the program manager in this
area. These tasks require a strong group of engineers, with suitable analyt-
ical staff, computing and simulation facilities, and experience in systems
engineering.

Whether or not a Systems Engineering Agent is required in a given
program and, if so, whether such a group is an in-house organizatiou, a Fed-
eral Contract Research Center (FCRC), or a contractor depends on the scope of

the program, the capabilities oZ the Program Manager's staff, and the sys-
tem expertise of the other organizations involved. Whatever the circum-
stances, however, it is most im.,ortant that the systems engineering needs of
the program be met. This consideration therefore should be an explicit point
of management review.

A Systems Engineering Agent is needed in the conceptual and ad-
vanced development phases of a program, d:tring which he may actually super-
vise the technical development. Such an age..t is p,rticularly valuable in
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the preparation of the Request for Proposal (UFP), review of technical pro-
posals for contractor selection, review of Computer Resources DevelopmentI plans, and preparation for DSARC 11 reviews. He should actively participate

in design reviews and in uncovering and resolving any critical design prob-
lems that arise during system development. He should assist in monitoring
contractor progress and in reviewing test and integration plans. This ac-
tivity should continue throughout system test and operational evaluation.

This need has been recognized in previous software management
studies in various ways. For example, the Army Scientific Advisory Panel
(Ref. 13) strongly recommended the use of an outside systems advisor to
assist in program development.

Experience in Weapon Systems Programs. A number of large scale
Weapon System Programs have designated an engineering or integration agent
to oversee technical aspects of the development program. The Fleet Combat
DI.:ection Systems Support Activity (FCDSSA) (Dam Neck and San Diego) has
acted in this role for many of the ship Combat Direction Systems, the CV de-
velopment being an example. For older systems such as the DLG-28, the
FCDSSA role has essentially been that of engineering agent for major system
upgradings (such as the current development of the Naval Tactical Data Sys-
tems (NTDS) Model IV). FCDSSA has cited their knowledge of operational re-
quirements as essential to program development. Their awareness of total
requirements has enabled informal tradeoffs regarding performance and total
life cycle costs. FCDSSA strongly recommended the designation of System
Engineering Agents to support Program Managers throughout the acquisitiun of
any Weapon System software.

The E-2C Program Manager used the NAVAIR Computer and Software
System Group (Code 533) as technical support and review agent, as have a
number of other NAVAIR ?rogram Managers.

In the P-3C update program currently in progress, the Naval Air
Development Center (NADC) is acting as design agent and is itself detigning
and developing the computer program.

In the AEGIS program, APL/JHU h-as functioned as a Systems Engineer-
in, Agent in its role of technical advisor to the Project Manager, and has
carried out a substantial portion of the conceptual and program validation
phases. RICA, the AEGIS systea contractor, has provided system engineering
direction for the software development.

Ilmplementation
Include identification of a Systems Engineering Agent in the Pro-

gr.. ... Plan tho Prngrnm Minaement Directive. and the Computer Sys-

tem Res(,urce Development Plan. Provide for the agent's participation and, in
appropriate cases, leadership in Concept Formulation and Program Validation,
as well as in preparation for DSARC reviews, in the Request for Proposal pro-
cess, and in Preliminary and Critical Design Reviews (PDR and CDR).
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I 6.5.3 SOFTWARE OPERATIONAL SUPPORT AGENT MS3

Recommendations
Require that a Software Operational Support (Maintenance) Agent

be identified and consulted during the Program Validation Phase to support
the Program Manager in providing for maintenance support requirements. Re-
quire that the agent be involved throughout Full Scale Development to plan
for system integration, testing, and transfer from development to opera-
tional status.

Primary Probler Areas Addressed
Unspecified Support Requirements
Unspecified Maintenance Provisions

I Lack of Transferability

DiscussionD s The Navy has tasked several agencies with life-cycle maintenance

responsibilities for various classes of systems. The Fleet Combat Direction
Systems Support I.ctivities (FCDSSA) at Dam Neck, Virginia, and San Diego, Cali-
fornia, maintain shipboard Combat Direction Systems, and also maintain the
avionics and weapon delivery systems for several classes of aircraft. The
Naval Surface Weapons Center (NSWC) at Dahlgren, Virginia, maintains software
for missile and gun fire control systems. The Naval Undersea Center (NUC) at
San Diego, California, maintains underwater fire control systems for surface
ships, Ena the Naval Underwater Systems Center (NUSC) at Newport, Rhode Island,
maintains underwater combat systems for submarine platforms.

As designated support agents, these organizations have been in-
volved, to varying degrees, in the conception and development of digital sys-
tems. The FCDSSA's have, in a number of cases, also acted as software system
engineering agents with responsibility for development as well as for even-
tual support.

Software Configuration Control Boards. One important facet of
FCDSSA and NSWC activity is their participation in Software Configuration
Control Boards (SCCB). An SCCB for a given program is currently dissolved
at the end of the Development Phase, that is, at termination of Shipbuilding

4 and Conversion, Navy (SCN) funding for a ship construction program. In dis-

cissions with FCDSSA, Dam Neck, they recommended that the SCCB be strengthened
durihg development and also continue, with less frequent meetings, througnout
the life of each system. This would maintain positive and continuing control
over system inte-faces and would tend to prevent unnecessary program changes.

The SCCB for the DLGN-38 has centralized the configuration control
of all five of the separately develoed digital systems. It is chaired by
FCDSSA, Dam Neck, and includes NSWC and other concerned agencies. It is re-
sponsible for implementation of design audits, Interface Design Specifica-
tions, and Software Engineering Change Proposals.

6-45



i ... - , . -, -i - ..... %- .- T....U

THE JOHNS HOPKINS UNIVERSITY
APPLIED PHYSICS LABORATORY

LAUAEL. MARYLAND

Experience in Weapon System Developments. FCDSSA, both Dam Neck
and San Diego, emphasized the importance of a Maintenance Support Agent in-
volvement during systems development. Examples were cited of systems that
required extensive redesign or redocumentation because of inadequate prep-
aration for compatibility with the maintenance activity. In other cases,
such as in the E-2C Program, Navy involvement throughout the development phase
resulted in smooth transiLlon of software control from the contractor to 'he
Navy support organizations.

Other approaches to system maintenance were noted. Trident opera-
tional support is in the planning stage, with the possibility of a new dedi-
cated Trident maintenance facility being established. There are some pro-
grams such as Pershing for which operational support is provided by the
original system contractor. The trend, however, appears to be to provide
organizational operational support including maintenance capability in both the
Army an6 Air Force, just as has been traditionally provided by the Navy. How-
ever, there is good reason to consider a degree of contractor participation in
program maintenance on a long term basis, to make use of the contractor's de-
tailed system knowledge as well as to facilitate system updating.

Requirements for Special Funding. While there is general agreement
that a Software Operational Support Agent should be assigned early, there are
practical obstacles to doing so. One obstacle that could be removed by man-
agement action is the lack of funds to support such activity at the proper
time. RDT&E funds are always in short supply during Program Validation and
at the outset of Full Scale Development, and there is strong pressure to meet
development demonstration milestones. It is natural for Program Manage- to
delay funaing activities that do not appear to be essential to initial goals.
It is recommended that O&M funds be allocated for operation support involve-
ment during Program Validation and Full Scale Development phases, not only to
provide for the participation of the Support Agent, but also to fund con-
tractor effort specifically devoted to the developmen of maintcnance pro-
visions.

Implementation
Amplify those parts of the Program Management Plan and the Program

Management Directive dealing with the early participation of the Using and
Supporting Commands to include the identification of an Operational Support
Agent. Provide means for applying O&M funds to support contractor activity
directed toward providing maintenance capabilities and documentation.
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6.6 ACQUISITION MANAGEMNT STANDARDS

6.6.1 STANDARD CRITERIA FOR WEAPON SYSTEMS COMPUTER RESOURCES
ACQUISITION MANAGEMENT AMi

Recommendation

Establish a common set of requirements and criteria to be applied in1 i the acquisition and support of Weapon Systems computer resources by all ser-
vices.

Primary Problem Areas Addressed
Undeveloped Design and Control Technology
Lack of Policy Guidance and Planning
Inadequate Management Procedures
Lack of Established Standards

Discussion

The subject of software standards is an extremely complex one, es-
pecially in view of the recent efforts on the part of all services to provide
a higher degree of uniformity and control to software acquisition. A good sum-' mary of the status of software standards as of 19'4 is contained in a paper by
Wolverton in the Aeronautical Systems Software Workshop (Ref. 25).

The standards and procedures reviewed in the PoD Software Study by
APL included the following:

DoD 5000.1 Acquisition of Major Defense Systems, July 1971
(Ref. 43)

Dod 5010.19 Configuration Management, July 1968 (Ref. 35)
DoD 4120.171 Automated Data System Documentation Standards[ -Manual, December 1972 (Ref. 44)
MIL-STD-881 Work Breakdown Structures for Defense Material

a, -Items, November 1968 (Ref. 5)
MIL-STD-433 Configuration Management Practices for Systems,

Equipment, Munitions, and Computer Programs,
June 1971 (Ref. 9)

MIL-STD-490 Specificatior. Practices, May 1972 (Ref. 8)
MIL-STD-499A Engineering Management, May 1974 (Ref. 21)
MIL-S-52779 (AD) Software Quality Assurance Program Require-

ments, April 1974 (Ref. 17)
SSD 61-47B Computer Program Subsystem Development Mile-

stones, April 1966 (Ref. 3)
AFR-800-14, Vol. i Management of Computer Resources in Systems,

May 1974 (Ref. 2)

AFR-800-14, Vol. II Acquisition and Support of Computer Resources in
Systems, 1975 (Ref. 10)

WS-8506 Requirements for Digital C-outer Program Docu-
mentation, December 1966 (Ref. 28)

SECNAVINST 3560.1 Tactical Digital Systems Documentation Standards,
August 1974 (Ref. 33)
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SECNAVINST 5000.1 System Acquisition in the Department of the Navy,
March 1972 (Ref. 4:5)

NAVMATINST 4130.1A Configuration Management, July 1974 (Ref. 18)

In addition the recently prepared Army AMC Pamphlet AMCP-70-4 (Re-
search and Development Software Acquisition - A Guide for the Materiel Devel-
oper, Ref. 19), and the Navy Computer Software Management Task Force Document
Outlines (Ref. 20) were examined.

While there is much discussion about "proliferation" of software
standards, much of this is directed to documentation or specification prac-
tices and formats, as opposed to acquisitlon management procedures. In the
latter category, the only comprehensive official document dealing specifi-
cally with software acquisition management is che very recently published
AFR-800-14 (Refs. 2 and 10). The Army-developed MIL-S-52779 (AD) (Ref. 17)
provides good aupplementary material on Quality Assurance. MIL-STD-499A
(Ref. 21) is strictly hardware oriented, and MIL-STD-483 (Ref. 9) is largely
SO.

Implementation

Derive a tri-service document covering the procedures to be used
in the acquisition and support of Weapon Systems computer resources, using
current service regulations and manuals as a basis. Such a document would
most appcopriately become a Military Standard. It is suggested that Air
Force Regulation (AFR) 800-14, Vol. II (Ref. 10), be used as a point of de-
parture, amended as recommended herein and to be consistent with MIL-S-
52779 (AD) (Ref. 17) and NAVMATINST 4130.1A (Ref. 18). Additional material
may be drawn from the Army's ANC Pamphlet 70-4 (Ref. 19) and the Navy's Com-
puter Software Management Task Force Document Outlines (Ref. 20). Use a
common terminology along the lines recommended by the Joint Logistics Com-
mandprs' Software Reliability Work Group (see Section 5.1.4).

An interim approach would be to make modifications to AFR-800-14
(Refs. 2 and 10) to make it acceptable to all services and designate it a
Military Standard. Then supplementity documents, tailored to each service's
particular needs, might be developed and issued to embody the more far-
reaching modifications and additions required by each service.
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6.6.2 SOFTWARE ACQUISITION GUIDES AM2

Recommendation
Prepare a series of hardbooks or guides covering important aspects

of software acquisition, to help Program Managers and their staffs to define,
review, and evaluate requirements, procedures, proposals, and designs during
precontract and contract management. These would include such items as:

1. Life Cycle Plan
2. System Requirements Review
3. Request for Proposal (RFP) Preparation and Review
4. Computer Resource Development Plan Review
5. Preliminary and Critical Design Reviews
6. Documentation Standard Selection
7. Support Facility Plan Evaluation
8. Quality Assurance (QA) Plan Evaluation

Primary Problem Areas Addressed
Insufficient Understanding by Managers
Undeveloped Design and Control Technology
Lack of Policy Guidance and Planning

Discussion
It is neither practical nor desirable to develop official standards

to govern all aspects of software acquisition management. The variation in
nature, scope, and organization of different Weapon Systems and the particu-
lar needs of the individual services necessitate substantial flexibility to
enable Program Managers to direct their programs in a cost-effective manner
in accordance with the policy of DoD 5000.. (Ref. 43). At the same time, the
Prograin Manager's rapabilities are peculiarly limited in the area of software
acquisition owing to the relatively undeveloped state of management method-
ology and the limited number of qualified staff personnel experienced in this
area. This makes it important io proviae Program Managers with a series of
clear and concise handbooks or guides. In doing so, care must be taken to
avoid unnecessary proliferation of documents that are mutually inconsistent
and nonuniform in terminclogy.

j Industry and Weapon System qoftware Manuals. In visiting prominent
software contractors, it was found that each had a well-developed set of man-Suals for internal use covering p.anning, design, implementation, and testing.
While some treated the manuals as proprietary data, others freely distributed
their literature. Of the latter, the TRW Software Development and Configura-
tion Management Manual (Ref. 41) was found to be particularly complete and
clearly written. Figure 6-7, taken from the TRW Manual, is a highly illumi-
nating diagram showing the interrelations between the phases of the system
life cycle and the various reviews, products, and documents.

The limited guidance provided by DoD and service standards and pro-
cedures has led to the generation of individual manuals for some Weapon Systems.
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I For example, the development effort for the DLGN-38 generated its own Software

Configuration Control Manual, which expands on MIL-STD-480 (lef. 30) and
NAVMATINST 4130.1A (Ref. 18). In addition, the SAM-D Program, Manager's Office
indicated that manuals covering all phases of the software acquisition process
would be very useful.

I Guides to Applicable Documentation. One of the most troublesome
problems confronting Program Managers is the type and extent of documentation
appropriate to a given software program. The initial cost of documentat .n
is high, but life cycle cost is very seasitive to lack of proper documentation.
WS-8506 (Ref. 28) and its successor SECNAVINST 3560.1 (Ref. 33) give good de-
scriptions of the various types of docurnentation that may be required. How-

Sever, the choice of which documents should be required for each type of soft-

ware program is left open.

DoD Automated Data System Documentation Standards Manual 4120.17M
(Ref. 44) describes a useful method for determining the appropriate level of
documentation as a function of five levels of complexity. The level for a
particular program is derived by rating 12 ccmplexity factors on a scale of
one to five. The 12 factors, which include such items as "change in scope
and objective," "personnel assigned," "criticality," and "concurrent software
development," give a comprehensive basis for the overall rating.

I An in-depth study on documentation standards was carried out by the
Systems Development Corporation for the Naval ElecLronics Laboratory Center
and was published in 1973 under tne title "Software Milestone Measurement
Study" (Ref. 46). This study compared a number of documentation standards
as a function of milestone documents. It also included a very complete dis-
cussion of the criticality of each type of document as a function of project

j size and risk. The discussion and associated tabulation iepresent a worth-
while guide for selecting program documentation.

A troublesome factor in examining documentation standards is the dif-
ference in names for various tyras of documents, and the differences in require-
ments for those seemingly intended for the same purpose. These differences
were stated by industrial contractors to resulL in substantial added costs, and
their reduction repre sents a high payoff area.

JLC SRWG Hatdbooks. The Joint Logistics Commanders' Software Relia-
bility Work Group has recommended the preparation of tri-service handbooks.
Their preliminary list includes items under the following headings:

Formulating a Life Cycle Plan
Specification and Contracting
Development Visibility and Control
Product Control
Quality Assurance
Maintenance
Regulations, Specifications, and Standards

A coordinated effort would have man, advantages in achieving uniform
terminology and maximum yield.
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Implementation
Coordinate current service efforts or assemble a tri-servize com-

mittee with Government and industry representation, under the sponsorship of
the Ofiice of the Secretary of Defense, to prepare suitable handbooks. Issue
drafts for interim guidance and to obtain feedback from experience. Allocate
special funds to participating service agencies.
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6.7 DEVELOPMENT OF TOOLS AND TECHNIQUES

3 6.7.1 SOFTWARE TEST TOOLS TT1

Support development of improved software test and validation tools
to reduce the cost and time involved in software verification. These should
include automated tools to identify and exercise all branches, to detect and
isolate design faults, and to categorize error sources.

Primary Problem Areas Addressed
Cost of Validation and Modification

Discussion
Earlier recommendations highlighted the importance of software tools

and the need to specify the utilization and deliverability of existing tools.
This recommendation deals with the need for DoD support of R&D in this impor-
tant area.

Need for Test Tools. Weapon system software programs wich hundreds
of subroutines and hundreds of thousands of instructions are becoming common.
Verification (agreement with specification and design) and validation (perfor-
mance in the operational environment) of this complex software are central to
the effectiveness of the total system. When the magnitude and criticality of

verification and validation are considered, it becomes clear that the only vi-
able nolution is one that uses the power of the computer to solve some of the
problems it has created.

The trend is toward integrated tools rather than the earlier .d hoc
collections of unrelated and one-shot techniques. B. C. DeRoze in his paper
to the Aeronautical Systems Software Workshop (Ref. 25) discusses a "global"

approach to software methodology which in-tvolves an "anticipatory rather than
a reactionary process." He advocates the preventive rather than the curative
concept of testing. Stucki (in another paper from Ref. 25) concludis that
"we must lesign with verification and validation constantly iD mind.., and
continue to develop an integrated set of automated support tools and a man-
agement discipline requiring their use and refinement." The Monterey Sym-

posium on the high cost of software (Ref. 26) calls for R&D to develop the
theory and effective methods for formal verification and proof of program
properties. It suggests that research in computer systems be strengthened
and coupl4d closely to software research. The Army Scientific Advisory
Panel study (Ref. 13) emphasizes the need for "Improved methods for specify-
ing, selecting, developing, testing and evaluating tactical hardware and
software."

Adoption to Weapon Systems. Many test tools have been duveloped
by contractors for nonmilitary usage. A recent survey done for the Air
Force identified twelve different tools specifical3/ for testing computer
programs. Nine of these, which are available commercially, are tabulated on
the following page.
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Contractor Test Tool

Computer Software QUALIFIER

Analysts, Inc.

TRW Sys term PACE

Group, Inc. NODAL

General Research RSVr

Corp. SOFTOOL

McDonnell PET
Do uglas

NASA TDEM

General Electric ZYGO

Co.

CAPEX FORTUNE

At present most of these tools can test Fortran programs but none as yet has

been extended to test Weapon System programs, which are usually written in

either JOVIAL, CMS-2, TACPOL or assemoly language. Many of these tools can be

made available for Weapon Systems by rewriting them to operate on programs

aritten in the above high order lan!-uages. In fact, recently some of these

contractors have been funded by the Air Force to extend their tools to tesL

JOVIAL programs.

Support of Advanced Tools. Every software contractor interviewed
highlighted the need for R&D support in the area of tools. The areas of proof-

of-correctness, automated selection of test cases, path segment analysis, exer-

cising of software capabilities, and test drivers which model the external en-

vironment are a small sample of fields related to software testing that need

further development. Many of the existing tools mentioned earlier need to be

expanded to encompass these advanced techniques.

In addition, GRC recommends DoD support of R&D for tLe development of

comprehensive test cases. The Information Sciences Institute of the University

of Southern California calls for support of the National Software Works (NSW).

Ts.is R&L project, which is discussed in more detail in Section 5.2.4, plans to

set up a software tools clearinghouse and uze the ARPANET to make these aids

va-l"ato.,' =rr 44,rou,,ht th~e .c..nt-r Th d,-nced- verificatno and vali-
dation work being conducted and sponsored by RADC also deserves support.

TRW estimates that 40% of software costs are in the test and inte-

gration phase, and Boeing feels the f!.gure may be closer to 50%. Thus, soft-

ware test tool development is considered one of the highest potential technical

pay-off areas in software acquisition and deserves the encouragement and sup-

port of the Department of Defense.
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FS "Implementation

Support ongoing service programs in development of automated test
and validation tools. Fund the conversion of selected tools to the high level
languages used in Weapon Systems (e.g., CMS-2, JOVIAL) and proAde them to
system contractors and 0prational Support Activities as soon as economically

practicable. Invite innovative proposals for new work. Support R&D efforts
iti software portability to aid in the application of tools to different sys-
tems.

i
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7. SUBJECTS FOR FURTHER INVESTIGATION

During the course of this software study, a number of areas and
techniques with potential future payoffs were identified. Most if these areas
have not been examined in suffic..ent depth for APL to make specific recormen-
dations. They have been studied sufficiently, however, to establish that they
have a definite bearing on the cost and performance of Weapon Systems software
and should be considered as candidates for possible further investigatlon.
The subjects are liFted below.

Information Exchange
The obvious need for extensive exchange of information on computer

hardware and software RDT&E technology has inspired many symposia, societies,
associations, and other activities. There appears to be merit in DoD sponsor-
ship of formally constituted and continulng information exchange,, both among
the Services and between DoD and industry.

Coordination of Standards and Terminology
The inconsistency of software standards and terminology among DoD

an" Service publications is a widely recognized problem in software acquisi-
tion. Recommendations AM1 and A142, Section 2, addressed those standards that
are concerned with acquisition management and planning, but did not treat lack
of consistency in other types of standards and In terminology.

Software Costs
The main impetus of this study has been on attacking the root causes

of undue software costs rather tuan on the development of cost investigative
r procedures. In addition, Recommendations MP2 and MP3 are directed to increas-

ing the visibility of software costs, and thus bringing them under greater
management control, as well as providing cost experience applicable to future
programs. Beyond these measures, there appears to be a payoff in developing

I better means for estimating software costs.

Education in Computer Systems Engineering
There is a widespread shortage of well-trained computer system

engineers, which has particular impact ou Weapon System software development.
At present, educational institutions do not offer programs of instruction that
produce stich individuals, and hence thcir supply is likely to remain critically
short. An innovative approach to a combination of education and training ap-
pears tr be required.

i -Amn"14,-tn of cn- rcia1 Deveulopment to Weapon Systems

Equipment and software now commercially available or being developed
may be advantageous for military applIcation. This objective runs counter to
those of standardization for logistic and training purposes, as well as cer-
tain legal and proprietary restrictions.
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Integration of Software Developed by Multiple Coatractors LI
Both the ez.panding use of software and the increased use of smaller

processors lead to systems in which the Aevelopment may be allocated among
multiple contractors. Current specification practices do not always ensure
compatible development In such instances.

Techniques for Sizi-g Software Tasks
Uncertainties in initial estimates of software implementation re-

quirements have far-reaching impacts on system development planning. Improved
sizing methods are needed to support requirement analysis and resource allo-
cation.

Software Portability,
The ability to apply developed computer software, Rspecially support

software, to new and different systems may pro,,ide substantial cost savings.
Requirements and techniques for achieving such portability are now generally
lacking and little new development work applicable to Weapon Systems was found
in this area.

Software Requirements Analysis Methods
Better methods are needed to analyze 2equireients for consistency

and to assess their impact on computer software size and complexity. The im-
portance of this -nalysis during the Program Validation Phase was addressed
in Recommendation MPl. Promising research has recently been initiated in

this area.

Compilers for HIgher Order Languages_(HOL's)
An HOL usually has several :ompilers, each for different processors

or dialects of the language. These compilers have in the past taken consider-
at.le time to implement and have in several cases delayed the availability of
new Weapon Systems. Work is underway at several organizations to develop new
methods for validating compilers 'and for implementing portions of them in a
manner independent of the host and target processors.

Exploitation of Microprocessor Technology
Microprocessor technology is experiencing rapid growth and offers

many benefits if applied to Weapon System designs. Exploitation of t[ is
technology may requi,.e new approaches to developing software.

Graphical Design Representations
Several different representations and formats currently are used to

depict the different stages of system development. As a result, it is gener-
ally impossible to determine whether or not each stage of definition, design,
and implementation truly represents a translation from the next higher level
specification. Several promising graphical approaches to this important prob-
lem are being developed.
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Automated Programming
The design and implementation phases of aoftwaLe development are

currently manpower intensive and prone to error. The potential exists for

automating some of the steps of implementing computer programs from engineer-

ing-level design statements.

'~ CsualtyModes.

ii Modes that provide continued operations in case of computer equip-

ment failure are missing in some systems; other systems require a break in

operation to load predefined program subsets. Current trends in computer

system design enable the development of systems that "degrade gracefully"

with equipment failure. Such syrtems should provide for human control and

dynamic reallocation of remaining resources to match inaediate operational

1] reeds.

i

I,
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S. GUIDE TO APPENDICES

8.1 FINDINGS AND RECOMMENDATIONS OF PREVIOUS STDDIES

Appendix A, Findings and Recommendations of Previous Studies, con-
tains material extracted and/or summarized from the ten designated Easeline
Documents. More detail is included than in the discussion given in Section 3

of this volume.

The ten designated Baseline Documents are:

Electronics-X: A Study of Military Electronics with
Particular Reference to Cost and Reliability

Tacdccal Comp'ner Software Acquisition and MaintenanceI Staff Study

Report of the Army Scientific Advisory Panel Ad Hoc Committee

for Army Tactical Data System Software Development

Information Processing/Data Automation Implicatiins of Air Force
Command and Control Requirements in t.L. 1980s (CCIP-85)

Project Pacer Flash

I~ Automatic Data Processing Costs in the Defense Department

A Report on Air Force Logistics Command Operation Flight

IProgram Support
Proceedings of the Aeronautical Systems Software Workshop

Proceedings of a Symposium on the High Cost of Software Held at

the Naval Postgraduate School, Monterey, California, on
September 17-19, 1913

Government/Industry Software Sizing and Costing Workshop

A brief introduction spiciiying the purpose of each study and a sum-

mary of its iindlngs and/or conclusions are included. Recommendations are

summarized for each study that provided them. Whenever such study xecommen-
dations are available, abbreviated veisions of the APL reconuitendations (from
this report) that correlate most closely are included for reference.

I
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.9.2 WEAPON SYSTEM STUDIES

These appendices present supplemental infornation on each of the
Weapon S:rstems that were reviewed in this study (Section 4 if this volume).
The systems are:

Appendix B, Shipborne Systems
PLG-28 Combat System
DDG-9 Combat System
DLGN-38 Combctt System
AEGIS Weapon System
CV Tactical Data System

kppendix C, AIzborne Systems
E-2C Tactical Data System
P-3C Airborne Patrol System

S-3A Airborne Weapon System
F-14 Avionics and Weapon Delivery System

Appendix D, Undersea and Landbased Systems
Trident Command and Control System
Pershing Weapon System
SAM-D Weapon System

An overview is given for each Weapon System including a general
system description, the ar-hitecture of the embedded computer system, and
the architecture of the computer software, to the extent that this infor-
mation was available. This is followed by sections on software definition,
design, and implementation; software validation and integiaticn; software
acquisition management organization and nethods; and operational software
maintenance. Perzinent points from these discussions are highlighted in
Section 4 of this report.

The intent of this overview is to provide an understanding of
the scope, basic requirements, and types of Weapon Systems computer soft-
ware that are now being produced and used operationally.

A discassion of the approach to life-.cycle maintenance (when
available) is presented for Weapon Systems that are deployed, or for which
maintenance plans have been formulated.
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[18.3 BIBLIOGRAPHY

Appendix ', Bibliography, contains a bibliography of the relevant

documents that were acquired and used throughout the course of this DoD
Software Management Study. The majority of these documents are generally

available.

V A S:tware Library was established to support the study effort
by providing easy access to necessary background material. A short dis-
cussion uf the methods used to acquire, process, and circulate the library
documents is ineluded. Various tools such as computer-generated indexes
and batch and on-line searching provided rapid retrieval of desired infor-

mation. This Software Library system will be maintained to support on-

going and future software efforts at the Applied Physics Laboratory.
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OFFICE OF THE SECRETARY OF DEFENSE

WASHINGTON, .C. 20301 3 DEC 1974

MEMORANDUM FOR The Assistant zecretary of the Arny
(Installations and Logistics)

The Assistant Secretary of the Navy
I (Installations and Logistics)

The Assistant Secretary of the Air Force
(Installations and Logistics)

The Assistant Secretary of the Army
(Research and Development)

The Assistant Secretary of the NavyI (Research and D.evelopment)
The Assistant Secretary of the Air Force

I (Research and Development)

SUBJECT: Minageinert of Weapon System SoftwareI
The shawpiy risiing costs of software programs in the weapon system
acquisition process, with respect to acquisition procedures, develop-
ment and maintenance of such software, and the increasing importance
of the software role in the overall mission effectiveness of major DoD
weapon systems constitute serious technical and tnanae.nent problems
that must be solved i -we are to have the weapon st stems tlat are
needed for our national security. To find solutinns to these problems,
we are initiating a two phase study program which will require the
joint involvement of the OSD staff and the Services.

The fi,:st phase of the study program is only now starting. Its major
effo.:t centers on two four month studies by the Mitre Corporation and
the Applied Physics Laboratory at Johns Hopkins Univer'sity to identify.
and define (1) the nature of the critical software problems facing the
DoD, (Z) the principal factors contributing to the problems, (3) thie
high pay-off areas and a-lterno.tive: available, and (4) the management
instruments and policies that are needed to define and bound the
functions, responsibilities and mission areas of weapon systems

w..arc 'mana . The second phaa. of the study program will
be to examine in depth those areas which have been surfaced in the
first phase as having first-order importance to the DoD. It is not

-
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unlikely that a study group will be. organized at this time having the
following objectives: Identify and evaluate current and alternative
Defense and commercial software policies and practices in develop-
ment, procurement and operational support which most significantly
influence acquisition and life cycle costs, field reliability, maintenance,
standardization a-id to identify possible improvements to reduce and
control costs and improve software reliability, standardization, main-
tain.ability and software research and d~velopment production
capabilities. i

The software study program needs direct service participation by
military officers or civilian experts experienced in requirements1
generation, weapon systems acquisition, support and management
techniques as thuy apply to software. In the first phase of the effort
these needs can best be met by having two individuals from each
Service identified to serve on the Software Steering Committee. It
is recommended that one individual have an R&D background and the J
other have logistics experience. It is not anticipated that the services
of the individuals identified will be required.on a full time basis.

The Committee will assist in developing the study goals for each
phase of the total effort, provide focal points within the DoD to
coordinate and support the study objectives, assist in obtaining the
data needed in accomplishing the studies and to make recommenda-
tio.ns on how to implement study findings and to determine the nature
and extent of the follow-on activities. It is sdggested that personnel
at the 0-6 level be considered for assignment t) the Committee and
that they be selected on the basis of the Commitcee's needs, respon-
sibilities and objectives as outlined above.

The first meeting of the Software Steering Committee, with the con-
tractors, is planned for Friday, 13 December at 1330 hours in
Conference Room IE 801 #4. You are requested to have the names of
your committee representatives to Col. R. D. Hensley, OASD(I&L)WA,
Room ZA 318 prior to this date.

OMALC-OLM R. CURRIE ARTHUR 1. MENDOLIA
Director of Defense Assistant Secretary of. Defense

Fesearch and Engineering (Instailations and Logistics)

TERENCE E, McCARY IX

Assistant Secretary of Defense (Comptrol.r)
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