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ABSTRACT

Statistical PERT is a new procedure for obtaining information
about the distribution of a project's completion time when the
project is comprised of a large number of activities and the time
required to complete an individual activity once it can be begun
is a random variable. The project is represented as an acyclic
network whose arcs correspond to the project activities. This
network is simplified by replacing various activity configurations

‘ by single equivalent activities and then decomposed into several

subnetworks. he distribution and moments of each subnetwork's

completion time ande bounded and approximated on the basis of two
points from each AActivity's completion time distribution by using
some mathematdcal programming techniques and a new result in the
theory networks. The project's completion time distribution is
thed approximated by combining the approximate subnetwork
distributions.

) This report documents two computer programs. The first program
'BREAKUP decomposes a project network into several subnetworks which
are connected in either series or parallel in the project network.
The second program LOOP checks a given project network for-loops

(cycles) since any loop would contradict the assumed acyclic structure

of the project network.

114
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BREAKUP

General Description;

This program "breaks up" a network into a set of subnetworks
which can be linked together either in series or parallel to yield the
given network. This breakup is complete in the sense that none of the

subnetworks in the set can be further broken up.

The basic breakup procedure involves two main subroutines, BUNDLE
and CUT. BUNDLE partitions  the activities in a given network or
subnetwork into parallel subnetworks connecting the network's source
and sink. CUT identifies the cut nodes in a given network or
subnetwork and then identifies the sets of activities between each of
the consecutive cut nodes. This series of activity sets represents
a breakup of the given network or subnetwork into subnetworks in

series. The complete breakup of the given network is the following

sequential procedure:

(1) Use BUNDLE to identify the parallel subnetworks connecting . ]
the source and sink of the network..

(2) Use CUT separately on each parallel subnetwork identified
in the previous step - (1) or (3) -, and breakup the
parallel subnetwork into subnetworks in series. If no
such breakup is possible for a parallel subnetwork, that
subnetwork is not considered again. If no new series
subnetwork is identified in this entire step, stop.
Otherwise go to (3). i

(3) Use BUNDLE separately on each series subnetwork identified
in (2). If BUNDLE cannot breakup a series subnetwork,
that subnetwork is not considered again. If no new

parallel subnetwork is identificd in this entire step,
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A schematic example of this procedure accompanies the sample problem.

Specific Input Instructions:

Card 1. Col. 1-3: The number of arcs in the network, Format (I3).

Col. 4-6: The number of the node which is the source node,

Format (I3).

Col. 7-9: The number of the node which is the sink node,

Format (13).

Col. 10-12: The largest node number in the network, Format (I3).

For each activity one card with:

Col. 1-3: The activity's number, Format (I3).
Col. 4-6: The activity's origin node number, Format (I3).

Col. 7-9: The activity's terminal node number, Format (I3).

The activities and nodes may be numbered in any way and may be read in

in any order.

Dimension Restrictions:

Currently this program will accomodate a network that has a
maximum of 300 nodes and a maximum of 300 arcs. It can store a
maximum of 100 subnetworks with each subnetwork having a maximum

of 300 arcs.

This program is written in FORTRAN G.
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INPUT STAGE

Yy

© | PARALL FL

SAMPLE OUTPUL

INITIAL NETWORK HAS 34
SOURCE 1S NONDE NUMRER 1
SINA IS NODE NUMBER 19
U LAKGEST IOBE IS NOJE NUMBLR 24
INITIAL NCTWORK AS RFAT IN IS
CompapCR CRIGIN WNCOE TERMINAL
2 1 7
15 15 1€
12 13 l14
21 4 6
3 7 9
23 6 13
29 1 18
% 7 9
5 9 3
13 13 15
2 8 10
1o 14 6
L7 16 17
14 | 14
7 9 10
la 12 17
3 1 19
le 17 18
] o] 11
2) 1 2
3L 19 20
Pt 1 3
Yy 10 11
1) 11 12
S 3 2
23 2 4
32 ] 20
33 19 20
34 20 18
24 3 4
25 4 ]
26 5 6
1 1 18
11 i1 13

ARCS

NONE

1 IS COMPAOSFD OF SUBNETWIIRKS @

Sy

6y




'STAGE 1 BREAKUP

ESUBNETHORK 2 1S COMPOSED OF SUBNE TWORKS:
i Ty 8¢ 9y 10y
~IN SERIES

'

%SUBNETHURK 3 IS COMPOSED OF SUBNE TWORKS:
I lle 124 13,
IN SERIES

SUBNETWORK 4 1S A MINIMUM NETWORK
IT IS COMPOSED OF:

SOURCE NODE = 1
SINK NODE = 18
ARC S(ARC) T(ARC)
29 1 18
'SUBNETWORK 5 1S COMPOSED OF SUBNETWORKS:
"L L4y 15, 16y
IN SERIES

SUBNETHORK 6 IS A MINIMUM NETWORK
1T 1S COMPOSED OF:

SOURCE NODE = 1
SINK NODE = 18

£ ARC S(ARC) T{ARC)
1 1 18

s 0 it el

oy NS




STAGE 2 BREAKUP

SUBNETHORK 7 IS A MINIMUM NETWORK
IT IS COMPOSED OF:

i SOURCE NODE = 1
SINK NODE = 7

ARC S(ARC) T(ARC)
2 1 7

SUBNETWORK 8 IS A MINIMUM NETWORK
IT IS COMPOSED OF:

SOURCE NODE = 7
SINK NODE = 11

ARC S(ARC) T(ARC)
8
9

10

11
8

10

11

e

O~V
QO OO~

'SUBNETWORK 9 IS COMPOSED OF SUBNETWORKS:
{17, 18,

. 'IN PARALLEL

J

Vb SUBNETWORK 10 IS A MINIMUN NETHWORK
IT IS COMPOSED OF:

, SOURCE NODE = 17
! SINK NODE = 18

' ARC S{ARC) T(ARC)
p 19 17 18

"; SUBNETWORK 11 IS A MINIMUM NETWORK
: IT 1S COMPOSED OF:

SOURCE NODE = 1
SINK NODE = 4




ARC SU{ARC) T{ARC)

20 1 2
21 1 3
23 2 4
f 22 3 2
24 3 4

SUBNETWORK 12 IS COMPOSED OF SUBNETWORKS:
19 20,
IN PARALLEL

SUBNETWORK 13 IS A MINIMUM NETWORK
IT IS COMPOSED OF:

SOURCE NODE = 6
SINK NODE = 18

ARC S{ARC) T(ARC)
28 6 18

SUBNETWORK 14 IS A MINIMUM NETWORK
IT IS COMPOSED OF:

SOURCE NODE = 1

SINK NODE = 19

ARC S(ARC) T(ARC)

30 1 19
SUBNETWORK 15 IS COMPOSED OF SUBNETWORKS:

| 2ly 22y 23,
IN PARALLEL

SUBNETWORK 16 IS A MINIMUM NETWORK
IT IS COMPOSED OF:

SOURCE NODE = 20

SINK NODE = 18
b ]

ARC SUARC) T(ARC)
3« 20 18

s



STAGE 3 BREAKUP

! SUBNETWURK 17 IS CCMPOSED OF SUBNETWORKS:

L 249 25
IN SERIES
SUBNETWORK 18 IS COMPOSEN OF SUBNETWORKS:
20y 27y 28,
IN SERIES
SUBNETWORK 19 IS A MINIMUM NETWORK
IT IS COMPOSED OF:
SOURCE NODE = 4
SINK NODE = 6
ARC S(ARC) T(ARC)
21 4 6
SUBNETWORK 20 1S COMPOSED OF SUBNETWORKS:
29, 30,
IN SERIES

SUBNETWORK 21 IS A MINIMUM NETWORK
IT 1S COMPOSED OF:

SUURCE NODE = 19
SINK NODE = 20

ARC S(ARC) T(ARC)
31 19 20

SUBNETWORK 22 IS A MINIMUM NETWORK
IT IS COMPOGSED OF:

SOURCE NODE = 19
SINK NOCDE = 20

ARC S{ARC}) T(ARC)
32 19 20
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SUBNETWORK 23 IS A MINIMUM NETWORK
IT 1S COMPOSED OF:

SOURCE NODE = 13
SINK NODE - = 20

ARC S(ARC) TUARC)
33 19 20

10
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STAGE

& BREAKUP

SUBNETWORK 24 1S A MINIMUM NETWORK
IT 1S COMPOSED OF:

SOURCE NODE = 11
SINK NODE = 12

ARC S{ARC) T(ARC)
10 11 12

SUBNETWORK 25 IS A MINIMUM NETWORK
IT IS COMPGSED QF:

SOURCE NODE = 12
SINK NODE = 17

ARC S[ARC) T(ARC)
18 12 17

SUBNETWORK 26 IS A MINIMUM NETWORK
IT IS COMPOSED OFf:

SOURCE NODE = 11
SINK NODE = 13

ARC SC{ARC) T{ARC)
11 11 13

SUBNETWORK 27 IS A MINIMUM NETWORK
IT IS COMPOSED OF:

SOURCE NODE = 13
SINK NODE = 16
ARC S(ARC) T{ARC)

12 13 14
13 13 15
16 14 16
15 15 16
14 15 14

SUBNETWORK 28 1S A MINIMUM NETWORK
IT IS COMPOSED OF:

SOURCE NODE = 16

11
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SINK NODE = 17

ARC S(ARC) TUARC)
17 16 17

SUBNETWORK 29 IS A MINIMUM NETWORK
IT IS COMPNSED QF:

SOURCE NODE = 4
SINK NODE = 5

ARC S(ARC) T(ARC)
25 4 5

SUBNETWURK 30 IS A MINIMUM NETWORK
IT IS COMPOSED OF:

SOURCE NODE = 5
SINK NONE = 6

ARC S(ARC) T(ARC)
26 5 6

R Y TR T

12



13

SAMPLE PROBLEM: SCHEMATIC REPRESENTATION

BREAKUP

Arcs are designated as follows:

10
O} 1)

The arc number is written above or to the left of the arc activity line.

The arrowhead indicates the direction of the activity. The circled
numbers are node numbers. In this case the arc depicted is arc
number 10, flowing from left to r‘ght with beginning node 5 and
terminating node 7.

Subnetworks are designated as follows:

11

A4

The subnetwork number is written above or to the left of the network
activity direction line. The arrowhead indicates the direction of the
subnetwork activity. The numbers enclosed in ovals are source and
sink nodes. In this case the subnetwork depicted is subnetwork 11,
flowing from left to right with source node 12 and sink node 15. A
solid activity direction line indicates the subnetwork is a minimum
network. A broken line indicates the subnetwork must be considered

by at least one more subroutine of the BREAKUP program.

The above figure indicates subnetwork 8, flowing from left to right
with source node 6 and sink node 17,1is not yet a minimum network.

In the BREAKUP diagrams, the decomposition of the initial network
is finished when all subnetworks are minimum networks, e.g. all lines

are solid.

e e a e A i s
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BREAKUP IFLOW
1
>z 4 c &
2’3.4'5.6 parallel
1
189991 11,12,17 3,15,16' series
)
17,18 13,20 21,22,23 parallel

24,25 26,27,28 29,30  series
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PROGRAM LISTING 21
PRNGRAM BREAKUP

BREAKUP IDENTIFIES PARALLEL SUBNETWORKS AND SERIES SUBNETWORKS

MORE THAN ONE NETWORK MAY BE DECOMPOSED DURING A RUN.
SEPARATE THE DATA F(OR EACH SUBNETWORK BY A BLANK CARD

THE FOLLOWING IS AN ALPHABFTICAL LISTING UF THE VARIABLES AND
ARRAYS THAT ARE USED IN THIS MAIN PROGRAM AND ITS SUBROUTINES

ARCS = THE NUMBFR OF ARCS IN THE SUBNETWORK

BONUM(I) = THE BUNDLE NUMBER TO WHICH NODE I IS ASSIGNED

CHECK = ARRAY USED TO STORE ARCS HAVING THE SOQURCE AND THE
STNK AS THEIR CONLY NODES

CTNSUB = THE TEMPORARY NUMBER OF SUBNETWORKS FOUND IN THE
PREVIOUS STEP

LNODEN = THE LARGEST NODE NUMBER BEING READ IN

MAXND = THE LARGEST NODE NUMBER THAT HAS ALREADY BEEN ASSIGNED

AT LEAST TEMPORARILY TO A BUNDLE

NARCSS({I) = THE NUMBER OF ARCS IN SUBNETWORK 1

NSUB = THE TOTAL OF SUBNETWORKS THUS FAR

NTARC = THE NUMBER CF ARCS IN THIS SUBNETWORK

NUMBD = THE NUMBER OF BUNDLES CREATED

S{I) = THE STARTING NODE FOR ARC I

SINK = THE NODE NUMBER CORRESPONDING VO THE SINK

SINKSIT) = THE SINK IN SUBNETHWORK |

SOURC(I) = SOURCE NODE IN SUBNETWORK 1

SOURCE = THE NODE NUMBER CORRESPONODING TO THE SOURCE

STEP = STAGE NUMBER .

SUBNET(I,J) = THE ITH ARC IN THE JTH SUBNETWORK

SUMARC = THE CURRENT NUMBER OF ARCS IN SUBNETWORK NSUB

T(1) = THE VERMINATING NODE FOR ARC 1

TARC = THE SUBNETWORK WITHOUT THE ARCS INVCLVING NODE K

TLNDEN = TEMPORARY LARGEST NODE NUMBER

TNSUB = THE NUMBER OF SUBNETWORKS CREATED IN THE CURRENT STAGE

TSNSUB = THE TEMPORARY SUBNETWORK BEING USED IN STAGE
SUBROUTINE

TSUBN = THE NUMBER OF THE SUBNETWORK CURRENTLY BEING CONSIDERED

TYPESN = THE TYPE OF SUBNETWORK BEING CONSIDERED:

1 = BUNDLE SUBNETWORK 2 = CUT SUBNETHORK

A MINIMUM SUBNETWORK IS ONE THAT IS NCT COMPOSED OF SMALLER
SUBNETWORKS

IMPLICIT INTEGER*2 (A-2)

COMMON NSUB . TNSUBy Sy Ty SUBNET»SOURCs SINKS ¢ NARCSS
DIMENSION S(300),T(300)¢SUBNET(300,100),SOURC(100)
OIMENSION SINKS(100),NARCSS(100)

THIS PROGRAM WILL ACCCMODATE A NETWORK THAT HAS A MAXIMUM OF
300 NODES, A MAXIMUM OF 300 ARCS AND CAN STORE A MAXIMUM OF
100 SUBNETWORKS IN THE BREAKUP PROCESS

NA s THE NUMBER OF ARCS IN THE NETWORK TO BE CONSIDERED

NS = THE TOTAL NUMBER OF POSSIBLE SUBNETWORKS IN THE BREAKUP
PROCESS

IN THE CASE WHERE NC GOOD ESTIMATE CAN BE MADE OF NS, USE NA

VXN WN -
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FOR ALL DIMENSIONS
THE ARRAY DIMENSIONS ARE:
S{NA)»T(NA), SUBNET(NAyNS) y SOURCINS) y SINKSENS},NARCSS INS)

IN SUBROUTINE BUNDLE THE ARRAY DIMENSIONS ARE:
BONUM(NS) » CHECK(NS)

IN SUBROUTINE CUT THE ARRAY DIMENSIONS ARE:
ORIGIN(NS) yPOSTINS) , TARC(NS) »RCUT (NA)

READ THE NETWORK IN
CALL NETIN (LNODEN)
STEP=1
TYPESM=1
TSUSN=1
CALL BUNDLE (LNOOEN,TSUBN)
PRINT OUT THIS STAGE OF THE BREAKUP
CALL STAGE (TYPESN,TSUBN)
CTNSUB=TNSUB
GO 70 70

FIND THE NUMRER OF NEWLY CREATED SUBNETWORKS
CINSUBR =0
TSUBN=NSUB-LUOP
TYPESN=1
D0 20 I=1,L00P

FIND THF NEXT SUBNETWORK TO BF FURTHER SUBDIVIDED
TSUBN=TSUBN+]

FIND THE LARGEST NODE NUMBER IN SUBNETWORK TSUBN
CALL NODER ( TLNDEN,TSUBN)

FIND THE BUNDLE SUBNETWORKS
CALL BUNDLE (TLNDEN,TSUBN)

PRINT OUT THIS STAGE OF THE BREAKUP

CALL STAGE {(TYPESN,TSUBN)

IF THERE IS ONLY ONE BUNDLE FOUND IN SUBNETWORK TSUBNy WE ARE

FINISHED. PRINT QUT ITS COMPONENT ARCS
IF LTNSUB.FQ.1l) CALL ENDSNTY (TSUBN)
COUNT THE NEW NUMBER OF SUBNETWORKS CREATED

CTNSUB=TNSUB+CTNSUB

IF ALL SUBNETWORKS ARE IN THEIR SMALLEST FORMy WE ARE FINISHED

IF (CTNSUB.EQ.O0) GO TO 90
GO 10 70

113
114
115
116
117
114
119
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70
90v

90
 {V]V)
666
9000

LOOP=CTNSUB 23

CTNSUB=0
TSUBN=NSUB=-LOOP 2

FIND THE NUMBER OF NEWLY CREATED SUBNETWORKS

TYPESN=2
po 30 I=1,L00P

FIND THE NEXT SUBNETWORK TO BE FURTHER SUBDIVIDED

TSUBN=TSUBN+L
IF (TSUBN.EQ.1) GO TO 55

FIND THE LARGEST NODE NUMBER IN SUBNETWORK TSUBN
CALL NODER (TLNDEN,TSUBN)
FIND THE CUT SUBNETWORKS

I[F {TSUBN.EQ. 1) TULNDEN=LNQODEN
CALL CUT (TSUBN, TLNDEN)

PRINT QUT THIS STAGE OF THE BREAKUP
CALL STAGE (TYPESN,TSUBN)

"F THERE ARE NO CUTS FOUND IN SUBNETWORK TSUBN, WE ARE FINISHED
PRINT OQUT ITS COMPONENT ARCS

IF (TNSUB.EQ. 1) CALL ENDSNT (TSUBN)

COUNT THE NEW NUMBER OF SUBNETWORKS CREATED
CTNSUB=TNSUB+CTNSUB

IF ALL SUBNETWORKS ARE IN THEIR SMALLEST FORMy, WE ARE FINISHED

IF (CTNSUR.EQ.O0) GO TO 90

GO YO 70

LOOP=CTNSUB

G0 10 10

WRITE (64900) SIEP

FORMAT {1HL1y5Xy*STAGE' 413, BREAKUP')
STEP=STEP+1

LET'S GO BACK TO THE APPROPRIATE LUOP FOR THE NEXT STAGE

GO TD (80,85),TYPESN
CONTINUE

READ (59100,END=666)
FORMAT (13)

G0 TO 6000

CONTINUE

WRITE (6,9000)
FORMAT (1H1)

RETURN

END

SUBROUTINE NETIN (LNODEN)

120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140 -
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
11
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IMPLICIT INTEGER*2 (A-Z) 2 179
COMMON NSUB, TNSUB, Sy Ty SUBNET ,SOURC s SINKS o NARCSS 180
DIMENSION S(300)T{300),SUBNET{300,100),SOURC(100) 181
DIMENSION SINKS(100),NARCSS(100} 182
c 133
C ZEROIZE SOURC ARRAY 184
¢ 185
00 20 Is1,50 186
2 SOURC(1)=0 187
c 188
c READ IN THE INITIAL NETWORK LIMITS 189
¢ 190
READ (54100) ARCSySOURCE,SINK,LNODEN 191
100 FUORMAT (413) 192
WRITF (64200) 193
200  FORMAT (1H145Xs* INPUT STAGE') 194
WRITE (69210) ARCS¢ SOURCE ¢SINKsLNGDEN 195
210  FORMAT (1HO,/6Xy *THE INITIAL NETWORK HAS® p12X,14y* ARCS'y//6Xy 196
#THE SOURCE 1S NODE NUMBER®,11X,13,//6X,*THE SINK IS NCDE NUMBER®, 197
#13X,13,//6X,* THE LARGEST NODE IS5 NODE NUMBER®,5X,13) 198
WRITE (64220) 199
220  FORMAT (LHO,5X, 'THE INITIAL NETWORK AS READ IN IS:'¢///6X, 200
%9 ARC NUMBER',5X, *ORIGIN NODE®,5X,* TERMINAL NODE') 201
c 202
c READ IN EACH ARC AND ITS STARTING AND TERMINATING NODES 203
c THE ARCS AND NODES MAY BE NUMBERED ANY WAY AND READ [N IN ANY 204
c ORDER 205
c [ = ARC NUMBER 206
c S = THE NODE NUMBER FOR THE START OF AN ARC 207 .
c T = THE TERMINAL NODE OF AN ARC 208
c 209 |
DO 10 J=1,ARCS 210
READ (591000 I,S(I),T(I) a1 |
WRITE (6+240) I+S(I)sT(E) 212 |
260  FORMAT (1H 98Xe13,13Xe13,14X,13) 213
c 214
c CREATE THE FIRST SUSNETWORK 215
be 216
i 10 SUBNET (Jyl)=l 217
SOURC(1)=SOURCE 218 |
SINKS(1)=SINK 219
NARCSS(1)=ARCS 220
| NSUB=1 221
RETURN 222
END 223
. SUBROUTINE NODER ( TLNDEN,TSUBN) 224
3 225
c FINDS LARGEST NODE NUMBER IN THE SUBNETWORK TSUBN 226
b 227
¥ IMPLICIT INTEGER®2 (A-2) 228
COMMON NSUBy TNSUB ¢S ¢ T 9 SUBNET ySOURC » SINKS o NARCSS 229
DIMENSION S{300)T(300)SUBNET(300,100),»SOURC(100) 230
DIMENSION SINKS(100),NARCSS(100) 231
ARCS=NARCSS(TSUBN) 232
TLNDEN=0 233
DO 20 J=1,ARCS 234
A=SUBNET(J s TSUBN) 235
M=S(A) 236

N3T(A) 2317
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OO

199

299

430

10
30V

[a N e e OO0

OO0

~ 1100

1300

MAXNO=N 25

IF {M.GT.N) MAXND=M

IF (MAXND,GT.TLNDEN) TLNDEN=MAXND
CONTINUE

RETURN

END

SUBROUTINE ENDSNT { TSUBN)
PRINTS SMALLEST BREAKDCWN OF SUBNETWORK TSUBN

IMPLICITY INTEGER*2 (A-2)

COMMON NSUB, TNSUB Sy T o SUBNET ySOURC, SINKS y NARCSS

DIMENSION S(300),7(300),SUBNET(300,100),SCURC(100)

DIMENSION SINKS{100),NARCSS(100)

SOURCE=SOURC{ TSUBN)

SINK=SINKS{TSUBN)

WRITE (6,100) TSUBN

FORMAT (1HO¢//716X9* SUBNETWORK *4,13,¢ IS A MINIMUM NETWORK®y/ 16X,
*' [V (S COMPOSED OF:?)

WRITE (6,200) SOURCE,SINK

FORMAT (1HO, 19Xy *SOURCE NODE = ',13,//20X,*SINK NODE = ,13)

M=NARCSS{TSUBN)

WRITE (6,400)

FORMAT (1HO 19Xy *ARC* 92X *S{ARC) 'y2X,'T(ARC) *)

D0 19 I=14M

N=SUBNETII ,TSUBN)

WRITE (64300) Ne¢SIN)},T(N)

FORMAT (LH 419Xy 13¢3Xs13,5X,13)

SET TNSUB=0 SO THAT THE REMAINING NUMBER OF SUBNETWORKS DOESN'T
INCLUDE THIS MINIMUM SUBNETWQORK

TNSUB=0
RETURN
END

SUBROUTINE STAGE (TYPESN,TSUBN)
PRINTS OUT THE CURRENT STAGE OF BREAKUP

IMPLICIT INTEGER#*2 (A-I)

COMMON NSUB¢TNSUB ¢Sy Ty SUBNET »SOURCy SINKS ¢ NARCSS
DIMENSION S{300)+T(300)ySUBNET(300,100),SOURC(100)
DIMENSION SINKS(L00),NARCSS(100)

TNSUB=THE NUMHBER OF NEW SUBNETWORKS RESULTING FROM THE BREAKUP
IN THIS STAGE

TNSUB=1 IMPLIES NO HBREAKUP OCCURRED IN THIS STAGE

IF (TNSUB.EQ.1l) GO TO 600

WRITE (64100) TSUBN

FORMAT (1HOQy/6Xy " SUBNE THORK *913,* [S COMPOSED OF SUBNETWORKS: *)
TSN SUBaN SUB-TNSUB

M=TSNSUB+1

WRITE (64300)(1,I=M,NSUB)

FORMAT (1HGO,5X,200134%,%))

IF (TYPESN.EQ.l) GO TO 60

WRITE (6,400)

238
239
240
241
242
243

244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
2Ah5
266
267
268
269
270
271
212

273
274
275
276
277
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400 FORMAT (IHO,5Xs*IN SERIES?) 296
GO TGO 600 2917

60 WRITE (6,500) 298
500 FORMAT (1HO+5Xs*IN PARALLEL®) 299
600 RETURN 300
"END 301
SUBROUTINE BUNDLE (LNODEN,TSUBN) 302

c 303
C BUNDLE IDENTIFIES PARALLEL SUBNETWORKS CONNECTING DESIGNATED 304
C SOURCE AND SINMNK 305
c 306
IMPLICIT INTEGER*2 (A-1) 307
COMMON NSUB» TNSUB ¢S oT o SUBNET ySOURC ¢ SINKS ¢ NARCSS 308
DIMENSION S(300)+T(300),SUBNET(300,100),SOURC(100) 309
DIMENSION SINKS(100) yNARCSS(100),BDONUM{300),CHECK(300) 310

c 311
C GRNUP NODES INTO BUNODLES 312
c 313
SOURCE=SQURCITSUBN) 314
SINK=SINKS(TSUBN) 315
NUMBD=1 316

c 37
c ZEROIZE THE BDNUM ARRAY 318
c 319
D0 10 I=1,LNODEN 320

10 BDNUM(T)=0 321
K=SUBNET(1,TSUBN) 322
M=S(K) 323
N=T(K) 324
BONUM{M) =] 325
BONUM(N) =] 326
MAXND=N 327

IF (MeGToN) MAXND=M 328
ARCS=NARCSS(TSUBN) 329

IF (ARCS.EQ.Ll) GO TO S1S 3130

N0 1 K=2,ARCS 331
[aSUBNET(K4TSUBN) 332
BONUM(SOURCE ) =0 333
BDNUM( SINK ) =9 334
M=S(1) 335
N=T(I1} 336
IF(M,GT.MAXND) MAXND=M 337
IF(NeGT.MAXND} MAXND=N 338

339

IFf AT LEAST ) NODE CN THE ARC HAS NOT BEEN ASSIGNED TD A BUNDLE 340

GO T0 2 ] 341

342

IF(BDNUM(M).EQ.0) GO 70 2 343

344

IF ONLY THE TERMINAL NODE ON THE ARC HAS NOT BEEN ASSIGNED TO A 345

BUNDLE, GO YO 3 346

347

IF(BONUMIN}.EQ.0) GO TO 3 348

349

IF BOTH NODES ON THE ARC HAVE BEEN ASSIGNED TO THE SAME BUNDLE 350
EVERYTHING 1S OKAY, GO TRY ANOTHER ARC 351

352

IF(BONUM{IN) cEQ.BDONUMIM)) GO TO 1 353

354

(@) s XaNale AOOO OO0
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IF THE NODES CN VTHE ARC ARE ASSIGNED TO DIFFERENT BUNOLES,
THEN THESE TWO BUNDLES SHOULD BE POOLED

IF(BDONUM{N).LT.B8DNUM(M)) GO TO 6

POOL BUNDLES

THE BUNDLE WITH THE LARGER BUNDLE NUMBER IS POOLED INTO THE
BUNDLE WITH THE SMALLER BUNDLE NUMBER

THE BUNDLE NUMBERS OF ALL BUNDLES ARE ALL ADJUSTED

MAXBD=BDNUMIN}

MINBD=BDNUM(M)

GO 10 7

MAXBD=BDNUM(M)

MINBD=BDNUM(IN)

N0 5 J=1,MAXND

8=BDNUM(J)

IF (B.EQ.MAXBD) BDNUM(J)=MINBD
IF (B.GT.MAXBD) BDNUM({J)=BDNYM(J)~1
CONTINUE

NUMBD=NUMBD-1

GO TOo 1

If BOTH NODES ON THE ARC ARE UNASSIGNED, GO TC 4 WHERF A NEW
BUNDLE IS CREATED

TF(BDNUM(N)}.EQ.0) GO TO 4

ASSIGN THE ORIGIN NCDE OF THE ARC TO THE BUNDLE CONTAINING THE
TERMINAL NODE

BDONUM{M) =BDNUMIN)
GO T0 1

ASSIGN THE TERMINAL NCDE OF THE ARC TO THE BUNDLE CONTAINING
THE ORIGIN NODE OF THE ARC

BDNUM{N) =BDNUMI M)
GO 7O 1

CREATE A NEW BUNDLE
NUMBO=NUMBD+1
BONUM(M) =NUMBD
BDNUM(N) =NUMBD
CONTINUE
CONTINUE
BONUM{ SINK)=0
IF WE ONLY HAVE 1 BUNDLE FROM THE SUBNETWORK, WE ARE FINISHED
IF (NUMBD.EQ.1l) GO TO 219 \
LEROIZE CHECK ARRAY
DO 290 Is=],ARCS
CHECK(1)=0
L=0

THE NODES ARE IN BUNDLES. PUT THE ASSOCIATED ARCS INTO
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APPROPRIATE PARALLEL SUBNETWORKS

Df} 33 1=1,NUMBD
SUMARC =0
NSUB=NSUB+]

DO 34 K=1,ARCS
M=SUBNET(K,TSUBN)
M=S(M)

SNURCE AND SINK HAVE BUNDLE NUMBER 0

TF (N.EQ.SOURCE) N=T(M)

If (BDONUM(N).EQ.I) GO TO 239
IF (N.EQ.SINK) GO TC 229

G0 TO 34

SPECIAL CASF: BUNDLE HAS ONLY 2 NODES: SOURCEs SINK.
PUT ALL ARCS THAT ARE PARALLEL SUBNETWORKS BY THEMSELVFS INYO
THE CHECK ARRAY

D0 291 J=1,4K
W=CHECK(J)

IF (W.EQ.0) GO TO 292
IF (M.EQ.W) GC TO 34
CONTINUE

CHECK(J)=aM

G0 TO 34

THES ARC IS IN THE BUNDLE I, HENCE IT IS IN THE ITH NEW
SUBNETWORK

SUMARC=SUMARC +1
SUBNET(SUMARC ¢NSUB ) =M
CONTINUE

CREATE NEW SUBNETWORKS

IF THIS BUNDLE HAS NO NODES, PUT AN ARC SUBNETWORK INTO
SUBNET (1,NSUB)

IF (SUMARC.EQ.0) GO TO 333
NARCSS(NSUB)=SUMARC
SOURC{NSUB) =SOURCE
SINKS(NSUB)=SINK

GO 10 33

STORE THE SUBNETWORKS THAT HAVE OMLY SOURCE AND SINK NODES
SUMARC=]

L=l+]
SUBNET(1,NSUB)=CHECKI(L)

<GN TO 343
"CONTINUE

TNSUB=NUMBD
RETURN
END

SUBROUTINE CUT (TSUBN,LNODEN)
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CUY IDENTIFIES CUT NODES EXCLUDING THE DESIGNATED SOURCE AND
SINK

CUT ALSO IDENTIFIES THE CUT GROUPS; THAT IS, THE SUBNETWORKS
WHICH ARF IN SERIES AND CCNNECTED 8Y THE CUT NODES

IMPLICIT INTEGER*2 (A-1)

COMMON NSUB» TNSUB STy SUBNET ySUURCy SINKS ¢ NARCSS

DIMENSION S{300)+T(300),SUBNET(300,100),SOURC(100}, TARC(300)
DIMENSION SINKS{100) ,NARCSS(100)+0RIGIN(300)+POST(300),RCUT(100)

FIND THE CUT NODES
NCUT IS THE NUMBER OF CUTYT NODES FCUND THUS FAR

NCUT=0

ARC S=NARCSS{TSUBN)
SOURCE=SOURC{ TSUBN)
SINK=SINKS (TSUBN)

THE DO LOOP DOWN TO STATEMENT NUMBER 1 CETERMINES THE CUT NODES
DO 1 K=1,LNODEN
CHECK TO SEE IF NODE K IS ACTUALLY IN THE SUBNETWORK

00 20 J=1,4ARCS
I=SUBNET(J, TSUBN)
IF{S(2).EQ.K) GO TO 21
IF (T(Z).EQ.K) GO TQ 21
CONTINUE

NODE K IS NOT IN THIS SUBNETWGORK

GO V0 1
CONTINUE

NODE K IS IN THIS SUBNETWCRK

IF(K.EQ.SOURCE) GO TO 1
IFIK.EQ.SINK) GO TO L
NTARC=0

00 2 J=1,ARCS
Z=SUBNET({J,TSUBN)

IF (S(Z).EQ.K) GO TO 2

IF (T(Z2).EQ.K) GO TO 2
NTARC=NTARC+1
TARC(NTARC)=SUBNET( Js TSUBN)
CONTINUE

TARC IS THE SUBNETWCORK WITHOUT THE ARCS [NVOLVING NODE K

IF TARC CONTAINS A PATH FROM THE SOURCE TO THE SINK, THEN NODE
K IS NOT A CUT NODE

OTHERWISE, K IS A CUT NODE

ORIGIN(1)=SOURCE
NORIG=1
CONTINUE
NPQST=0

IFf THERE ARE NO ARCS IN THE TARC ARRAY, K IS A CUT NODE
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IF INTARC.EQ.0) GO TC 44

FIND ALL NODES WHICH CCME AFTER AN ORIGIN; PUT THEM IN POST
DO 4 1=1,NORIG
D0 S J=14NTARC
Y=0RIGIN{I)
Z=TARC(J)
u=s(z)
v=T({2)
IF (U.NE.Y) GO TO 5
IF (V.EQ.SINK) GO TO 1

IF WE'VE REACHED THE SINK, NODE K IS NOT A CUT NODE

IF{NPOST.GE.1) GO TO 8
NPOST=NPOST+1
POST(NPOST )=V

GO T0 5

DO 9 L=1,NPOST

IF THIS TERMINAL NODE IS ALREADY A POST, LET'S IGNORE ITV

IF (POST(L).EQ.V) GO TQ 5
CONTINUE

NPQOST=NPOST+1
POST(NPOST )=V

CONTINUE

CONTINUE

IF THERE ARE NOW NO POSTS, NODE K IS A CUT NODE

IF(NPOST.NE.O) GO YO 13
NCUTaNCUT+]
RCUT(NCUT)=K

GO T0 1

NORIG=NPOSTY

00 14 L=1,NORIG

THESE ARE NOW OUR NEW ORIGINS
ORIGIN(L)=POST(L)
CHECK THE NEW ORIGINS FOR THEIR POSTS

GO 1O 11

CONT INUE

If (NCUT.EQ.0) GO TO 32
NSUB=NSUB+1

SOURC (NSUB)=SOURCE
ORIGIN(1)=SOURCE

NOW WE NEED TO FIND THE CCMPCNENTS OF THE SERIES SUBNETWORKS
THAT ARE SEPARATED BY THE CUTY NODES

SUMARC=0
NORIG=1
NPOST=0

30
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31

ZEROIZE POST ARRAY

D7 55 I=1,LNGDEN
POST(1)=0

DO 24 I=1,NORIG
Y=0RIGIN(T)

N0 25 J=14ARCS
I=SUBNET(J,TSUBN)

ALL ARCS BEGINNING AT THIS ORIGIN GO INTO THE NEW SUBNETWORK

IF (S({Z).NE.Y) GO TO 25
SUMARC=SUMARC +1
SUBNET (SUMARC,NSUBI=1

T(Z) WILL BE A NEW ORIGIN IF IT ISN'T A REPEAT OF A CURRENT
ORIGIN

CHECK TO SEE IF IT IS A REPEAT

DO 30 K=1,NORIG
X=T(2)

IF T{Z) IS A REPEAT OF A CURRENT ORIGIN, LET*S IGNORE IT

IF({XeEJ.ORIGINIK)) GO YO 25
CONTINUE

NPOST=NPOST+1
POSTINPOST ) =X

CHECK TO SEE IF ANY POST IS A CUT NODE
IF IV IS, REPLACE IT WITH A ZERO

DO 52 w=1,NCUT
0=RCUT(W)

IF (X.NE.D) GO TO 52
POSTINPOST)=0
NPOST=NPOST~1

THIS CUT NODE IS THE SINK OF THE SUBNETWORK UNDER
CONSIDERATION AND THE SCURCE OF THE NEXT SUBNETWORK YO BE
CONSIDERED.

SINKS{NSUB)=D
SCURCINSUB*1) =D

CHECK TO SEF IF ANY POSTS ARE REPEATED IN THE POST ARRAY. [IF
THEY AREy REDUCE THE NUMBER OF POSTS TO WHERE THERE ARE NO
REPEATS

CONTINUE

IF WE HAVE ONE OR LESS POSTS, THERE ARE NO ADJUSTMENTS OF THE
POST ARRAY TO BE MADE3 LET*S CONTINUE

IF (NPOST.LE.L) GO TO 25
POSTCKsNPOST-1

D0 7 K=1,POSTCK

IF (POSTI(K).EQ.PAST(NPOST)) GO TO 61
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25
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32

CONTINUE 32

G0 TO 25
POST(NPOST)=0
NPCST=NPOST-1
CONTINUE
CONTINUE

IF WE HAVE NO POSTS LEFT, WE HAVE FOUND ALL OF THIS SUBNETWORK

I+ (NPOST.EQ.0) GO TO 34
NORIG=NPQOST

00 28 L=14NORIG
ORIGINIL)=POST(L)

GO 1O 23

NARCSS (NSUB) =SUMARC
NSUB=NSUB+1
X=SOURC(NSUB)

It THE SOURCE OF NSUB IS NOT A CUT NODE, WE NEED TO ADJUST NSUH
AND GO BACK TO THE MAIN PROGRAM FOR THE NEXT STAGE OF THE
BREAKUP

IF (X.EQ.0) GO TO 31
ORIGINI(L)=X

GO 10 39
NSUB=NSUB-1
SINKS(NSUB )=SINK
TNSUB=NCUT+1

RETURN

END
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LOOP

This short program will determine whether a given network is acyclic
or contains loops (cycles). The program examines each node and indicates
vwhether or not the node is part of a loop. If a node is part of a loop,
the number of activities in the loop is also indicated.

The basic steps in determining whether or not the INODE-th node is
part of a loop are as follows:

(1) 1Identify all activities whose termanal node is the INODE-th

node. Let A be the set of all origin nodes for these activities.

(2) 1If INODE is in A, the INODE-th node is part of a loop and stop.

(3) 1Identify all activities whose terminal node is in A, Redefine
A to be the set of origin nodes for thess activities. If A is
now empty, stop and the INODE-th node is not part of a loop.

If A is not empty, return to step 2.

Specific Input Instructions:

Card 1. Col. 1-3: The number of act:lviti'.cs in the network, Format I3).

Col, 4-6: The largest node number in the network, Format (13).

For each activity one card with:

Col. 1-3: The activity's origin node number, Format (I3).

Col. 4-6: The activity's terminal node¢ number, Pormat (I3).

The activities may be inputted in any order. The nodes may be num-
bered in any manner; however, the program is more efficient if the set of
node numbers contains only the numbers 1 through N wvhere N is the number

of nodes in the network.



Dimension Restrictions:

This program is written in FORTRAN G. The current dimensions will

allow a network with 300 activities and 200 nodes to be considered.

il
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Activity

oownmeLN -

Node
Node
Node
Node

SAMPLE NETWORK

2
SAMPLE INPUT
i
SAMPLE OUTPUT
Tail Head
1 2
1 3
4 3
3 2
2 4
4 5

1 is not looped

2 is looped.
3 is looped.
4 is looped.

There are 3 activities in the loop.
There are 3 activities in the loop.
There are 3 activities in the loop.
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100
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29001

2000

80

102

10
40
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PROGRAM LISTING 16

PROGRAM LOOP

THIS PROGRAM DETERMINES WHETHER THE INPUTTED NETWORK IS ACYCLIC
OR CONTAINS NODES WHICH ARE PART OF LOOPS (CYCLES)

IMPLICIT INTEGER®2 (A-1)
DIMENSION A( 200),8( 200),HEAD(300)},TAIL(300)

THE ARRAY DIMENSIONS ARE: A(N)BIN)+HEAD{M), TAIL (M)
WHERE

N = THE NUMBER OF NODES IN THE NETHWORK

M = THE NUMBER OF ACTIVITIES IN THE NETWORK

[LOOP=0

READ (5,100) MF,NMM

FORMAT (213)

READ({5,+101) (TAIL(I)yHEAD(E)yI=1yM)
FORMAT(213)

WRITE(6,42001)

FORMAT(LHL)

WRITE(642000) (IyTAIL(I)oHEADITL) 9 ]I=19M)
FORMAT (' ACTIVITY TAIL HEAD'/ 3 (4Xy13,TXs13,6Xy13))
WRITE(6,2001)

FORM THE 1ST HIERARCHY

INODE = O

HIER = 2

INODE = INODE + 1

J =0

DO 1 I= 1,M
IF(HEAD(I)«NE.INODE} GO TO 1

J = J+l

A(JI=TAIL(])

IF (TAIL{1).EQ.INODE) GO TQ 998
CONTINUE

IF {(J.EQ.0) GC TO 997

1A=

J=0

FORM THE SUBSEQUENT HIERARCHIES
CONTINUE

DO 2 1I=1,1IA

DO 3 I=1,4M

IF (HEAD(I).NE.A{II)) GO TO 3
IF(TAIL(TI).EQ.INODE) GO TO 998
IF{J.EQ.0) GO TO 40

DO 10 K=1,J

IFITATL(T).EQ.B(K)) GO TO 11
CONTINUE

CCNTINUE

J=J+l

BlJI=TAIL(T)

CONTINUE

CONTINUE

CONTINUE

IF (J,EQ.0) GO TO 997

HIER = HIER+]

1A=J

J =1

D0 20 I=1,I1A

A(1)=B(1)

O D NC NN
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997

2002

1000

50

51

GO T9 102 37
CONTINUE

WRITE{6,2002) INODE

FORMAT(® NODE',15,' IS NOT LOOPED® )

IF (INODE.NE.ANMM ) GO TQ 80

IF(ILOOP.EQ.1) GO TO 50

WRITE(6,1000)

FORMAT (* THERE ARE NO LOOPS IN THIS NETANRK®)

GO TD 990

WRITE(6951)

FORMAT(' THERE ARE NO OTHER LOOPS IN THIS NETWORK®)
GO TD 999

998 WRITE (641001) INODE,HIER :
1001 FORMAT (* NODE * +I5.' IS LOOPED. THERE ARE ',I34' ACTIVITVIFS IN

999

*HE LOOP.')

1L00P=]

INDOD=INODE+1
IF{INDDDsNE.AMM) GC TO 80
CONTINUE

WRITE(642001)

sTap

END
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