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Major Goals:  There are two goals in this project: 



1. Measure uncertainty in beliefs considering multiple root causes of uncertainty: We extend an existing belief 
model, called Subjective Logic (SL), to measure uncertainty in beliefs based on the root causes of uncertainty, 
including lack of information or knowledge, vagueness, and ambiguity. Although SL is developed to deal with the 
dimension of uncertainty explicitly unlike the existing belief models, SL considers uncertainty derived from lack of 
information and vagueness but does not deal with ambiguity derived from conflicting evidence.



2. Reduce uncertainty in data with high scalability: We develop scalable uncertainty reduction algorithms by 
identifying the minimum set of data features to maximize decision effectiveness. A decision-maker often loses high 
utility by delaying a decision due to numerous alternative decisions with an equal utility or a high volume of 
uncertain evidence. Our goal is to significantly reduce uncertainty using a minimum set of features while 
maximizing classification accuracy.

Accomplishments:  I summarize our main activities, specific objectives, significant results, and key outcomes as 
follows: 



(1) Our main research activities for the project include:



(1.a) Characterization of uncertainty derived from different root causes  (FUSION 2018). 



In this work, we study different types of uncertainty in subjective opinions based on the internal belief mass 
distribution and the base rate distribution. We define fundamental uncertainty characteristics of a given opinion 
depend on its ‘singularity’, ‘vagueness’, ‘vacuity’, ‘dissonance’, ‘consonance’ and ‘monosonance’ in the formalism of 
SL and show how these characteristics can be manifested in the three different opinion classes which are binomial, 
multinomial, and hyper-opinions. 



(1.b) Scalable prediction of uncertainty using subjective logic (BigData 2017, TIST 2019)



To enhance scalability and prediction accuracy of unknown opinions in SL, we take a hybrid approach by 
combining SL with Probabilistic Soft Logic (PSL) (BigData 2017). PSL provides collective reasoning with high 
scalability based on relationships between opinions but does not deal with uncertainty. By taking the merits of both 
SL and PSL, we propose a probabilistic logic algorithm, called Collective Subjective Logic (CSL) that provides high 
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scalability and high prediction accuracy while dealing with uncertain opinions. 



We further propose an enhanced model of CSL, namely, CS++, whose opinion inference performance is highly 
resilient against vacuity and conflicting evidence  (TIST 2019). CSL++ achieves high resilience against 
multidimensional uncertainty in vacuity and conflicting evidence, leading to high prediction accuracy in opinion 
inference with highly uncertain opinions. 



(1.c) Deep learning-based scalable prediction of uncertainty in both statistic and dynamic network data (ICDM 
2018, MILCOM 2018, BigData 2018, ICLR 2020-a, AAAI Symposium Series 2019).



In this work, we propose several deep learning (DL)-based opinion inference models to handle node-level opinions 
explicitly in a large-scale network using graph convolutional neural network (GCN) and variational autoencoder 
(VAE) techniques (ICDM 2018, MILCOM 2018). This work is the first that leverages the merits of both DL (i.e., GCN 
and VAE) and a belief model (i.e., SL) to achieve non-parametric learning with low complexity. 



We further extend our proposed DL-based model and propose a DL-based dynamic opinion inference model for 
dynamic network data (BigData 2018). Our proposed approach addresses the three main limitations of existing 
methods: (1) a lack of scalability; (2) limited capability to handle heterogeneous topological and temporal 
dependencies among node-level opinions; and (3) high sensitivity to conflicting evidence.



The above methods are limited to the prediction of binary opinions in network data. In the following work, we focus 
on the prediction of multinomial opinions in network data (ICLR 2020-a). In particular, we propose a Bayesian deep 
learning framework reflecting various types of uncertainties for classification predictions by leveraging the powerful 
modeling and learning capabilities of GNNs. We consider multiple uncertainty types in both deep learning (DL) and 
belief/evidence theory domains. We treat the predictions of a Bayesian GNN (BGNN) as nodes’ multinomial 
subjective opinions in a graph-based on Dirichlet distributions where each belief mass is a belief probability of each 
class. 



The above methods are still limited to the prediction of binary and multinomial opinions in network data. In the 
following work, we study the performance of a state-of-the-art DL method, namely, evidential neural networks 
(ENN), for prediction of uncertainty in non-network datasets (e.g., images) (AAAI Symposium Series 2019). We 
propose an enhanced approach, called regularized ENN, that learns an ENN based on regularizations related to 
different characteristics of inherent data uncertainty. 



(1.d) Scalable prediction of uncertainty under adversarial attacks (BigData 2019)



In this work, we propose a highly scalable opinion inference probabilistic model, namely Adversarial Collective 
Opinion Inference (Adv-COI), which provides a solution to infer unknown opinions with high scalability and 
robustness under the presence of uncertain, adversarial evidence by enhancing Collective Subjective Logic (CSL) 
which is developed by combining SL and Probabilistic Soft Logic (PSL). 



(1.e) Active data selection for DL-based uncertainty prediction (ICLR 2020-a: Under review)



In this work, we present a novel multi-source uncertainty prediction approach that enables DL-based models to be 
actively trained with much less labeled data. By leveraging

SL, we conduct evidence-based theoretical analysis and formally decompose the

predicted entropy over multiple classes into two distinct sources of uncertainty:

vacuity and dissonance, caused by a lack of evidence and conflict of strong evidence,

respectively. 





(2) The specific research objectives of this project include: 



(2.a) Measure uncertainty in beliefs considering multiple root causes of uncertainty.  We extend an existing belief 
model, called Subjective Logic (SL), to measure uncertainty in beliefs based on the root causes of uncertainty, 
including lack of information or knowledge, vagueness, and ambiguity. 



(2.b) Reduce uncertainty in data with high scalability. We develop scalable uncertainty reduction algorithms by 
identifying the minimum set of data objects and features to maximize decision effectiveness. 






The major activities in (1.a), (1.c), and (1.d) are conducted for the first research objective. The major activities in (1.
b), (1.c), and (1.e) are conducted for the second research objective. We note that the major activities in (1.c) are 
conducted to address both the research objectives. In particular, our proposed DL models can do feature and data 
section implicitly and can effectively predict uncertainty in beliefs based on the root causes of uncertainty, including 
lack of information or knowledge, vagueness, and ambiguity.

 



(3) The significant results include: 



(3.a) SL based methods can be effectively extended to measure uncertainty in beliefs based on the root causes of 
uncertainty, including a lack of information or knowledge, vagueness, and ambiguity. This is a significant result of 
our research activities in (1.a) 



(3.b) SL based methods can be optimized to support a scalable and collective inference of uncertainty of a large 
set of decision variables in network data. This is a significant result of our research activities in (1.b). 



(3.c) SL based methods can be optimized to support a robust inference of uncertainty against adversarial attacks. 
This is a significant result of our research activities in (1.d). 



(3.d) DL based methods are more effective but less efficient than SL based methods for prediction of uncertainty in 
complex network data. This is a significant result of our research activities in (1.c). 



(3.e) DL models to be actively trained with much less labeled data for prediction of uncertainty derived from 
different root causes. This is a significant result of our research activities in (1.e). 





(4) The key outcomes developed include:



(4.a)  Novel definitions of fundamental uncertainty characteristics of a given opinion depend on its ‘singularity’, 
‘vagueness’, ‘vacuity’, ‘dissonance’, ‘consonance’ and ‘monosonance’ in the formalism of SL



(4.b) Scalable SL-based methods for prediction of binary subjective opinions in network data. 



(4.c) Scalable SL-based methods that are robust against adversarial attacks in network data. 



(4.d) Effective DL-based methods for prediction of both binary and multinomial subjective opinions in network data. 



(4.e) A DL-based active learning method for prediction of multinomial subjective opinions in network data with a 
small set of labeled data.
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Training Opportunities:  In the past two years, we hired a total of three graduate assistants to work on the project 
and three other graduate students also participated in the project. These six students gained rich training in the 
design and development of new machine learning and deep learning techniques for uncertain management to 
support dynamic decision making, scholarly writing, and team coordination. We held weekly project meetings to 
review existing methods in the current literature, discuss the design of new techniques, plan and review research 
activities, and analyze the data, with the PI as an active participant who provides timely mentoring and feedback. 
Meeting notes, design documents, and research resources are shared online through Dropbox.

Results Dissemination:  We have presented our research work to the general audience in the following 
conferences: BigData 2017, MILCOM 2018, BigData 2018, BigData 2019, Fusion 2018, Fusion 2019, ICDM 2018, 
and AAAI Symposium Series 2019. In addition, by giving seminar talks, we have disseminated our project to 
students, researchers, and teachers in six universities, including Michigan State University, University of Florida, 
Boston University, University of Delaware, the University of Texas at Dallas, and Missouri University of Science and 
Technology.

Honors and Awards:  Nothing to Report
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