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1 Key Metrics

1.1 Initial Goals of the Research Effort

The skin panels on concept hypersonic vehicles are subjected to intense pressures and thermal loads
and as a result their structural dynamic response can not be modeled as linear. Similar problems
exist in low-observable aircraft as engines are buried within the vehicle causing engine exhaust to
impinge on structural panels. As the USAF begins to deploy an Airframe Digital Twin (ADT) to
track the life and maintenance of each vehicle, one can expect each vehicle to vary somewhat from
its nominal blueprint and its dynamics will evolve as the vehicle ages or is modified. As a result,
tests will be needed to tune each ADT to represent the vehicle of interest. This work explored a
new model updating framework based on nonlinear normal modes that can used to understand and
validate the computational models, and to update the model to assure that it accurately represents
the nonlinear structure of interest. New testing and measurement reduction methods were proposed
and evaluated that can help to enable designers to characterize the nonlinear dynamic response of
a vehicle or subassembly over a wide range of operating conditions. A model updating strategy was
proposed and tested on various simplified structures, to evaluate its ability to help engineers to tune
the model such that its nonlinear modes match those measured in operation over the desired range
of frequency and energy. This has advanced the state of the art and pointed to the next steps that
must be taken to ensure that the USAF has the capabilities that are needed to develop hypersonic
vehicles in the future. In the long term this research is expected to lead to new insights to guide
the design of nonlinear structures, so that a fleet of light weight vehicles with revolutionary life can
be created.

Some of the key metrics of the work encompassed by this report are summarized in this section.
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9. Wesley Scott, MS Student, graduated Dec. 2017, currently employed at ATA-Engineering,
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10. Daniel Piombino, MS Student, graduated May 2018.
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2 Introduction

2.1 Motivation

In the future it is expected that many advanced spacecraft and aircraft will have a digital twin, or a
model that is used to predict life, that is updated as the vehicle ages [6,7]. A key component of this
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framework is a structural surrogate model that can accurately and efficiently compute the dynamic
response of the vehicle. To ensure accuracy and confidence in the numerical model’s predictions,
model correlation, updating, and validation are required. Methods already exist for creating and
updating linear structural models, but advanced vehicles may contain nonlinear vibration absorbers,
joints or thin panels that exhibit nonlinearity. New strategies are needed both to correlate the digital
twin to tests on the prototype structure and to update it as the structure ages.

The focus of this work is on structures with geometric nonlinearities, in particular that of large
deformations where the material response remains elastic. The thin structural panels on aerospace
vehicles [8,9] are known to exhibit this response. The external panels of high performance aerospace
vehicles are excited by large acoustic pressure fluctuations during flight [10,11]. These large dynamic
pressure loads, along with extreme thermal expansion conditions result in large amplitude vibration,
sometimes about multiple equilibrium known as snap-through buckling [12,13]. Another nonlinear
phenomena present is panel-flutter in which the system loses stability and enters a limit cycle
oscillation [14].

The finite element (FE) method is one analysis technique that is commonly used to simulate
the dynamic response of geometrically nonlinear systems. For the particular structures of interest,
thin structural panel undergoing large deformation, it has been demonstrated to be accurate in the
environments of interest [15]. While the method is accurate, robust, and is widely used, it does
pose a challenge as being a viable tool for simulating the structural response of a digital twin. In
particular, the computational cost associated with integrating the nonlinear response of large FE
models for the time durations needed is infeasible even with today’s computing resources [16].

A feasible alternative for a digital twin structural surrogate is to use a nonlinear modal model,
or commonly referred to as a nonlinear reduced order model (ROM). ROMs can be defined as a
projection of the physical degree-of-freedom (DOF) down to a smaller subset of DOF, typically
through a Galerkin projection. In the case of a nonlinear modal model, the reduced domain DOF
are comprised of a subset of the underlying linear normal modes (LNM)s of the system. Typically
the number of modes is much less than physical DOF resulting in a more efficient model. The
nonlinear modal model is a viable digital twin surrogate because it is able to predict the response
of structures accurately [1,5] with computational costs orders of magnitude less than a nonlinear
FE model.

ROMs can be built in a variety of different ways. There are intrusive methods that require access
to FE shape functions [17-20], i.e. the source code is typically not available to users for commercial
codes, to create the nonlinear stiffness terms in the modal domain. Alternatively, there are non-
intrusive methods that only require outputs returned by a standard nonlinear FE code [5,15,21].
Lastly, there are system identification techniques that attempt to make a ROM from experimental
data [16].

Regardless of which numerical approach is being used, i.e. a FE model or a ROM, neither
numerical model is likely to represent the real structure exactly. Modeling approximations of
the FE model such as boundary conditions, imperfections, and pre-stress due to assembly may
introduce inaccuracies. Boundary conditions have shown to have a significant effect on the response
of geometrically nonlinear structures [22]. Depending on how the thin panels are assembled,
imperfections and pre-stress may occur potentially altering the effective inplane stiffness of the
structure, which is known to have a strong influence on the response of the panels. These modeling
errors can manifest themselves in the response predictions thus affecting the life predictions of the
FE model. Any modeling errors in the FE model will also manifest themselves in the ROM as well.

To ensure accurate life estimations, the model must be correlated, updated and validated with
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respect to field data at various stages. The first stage would be considered the pre-flight design
evaluation stage where an initial model would be validated to ensure that the model’s life predictions
are accurate. The second stage would be the service stage where flight data is acquired, processed,
and used for correlation in addition to more traditional post-flight testing. This data is necessary
to ensure that any possible structural changes are incorporated into the models for future life
estimations. Procedures like this have been done for linear systems [23,24] but the inclusion of
multi-physics and geometric nonlinearity introduce additional complications.

A difficulty of geometrically nonlinear structures, and nonlinear systems in general, is the
amplitude dependence of the response. In contrast to linear systems, the numerical model must be
valid not only for a variety of different loading scenarios but also over a wide range of amplitudes. In
the context of model updating, this requires acquiring test data at multiple amplitudes, simulating
the response at each of these amplitudes, and ensuring consistent response between them. This
procedure can be a cumbersome approach to nonlinear model updating.

Linear structural dynamic model validation techniques [25-27] are commonly used in the aerospace
industry. The most popular updating approaches use the linear modal data of the system, i.e. the
natural frequencies and mode shapes, as a comparison metric to tune the parameters of a numerical
model. This procedure is prominently used because the modal properties dictate the response of
the linear system. Furthermore, they are a load independent metric that limits the amount of data
needed during updating. However, as the response amplitude increases the fundamental frequencies
can be amplitude dependent and nonlinear modal coupling may occur limiting the applicability of
test, analysis, and updating procedures based on linear modal analysis.

This work proposes to use nonlinear modal analysis as a medium to correlate, update and validate
both geometrically nonlinear FE models and ROMs. Particular emphasis is placed on nonlinear
normal modes (NNMs), which are an extension of linear normal modes to nonlinear systems [28].
Nonlinear normal modes represent how the resonant frequencies and mode shapes change as a
function of amplitude. Due to NNM’s strong theoretical background as the backbones of nonlinear
systems [29], their ability to be computed efficiently for both ROMs [30] and FE modes [31] and
the ability to be determined experimentally [32-34] they make a strong medium with which to
update nonlinear systems. In particular, this work utilizes the Multi-Harmonic Balance (MHB) as
the numerical approach to compute NNMs and identify the design sensitivities of the parameters
in the model updating routines greatly accelerating the model updating procedure. A brief outline
of previous work on the subject, what this report adds to the field is shown in Figure 1.

The primary contribution of this work is the development of a model correlation and updating
procedure applied to both FE models and ROMs based upon NNMs computed using the MHB
method. The two nonlinear systems, nonlinear FE models and nonlinear ROMs, are presented in
Section 2.2. Nonlinear modal analysis applied to the nonlinear systems, nonlinear normal modes and
the MHB method is discussed in Section 2.3. A literature review is presented of existing methods
in nonlinear model correlation, and updating in Section 2.4.

2.2 Nonlinear Systems

Nonlinearity has many forms in structural systems such as geometric nonlinearity [35-37], damping
in joints [38,39], contact nonlinearity [40,41], and material nonlinearity [42-44]. This work focuses on
geometrically nonlinear systems, in particular large deformation geometric nonlinearity that arises
in thin-structural components where the material response remains linear elastic. These structural
systems are commonly found in aerospace structures such as the skin panels on aircraft [8,9].

)
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Fig. 1: Overview of model updating procedure with previous work and work this report
contributes to the field.

The external excitation in hypersonic flow has a random broadband component [1] and long time
durations are required to accurately capture the response statistics so one can predict the life of the
structure. Furthermore, thermal expansion may occur in different magnitudes along the vehicle’s
trajectory making this a path-dependent problem [45].

The finite element method is one of the most commonly used structural simulation tools and
can be applied to model the problems at hand accurately. The finite element equation of motion
for a linear elastic system with geometric nonlinearity can be expressed as

Mx + Cx + Kx + fi1(x) = fo..(t) (1)

where nonlinearity of these systems is captured by the nonlinear internal force f;;(x) function which
is dependent on the deformation of the structure.

Although the FE method is a versatile, robust and widely used tool, its disadvantage for the
structures of interest is the computational cost associated with integrating the dynamics response
of large FE models required to represent the aerospace structures accurately. The primary two
variants of time integration; explicit and implicit both have drawbacks for large systems that must
be integrated for a long duration. Implicit integration and its many forms, see [46], are desirable for

6
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linear structural dynamics applications because they can take large time steps. Yet for geometrically
nonlinear analysis they have the drawback that at each iteration of each time step the stiffness
matrix must be reassembled and re-factored [46]. Explicit time integration, on the other hand can
compute each step efficiently because it does not require assembly or factorization of the global
stiffness matrix [46]. The limiting factor for explicit integration is that the scheme must adhere to
a conditionally stable time step that is generally orders of magnitude smaller than an implicit step.

An efficient alternative to the integration of the FE model is to use a reduced order model
(ROM) to compute the nonlinear dynamic response [1] in a subspace of the original feature space.
The reduction procedure uses a Galerkin approach to project the physical response onto a subset
of basis vectors. Typically the number of basis vectors is much less than the physical degrees of
freedom of the FE model resulting in enormous computational savings. A variety of potential basis
vectors may be chosen but in the cases of interest the underlying linear normal modes of the system
are used in the basis resulting in a geometrically nonlinear modal model.

The earliest complete work on the subject and development of ROMs dates back to 1977 with
work of Nash [17]. This analysis approach has gained a significant amount of attention over the
past few decades with numerous review papers [5,47] and different approaches to the ROM creation
procedure. The response of a linear elastic finite element, when using quadratic-strain displacement
relations [35], contains a nonlinear restoring force that is quadratic and cubic. The linear properties
of the modal model are similar to that of a conventional modal model which are a function of which
modes are used in the coordinate transformation. An example of a two-mode ROM is

1 0] ( a 2Gw; 0 G wi 0 i
o e e R LT S )

3
2 4
1 1 1 q 1 1 1 1
Aéﬁ% Aé’% A%’% e b+ Bi’zli’l B@# Bi’%g B%’%’2 e —{ ¢§f(t)} (2)
A1,1 A1,2 A2,2 q Byiiy Biia Bizs Baap Q1C3]2 ¢ £(t)
42

where the nonlinearities of the model are contained within the coefficients A and B that are the
quadratic and cubic polynomial nonlinear stiffness terms of the ROM. These terms are dependent
on properties that affect the geometrically nonlinear response of the FE model.

There are two main classes of reduced order modeling for geometrically nonlinear structures;
intrusive methods that require the inner workings of the FE code, and non-intrusive methods that
utilize the standard nonlinear solution capabilities of the FE software. This work will focus on
non-intrusive methods, however for an introduction to intrusive methods the reader is referred
to [18].

There are two common non-intrusive approaches to ROM building. The first being the enforced
displacement (ED) procedure originally developed by Muravyov and Rizzi [48]. This method has
been enhanced by Mignolet [5] for complex structures. The other method, which relies on an
applied loads procedure termed Implicit Condensation (IC), was developed by McEwan [49]. Tt
was later enhanced to include accurate predictions of membrane stress in a method termed Implicit
Condensation and Expansion (ICE) [50]. The former is a non-intrusive approach where algebraic
operations lead to the determination of ROM parameters whereas the latter is an estimation routine
which requires regression analysis.

All of these modeling approaches have been shown to create accurate low order models that
can compute the nonlinear dynamic response of structures at a significantly lower cost than the

7
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conventional FE method [5,47]. They have been demonstrated to be accurate for random response,
transient response, and steady state.

A computational comparison of the cost to integrate a typical nonlinear system can be given by
considering the system in Section 4.5.3. The FE model contains 8734 elements with a total of 53,748
DOF. This FE model is a relatively small in comparison to what would be used for the analysis of
an aircraft panel. The integration of the nonlinear system using the implicit and explicit schemes
on the full FE model, and using implicit scheme on a few reduced order models is presented in
Table 1. ROMs are able to integrate the response of the system orders of magnitude faster than
the FE method. Using an implicit scheme with a large numerical damping value, «, results in the
fastest FE computation but is not advisable since the numerical damping can tend to damp out high
frequency vibrations excited through bending-stretching coupling of the nonlinear structures. It is
important to note that there is a computational cost to generate ROMs, this is normally negligible
for ROMs with 5 or less modes but for larger ROMs, such as the 25 mode ROM mentioned below,
it may take a few hours to create. In those situations it still may be advantageous to create a ROM
if one needs to find the response to several loadings.

Tab. 1: Computational time (minutes) to integrate the nonlinear system described in Section
4.5.3 for a 10 second simulation under random broadband loading with amplitude such that
nonlinear response is on order of 2x the structure’s thickness. Computations were performed on a

Intel(R) Core(TM) i7-7700K CPU @ 4.20GHz.

FE Model Abaqus ®) ROM

Implicit Explicit | 1 Mode | 3 Mode | 5 Mode | 10 Mode | 25 Mode
a=-0.1|a=-0.01

428 783 283 0.05 0.1 0.25 0.5 2.5

2.3 Nonlinear Modal Analysis

Nonlinear modal analysis is aimed at identifying, computing, and understanding the nonlinear
periodic response of structures. This work will divide the field into two main categories, the
undamped-unforced response and damped-forced response, where the former is related to the
concept of a Nonlinear Normal Mode (NNM) which is extensively used in this work.

In the context of structural dynamics, the term nonlinear normal mode was introduced by
Rosenberg in 1960 [28] to be defined as the periodic motion of a conservative nonlinear system
with symmetric potential function such that each point passes through the equilibrium at the same
instant in time, i.e. synchronous vibration. Decades later this definition was relaxed by Vakakis,
Kerschen, and others [29,51] to the case in which the response of an undamped and unforced
nonlinear normal mode may be considered as a not necessarily synchronous periodic response. This
is the definition that will be used in this work. Alternatively, Shaw and Pierre [52,53] defined the
NNM as a two-dimensional invariant manifold in phase space which are tangent to the linear normal
modes (LNM)s, which are a plane in phase space, at the equilibrium point. This definition provides
an extension of NNMs to non-conservative systems, i.e. damped systems.

An illustrative example of a nonlinear normal mode’s importance for a geometrically nonlinear
system is demonstrated below. Consider the curved beam shown in Figure 2 with a base excitation
and velocity recorded at the center. The structure is excited using a swept-sine base excitation from
120 to 170 Hz at various amplitudes.
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Fig. 2: 3D-printed curved beam with base excitation shown and response .

The response of the structure due to the excitation is presented in Figure 3 where the underlying
nonlinear normal mode of a curved beam is overlayed on response. As the amplitude of the swept-
sine excitation increases the maximum response amplitude occurs at a different frequency. For
a linear system, this would not be the case, the maximum amplitude would remain at a constant
frequency, i.e. the linear normal mode frequency. Furthermore, notice that the maximum amplitude
of the swept-sine response occurs at the frequency where the NNM intersects the response. In
other words, the NNM could be used to predict the frequency of the peak response. This example
demonstrates that the nonlinear normal mode, defined based upon an unforced-undamped nonlinear
system, is the backbone of the damped-forced nonlinear system. Hence, it is an excellent metric to
use for model updating.

5 T T T T T T T T

—Fin =500 mV
—F, = 400 mVv
Fn = 300 mV
—F. =200 mV|
in
—F. =100 mV
in
—F = 25mV| o
in
-6-NNM

Velocity (m/s)

-4
120 125 130 135 140 145 150 155 160 165
Frequency (Hz)

Fig. 3: Velocity response at center of curved beam due to swept sine base excitation. The

underlying nonlinear normal mode is overlayed on the swept sine response.

9
DISTRIBUTION A: Distribution approved for public release.



In addition to the amplitude dependent resonance seen above, nonlinear dynamic systems can
have a wide variety of phenomena occur such as internal resonances, bifurcations and super/sub
harmonic resonances [54,55]. Interestingly, Figure 3 shows a beautiful demonstration of a typical
bifurcation in geometrically nonlinear systems. The bifurcation points are designated by the squares
in Figure (3) and occur for forcing amplitudes of 300, 400, and 500 mV where the velocity suddenly
drops after reaching a maximum amplitude. This bifurcation occurs because of multiple solutions
to the force-damped nonlinear system.

The other phenomena that are of importance for geometrically nonlinear systems are internal
resonances, which have a significant impact on the cost of computing NNMs. Internal resonances
are nonlinear modal interactions that occur when integer multiples of the NNMs sum to zero.
Internal resonances are demonstrated in Figure 4 which is from [56] where the Multi-Harmonic
Balance (MHB) method was used to filter internal resonances. This numerical approach will be
discussed in detail in Section 4, but it relies on approximating the periodic response using a subset
of Fourier coefficients thus being able to filter out higher harmonics of the system. As a result it is
a computationally efficient approach to computing NNMs for both ROMs and FE models.

140 ; 140
—e—Shotting Method —e—Shooting Method
— — —HBN, =1
T 120 N1}
) &
c c
2 100 S 100f
o o
o 3
[T L
80 80
10 10 104 10° 1072 10 10 1074 10 1072
140 ; 140 .
—e—Shooting Method ——Shooting Method
= o HBN, =3 = —+~HBN, =5
T 120 H N1} H
) oy
c c
g 100} S 100}
o o
3 3
iy L 121
80 80 o = :
107 10°® 107 107 1072 10 10°® 10 107 1072
Energy (N-m) Energy (N-m)

Fig. 4: Nonlinear normal mode of a flat steel beam with fixed boundary conditions. The NNMs
are computed using a shooting algorithm and the harmonic balance method with different
numbers of harmonics, ny included.

2.4 Nonlinear Model Updating

The model correlation and updating is concerned with the scenario in which the response of the
model does not match that of the realistic structure. This process is necessary to ensure that the
model is accurate and its predictions can be utilized for simulations when tests are not feasible, such
as vehicle life predictions. Slight deviations in the curvature of a structure such as imperfection,
pre-stress affecting the stiffness of the structure or non-ideal boundary conditions may cause a
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discrepancy between a model’s prediction and the structure’s actual response.

An illustrative example of the free parameters present in a finite element model is presented in
Figure 5 from [57] where the boundary conditions and imperfection of the model are demonstrated.
The physical parameters of the structure are explicitly applied to the FE model, which then produces
the FE equations of motion shown in Eq (3).

Fig. 5: Schematic of a 2D model with input parameters of a finite element model including
imperfection/curvature, and boundary stiffness terms.

M(p)x + C(p)x + K(p)x + £(p),,(x) = fear(?) (3)

In this example the uncertain model parameters are the stiffnesses of the boundary springs
and the curvature of the beam. These parameters are uncertain, or may not even be present in the
model, for example if the beam was approximated as fixed-fixed rather than modeling the boundary
as a spring. Any variability within the FE model will also propagate into the ROM regardless of the
approach used to generate it. A 2-DOF ROM created from the finite element model represented in
Eq (3) has the following dependency on the free parameters.

o R P sl B I o [

Ai(p) Aia(p) Asa(e) ) DL
AP(p) A%(P) A5m) || g2
¢
Bgf,l(p) A&Zig(p) Ag%,2<p> A3 5(p) aiay | _ { ¢§<p>f<t>} n
Bi1.i(p) ADL(P) Aa(p) Asha(p) || 04 92 (P)E(1)

The first three matrices contain the linear properties of the system identified from linear modal
analysis and as such can be updated with linear updating techniques. The last two matrices,
containing the A and B terms, represent the nonlinear terms of the ROM which are also dependent
on the parameterization of the FE model.

Linear modal analysis is commonly used within the aerospace industry to correlate a numerical
model with experimental data. There are review papers [26] and books [25,27] describing the
multitude of different approaches to model correlation, updating and validation. Within the field
of structural dynamics, i.e. relatively low frequency dynamics, the most common correlation and
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updating procedure is to use the linear modal properties of the system, the linear frequencies and
mode shapes. Nearly every commercial FE software is capable of extracting linear modal properties,
experimental identification of modal properties are well established and there is even automated
model updating software available.

A natural extension of model updating using linear modal techniques is to use nonlinear normal
modes as a model updating metric. There is a strong foundational theory and relation to linear
normal modes. Nonlinear normal modes are load independent, thus reduce the number of scenarios
which must be tested and simulated. They can be computed efficiently for both FE models [31, 58]
and ROMs [56]. Non-destructive test procedures have been developed to extract them from physical
structures [32-34].

There has been a recent surge in the field of nonlinear model updating due to increased interest
in nonlinear designs, especially in the context of FE model updating. The first one to introduce the
concept of using nonlinear normal modes in model updating was Peeters et al. [59] who used least
squares regression to minimize the residual difference between FE predictions and experimental
data. Following that Hill et al. [60] implemented a probabilistic Bayesian approach to identify
the parameters of the model based on analytical backbone curves computed using a second-order
normal forms technique. This approach is limited to weakly nonlinear systems and the analytical
approach introduces additional errors. In subsequent work Wang [61] used an analytical backbone
curve formulated using the normal forms method to update nonlinear elements of a FE model. That
approach lacked the ability to model structures with strong nonlinearities.

In a very recent work, Song [62] updated FE models based on NNMs using both a deterministic
approach and a Bayesian approach. In that work NNMs were computed using a shooting method
which requires numerical gradients of the NNM curves, adding significant computational cost
to the procedure as well as potentially following internal resonance branches if present. The
Bayesian approach utilized Markov chain Monte-Carlo simulations to generate the joint probability
distribution between the model’s NNM and measured target NNM.

In the context of ROM updating, Denis [63] tuned dimensionless nonlinear coefficients of a
ROM, found using analytic equations of motion of circular plates, to match experimentally identified
NNMs. In that work they utilized the normal forms procedure to isolate a ROM for each NNM.
When using the normal forms procedure it assumes a single-degree of freedom response and as a
result is unable to capture strong modal coupling if present along the NNM.

This work investigates two approaches to updating nonlinear models using NNMs; the first
approach considers updating the parameters of a finite element model directly to match the experimental
data whereas the second approach updates the nonlinear stiffness parameters of a ROM. Updating
parameters of the FE model directly has the advantage of being able to have a strong physical
intuition of the parameters, i.e. using springs to represent a boundary condition or the modulus of
elasticity of the component. A drawback of updating the FE model directly is the computational
cost of computing NNMs for large models which slows down the updating procedure.

Updating the coefficients of a ROM, on the other hand, has the advantage of being computationally
cheap even for ROMs with many DOF. The downside of updating ROM coefficients is the lack of
physical intuition into the parameters since they are represented as sums of quadratic and cubic
coefficients. Since the goal is to obtain an accurate nonlinear model, the flexibility of tuning the
ROM coefficients to capture the nonlinear response of a structure is appealing.

The multi-harmonic balance method is used in this work to compute NNMs of the nonlinear
systems because of its low computation cost, ability to filter internal resonances [56,64] and because
it allows one to compute the gradients of a geometrically nonlinear model analytically (i.e. rather
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than using finite differences) [30]. A graphical depiction of the model updating procedure is
presented in subplot (a) of Figure 6 along with the procedural flow diagram in subplot (b). The
theory is developed, studied on numerical cases, and finally applied to experimental examples which
are presented in Section 6.

[ Initial Nonlinear Model ]

Compute NNM <

[ Compare with truth NNM ]

¥
[ Compute design sensitivities ] Update model
‘ ]

[ Compute local gradient based optimal updates ]

Converge?

(ot ]
(a) (b)

Fig. 6: Representation of the model updating procedure: (a) graphical representation. (b)
procedural flow-diagram.

3 Geometrically Nonlinear Systems

3.1 Nonlinear Finite Element Models

The geometrically nonlinear elastic FE equations of motion for an n DOF system can be written as
Mx + Cx + Kx + f,;(x) = f(¢) (5)

where M, C, and K are the (n x n) mass, damping, and linear stiffness matrices respectively. x, X,
and X are the n x 1 displacement, velocity, and acceleration vectors. The nonlinear restoring force
f.1(x) is a function of the displacement only. The n x 1 external force vector f(¢) can be random in
both space and time. The nonlinear internal force vector can be written as

fru(x) = [Ki(x) + Ka(x, x)] x (6)

where K is the quadratic nonlinear stiffness matrix (linear function of displacements) and Ky is
the cubic nonlinear stiffness matrix (quadratic function of displacements).

3.2 Nonlinear Reduced Order Models

The first step in reducing the system in Eq (5) is to identify the set of basis vectors used to span
the ROM. Neglecting the damping, external force, and the nonlinear restoring force from Eq (5),
the underlying linear modes shapes are found by solving eigenvalue problem in Eq (7)

(K — w?M)gp, =0 (7)

13
DISTRIBUTION A: Distribution approved for public release.



where ¢, is the r'* linear mode shape and w, is the linear natural frequency associated with the
r*" mode. A coordinate transformation is used to express the physical displacement in terms of a
subset of m linear modal coordinates as

x(t) = ¢,,q(t) (8)

where ¢, is the n x m mass normalized mode matrix composed of the m mode shape vectors
in the reduced basis set and q is the m x 1 vector of time dependent modal displacements. The
modes included within the reduced basis set should be only those that contribute significantly to the
response of the system. Substituting the coordinate transformation from Eq (8) back into Eq (5)
and pre-multiplying by ¢ where ()T is the transpose operator, the r** nonlinear modal equation
becomes )

4y +CT'q'T‘ + W? + 67"((]1; qz2, - qm) = w?f(X, t) (9>

The nonlinear restoring force, 6,, is a function of the modal displacements as follows:

0,(q) = @} fu(e,,9) (10)

In [1] it was shown that the nonlinear restoring force for a linear elastic system with only geometric
nonlinearities can be accurately approximated with quadratic and cubic terms as

0:(q1, G2, --Gm) = ZZAT(i7j)Qi7qj + ZZZBr(i,ja k)i, 5, ax (11)
i=1 j=i i=1 j=i k=j

where A, and B, are the quadratic and cubic nonlinear stiffness terms respectively. Additionally,
the terms o;; and (;;, at times are used to reference the nonlinear quadratic and cubic coefficients
denoted A(i,j) and B(i, ], k) respectively throughout this work. There are a few approaches to
estimating the nonlinear coefficients of a ROM but in this work the focus is on the applied loads
procedure termed Implicit Condensation as will be discussed in the following sections.

3.2.1 Generating Static Force - Displacement Data

When using the IC procedure estimating the nonlinear stiffness terms requires applying a series
of static forces in the shapes of the modes to the full FE model. Each static load case consists of
combinations of the m underlying linear mode shapes up to order three. For example, a multi-mode
force is the combination of the individual eigenvectors with associated scale factor, fr, represented
as

F.=M(fip, + fros + - fnprn) (12)

The scale factor for each mode can be computed by prescribing a desired displacement of a certain
DOF of the model with the following equation

A w? oz,

fr_ -

- e 13
PP P (13)

where w, is the frequency of the mode of interest, . is the desired displacement magnitude of
the DOF of interest, and ¢, . is the entry of the DOF of interest in the mode shape considered.
From [1,65] it was found that displacements on the order of the thickness are sufficient to excite
the nonlinearity of the system. For flat structures a single load case would typically suffice but for
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curved structure multiple amplitudes are required typically. In this work, the load scaling values
are generated from a multivariate normal distribution with prescribed mean and standard deviation
represented as p and X. Once the load cases have been solved the displacement from the nonlinear
static solutions are then projected onto the reduced domain using the basis set as

4r = SO;FMX (14)

Since the nonlinear stiffness coefficients of the ROM are represented as polynomial terms, the
training data for the regression problem can be transformed to a linear regression problem through
a polynomial kernel method. The training matrix can be formed as

¢ qgll] Gl @] gigell] (1]
c- | 92 2ol 2 a2l a2 g2 (15)
G[IN] @[N] -+ @[N] @IN] @[N] - ¢,[N]

where [-] represents the sample number from one of the nonlinear static load cases within the total
number of cases N. If multiple load levels are used in the training then the the total number of
cases which consist of several sub-cases of data of size N which would define enough load cases to
create a single ROM as described in [1]. The nonlinear portion of the modal internal force, for each
modal equation, is computed by removing the linear contribution to the internal force as

b[1] — WEQr[l]
| 2 sl o
br[N] - WEQr[N]

The regression problem to identify the parameters for the 7" mode can then be written in the
following form

GO, = b, (17)

where O, is the vector containing the unknown nonlinear stiffness coefficients A, and B,. Note
that the same modal displacement matrix is used for each regression problem to identify the
parameters for a given mode. For a given system the number of nonlinear coefficients, Ng, is
a function of the number of modes m in the reduced linear basis set given by

Ne =m (m tm Cy +m? 4+, Cg) (18)

where ,,C = W_L,;),k, [1]. Clearly, the number of nonlinear terms that must be found scales as

O(m?). For large basis sets the number of terms becomes extremely large with many possibly
unimportant terms. In the context of model updating for ROMs this poses a complication because
it results in a large number of terms to include in the updating procedure potentially adding
significant computational time to the procedure.

3.2.2 Least Squares Estimator

Least squares regression is the approach used in most recent works (e.g. [1,65]) to estimate the
nonlinear stiffness coefficients. The least squares approach is proven, straight forward, and readily
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available in most scientific computing packages. For a set of observations, least squares finds the
solution that minimizes the mean squared error on the Ly norm as

min [|GO, —b[; (19)

The nonlinear stiffness terms from the least squares regression problem can be found via a closed
form expression known as the normal equations as

0, = (G'G)'G'b, (20)

or if the system size is large, this can be solved iteratively using a gradient descent approach or one
of its many variants [66].

3.2.3 Least Absolute Shrinkage and Selection Operator (LASSO)

Even though ROMs significantly reduce the number of DOF in a given system, the number of
parameters of the ROM can still be exceptionally large. Another drawback of computing ROMs
using least squares regression is that there is no metric for determining which nonlinear stiffness
terms contribute most to the dynamic response. This section of work explored the use of least
absolute shrinkage and selection operator (LASSO) to identify sparse sets of of ROM nonlinear
stiffness coefficients during regression to reduce the number of parameters in the ROM.

In essence the goal is to find a set of model coefficients, ©, that minimizes the squared error and
also that minimizes the number of terms in ®, or its Ly norm, as mentioned earlier. These are two
competing objectives, so one would have to determine a weighting between them that produces the
best results - i.e. the smallest model that has acceptable accuracy. In practice, it proves difficult to
use the Ly norm, however, an algorithm from the machine learning community known as LASSO
is able to solve a similar problem.

For a set of observations, LASSO determines the solution that minimizes the mean squared error
on the [y norm as well as well as the [; norm of the coefficient vector. LASSO adds a penalty term
to the least squares optimization function that is proportional to the /; norm, where a penalty of
zero is simply least squares regression. LASSO, then minimizes the following optimization function

min[|GO, — b,[} + A6, (21)

where )\ is a regularization term associated with the LASSO procedure. The solutions become
more sparse as this parameter is increased. There is no closed form solution of Eq (21) but it
is still a convex optimization problem and can be solved iteratively using a coordinate descent
algorithm [67], or the method of alternating direction method of multipliers [68]. In this work the
Matlab ®function lasso is utilized which uses the coordinate descent algorithm.

3.2.4 Repeated k-Fold Cross-Validation and Hyper-parameter Selection

Cross-validation is used in this work to provide an up-front identification of the accuracy of a ROM
and to identify the optimal regularization term, A. In this work we are using k-fold cross validation,
although other forms are available such as exhaustive-, leave-p-out-, and leave-one-cross validation
among many more [69]. k-Fold cross validation is a simple form of cross validation in which the
set of available data is split into two portions; the training set and the validation set, with the
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number k referring to the number of groups the data is split into to. A graphical representation is
demonstrated in Figure 7 The procedure is enhanced by including additional Monte Carlo repetitions
for the cross validation. The Monte-Carlo repetitions, if desired, reshuffle the data randomly over
the repetitions and the final result can be averaged over each run. This is not required of the
procedure but is used in this work to ensure shuffling of the data.

Validation

Data ) Training

Data

emion. — [0 000000000000000
ertion2 — 00 0000000000000 0
terations — 000000000 0000000

terationk=4 — @ @@ @O 000 000G CO0OO

Fig. 7: Graphical depiction of k-Fold cross validation with 4 folds.

The error function used is
Er(N) =Y (bri — Gi6,3(N))’ (22)
ick

where the matrix G; consists of a subset of the polynomial coefficient matrix from Eq (15) and
the vector b,; consists of the a subset of the nonlinear modal forces corresponding to the validation
set as defined by the k-fold cross validation procedure. The polynomial coefficients ©,.;()\), are the
polynomial coefficients subset of the coefficients estimated using the training set as defined by the
k-fold cross-validation. The total error during cross-validation is found as

V) = 2 > E(Y (23
k=1

Once the scores are retained from the cross-validation stage, one is able to select the hyper-
parameter, the lasso regularization parameter A in this work, that provides the most accurate
model. In the context of this work, the most accurate model is represented by the model which has
the lowest MSE during cross validation.

3.2.5 Discussion on Computational Cost

One disadvantage of such an approach is that it tends to require a larger number of nonlinear static
load cases for a given ROM size. However, this cost is offline and completely parallelizable, each
static load case can be computed independently of the others.

Another advantage of LASSO is its ability to help a model generalize when the number of
observations is actually smaller than the number of prediction variables [70]. The reasoning behind
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such is that by providing the regularization term it prevents the regression from over-fitting to the
provided data. This may be the case when it is too expensive to generate large amounts of data for
large FE models or when a ROM with a large basis set is required. In this scenario LASSO may
provide a model that generalizes better and is more accurate over a range of loading. This case is
not considered in this work but might be interesting to address in future works.

3.3 Application to Flat Clamped-Clamped Beam

The first numerical study is a flat clamped-clamped beam in which geometric nonlinearity is
accounted for. This beam has been used in numerous previous studies [1,71] for evaluating ROM
building procedures. The beam has a length, of 228.6mm (9 in), a width of 12.7 mm (0.5 in), a
thickness of 0.7874 mm (0.031 in), a modulus of elasticity of £ = 2.0684 x 10° N/mm? (2.97 x 107
Ib/in?), a density of p = 7.8 x 107% kg/mm? (7.36 x 10~* [b- s*/in*), and Poisson’s ratio v = (0.29.
The beam was modeled with 40 2-node beam elements and restrained to in-plane motion resulting
in a total of 117 DOF. In this case a 2-DOF ROM is considered consisting of the modes 1 and 3 of
the flat beam. The ROM contains 7 nonlinear stiffness terms per modal DOF, 3 quadratic and 4
cubic, resulting in 14 total terms.

Fig. 8: Linear normal modes of the flat beam. Modes 1 and 3 are ued within the base set.

3.3.1 ROM Training and Nonlinear Stiffness Terms

The training data for the flat beam ROM consisted of 10 separate sets of load case data, each of
which was complete in that it contained all of the typical permutations of the modal loadings [1]
and thus could have been used to obtain a single ROM with the conventional approach. The load
scaling values for the forces used to excite the model were created from a normal distribution with
a mean of y = 0.5 x thk and o = 0.05 x thk where thk is the thickness of the beam (0.031 in). The
cross-validation training results for the ROMs are presented in Figure 9. The MSE is plotted as a
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function of the regularization parameter. In both cases it was found that the optimal penalty term
and corresponding number of terms, per modal DOF, was found to be 4 corresponding to the cubic
terms of the model. The actual decrease in MSE relative to the LS solution is less than 1% in both
cases. The nonlinear stiffness coefficients of the 2-DOF ROM identified via LASSO are presented
in Figure 10. In each plot the nonlinear stiffness coefficients are normalized to the values identified
using least squares regression. For the first modal equation, the terms that are removed first are
the the quadratic ones. Following that, the ;12 is removed but shortly after comes back into the
solution as (291 is removed. Then at a value of A = 3.28 the only term to remain is the 31
term. The sparse predictor models created via LASSO for the first modal equation correspond well
with what is known about the beam. The first being that quadratic terms are negligible and that
the most important term is the B; ;; parameter. For the second modal equation the same trend is
found with regards to the quadratic terms being removed early on and again the last term remain
within the predictor model, is the cubic value associated with the second modal terms (32 2.
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Fig. 9: Mean squared error (MSE) and standard error (SE) of 1,3 Mode ROM when using k-Fold
cross validation for each A value. The two subplots on the right are zoomed in portions of the the
plots on the left and center.

3.3.2 Dynamic Accuracy Evaluation

To evaluate the accuracy of the ROMs created using LASSO the models were compared with the
least squares model. The metric used to compare the numerical models are NNMs which were
introduced in Section 2.3 and will be discussed in more detail in Section 4. The NNMs serve as a
strong metric to define nonlinear dynamical systems [29,71]. The nonlinear normal modes define
the amplitude-frequency dependence of a nonlinear system. The first two NNMs, represented as
frequency energy plots (FEPs) of the numerical models are plotted in Figure 11. The NNMs were
computed using the Multi-Harmonic Balance (MHB) method with 3 harmonics included within the
solution for the ROMs based on [56]. The plot on the left is represents the 1st NNM of the flat
beam and the plot on the right represents the 3rd NNM.
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Fig. 10: Nonlinear stiffness coefficients of the 1st and 3rd modal equations versus the LASSO
regularization parameter A. The nonlinear stiffness coefficients are normalized with respect to the
values estimated from least squares estimation.
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Fig. 11: Frequency energy plot of the 1st and 3rd NNM of the flat beam for ROMs creating using
least squares and using lasso with various penalty terms.

The ROMs made using LASSO were comparable with the NNM computed from the LS ROM.

20
DISTRIBUTION A: Distribution approved for public release.



The LASSO ROMs remained accurate compared to the LS ROM for the 1st NNM when it was
reduced down to 6 terms, a (0.43%) sparsity value. For the 2nd NNM the LASSO ROMs maintained
accuracy when reduced down to 8 nonlinear stiffness terms (0.57%) sparsity value. After less than
8 terms were retained within the ROM the NNM starts to lose accuracy. This is expected because
from Figure 9 the MSE during cross-validation increases after removing more than optimal number
of terms, 3 per modal DOF resulting in 6 total removed. This simple example has shown that
LASSO with cross-validation can identify those terms in a simple ROM that are most important,
and that it produces results that agree with our expectations based on the physics of the problem.
The next section tackles a more challenging problem.

3.4 Curved Panel

The second numerical study is on a curved panel, originally presented in [72] and also studied
in [1]. The panel is 247.65 mm (9.75 in) by 400.05 mm (15.75) in along the curved direction which
has a radius of curvature of 2540 mm (100 in). The panel has fixed boundary conditions along
all sides. The finite element of the panel is shown in Figure 12 consisting of 63 elements along
the curved direction and 24 along the flat direction. The panel is made of stainless steel with a
modulus of elasticity of £ = 204.8G Pa (28,500ksi), poisson’s ratio of v = 0.3, and a density of
p="T,870kg /m? (7.48 x 107* [b- s?/in*).

Fig. 12: Finite element model of the curved panel.

Based on insights in previous work [1] the panel requires a significant number of the symmetric
bending modes within the basis set in order to accurately capture the response of the structure to a
uniform excitation of the system. The basis set for largest reduced order model used in this work for
this structure consists of the modes (1, 2, 3, 4, 5, 8, 10), seven modes in total. The linear modes of
the structure used within the basis set are presented in Figure 13. This 7 mode ROM will be used in
the evaluation of accuracy section to follow but due to the size of the ROM (112 stiffness terms per
modal DOF resulting in 784 nonlinear stiffness terms total) it is difficult to portray the nonlinear
stiffness terms and training results as was done in the previous section. For each ROM made, the
load cases consisted of 10 observations of loading such that each case contains enough information
to generate a single ROM. The scaling factors of each of the 10 observations were again sampled
from a normal distribution with a mean of 1x the plate’s thickness and a standard deviation of 0.1x
the thickness. Before showing those results, a 4-mode ROM consisting of modes (1, 2, 3, 4) will be
used to demonstrate the training and nonlinear stiffness parameter identification.
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Fig. 13: Linear mode shapes included within the basis set for the ROM used in this study.

3.4.1 Training and Nonlinear Stiffness Identification

The cross-validation results when generating the a 4-mode ROM are presented in Figure 14 for
each mode included within the ROM. The MSE of the k-Fold cross validation is presented along
with the standard error (SE) of the MSE for each value of A. Furthermore, the optimal lambda is
presented for each case. For each case the MSE is relatively constant from low values of lambda,
corresponding to near least squares solutions, up until the optimal values for each mode. For modes
1, 3 and 4 the optimal A values were near 1. For mode 2, the primary bending mode, the optimal A
corresponded to a A = 0 or a least squares solution. For modes 1, 3 and 4 the optimal regularization
coefficient occurs right before significant error in the model is present, as too many coefficients are
removed.

Three sparsity plots are shown in Figure 15, showing the terms that would be retained and their
relative magnitudes for three cases: 1.) The Least Squares solution (all terms retained), 2.) the
optimal solution identified via cross-validation, and 3.) a solution in which terms with the smallest
magnitude are removed. The later is used to demonstrate that lasso does not simply remove
the lowest magnitude prediction variables; the magnitude selection procedure removes different
parameters from the model than the LASSO does, and furthermore, if one were to perform a
procedure in this manner, the parameters that are retained in the model would not be changed
from the initial LS estimate and may not be optimal.

The same procedure was applied to ROMs from single mode up to the 7 mode ROM with
modes (1,2,3,4,5,8,10) as described earlier, and the resulting sparsities for the optimal model and
1-standard deviation error models are presented in Figure 16. The sparsity parameter, S, is the
ratio of non-zero coefficients retained in the model to the number of total coefficients of the LS
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model. In each case the LASSO procedure identifies an optimal model, in terms of MSE during
cross-validation, that is sparse. In many of the cases the 1 — ¢ error model produces a similar
sparsity model as the optimal.

Bls - Fun -
.LA : Optimal |
|:|LA 110 Error |

p

Sparsity Factor : S

1) 1,2) 1,2,3) (1,2,3,4) (1,2,3,4,5) (1,2,3,4,5,8) (1,2,3,4,5,8,10)
Indices of Modes in Rom

Fig. 16: Bar plot depicting the sparsity factors for various orders of ROMs .

3.4.2 Dynamic Accuracy Evaluation

For this structure the dynamic accuracy was evaluated by computing NNMs of the ROM using
the multi-harmonic balance method [56], projecting the response to the physical domain via the
basis set to obtain an initial displacement, Xy, and integrating the response over one period. The
accuracy is then determined by the periodicity of the response, which takes the form

€ — ||XT—X0||) (24)
1ol

where xr is the displacement at the end of the integration over the period. Tthis metric provides
a measure of how well the NNM of the ROMs capture the true NNM of the full FE model. The
first two nonlinear normal modes of the curved panel are presented in Figure 17 in subplots (a)
and (b) respectively. For both NNMs there is little discrepancy between the curves for each of the
numerical models.

The displacements along the NNM at the points described in subplot(b) of Figure 17 for each
model are presented Figure 18. The displacement fields, although they look similar, contain slight
differences that have a strong influence on the accuracy of the NNM solution and thus the validity
of the ROM.

The periodicity results for the points designated in Figure 17 for the 2nd NNM are presented in
Table 2 for each model. Additionally the periodicity values from a model using a single set of load
cases is presented to compare with previous ROM building approaches. The LS model performs
better than the LASSO models at all three points B and C along the NNM. The LASSO model
with optimal MSE, at a sparsity value of 0.358, is slightly more inaccurate than the LS model at
points A and B. The 1 — ¢ model has considerably larger error than the other two. At point C,
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Fig. 17: Nonlinear normal modes of the curved panel computed from ROM with Modes
(1,2,3,4,5,8,10) included within the basis set. Subplot (a) NNM of first mode. Subplot(b) NNM of
the second mode. NNMs were computed using the MHB method with 5 harmonics included.

Fig. 18: Full FE model displacements at the NNM solutions designated in Figure 17 for each
model.
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Tab. 2: Periodicity values, € as defined in Eq 24, for the NNM solutions presented in subplot (b)
of Figure 17.

| Point | A | B | C |
LS : All Load Cases 0.0059 | 0.0070 | 0.0463

LS : Single Load 1xThk 0.0079 | 0.0191 NA
LA : All Load Cases - Optimal | 0.0063 | 0.0075 | 0.0513
LA : All Load Cases - 1o error | 0.0093 | 0.0108 | 0.1074

where the maximum response amplitude is 3x the thickness of the structure, all the models become
somewhat inaccurate. The NA in at point C for the LS model generated with only 1x thickness is
because the NNM did not compute up to that high of a deformation.

In this case study the number of terms in the 7-DOF ROM was able to be reduced down to only
35.8% of the original parameters with negligible loss in accuracy of the NNM prediction.

3.5 Recap

The use of LASSO is able to produce ROMs with significantly less parameters than that of the
original ROM as detailed in the numerical case studies with reductions as much as 66% without
noticeable loss of accuracy. In the context of nonlinear model updating for ROMs this can greatly
reduce the number of free variables included within the optimization routines used to update the
models. This is especially true in the case in which finite difference routines are required to compute
sensitivities as it requires many additional function evaluation which slows the model updating
procedure.

4 Nonlinear Modal Analysis

4.1 Introduction

This section discusses the identification of periodic orbits of a nonlinear system, in particular systems
with geometric nonlinearity. There are a multitude of methods available to compute periodic orbits,
including analytical perturbation techniques [73,74], shooting methods [58,75], and discretization
approaches. The two most popular approaches for structural dynamics of complex and realistic
structures are shooting methods and the harmonic balance method. Shooting methods look to
identify the periodic orbit of the nonlinear system by solving a two-point boundary value problem,
including the period of oscillation and the state variables; displacement and velocity [29,75]. The
harmonic balance method is a discretization approach in which the response is projected onto a
finite Fourier basis set resulting in a nonlinear algebraic system of equations to be solved.

Original works on this research topic used the shooting method described in [75] to compute
the periodic orbits of the structures of interest [76]. Two main disadvantages were noted (1)
the computational expense of computing the periodic orbits and (2) the occurrence of internal
resonances that halted the continuation routine. For low-order systems the computational cost
is fairly limited, but as the system size approaches even 5 or 10 DOF, the method becomes
computationally inefficient. Furthermore, since the shooting method implicitly contains all of the
harmonics of the system the continuation routine tends to deviate onto internal resonances, and
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typically manual control is required to remain on the main branch. These drawbacks makes it
difficult to include within an automated updating routine that must compute many NNMs without
manual control.

Due to the computational setbacks of the shooting method, the harmonic balance method was
sought to compute the periodic orbits of the systems. The advantage of the harmonic balance
method is that it has a significantly lower computational cost, gradients are known in a closed form
and it has the ability to filter internal resonances [64]. The drawback of the method is that the
accuracy is dependent on the number of Fourier terms retained within the basis set.

4.2 Harmonic Balance Method

The harmonic balance method is a powerful tool used across many disciplines including electrical
engineering for analyzing nonlinear circuits [77], fluid dynamics for analyzing periodic flows [78],
and structural dynamics for nonlinear vibration problems. Krylov and Bogliubov [79] were the first
to coin the term ”harmonic balance” in their book where they linearized a nonlinear system. There
are many variants on the HB method including the classical HB [80], incremental harmonic balance
method (IHB) [81-83], multi-harmonic balance (MHB), higher-dimensional multi-harmonic balance
(HDMHB) [84,85], stochastic multi-harmonic balance (STMHB) [86]. In particular this work utilizes
the multi-harmonic balance method, in which higher order harmonics are able to be included within
the solution versus the conventional harmonic balance which only retains the fundamental harmonic
terms.

4.2.1 Frequency Domain Formulation

The periodic motion of the original equation in the time domain can be solved efficiently by
representing the response as a Fourier series and solving the resulting nonlinear algebraic equation.
The derivation will be presented for physical system modeled by the FE method, the method applies
in the same manner to a ROM. The setup of the MHB method in this work will follow similarly to
that of [55]. Assuming that the response, x(t), and the combination of external and nonlinear force,
fw,t,x) = fop(w, t) — £,;(x), are periodic, they can be represented as a sum of Fourier coefficients
truncated to the N harmonic as

Al hwt hwt
_ (h) o ()
x(t) = zo + E (zs sm( ” >+zc cos( ” )) (25)

£(t) = F +NZH 0 gin (P90 g (1t 5
=F, s sin | —= |+ FPeos | — (26)

h=1
where w is the frequency of oscillation, h is the order of the harmonic, and v is the subharmonic
multiplier. Typically v is used to represent subharmonic resonance for an excited system, in this
work v was set to 1. The new state variables of the system are represented as a vector of Fourier

coefficients o

2= [ ()" ()" @) @) @) (@] 2

P [E)" (BT (B) (F2)" (BT ()" (E)] (28)
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where the subscripts ¢ and s refer to cosine and sine terms of the Fourier coefficients respectively.
The transformation from the frequency domain to the time domain shown in Eq (25) and Eq (26),
can be represented in matrix form as

x(t) = (Q(t)®1,)z (29)
f(t) = QM) ®1,)F (30)

where I, is a n x n identity matrix and Q(¢) has the form

Q) = [1 sin (%t) cos (;) . sin (NH%t) cos (NH%)] (31)

The velocity and acceleration terms in Eq (1) can be represented as
x(t) = (Q) © L) 2= (QUV @ L) (32)
%(t) = (Q(t) ® In) z=(QH)V?®1,)z (33)

where V and V2 represent the first and second gradients respectively of the frequency transformation
with respect to the current frequency, and are given as

|
<
>N
—
w
(@)
~

V= Vi (34) V2 =

V]\]H - L V?VH .

with each individual term having the form

neloy 0] o v’%:[_(g%y —<2%)2] v

Inserting the equations (29-30) and (32-33) into Eq (1) and performing the algebraic operations
described in [55] the time dependent harmonic balance equation becomes

(Q)V) eM)z+(Q)V)®C)z+ (Q(t) @ K)z = (Q(t) ® I,) F (38)
To remove the time dependency in Eq (38) a Galerkin approach is used to project the system
onto the trigonometric basis defined by Eq (31). This is done by premultiplying each term in Eq

(38) by 2 T fo t)dt and integrating over the period that results in
(V2eM)z+ (Ve C)z + Tong+1y) @ K)z =F (39)
or in a more compact form and including the dependence on the Fourier coefficients
h(z,w) =A(w)z—F(z) =0 (40)
in which the linear dynamics are contained within the term, A(w)
Aw)=V?OM+V & C+Iongi1) @K (41)

and the nonlinear term , F(z), is presented in the next section.
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4.2.2 Determination of Nonlinear Terms and Derivatives

The final harmonic balance equation presented in Eq (40) is nonlinear and so an iterative scheme
must be used to solve it; in this work the Newton-Rhapson procedure will be used, and so the
gradient with respect to the state variables, w and z is required. The gradients with respect to
frequency have a simple form by taking the derivative with respect to the linear dynamic matrix
presented in Eq (41) which is a function of V% and V, such that

OV, 0o -2 ov;, —2h*% 0
oo (1] e A e
in which the resulting gradient of the linear dynamic matrix becomes
oh  0A(w)  [(0V? oV
a—w_ B Z—(—aw ®M+a—w®c z (44)

The evaluation of the nonlinear terms and gradients have a more complex form. For low
order systems, with only a few harmonics closed form expressions for the nonlinear terms can be
obtained, but for multi-DOF systems this process becomes cumbersome. An alternative, originally
developed by [87] termed the alternating frequency/time-domain (AFT), could be used to evaluate
the nonlinearities in the frequency domain. The method relies on taking inverse FFTs and FFTs
of data to switch between the time and frequency domain to evaluate F(z) and compute the
Jacobian via finite differences. This approach comes with computational overhead and the possible
introduction of errors due to the step size used in the finite difference method.

Instead of using the AFT approach based on FFT transformations, the AFT can be formulated
as a set of linear operations in which the inverse Fourier transformation can be represented as a
matrix operator I'(w). This method was first introduced by [88] and then later implemented into
the harmonic balance formulation in [89]. The truncated inverse Fourier transformation in matrix
form can be represented as

x=I(w)z (45)
which, upon expanding, can be written as the following nN x (2Ng + 1) n sparse matrix.
[ 1 sin (2l cos “7“ 1
1 sin (¥ cos (k2
L, ® L, ® . L, ® Y
1 sin (Y cos (“’t—N
'w)= v 46
() sin (Ny< cos NH“’Tt1 (46)
sin (N HWTtQ cos (N, HthQ
L, ® : n :
_ sim (N2 cos (Niy22)

where N is the number of time samples used to discretize the periodic response. The displacement
time series vector in Eq (45) hs the following form

X = [ Xl(to)
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in which the subscript denotes the specific DOF of the system. To transform the time series data
back to the frequency domain, the direct Fourier transformation is needed. This is obtained by
computing the Moore-Penrose pseudo inverse

r-=r7(rr’)" (48)

The Fourier coefficients of the external and nonlinear force, f(¢,w,x), with dependence on t, w
and x assumed can be computed using

F(z) = D(w)*f (49)

where the force vector, has the same format as Eq (47) resulting in

f=[fi(t) - filty) f(to) - fu(ty) ] (50)

Similarly, the Fourier coefficients of the response x (¢) are

z="T(w)"x (51)

The Jacobian of the harmonic balance equation with respect to the Fourier coefficients was
found analytically in [90] as
oh OF  OF Of 0% of
hz:—:A——:—~—~—X:A—I‘+—~I‘ (52)
0z 0z  of 0x 0z ox
Now that the gradients with respect to frequency and Fourier coefficients have been formulated
they can used to minimize Eq (40). Solving the system of algebraic equations representing the
harmonic balance procedure only yields a single periodic solution of the system. To obtain a branch
of solutions the MHB is coupled with a continuation routine to be discussed in the next section.

4.3 Continuation Routine

The harmonic balance method is aimed at computing a single periodic orbit at a time. To be useful
for model correlation, multiple solutions must be computed to evaluate the system over multiple
amplitudes. In this work, numerical continuation is used to identify the branches of periodic orbits.
Numerical continuation has a well established history, first being presented by Riks [37] in which
it was used to identify unstable static equilibriums paths for structures undergoing snap-through.
Since then the method has been expanded to a wide range of other problems from bifurcation
tracking, nonlinear frequency response curves, nonlinear normal modes, and others. A large class of
numerical continuation routines consists of predictor-corrector (PC) methods. As the name implies
the first step of the procedure is to predict a new solution based upon a previously known solution.
The predictor is followed by the corrector step, which is used to drive the state variables to a
solution.

4.3.1 Predictor Step

The prediction step uses information from the last solution z;, w(;) along with the tangent information
t;, estimated from the gradients at the previous solution, to predict the next solution. The tangent
operator at the j* solution can be found by solving the linear system of equations
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The harmonic balance method is augmented with another equation, that ensures that the
prediction is tangent to the current solution point. The continuation routine uses a linear predictor

{ Z(j+1) } _ [ Z(j) } + Ast) (54)

W(i+1) ®)
where As is the step size of the prediction. The continuation routine uses an adaptive step-size
scheme based on convergence histories of the previous solution.

4.3.2 Corrector Step

The predictor step is only used to estimate where the next solution may lie. To find the state
variables that satisfy the algebraic equation, a correction scheme is needed. Nearly all corrector
steps consist of some gradient based approach; in this work the correction is performed using
Newton’s Method with Moore-Penrose corrections [91]. Newton’s method requires the gradients of
the system which have been presented in Section 4.2.2.

Now using the subscript (); to denote the 4" iteration of the correction stage, the change in
variables via Newtons method is

~1
{ 02 (;,j) } _ { h. (2., W) b (26,50 W) } {h(z(z‘,j)aw(i,j)) } (55)
(5&)(1'7]‘) V(j) 0
-1
{ Ot } _ { b (26 wi) | o (260)96) } {Rm } (56)
Otui,g) t(i,j) 0
where
R = [ h: (265, wip) o (26, wap) [he (57)
The state variables are updated as
{ Z(i+1,5) } _ [ 20 } _ [ 02 } (58)
W(it1,) W) 0. )
and the current prediction vector is updated as
Ota(is1) } { Ota(i ) } { Ota(i ) }
o = B — B . (59
{ Otu(iv1,) Otu(i) 0tu(ij) )

The correction scheme continues until the norm residual of the harmonic balance equation is
satisfied

1B (z4), wiig)) || <€ (60)
Once the nonlinear algebraic equation is solved, the final prediction vector during the correction
stage, [ taij) b }T, can be used for the next prediction step.
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4.4 Nonlinear Normal Mode Formula

The harmonic balance has been previously presented for the case in which there is damping included
within the system and potentially an external force. A nonlinear normal mode as defined earlier is
a conservative motion for the underlying undamped-unforced nonlinear system. For a geometrically
nonlinear system represented by Eq (5) this is results in the following system.

MX + KX + fnl(X) = O (61)

To use the harmonic balance method to find the periodic solutions of the Eq (61), simply set the
damping, C, and forcing, f.,;, to zero in Eq (40). The resulting linear dynamics matrix becomes

Aw) =V?*@M +Ion, 1) ® K (62)

and the nonlinear force in the frequency domain, F(z), is only a function of the nonlinear restoring
force. The continuation of a nonlinear normal mode is typically initiated from the frequency of
the underlying linear normal mode, with the initial guess for the amplitude set in the shape of the
corresponding linear mode.

4.5 Application to Nonlinear Finite Element Models
4.5.1 Flat Clamped-Clamped Beam

The multi-harmonic balance method is first demonstrated on a clamped-clamped flat beam, which
has been extensively studied [1,58]. The nonlinear normal modes of the beam have been previously
studied in [58] where the NNMs were computed using the Applied Modal Force (AMF) algorithm
which is a shooting method approach. The beam was 9 in. (22.9 c¢cm) long, 0.5 in. (1.3 cm) wide
and 0.031 in. (0.79 mm) thick. It was constructed of structural steel with a Young’s modulus of
29,700 ksi (204.8 GPa), shear modulus of 11,600 ksi (80.0 GPa) and mass density of 7.36 x 10%
Ib — s%/in* (7870kg/m3). The beam was modeled with 40 two node beam elements restricted to
in-plane motion resulting in a total of 246 DOF and 117 free DOF. For reference the first six linear
normal modes are displayed in Figure 19 where the symmetric modes of the system correspond with
the odd number modes and anti-symmetric with even mode numbers. This model is restrained to
in-plane motion only.

The 1st NNM of the beam computed using the AMF algorithm and the MHB method is
presented in Figure 20. The NNM has a purely hardening response, i.e. increase of frequency with
amplitude, that is depicted by all solutions. The MHB method with a single harmonic included
demonstrates the same trend as the AMF results but underestimates the displacement along the
curve. When including up to the 3rd harmonic within the solution the MHB and AMF solutions
are indistinguishable. The solution remains accurate when the 5th harmonic is added.

A 1:5 internal resonance branch is present along the backbone at a frequency of 87 Hz. This is
captured by the AMF algorithm because it implicitly contains all the harmonics of the system. The
MHB method is able to predict the internal resonance as well when including 5 harmonics within
the solution. The single and three harmonic solution solutions describe the backbone accurately
but do not predict the internal resonance, this is an example of the filtering property of the MHB
method.

The deformation at the points depicted in Figure 20 is plotted in subplot(a) of Figure 21,
and the modal amplitudes are shown with a bar graph in subplot(b). The modal amplitudes are
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Fig. 19: First six linear normal modes of a flat clamped-clamped beam

found by projecting the physical displacement response onto the modal coordinates using the linear
normal modes of the system. The response along the backbone is predominately in the first modal
coordinate, but as the amplitude increases there is some contribution from the 3rd mode. The
contribution of the 3rd mode is more noticeable along the internal resonance branch, denoted by
point (B). At point (D) there starts to be slight contribution from the 5th modal coordinate although
it is still orders of magnitude less than the primary mode. Neither of the anti-symmetric modes,
mode 2 and mode 4, contribute to the response.
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Fig. 20: Comparison of Applied Modal Force algorithm from [58] with the multi harmonic
balance method. Subplot (a) center node vertical displacement versus frequency. Subplot (b)
quarter span node vertical displacement versus frequency.
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Fig. 21: (a) Deformation of the beam at the points along NNM taken from Figure(20. (b) Modal
amplitudes of the system taken from Figure 20.

The response across one period of oscillation of the MHB method with 5 harmonics is shown
in Figure 22 for various points along the NNM branch depicted in Figure 20. These histories were
found by integrating the finite element model from the initial conditions found by the harmonic
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balance method at those solution points. At points (A) and (C) the response is nearly all within the
1st mode of the system. At point (B), along the 1:5 internal resonance, there is a modal interaction
with the 3rd NNM. This is noticeable in the physical response but can be identified more rigorously
in the modal domain. In the modal coordinates the internal resonance is demonstrated by the large
amplitude of mode 3 across the period with a frequency 5 times that of the fundamental harmonic.
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Fig. 22: Dynamic response over one period of oscillation at the points along NNM taken from
Figure(20. Plots on the left represent the vertical displacement of center and quarter node. Plots
on the right are the modal amplitudes along the orbit.

The computational cost of using the harmonic balance method for this system is compared with
that of the AMF algorithm in Table 3. It is important to mention that the FE computations of the
AMF algorithm were done in Abaqus, whereas the MHB computations are all performed within
Matlab. Additionally, the AMF algorithm suffers from read and write to disk overhead due to the
need to communicate between Matlab and Abaqus.

Tab. 3: Computational time (minutes) to compute nonlinear normal mode backbone branch of
the flat clamped clamped beam. Computation were done on a Intel(R) Core(TM) i7-7700K CPU

@ 4.20GHz.
MHB
120 3.67 4.2 5.8 5.45
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4.5.2 Curved Clamped-Clamped Beam

Calculating the NNMs of curved beams has been previously studied in [76,92] and those works
have shown that it can prove difficult to obtain the NNMs using a shooting method approach. The
beam’s geometry is presented in Figure 23 which has a radius of curvature, R, of 11430 mm (450
inches) resulting in a maximum rise, h, of 1.016 mm (0.04 inches). The beam has a slight asymmetry
in the curvature to avoid the singularity that can arise when seeking to buckle a perfectly symmetric
beam. The beam has a length, A, of 304.8 mm (12 in) , a width of 12.7 mm (0.5 in), a thickness of
0.508 mm (0.02 in), a modulus of elasticity of E = 2.0684 x 10° 2 (2.97 x 107%), a density of p

mm?

— 7.8 x 1076 k9. (7.36 x 1074257 and Poisson’s ratio v = 0.29. The beam was modeled with 400

mm3 in

shell elements resulting in a total of 3030 DOF. The beams are clamped on both ends as depicted
in Figure 23 resulting in a total of 2970 free DOF.

Fig. 23: Geometry of curved beam.

The first four linear modes of the shallow curved beam are shown in Figure 24 for reference
along with the mesh of the beam.

Fig. 24: First four linear modes of the shallow curved beam.

The first nonlinear normal mode of the curved beam is depicted in Figure 25 for various numbers
of harmonics included within the solution. All of the NNMs depict an initial softening of the system,
a decrease in frequency with amplitude, followed by hardening. The single harmonic solution evolves
smoothly due to its filtering property, which eliminates the prediction of any internal resonance
branches. As the number of harmonics included within the solution increases, the branch becomes
more difficult to compute because more internal resonance branches are identified.

All of the solutions contain similar predictions up to approximately 58 Hz, or prior to the
identification of an internal resonance branch. Following the internal resonance branch the solutions
with 3 or more harmonics deviate from the single harmonic during the softening. Further down
the path during softening, the higher harmonic solutions deviate from each other near the turning
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point. As the NNM starts to harden again, the harmonic balance solutions start to coincide again
near the point labeled C in Figure 25.
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Fig. 25: Nonlinear Normal Mode frequency-energy plot for the Shallow Curved Beam, computing
using the harmonic balance method with varying number of harmonics. The NNM was originated
from the first linear mode.

The initial displacements of the structure at each of the points marked by letters in Figure 25
are plotted in Figure 26 along with the undeformed geometry of the beam. At point A each solution
has a similar deformation and a peak displacement near 1.5x the thickness of the beam. The one,
three and five harmonic solutions at point B show an un-snapped state of deformation while the
seven harmonic solution is snapped through. Moving to point C all the of the solutions are at the
snapped state, although the shape found evolves significantly as the number of harmonics increased.
This is true for point D as well.
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Fig. 26: Initial deformation of the Shallow Curved Beam at the points along the NNM branch
designated A, B, C and D in Figure 25.

To quantify these results, the accuracy of the harmonic balance solutions was evaluated at each
of these points. Using the initial deformations shown in Fig. 26, the NNM solutions were integrated
over the period and the periodicity, €, was calculated using

. Ix(T) = x(0)]]
[ (0)]]

The results are presented in Table 4. At point A, approximately a displacement of 1.5x the
thickness of the beam, each of the harmonic balance solutions has a marginally periodic response
with max error of 0.055 for the single harmonic model. At the turning point of the branch, the
single harmonic and three harmonic solutions show considerable error. Increasing the solution to
include five harmonics increases the accuracy of the solution. The five and seven harmonic solutions
maintain periodicity at point C wherein the displacement reaches 4x the beam thickness at a value
of 2.03 mm. Up to a displacement of approximately 2.54 mm, the five and seven harmonic solutions
maintain a fairly periodic response. Interestingly, the solution with three harmonics is once again
quite adequate at point D, or beyond the snap through point.

(63)

Pt | Approx. Displacement (xThk) | Ny =1 Ny=3 Nyp=5 Nyp=7
A 1.5 0.055 0.049 0.006 0.004
B 3 0.127 0.191 0.062 0.008
C 4 0.255 0.128 0.009 0.002
D 5 0.280 0.074 0.048 0.037

Tab. 4: Comparison of periodicity (values of €) of harmonic balance solutions from NNM solution
points depicted in Figure 25.

To understand why the various models show errors in periodicity, the difference between the
vertical displacement at the initial state, x(0), and final state x(7") is plotted in Figure 27 for the
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points extracted from the NNM plot. The plots coincide with those presented in Table 4 in which
the seven harmonic solution is able to maintain a strong periodicity for each point.
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Fig. 27: Displacement error, x(7') — x(0), or the difference in vertical displacement between the
initial displacement of the NNM solutions from Figure 25 and the final displacement after
numerically integrating the FE model over the period.

4.5.3 Discovery Experimental Panel

The last numerical study on the application of the multi-harmonic balance method for nonlinear
finite element models is on the Discovery Experimental Panel (DEP) from [93] shown in Figure 28.
This case study is used to show that the method can be applied to large scale systems to compute
the periodic response efficiently. The model contains 8267 shell elements with a total of 52,734
DOF with titanium material properties. The panel is constructed of titanium 6Al-2Sn-4Zr-2Mo
(Ti-6242) with uniform thicknesses of 50 mil (1.27 mm). The material properties used are defined
in Table 5.
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Fig. 28: The finite element model used to represent the box panel. The left view is from the top
of the panel and the right view is from the bottom of the panel displaying the stiffener along the
inside.

Tab. 5: Material properties of the Discovery Experimental Panel

\ Modulus of Elasticity \ Poisson’s Ratio \ Density \
| 114.1 GPa \ 0.32 | 4,428 kg/m? |

The first 4 linear normal modes of the panel are displayed in Figure 29. In Figure 30 the
first nonlinear normal mode is shown for the MHB method when using a single harmonic, two
harmonic and three harmonic solution. As with the previous case there is no shooting method
data to compare to so the accuracy of the harmonic balance method must be evaluated by a single
numerical integration of the FE model. This is done by computing the periodicity value, €, defined
earlier in Eq (63).

The periodicity values at 100 Hz, 110 Hz, and 120 Hz are given in Table 6 for each harmonic
balance solution. At each point, as the number of harmonics are increased, the periodicity value
decreases as expected showing that the solution obtained comes closer to satisfying the full FE
model. All three models have a reasonable periodicity at point 100 Hz, but at 110 Hz, and 120 Hz
there is still some inaccuracy present. If more harmonics were added to the solution the periodicity
would presumably decrease but the model was unable to be solved with more than 3 harmonics
included in the solution with computing resources available.

Tab. 6: The periodicity values € of the harmonic balance solutions at various frequencies along
the 1st NNM depicted in Figure 30.

| ng | 100 Hz | 110 Hz | 120 Hz |

1 0.019 0.110 | 0.124
2 0.012 0.063 | 0.098
3 0.007 | 0.047 | 0.070
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Fig. 29: First four linear normal modes of the box panel.

4.5.4 Scaling Analysis

In addition to being a robust tool for calculating the NNM’s of curved beams, it is now shown
that high performance computing can be used to significantly increase the computational efficiency
of the MHB method. By parallelizing the calculation of the nonlinear internal force and the
nonlinear Jacobian, the MHB method can be applied to much larger FE models, which have typically
been avoided in the literature. For both the nonlinear internal force and the nonlinear Jacobian,
the computational cost scales independent of the number of harmonics used within the solution.
Furthermore, the scaling is governed only by the cost associated with the discretization of the
periodic orbit. While it is typically not a concern for models with smooth nonlinearities and a small
number of harmonics, it is important to note that the number of time samples must satisfy the
Nyquist condition as the number of harmonics is increased.

The three models included a 10x10 element mesh, a 25x25 mesh model, and a 50x50 mesh
model of a flat plate with fixed boundary conditions. Figure 31 shows the total simulation time
required to compute each NNM up to twice the linear natural frequency. The time required for the
computations was found to fit a similar scaling law for each FE model, and these were compared
by fitting a second order power law of the form y = az® + ¢ where y is the simulation time, x is
the number of cores, and the parameters a, b, and ¢ are coefficients estimated from the fit. The
primary coefficient of interest is the power law exponent, b, which dictates the scaling law as the
number of cores increases. For the 10 x 10 mesh, doubling the number of cores from 2 to 4 provided
only a 30% reduction in computation time. It is likely that when using a small number of cores for
relatively small models the low work to communication ratio presents a more significant bottleneck.
For the largest model the computational time was able to be reduced by 40%.

It has been noted in the literature [94] that the major disadvantage of the MHB method is
that the system size, and thus the Jacobian, increases linearly with the number of harmonics. This
has a negligible effect on the nonlinear force and nonlinear Jacobian generation but does indeed
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Fig. 30: Displacement of nodes 2 and 8 versus frequency depicting NNM of DEP computed using
the harmonic balance method.

have a significant effect on using a Newton-Raphson correction routine, which requires the solution
of a system of linear equations. The time required for the solution of the linear system that is
solved at each step of the Newton-Rhapson routine is presented in Table 7. For reference, the time
required to generate the nonlinear internal force using a serial execution, denoted N Lp,,, is also
presented. As the number of harmonics increases, the solution of the system starts to dominate the
total computational time of the procedure. The method utilized to solve the linear system was back
substitution on the sparse matrices, and no parallelization was utilized to accelerate this portion of
the algorithm.

Mesh Size  #DOF | NLpyy | Nu=1 Ng=3 Ny=5 Np=7
10210 486 | 6.22 | 021 0.81 2.60 5.94
25025 3456 | 37.98 | 270 1492  56.54  106.50
50050 14408 | 155.31 | 21.44  89.92 52229  1208.6

Tab. 7: Comparison of time (seconds) required to solve the linear system of equations generated
for the three different sized models versus the number of harmonics included in the solution. The
time required to compute nonlinear internal force vector in serial, denoted N Lp,,, is also
presented for reference.
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Fig. 31: Scaling of total computational time with number of cores for calculation of the NNM up
to a 2x frequency shift. Three models are presented: 10x10 mesh, 25x25 mesh, and a 50x50 mesh.

Even though the increase in Jacobian size burdens the efficiency of the MHB method as the
number of harmonics increases, the method still proves more efficient for large scale problems than
shooting methods, in particular, the AMF Algorithm [58]. This is demonstrated by comparing
the time required to trace a 2x frequency shift of the flat plate’s first NNM between the AMF
algorithm and the MHB method with an increasing number of harmonics. Parallelization was not
used in either case. For each model size the MHB method significantly outperforms the shooting
method approach when including up to seven harmonics.

Mesh Size #DOF | AMF | Ny=1 Ny=3 Ny=5 Ny=T
10210 486 | 1202.02 | 1501 1556  17.20  20.26
25025 3456 | 8801.45 | 87.91  98.30  133.67 176.14
50050 14408 | 30050° | 3124 36147 67134 1163.20

Tab. 8: Comparison of time (minutes) required to compute the NNM backbone using the AMF
Algorithm [58] and the MHB method for the three different models and as the number of
harmonics included in the solution is varied. The entries with the symbol ()* denotes an estimated
time of simulation; it was not possible to allow the AMF algorithm to run for 20 days to see if it
could complete the solution to a 2x shift in frequency.

There are a few different approaches that could be considered to address the bottleneck issue
of solving the system of linear equations. The first possibility is to switch to an iterative sparse
solver, but for the case at hand the Jacobian matrix is not symmetric making the solution difficult at
times. The other option would be to investigate the use of the higher dimensional harmonic balance
method which computes corrections in the time domain, alleviating the large matrix operation [85].
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4.5.5 Discussion

The harmonic balance method has been demonstrated to be an accurate and efficient approach to
compute nonlinear normal modes of geometrically nonlinear finite element models. In particular it
was applied to complex structures such as the curved beam case which has proven difficult in the
past. It was also applied to larger scale structures such as the box panel, where the backbone curve
was still able to be computed within a reasonable time frame using up to three harmonics.

4.6 Application to Nonlinear Reduced Order Models

The following sections present material from [56] in which the harmonic balance method was applied
to nonlinear reduced order models of geometrically nonlinear structures.

4.6.1 Flat Clamped-Clamped Beam

The first numerical study is a clamped-clamped flat beam with geometric nonlinearity present. This
is the same beam as introduced in Section 4.5.1 but now a reduced order model is used to compute
the nonlinear normal modes. The reduced order model consists of the first 4 symmetric modes of
the system, (1, 3, 5, 7). This ROM is known to be accurate based on work from [65].

The first NNM of the beam was computed using the shooting method in [75] in order to compare
the harmonic balance method’s accuracy. The computed NNMs are presented in Figure 32. The
NNM computed using only one harmonic does not capture any of the internal resonances as expected
but traces the primary backbone computed using shooting method. When including the first three
harmonics of the system the NNM also does not identify any of the internal resonances.

Once the fifth harmonic is added to the system, the 1:5 internal resonance is captured at 88 Hz.
Figure 33 shows this internal resonance in detail, and that it is very accurately tracked by the 5
harmonic HB method. The reader can refer to Section 4.5.1 to see how the periodic motion looks
in the physical and modal domain.
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Fig. 32: Comparison of 1st NNM of clamped-clamped beam computed using a shooting method

and using the HB method with varying numbers of harmonics.
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Fig. 33: Zoomed in portion of Figure 32 showing 1:5 Internal Resonance.

In order to understand how the accuracy of the harmonic balance solution changes
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number of harmonics the primary backbone solutions were isolated to compare with the shooting
method. The primary backbones computed by each algorithm are presented in Figure 34, revealing
that the curves are nearly indistinguishable. The horizontal lines on Figure 34 represent the point
along the NNM backbone at which the structure has displacements of 1x- , 2x- , 4x the beams
thickness. To quantify the accuracy more rigorously, at a certain set of frequencies the error in the
energy was calculated. The errors in energy were then calculated for each frequency value and are
presented on the right hand side of Figure 34 as a grouped bar plot. The error between the one
term harmonic balance and the shooting method increases as the NNM increases in frequency but
only contains an error of 4.9% at 107 Hz with a displacement of 2x the thickness and 12.36% at
180 Hz with a displacement of over 4x the thickness. For the 3-,4- and 5-harmonic models the error
throughout the NNM curve up to 140 Hz remains below 2%. As the number of harmonics included
increases the accuracy of the method is increased in comparison with the shooting method, this is
shown looking at the error in energy at 180 Hz.
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Fig. 34: (a) Comparison of 1st NNM isolating only the primary backbone. (b) Relative errors in
energy of the HB algorithm with the shooting method at interpolated solution points. (c¢) Zoomed
in portion of errors in energy highlighting the 3-,4-, and 5-harmonic model values.

4.6.2 Discovery Experimental Panel

The second example is a significantly larger FE model with more complex geometry, it demonstrates
the computational advantage of using a ROM. The discovery experimental panel (DEP) FE model
was introduced earlier in Section 4.5.3. The DEP finite element model was reduced to a 6 mode
ROM using the IC method including modes 1, 2, 3, 5, 8 and 11 to compute the NNMs. The linear
modes of the DEP used as basis vectors within the ROM are given in Table 9.
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| Mode | Frequency (Hz) | Plot | Mode | Frequency (Hz) | Plot

1 96.44 5 291.59
2 166.57 8 390.74
3 183.73 11 478.71

Tab. 9: The linear modes of DEP used within ROM showing the frequency and shape

The first NNM of the DEP, as computed using the HB method with various number of harmonics,
is presented in Figure 35 along with the NNM computed using the shooting method. The NNM
contains an internal resonance branch at 98 Hz with a ratio of 1:4 with the 8th mode of the system.
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Fig. 35: First NNM of DEP computed using the harmonic balance method with increasing
harmonics included and the shooting method

The harmonic balance solution with only 1 harmonic included computes only the primary
backbone branch of the NNM. When including harmonics 1-5, the system identifies and tracks
the 1:4 internal resonance branch. A closer look at 1:4 internal resonance branch is provided in
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Figure 36 in which the HB method traces the internal resonance branch accurately. As the number
of harmonics included increased to 7 the system showed the same characteristics.
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Fig. 36: Zoomed in portion of 1st NNM of DEP depicted in 35 highlighting the 1:4 internal
resonance branch.

To depict how the shape of deformation of the panel changes throughout the NNM, the deformation
shapes at the points labeled in Figure 35 are presented in Figure 37. Points along the primary
backbone and along the internal resonance branches are shown. For reference, point B along the
primary backbone branch is when the panel deflects 1x the thickness of the structure.

As was done for the flat beam, the accuracy of the backbone for each HB model was quantified
by computing their error relative to the Shooting Method solution. The primary backbone of the
NNM of the DEP system is presented on the left hand side of Figure 38 in which each model appears
to provide similar results. The errors in energy for each interpolated frequency value are presented
on the right hand side of Figure 38. As was seen with the flat beam, the error in the one term
harmonic balance solution is seen to increase as the energy of the system increases. The energy error
of the 1-term harmonic balance method reaches a maximum of 10% at 354 Hz at which point it has
a maximum displacement of 2x the thickness of the structure. Similarly, for the 3-, 5- and 7-term
harmonic balance solutions, the error throughout the NNM curve up to 360 Hz also continues to
increase. For each HB solution, the maximum error over the computed NNM portion decreases as
the number of harmonics included increases, with the 7-term model having a maximum error of less
than 2%.
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(a) (b) (c)

Fig. 37: Deformation of DEP at solution points identified in Figure 35 along the NNM for the
5-term harmonic balance model (a) Deformation at NNM1 Solution Point A along the primary
backbone branch (b) Deformation at NNM1 Solution Point B along the primary backbone branch
(c) Deformation at NNM1 Solution Point C along the 1:4 Internal Resonance Branch.
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Fig. 38: (a) Comparison of 1st NNM isolating only the primary backbone. (b) Relative Errors in
energy of the HB algorithm with the shooting method at interpolated solution points.

A computational comparison between computing the nonlinear normal modes of the panel
structure using the FE method versus using a reduced order model is presented in Table 10. The
time required to compute the NNMs of the ROMs is order is orders of magnitude less than when
computing them using a FE model. For ROMs of this size the computational time to generate them
is negligible as well but there is the hidden cost of an analyst’s time to ensure that the ROM is
accurate.
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Tab. 10: Computational time (minutes) to compute nonlinear normal mode of the panel structure
when using a finite element model and a reduced order model.

ROM
N | FE 1 Mode \ 3 Mode \ 6 Mode
1 |122 <1 1.1 2.1
368 <1 2.1 3.8
5 | NA 2.2 4.5 6.3

4.6.3 Curved Clamped-Clamped Beam

The last numerical example presented in this work is a curved beam model in which the system
dynamics have proved to be more complex than the previously studied flat structures [92]. The
general geometry of the curved beam was presented in Figure 23, but this beam has different
dimensions. The beam has a radius of curvature of 22860 mm (900 in) resulting in a maximum
height of 0.508 mm (0.02 in) which is equal to the thickness of the beam, a thickness of (0.02)
inches, a length of 12 (in) and a wdith of 0.5 inches. It has steel material properties as described
earlier. The curved beam was reduced down to a 11-mode ICE ROM with linear modes [1-5, 7, 9,
11, 12, 14, 16| included within the basis set; this was determined to be accurate in [92].

The 1st NNM of the curved beam is presented in Figure 39, in which it exhibits a softening
behavior followed by hardening as the deflection approaches one thickness. The single harmonic
model shows some error in describing the softening behavior, but is still quite accurate as the
frequency error is only 2.5% at the lowest frequency that the NNM reaches. When at least 3
harmonics are included the softening is accurately captured. Additionally this systems contains
complex internal resonance branches which become difficult to fully trace out as the number of
harmonics increases. The shooting algorithm was unable to continue past the second internal
resonance branch and took many restarts to get past the first branch.

The harmonic balance method also has difficulties continuing past some of the internal resonances
when enough harmonics are included to identify them. Because of these difficulties, it becomes
challenging to compare the shooting and harmonic balance solutions over the full range of frequency
and energy that is of interest. Additionally, because the backbones are our primary interest, it does
not seem wise to invest a lot of effort into computing complicated internal resonance branches
simply to be able to compare those sections of the NNM along the backbone.

One benefit of the harmonic balance method is that the primary backbone is able to be computed,
excluding any internal resonances, and then higher harmonic solutions are able to be restarted at
desired points. This allows one to tailor the accuracy of the solution at specific frequencies or
energies of interest. Convergence is identified by looking at the change in the predicted solution
value with increasing number of harmonics at a specific frequency.

Figure 40 presents the convergence of a NNM solution for an increasing number of harmonics
started from 55 Hz and 100 Hz respectively from a 1-harmonic solution. The change in the energy of
the solution is plotted as the harmonic order increases, for example with 1-3 indicating the change
in energy between the 3-harmonic solution and the 1-harmonic solution. In each case there is a
large change in energy from the 1 harmonic model to the 3 harmonic model. Once three harmonics
are included within the system the percent energy change remains below 1%. Going from 13 to 15
harmonics the energy change goes to zero in both cases.
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Fig. 40: Convergence of NNM solution energy values started from single harmonic solutions (a)
Relative energy error computed at 55 Hz with respect to 15 harmonic model (b) Relative energy
error computed at 100 Hz with respect to 15 harmonic model

4.6.4 Discussion

The harmonic balance method has been demonstrated to be an efficient and robust method to
computing periodic solutions of nonlinear modal methods generated from IC method. For low
order ROMs the computation of a single NNM solution is less than a minute even when including
up to 7 harmonics, which typically provides accurate estimates of the primary backbone curve.
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5 Nonlinear Model Updating Procedure

This portion of the paper presents the model updating procedure including an overview of the
algorithm, the determination of semi-analytical gradients, and application to some sample nonlinear
systems of interest. The formulation is presented in terms of a FE model, and comments will be
detailed when portions specific to ROMs deviates from the FE model derivation.

5.1 Algorithm Overview

The method used in this work utilizes all of the NNM information at once in order to update
the nonlinear system at each of the optimization routine iterations. The procedure is presented
graphically in Figure 41. First, the entire NNM branch is computed up to a specified frequency,
amplitude or energy level by applying the MHB method to the initial model of the structure. Then,
a state vector is formed which includes either the full displacement field or modal displacements
at different time instants within the fundamental period at each point along the NNM paired with
the frequency of the NNM solution. An optimization algorithm is then used to update the model
parameters and its corresponding NNM and state vector using an objective function to iteratively
converge upon an objective NNM and its state vector within some tolerance. An outline of the
algorithm is presented in Figure 41.

Initial model

Compute NNM
Compare with target NNM

Compute design sensitivities

| Update model I

[Compute local gradient based updates ]

Converge?

Final parameters

b
(a) (b)
Fig. 41: Representation of the proposed model correlation procedure: (a) graphical
representation. (b) flow chart.

5.2 Gradient Based Optimization Routine Setup

The objective function, II, selected for this work is the scalar quadratic function shown in Eq (64),
which accounts for both the error in the state variables and the change to the design parameters.
This type of objective function is frequently used in model updating because it drives the routine to
search for the smallest changes in parameters (i.e. assuming they are reasonably accurate initially
or so they stay within physically reasonable bounds), while also seeking the greatest accuracy in
fitting the measurements.

Il = Ay"W,Ay + vyAp"W_Ap (64)
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The difference between the current and target state variables, Ay, is a vector of of size [N, x 1],
where Ny is the number of state variables (i.e. points on the NNM curves), while Ap is the vector
of changes to the design variables, whose size is [N, X 1], where N, is the number of design
parameters. The objective function equation also contains three weighting matrices: Wy, a diagonal
matrix of state variable weights, W, a diagonal matrix of design variable weights, and the scalar
term, -y, which balances the importance of the state variable term (i.e. the level of agreement of
the model) with the changes to the design parameters. In order to improve the performance of the
optimization routine it is important to compute the gradient of the objective function, which is
found to be

VII = 2D*W,Ay + 29W,Ap (65)

where D represents the gradient of the state variable error with respect to the design variables
such as 0Ay/Jp. The state variable errors are the euclidean norms of the difference between each
measured (or target) NNM solution and the numerical model’s NNM solution in displacement-
frequency space, denoted as

Ay =[As; Asy -+ Asn,.. | (66)

where As is the residual vector at each NNM solution and N,,,,, is the number of points along the
NNM branch that have been measured. The form of Ay depends on the data available from the
experimental test, the vector may contain either physical displacement(s), modal amplitude(s), or
the Fourier coefficient of the NNM solutions along the NNM branch. For example, the euclidean
norm vector when using displacement at a single time point along the periodic orbit for the k™
solution along the NNM branch would be

] (target) . (model)
T2 T2
As, = — (67)
Tn Tn
L@ L@

This can be extended to be evaluated at multiple points along the periodic orbit or to the case where
the Fourier coefficients of the periodic response are used as state variables. The state variables that
are directly computed from MHB are the Fourier coefficients and frequencies at the NNM solutions.
However, these can be converted to actual physical displacements at instants in time, the euclidean
norm distance, etc.

The optimization algorithm that is utilized to minimize the objective function is the Interior-
Point algorithm [95,96], a gradient based method, which is implemented in the Matlab ®) optimization
toolbox function fmincon. It is important to note that since this model updating approach utilizes
gradient based optimization routine that the once the objective function is minimized via the
optimization algorithm only a local minimum can be achieved. In the sense of model updating this
means that we cannot prove that the parameters identified are the "true” parameters. Instead all
that can be provided about the final parameters are that they improve the accuracy of the model.
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5.3 Computation of NNM Design Sensitivities within Harmonic Balance
Framework

The design sensitives, D or 0Ay/0p, could be computed numerically with finite difference methods
for each of the state variables presented. However, this is not advisable as it can introduce errors
into the analysis and adds significant computational overhead; to use finite differences, N, additional
NNMs would have to be computed at each iteration of the optimization routine. For a ROM, the
computation of each NNM is relatively inexpensive but as the number of modes retained in the
ROM increases the number of parameters in the model updating routine, the nonlinear stiffness
coefficients, increases on the order of cubic requiring many additional NNM computations. For a
finite element model, on the other hand, the number of parameters may be small, but each NNM
computation is significantly more expensive due to the large number of DOF required to model the
structures accurately.

In the authors’ original work [30] a procedure based upon the Implicit Function Theorem
was utilized to identify the gradients of the frequency and Fourier coefficients with respect to
design parameters independently. In that formulation some coupling between frequency and the
Fourier coefficients was not captured resulting in less accurate gradients for systems with strong
nonlinearities. In this work a total derivative approach is utilized to identify the design sensitivities
of the NNM solutions with respect to the design parameters. This procedure is better able to
capture the coupling, determined by comparing with gradients computed using the finite difference
method, but requires a minimum-norm solution to an underdetermined system of equations which
will be discussed later in the section.

The sensitivity of the frequency with respective the design parameters is denoted D, = dw/dp
while the sensitivity of the Fourier coefficients is D, = 0z/dp. The harmonic balance equation
shown in Eq (40) cannot be used to directly compute the design sensitivities because it is only a
function of z and w. It is also implicitly a function of the design parameters, p, which for the
study at hand are the nonlinear stiffness terms. The first step is to explicitly incorporate the design
variables as free parameters of the solution.

h(z,w,p) = A(w,p)z+ F(z,p) (68)

This allows the relation between the w, z , and p to be found which in turn can be used to identify
relationships between their derivatives e.g. the design parameter sensitivities. The dependence on
w, z, and p will be dropped from here forward for brevity. The Jacobian of Eq (68) with respect
to the the Fourier coefficients, 0h/0z , and the Jacobian with respect to the frequency dh/dw have
the same form as presented in Section II.A.2. The gradient with respect to the free parameters,
oh/0p, is

oh(z,w,p) OJA(w,p)  0F(z,p)

= 7 —
op Ip Ip

where the influence of the parameters on the linear dynamics of the system is captured in the first
term, and the influence on the nonlinear portion are determined in the second. The sensitivity of
the first term, assuming the nonlinear normal mode formula in which damping is neglected, is found
as

(69)

O0A (w,p) , OM 0K
—— L =V'® — +1, — 70
op ®8p+2h+1®8p ( )
which requires sensitivities of the linear matrices with respect to the design parameters. For a
finite element model the parameters included within the model updating routine, may alter both
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the mass and stiffness matrices. The gradient terms can be identified via sensitivity analysis, i.e.
finite difference methods, which is commonly done in linear model updating routines and found
in commercial software. In this work since the model updating is performed in an in-house finite
element code in Matlab the gradients are computed using the complex step method [97] to reduce
potential errors associated with small step size choices in the finite difference routine. The method
has been used in many works and across many fields [22,98-100] and relies on taking the perturbation
step in the complex domain. For example if the gradient of the mass matrix with respect to the j
parameter is desired it can be computed via the complex step method by first perturbing the j*
parameter in the complex domain as

pj = p; +1iAs (71)

where 7 here is to denote the complex part of the equation and As denotes the step size. The
gradient is then found by first assembling the mass matrix with the complex values followed by
taking the imaginary portion of the matrix and diving by the step-size as shown below

OM  imag (M)

Op; T As (72)

this procedure is also applied to the linear stiffness gradient procedure and the nonlinear stiffness
gradient procedure for the FE model presented in the following section.

For a reduced order model, the mass term M is replaced by an identity matrix of size [m xm] since
the ROM is typically mass normalized and thus it will not be dependent on the free parameters of
the system. The only free linear parameters of the linear dynamic matrix of a ROM are the natural
frequencies which dictate the linear stiffness of the model as A = diag ([ w} ... w? ... wZ ]).
For the ROMs these will typically be held constant during the model updatlng procedure based
on linear modal analysis results. As a result for a ROM in this work the linear dynamic gradient,
O0A (w,p)/0p, is zero.

The computation of the nonlinear internal force gradient with respect to the design parameters
follows similarly to that of determining the gradient of the internal force with respect to the Fourier
coefficients from Section 4.2.2. The Fourier transformation operator is used to transform the time
domain gradients, computed at each point along the orbit, to the frequency domain. Since the
parameters themselves are not time dependent this equation does not have to be post-multiplied
by the inverse Fourier transformation and the gradient are found via

o O(TW)E) oF
il W A — (73)
op Ip
where 9f /Op is a [nN X N,] matrix which represents the sensitivity (gradient) of each solution
along the assumed periodic orbit with respect to the design parameters. For discrete nonlinear
systems, such as reduced order models, this is known analytically at each point, as is demonstrated
in Section 5.3.1. For a finite element model, closed form expressions are usually not available but
still a computationally efficient generation procedure is presented in Section 5.3.2.

Now that all of the Jacobian terms have been identified, the design sensitivities can be obtained
by taking the total derivative of Eq (68) with respect to the design parameters as

0h Ohow 0hoz
8_p+6_w%+a%_o (74)
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which can be reorganized into matrix form as

oh %2

Srlm Rl E]=0 )
The design sensitivities are solved for by moving dh/dp to the other side and taking the pseudo-
inverse of the matrix containing the harmonic balance gradients with respect to the Fourier coefficients
and frequency. The matrix to be inverted is [(2Ng + 1) n x (2Ng + 1) n + 1] which is not full row
rank resulting in a null-space of dimension one. The rank deficiency of the matrix thus requires the
pseudo-inverse to obtain a minimum norm solution of the system.

Oz
op _ _ [ & é&n ]t oh (76)
ow | = 9z 0w | Am
B2 2y
Replacing the right hand side terms in Eq (76) with those terms derived previously, we obtain,
D, [&#]_ i oa. 1t | (o2 OM K L of
{Dw]—{g_;}——[AJrF s %z} Ve o Lo p et M) ()

The result is a [(2Nyg + 1)n x N,| matrix for 0z/0p and a [I x N,] vector representing dw/0p.
The solution to Eq (77) as stated can be computed using a pseudo-inverse to obtain a minimum
normal solution of the system of equations. In this work, the pseudo-inverse is computed using
the Complete Orthogonal Decomposition (COD) within the Matlab function lsgminnorm. One of
the reasoning for this choice is that Matlab’s default pseudo-inverse function, pinv, which relies on
a singular value decomposition does not work well for large sparse systems which is required for
FE models. Alternatively, one could also use the Moore-Penrose pseudo inverse, but this is not as
efficient as the COD method.

To obtain the displacement design sensitives, the Fourier coefficient gradients can be transformed
to the time domain using

D, = ap Q@) ® 1) o (78)

where Q(t) is defined previously in Eq (31), and produces a [nN x N, | matrix of design sensitivities
of displacements solutions along the periodic orbit with respect to the design parameters. This
information can be reduced to a smaller set of [n x N, | by limiting the state variable at each NNM
solution to a single point along the periodic orbit, consisting of all physical DOF.

Similarly, if updating a ROM to obtain the modal amplitude design sensitives, the Fourier
coefficient gradients can be transformed to the time domain using

(79)

which produces a [mN X N,| matrix of design sensitivities of modal displacements solutions along
the periodic orbit with respect to the nonlinear stiffness coefficients. This information can be
reduced to a smaller set of [m x N,| by limiting the state variable at each NNM solution to a single
point along the periodic orbit, consisting of all modal DOF. Furthermore this can be expanded to
physical displacements if desired by

0x oq

Dy=—=¢pDq=¢p—
which is just a linear transformation from the modal space to the physical space using the basis
vectors in the ROM, ¢.

(80)
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5.3.1 Reduced Order Model Nonlinear Internal Force Gradient

The gradient of % from Eq (73) is presented here for a 1-DOF ROM with polynomial nonlinearities.
Consider the SDOF system where the nonlinear internal force is a function of displacement along
the periodic orbit and the polynomial nonlinear stiffness terms as

ax(ty)? + B(ty)?
ax(ty)? + Br(t,)?

E
I

(81)

0z (ty)? + Ba(ty)?

where the design parameters are the quadratic and cubic coefficients, a and 8. The gradient of the
response with respect to those parameters is simply

8%_ of  of $(t1)2 m(751)3
90 08

op a : : (82)
z(tn)? z(tn)’

This above approach can be easily extended to multi-DOF systems and is computationally
efficient. A graphical demonstration of the gradients of a SDOF system with pure hardening
response is presented in Figure 42. Subplot (a) displays the gradients of the displacement at each
point along the NNM branch with respect to the two parameters, while subplot (b) presents how the
frequency changes with respect to a unit change in the design variables. The cubic nonlinearity has
a hardening affect on the NNM while the quadratic term has a softening effect. This is somewhat
well known for these SDOF systems but for multi-modal systems it is difficult to interpret the
influence of the parameters on the NNMs making this a powerful tool.

Further demonstration is shown in Figure 43, where the gradients are overlayed onto the
NNM, represented as first harmonic cosine term versus frequency. The NNMs after perturbing
the polynomial terms of the SDOF system are plotted as well. In subplot (a) the perturbation
is with respect to the quadratic term, o. The increase in the value of alpha results in an added
softening effect of the NNM most noticeably seen by the solution with o perturbed by 500%. This
softening is accurately estimated by the gradients computed from the theory developed in the
preceding sections. Subplot (b) contains the perturbation with respect to the cubic term, [, where
an increase in the parameter has a hardening effect. Once again this is predicted by the gradients
developed in the preceding section.

Comparison of the gradients of an SDOF duffing oscillator, gradients estimated from finite
difference methods and gradients from an analytical single harmonic model are presented in Figure
44. A single harmonic analytic solution of the duffing oscillator is

3 1/2
w= (k’ + ZBZZ) (83)

and taking the derivative with respect to § the gradient of the frequency with respect to the cubic

parameter is
dw 3 3\
7= (1) i
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Fig. 42: Nonlinear Normal Modes of Case 1 : (a) gradients of the displacement of NNM solutions
with respect to ROM polynomial parameters (b) gradient of the frequency of the NNM solutions
with respect to the ROM polynomial parameters

Similarly, one can find the gradient of the Fourier coefficient with respect to the nonlinear stiffness
coefficient to obtain the design sensitivity. Each of the approaches provide the same gradient
prediction, demonstrating the accuracy of the MHB gradient derivation in this work for this case.

5.3.2 Finite Element Model Nonlinear Internal Force Gradient

Due to the numerical nature of the finite element method, a closed form solution for the change in the
nonlinear internal force changes with respect to the design parameters is not available. Nevertheless
once can obtain the gradients in an efficient manner. An important note is that in certain cases this
computation is not required, i.e. in the cases where the design parameters only have an influence
on the linear properties of the model. An example is that of tuning boundary stiffness terms such
as the springs in Figure 5 and as will be demonstrated in Section 5.4.1.

The first point to make is that the solution across the period is already known and that the
harmonic balance gradients required for the design sensitivity calculations have already been formed
and can be saved during the solution procedure. The second point to make is that the procedure
can be parallelized very efficiently since each point along the orbit can be computed independently
as demonstrated in Section 4.5.4. This is demonstrated in Figure 45 where at each point along the
discretized orbit the nonlinear portion of the stiffness matrix must be generated at that displacement
followed by a matrix-vector product with the displacement. If reassembling the nonlinear portion
of the stiffness matrix at each time and for each parameter would result in n, - n; generations of the
matrix. This adds a significant overhead to the procedure and is not actually needed. Typically
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Fig. 44: Comparison of the gradients of the SDOF duffing oscillator with pure hardening
nonlinearity. (a) Nonlinear Normal Modes. (b) Frequency gradient. (c¢) Fourier coefficent gradient.

the entire tangent stiffness matrix does not need to be reformed at each step for each parameter
gradient. Only the portion of the matrix that the current parameter has an influence on must be
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updated.

Fig. 45: Diagram depicting the computation of periodic orbit time domain gradients.

A demonstration of a gradient computation for a FE model is presented for flat clamped clamped
steel beam introduced in Section 4.5.1 where the free variables are the thicknesses of each element
along the length of the beam. The gradients of the frequency of each point on the NNM with
respect to the thickness of each element are represented as a contour plot in Figure 46. The x-axis
corresponds to the frequency or point along the NNM and the y-axis is axial element number.
To compute gradient for each solution, 21 in total, with respect to the 40 elements only takes
8.25 minutes using the formulas just derived. The result is interesting in that the NNM frequency
increases if material is added around about the 1/6 points (where axial stretching is high), but
decreases if material is added at the center.

5.3.3 Constraint on Linear Normal Mode Frequency of FE Models

Since the alteration of the parameters of the FE model will influence the linear frequencies of the
model a nonlinear constraint is imposed on the optimization problem. In particular an equality
constraint is enforced that penalizes deviations of the linear frequency from the value obtained from
an experimental low level test. The constraint has the form

0 wl,e:vp - wl,num
0 W2 exp — W
,exp 2,num
c=| .| = _ (85)
0 wm,ea;p - wm,num

in which c is a m x 1 vector corresponding to the m modes of interest to be included within the
constraint function. This constraint is not limited to only the frequency of the NNM of interest
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Fig. 46: Gradient of each frequency along a nonlinear normal mode branch with respect to the
thickness of each element along the beam.

but can contain as many linear frequencies as the user would like to include. Once again it is best
to be able to provide gradients of the nonlinear constraint equation to speed up the computation
of the nonlinear constraint rather than allowing the optimization code to compute them via finite
differences. The gradient of the eigenvalues of a generalized eigenvalue problem of a FE model
according to [101,102] can be computed using

Oium 1 T<8K ) aM) o

ap 2wi,num i
as long as there are not repeated eigenvalues. This computation assumes that the eigenvectors, ¢,
have been mass normalized. Note that the modal eigenvalue problem is already solved as a starting
point for the NNM computation and the gradients of the linear stiffness and mass matrices, 0K /0p
and OM /Op respectively, are already computed from the gradient computation of the NNM solutions
so the additional computational cost of the linear frequency gradient is negligible. The gradient of
the constraint equation is simply

o 8w1,num

8w2,num
Jc o

= op
= (87)

which is a m x p matrix. In the optimization routines utilized within Matlab [96,103], the nonlinear
constraint violation is typically combined with the objective function to obtain a merit function
which is minimized. This at times leads to a solution that violates the nonlinear constraint and as
such sometimes requires that the user artificially scale the nonlinear constraint function such that
it is weighted higher than the objective function to ensure the linear frequency is correct.
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5.3.4 Solution Selection

To match the solutions between the experimental data and numerical data, the nearest neighbor
matching algorithm is utilized because basic interpolation in either frequency or amplitude will
not suffice for complex systems that contain a softening-hardening response or internal resonances.
The euclidean distances between all combinations of experimental and numerical solutions are first
computed. The point with the smallest euclidean distance is then selected and paired with an
analytical point and the process proceeds without replacement of the numerical solution, to ensure
that numerical solutions are not used twice. A comparison of a basic interpolation approach and the
nearest neighbor search algorithm is presented in Figure 47 for a system that has a softening then
hardening behavior. The basic interpolation in frequency provides mismatched pairs of solutions,
whereas the nearest neighbor search provides more consistent matches. Additional scaling of the
solutions, as will be discussed in sections when it has been applied, is at times required to compensate
for the difference in scales between the amplitude and frequency components of the curve.

Fig. 47: Comparison of linear interpolation in one dimension (left) and solution selection using
nearest neighbor euclidean norm without replacement (right).

5.4 Application to Reduced Order Models
5.4.1 Flat Clamped-Clamped Beam - Numerical Demonstration

Before trying this on experimental data, it is helpful to test the algorithms numerically. And, there
actually are cases in which one would want to do this, for example when one would want to update
ROM parameters to match a FE model’s NNM. This could be the case in which there is difficulty
in creating a ROM using static-force displacement data or if there is uncertainty in the parameters
estimated from IC. The example here is applied to the steel flat beam with fixed end conditions
introduced in Section 4.5.1. The target NNM data was computed from the full FE model using
the AMF algorithm [58] rather than the harmonic balance method, to better approximate data
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obtained from an experimental test setup which contains all the system harmonics, up to the time
step discretization of the integration scheme.

Three ROMs, ranging from single mode to three mode, were updated to match the target
NNM data pairs corresponding to the frequency at a point on the NNM and the corresponding
displacement at some node in the FEM. The NNMs of the ROMs were computed using the harmonic
balance method with three harmonics included within the solution. The initial ROMs were created
such that they predict the NNM here poorly. The NNM history, represented as a frequency-energy
plot, is presented in Figure 48 showing the target NNM data, initial ROM predictions and final
ROM predictions after updating. The initial ROM predictions are an order of magnitude off in
the energy for a frequency when compared to the target data. After the updating procedure, the
frequency energy plots are indistinguishable. A quantitative measure of the accuracy increase is
represented by the cost function from Eq (64) which is shown in subplot (a) of Figure 49 throughout
the updating process. For each case the cost function is reduced by greater than a factor of 100.
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Fig. 48: Nonlinear normal mode represented as a FEP of the target data, initial ROMs before
updating and final ROMs after updating.

It is known that for the example at hand, and in general for flat structures, that the cubic term
of the primary bending mode dominates the response of the system. The evolution of the cubic
term of the first mode, /31 11 during the model updating procedure is plotted in subplot (b) of Figure
49. For all three ROMs the cubic term approaches the same value of approximately 4.2 x 102,

An interesting example is demonstrated when including an in-plane boundary spring K, at both
ends of the flat beam presented in Section 4.5.1. This setup is to describe a situation similar to that
shown in Figure 5 but shown again here in Figure 50 where it is emphasized that the only unknown
parameter is the axial boundary stiffness. The in-plane boundary spring for a flat structure does
not have an influence on the 1st natural frequency of the structure because it acts normal to motion
of the mode. However it does have an influence on the nonlinear normal mode of the system even
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Fig. 49: Model updating history. Cost function value history, normalized to initial value, is shown
on the left plot. The cubic nonlinear stiffness term, 3; 1, of the first mode is shown the right plot.

though it is only a linear spring. This occurs because the amount of axial stretching the beam is
dependent on the relative stiffness of it’s boundary.

Fig. 50: Diagram of a flat beam with unknown axial stiffness terms K.

The target data, in this case, are the displacement, frequency pairs along the NNM computed
from the full FE model using the MHB method with 5 harmonics included within the solution.
Three different sets of target data are generated for axial stiffness terms representing soft, moderate
and stiff boundary conditions with values of K, = 2 x 10*, K, = 2 x 10°, and K, = 2 x 10°
respectively. The initial ROM in this example is made from a FE model of the flat-beam with
completely fixed end conditions. This initial modeling approach is an overly stiff approximation,
but in the case that one does not know the boundary terms it is an adequate starting point. Only
a single mode ROM is considered here, comprised of the first bending mode of the beam.

The first nonlinear normal mode of the initial ROM, final ROM after updating and the target
NNM are shown in subplot (a) of Figure 51. As the spring value increases, the NNM eventually
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approaches that of a model with a fixed boundary condition. For the case with the largest axial
spring value, K, = 2x 10°%, there is minimal change in the NNM between the initial and final model,
and this is because the value is nearly approximating a fixed condition. For the other two cases,
K, =2 x 10° and K, = 2 x 10%, there is a noticeable change between the initial NNM and NNM
after updating. In both cases the NNMs after updating align with the target data. In subplot (b)
of Figure 51 the cubic term, 3; 1,1, of the I-mode ROM is plotted throughout the updating process.
Additionally, the 31, term estimated from the IC procedure for each FE model with the correct
boundary stiffness term is shown with dashed line. For the stiff case, K, = 2 x 10°, the updated
model does not get much closer to the estimated IC prediction but stays within the vicinity. The
other two cases’ cubic stiffness terms have good agreement with the estimated values from the IC
model after updating.
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Fig. 51: (a) Nonlinear normal modes of initial and final models after tuning ROM parameters.
(b) Cubic nonlinear stiffness term during the model updating procedures and coefficients

estimated from the IC procedure for each model. In the legend (MU) refers to Model Updating
Results and (IC) refers to Implicit Condensation.

An approach such as this may find a lot of application in industry, such as when modeling
aircraft panels. There it is attractive to model only the panel of interest, and not have to mesh the
support structure and other components, which may require a lot more effort and add a lot of detail
to the FE model. This example also demonstrates that the it is possible to tune the polynomial
parameters of a ROM to capture unknown physical parameters of a structure.

5.4.2 Curved Clamped-Clamped Beam - Numerical Demonstration

To demonstrate the approach on a more complex system, model updating was applied to curved
beam. Using the curved beam geometry of Figure 23 as reference, the test structure has length of
139.7 mm, thickness of 1.397 mm, width of 12.7 mm, and radius of curvature of 1905 mm. The
beam is made of Polylactide (PLA) with a nominal modulus of elasticity of 3516 MPa, and density
of 1248 kg/m3. The target data is the first NNM of the structure and was computed using the
harmonic balance method with 5 harmonics included within the solution.
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Fig. 52: Initial and final Nonlinear Normal Modes of various curved beam ROMs along with the
target NNM.

Although for each of the ROMs the final model looks accurate in terms of center node vertical
displacement versus frequency, curved structures are known to have an asymmetric response. To
evaluate the full field accuracy, the out of plane displacement residual between the target data and
the models are plotted in Figure 53 for the 1 mode ROM and 5 mode ROM. The 1 mode ROM
is able to reduce out majority of the residual after updating but there is still a noticeable amount
of asymmetric residual left with over 25% error. The 5 mode ROM on the other hand is able to
reduce the residual at each point to below 5%.
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Fig. 53: Out of plane displacement residual error between the target data and ROMs.

5.4.3 Flat Plate - Numerical Demonstration

The third numerical study is on a modified version of the RC19 panel from [104] add other citations
as well. The panel is made of AISI 4140 alloy steel with dimensions of 254 mm x 127 mm with a
thickness of 0.635 mm. The modified version in this case has a smaller mesh size as well as linear
spring elements representing the in-plane boundary conditions of the side support structure. The
finite element model used to represent the plate is shown in Figure 54.

Fig. 54: Finite element model of the RC19 panel in which the plate is modeled with 4 node shell
elements and the boundaries are modeled with linear axial springs.
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Fig. 55: First eight linear normal modes of the flat plate.

The acquisition of data in this section will replicate an experimental setup in which only a select
set of points are available for model updating. This was used to test the 2D gridded interpollant
used within the model updating routine before applying to experimental systems. The grid of
points in which the out of plane displacement is extracted from the model and used for updating is
presented in Figure 56. This grid represents discrete points that one may use to extract response
using a laser vibrometer as will be discussed in the experimental section.

Two nonlinear normal modes are of interest for this structure, the first and third modes which
have a strong coupling between them. Three reduced order models were created to model the flat
plate. All three models were created from a FE model with fixed boundary conditions to provide a
quick initial estimate of the model. The ROMs nonlinear stiffness terms were then tuned to match
the objective NNM computed directly from the FE model of the structure with compliant boundary
conditions. The spring value used for each of the springs was 1 x 10> N/m. The target data were
the transverse displacement and frequency pairs along the NNM branch with the displacement
extracted from the points designated in Figure 56.

The first NNM of the flat plate along with the initial estimates of the three ROMs are presented
in subplot (a) of Figure 57. The SDOF ROM with the first mode included has a stiffer NNM than
the target data but after updating is better able to approximate the curve although there is still
some error present. The 2-DOF and 3-DOF initial ROMs have a better approximation of the NNM
but still required some model updating to come into close agreement with the target NNM.

In this case, we also looked at updating to match the third NNM of the flat plate. The third
NNM of the flat plate along with the initial estimates of the three ROMs are presented in subplot
(b) of Figure 57. The SDOF ROM with only the third mode included within the basis set under
predicts the amplitude for a given frequency. After updating the ROM is able to accurately capture
the frequency-amplitude dependence. The 2-DOF and 3-DOF original ROMs were already very
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Fig. 56: Finite element model of the RC19 panel with the points used to extract results used in
model updating.

accurate relative to the target NNM and the model updating only had a slight improvement on the
accuracy of the model.
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Fig. 57: Nonlinear normal modes of the flat plate computed from the FE model and the ROMs’

NNMs before and after model updating. (a) First NNM of the model. (b) Third NNM of the
model.
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5.5 Application to Finite Element Models

The second system of interest is that of correlating properties of a finite element model to match
some set of target. A numerical demonstration is first provided followed by application to experimental
data.

5.5.1 Boundary Springs of Flat Clamped-Clamped Beam

The first numerical when updating a finite element follows that of Section 5.4.1 where the structure
of interest is the steel flat beam with axial springs at the end depicted in Figure 50. In this case
the axial stiffness terms are tuned directly on the FE model rather than tuning polynomial terms
of a ROM to match the target NNM. The computations of the NNM are done using the FE model.
Since the axial stiffness term does not have a contribution to the nonlinear internal force of the
system, the gradient of the internal force with respect to the spring does not have to be computed.
The only computation in this case is the gradient of the linear dynamic matrix with respect to the
spring stiffness represented in Eq 62.

In this case three nominal FE models were created representing extremely stiff, stiff and moderate
axial stiffness with values of K, = 2 x 107, K, = 2 x 10%, and K, = 2 x 10° respectively. The
target data is a FE model with an axial stiffness value of K, = 2 x 10* representing a soft boundary
condition. The updating results for the case when starting with a K, = 2 x 10° are presented in
Figure 58 with the NNM represented as center node vertical displacement versus frequency.

The normalized cost function history and parameter values during the model updating for all
three cases are shown in Figure 59. Overlayed on the parameter history results is the axial stiffness
value of the target NNM data. For each case the model updating routine predicts the correct axial
stiffness value.

5.6 Recap

The model updating procedure was applied to both reduced order models and finite elements using
numerically simulated target NNM data. The model updating procedure was able to produce
accurate estimations of the parameters and approximation of the target nonlinear normal modes.
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6 Model Updating Applied to Experimental Systems

Model updating is typically used to tune the parameters of a numerical model to match experimental
data. This section discusses the experimental data acquisition approach, post-processing of experimental
obtained data and model updating applied to experimental systems. Section 6.1 details the experimental
acquisition procedure for the two 3D printed beams investigated in this work presented in Sections

6.2 and 6.3. The last experimental study on an exhaust plate used data from the work by [105] and
will be discussed in Section 6.4.

6.1 Experimental Setup and Data Acquisition

The identification of nonlinear normal modes of the experimental structure was conducted using a
stepped-sine excitation procedure based upon the concept of force-appropriation, to be discussed
briefly in the following section. The actual measurements were recorded using a Laser Doppler
Vibrometer (LDV) at discrete points along the beam. The advantage of this method is that
it is able to obtain near full-field measurements without contacting the structure. The general
measurement system is represented in Figure 60 depicting the structure, excitation point and
response measurements along the surface of the beam.

Fig. 60: Schematic of the measurement coordinate system indicating the point of excitation and
the transverse velocity response measured along the surface of the beam.

The structures are 3D printed from PLA plastic that included both the primary structure of
interest, the thin beams, as well as a relatively stiff support structure. The motivation behind this
experimental setup is to avoid having to clamp down the primary structure to the base structure.
The inclusion of joints can introduce other nonlinearities such as damping into the system. This
allows one to focus on the geometric nonlinearity of the system. Furthermore, as 3D printed parts
become more common, there is an increased need for model updating methods because the as
printed material properties are often uncertain.

The system was excited using a shaker table with a force transducer attached between the tip
of the shaker and the base of the beam. The physical test setup is shown in detail in Figure 61 with
each of the components called out. The force transducer is necessary to record the input force to
identify the NNM accurately using the force appropriation scheme.
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Fig. 61: View of the physical setup showing the excitation mechanism of test including the
shaker, shaker rod, force transducer and test structure.

The velocity response was recorded along the surface of the beam at discrete points using the
LDV, an example is shown in Figure 62. A grid of points is created along the surface of the beam
in an attempt to get near full field measurements. The field typically consisted of 26 points along
the axial length of the beam and 2 points along the width. Once an NNM solution is found, as
will be described in the next subsection, the velocity response is recorded for multiple cycles of the
solution at each point on the grid.

6.1.1 Measuring Nonlinear Normal Modes using Force Appropriation

The method used within this work to experimentally identify nonlinear normal modes is the phase
resonance method, which is well known for linear modal analysis, and which was extended to
nonlinear systems by Peeters et al. [32]. The foundation of the method is stated simply as an NNM
is found experimentally if the force used to excite the structure exactly cancels the damping forces
of the structure. This is tied into the concept that a nonlinear normal mode is the periodic motion
of the unforced-undamped system, or equivalently a system in which those two sets of forces cancel
each other. For the case of linear damping, when looking at Eq (5) this occurs when

Cx = fezt<t) (88)

This can be quantitatively evaluated by looking at the phase between the force input signal and
the velocity output signal, which is proportional to the damping force. When the phase between
the force and the velocity are 180° the system is approximately force appropriated. Although the
definition uses the term ”exactly,” the force-appropriation method is only an approximation to the
definition due to experimental limitations.
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Fig. 62: View of the physical setup showing the response recording mechanism of test including
the Laser Dopler Vibrometer, scanning surface and laser.

This force appropriation method is used with a stepped-sine procedure to continuously alter the
amplitude and frequency of the force excitation such that the velocity and force are 180° out of
phase. Once the NNM solution is found then the amplitude can be increased, and the next NNM
solution is found. This experimental method has strong analogies with the continuation procedure
described to compute NNMs. Furthermore, since the structure is nonlinear, higher harmonics can
appear in the response such that one must add higher harmonics to the forcing signal to obtain an
accurate NNM solution. For a detailed review of this procedure refer to [34,106].

6.2 Application to Nominally Flat Beam

This section concerns the application of the model updating algorithm presented in Section 5 on
an approximately flat 3D printed beam. The experimental structure was designed to be flat, but
due to printing tolerances there are slight imperfections in the beam. The experimental data was
acquired and processed via the methods discussed in the previous subsection. The specific beam
tested has a length of 177.8 mm, a cross section width of 8.5 mm and a thickness of 2.6 mm. The
beam can be seen in the previous section in Figure 61 and Figure 62 being tested. The system is
made of PLA whose nominal material properties are a density of 1248 kg/m?, modulus of elasticity
of 3.1 x 10° N/m? and Poisson’s ratio of 0.33.

The density and stiffness of the actual structure depends on the infill ratio prescribed during
printing, the specific PLA filament properties, the printer being used and the printer settings. All
of these factors lead to uncertainties in the mechanical properties of the 3D printed structures. In
particular, there is a large variance in modulus of elasticity with values ranging from 0.0850 GPa
to 13.87 GPa , and a reported average value of 2.8 GPa. Considering all of these sources, the initial
value used in this study was selected to be a value of 3.1 GPa.

6.2.1 Modeling

In aerospace applications, simplified models are often used to limit the element count in an assembly
of substructures. Mimicking this case, here the beam was modeled with beam elements and with
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an axial spring on both ends to represent the stiffness of the boundary. The FE model of the
beam is shown in Figure 63 in which the main body of the beam is modeled with 40 2-node beam
elements and the axial springs represent the boundary conditions. This is an oversimplification of
the structure since there will be some rotational stiffness at the ends, there is some pre-stress in
the model due to cooling of the part during printing, and there is some imperfection/curvature in
the beam. However, this approach has the advantage of reducing the number of parameters in the
model updating to just two parameters, the modulus of elasticity of the beam and the axial stiffness
of the springs. Furthermore, these two parameters can be tuned separately since the axial stiffness
spring value will only influence the nonlinear response of the bending modes for a flat beam. The
modulus can be updated to achieve the correct linear frequency followed by tuning the axial spring
to match the nonlinear response.

Fig. 63: Finite element model representing the nominally flat beam as flat with axial springs
representing the boundary stiffness.

6.2.2 Linear Model Updating

First a simplified linear model updating procedure was conducted to get the first symmetric
naturally frequency of the FEM to match with the experimental results. The free parameter of
the linear model updating procedure was the elastic modulus since there is uncertainty in the value
due to the previously described properties of 3D printing with PLA. The density was not considered
a free parameter in this case because the mass of the FE model was in good agreement with the
actual mass of the beam. When using the nominal PLA material properties the initial FE model
over predicted the frequency of the first linear mode compared to the experimental data which has
a frequency of 109.60 Hz. To bring these into agreement, the modulus of elasticity, E, was altered.
The initial material properties are compared to those obtained after updating in Table 11.

As stated earlier, there is some imperfection in the beam, and any pre-stress is not being modeled
in the FE model, and as such the updated modulus term is accounting for some of these unmodeled
features. As more features and parameters are included within the model updating procedure the
final modulus term would probably change.

Tab. 11: Updating of material properties of the 3D printed flat beam to match first natural
frequency.

| | BGe) [FH2) [ ferror(%) |
Initial | 3.1 x 10° | 133.20 | 21.09
Final | 2.1x10° | 109.63 | 0.30

The first two symmetric linear normal modes, modes one and three, from the experiment are
presented in Figure 64 along with the FE model’s mode shapes interpolated to the experimental
data acquisition points. Note that the experimental modes have a slight bit of asymmetry that is
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not captured by the FE model but the modal assurance criteria (MAC) values, which define the
similarity between the shapes of modes, between the modes are still above 0.99 for both modes.
The high MAC value did not warrant adding in the asymmetry for this modeling approach.

Mode 1 Mode 3

-@-Experimental

-@-Experimental .
-#-Numerical

-#-Numerical

Fig. 64: The LNMs identified experimentally from the flat beam and numerically estimated
LNMs.

6.2.3 Nonlinear Reduced Order Model Updating

The free parameters of the reduced order model were once again the quadratic and cubic nonlinear
stiffness coefficients, o and [ respectively. The linear stiffness terms of the ROM, the natural
frequencies squared, were kept at a fixed value based on the FE estimations of the linear normal
modes, found to be close to the experimental results.

The target set of data used in this case consisted of (modal amplitude, frequency) pairs at
various points on the NNM. The modal amplitudes were computed by projecting the full field
response measurements onto the modal domain using the experimentally identified mode shapes
presented in Figure 64.

The nominal reduced order model was created from a FE model with fixed boundary conditions,
a perfectly flat surface, and contained the updated material properties presented in Table 11. The
initial and final NNM of a SDOF ROM containing only the first mode are presented in Figure 65.
In subplot(a) the NNM is represented as modal amplitude versus frequency whereas subplot(b)
represents the NNM as beam center node displacement versus frequency. The initial ROMs have a
significantly stiffer NNM than the experimental results, demonstrated with lower amplitudes for a
given frequency than the experimental results. This is expected as the fixed boundary conditions of
he FE model are an overly stiff approximation of the structure’s boundaries. The updated models,
with a single harmonic and three harmonics included, both come into close agreement with the
experimental data, while the three harmonic model has slightly better agreement.

The cost function and parameter values of the SDOF model during the updating routine are
plotted in Figure 66. In each case the cost function is reduced by 30%. The cubic nonlinear stiffness
term, f;1(1,1,1), decreased with respect to the original values for each model. This is as expected,
as the FEM has fixed boundary conditions resulting in an overly stiff approximation for the NNM;
in the test article there is some compliance in the base support. In essence, the model updating
procedure allowed us to skip modeling the side supports and instead use model updating to obtain
a ROM that matches the actual response very well.
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Fig. 65: The experimental NNMs of the PLA flat beam test structure along with SDOF models’
prediction before and after updating. (a) NNMs represented as modal amplitude of the first mode
versus frequency. (b) NNMs represented as beam center vertical displacement versus frequency
where the beam thickness is 2.6 mm.
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Fig. 66: Subplot(a) Normalized cost function during the model updating routine. Subplot(b) The
cubic polynomial stiffness term of first mode during the updating routine.

The final NNM predictions between the single harmonic and three harmonic solutions in Figure
65 are nearly indistinguishable. To give a better insight into the accuracy of the updated model,
the norm modal amplitude error at each point is plotted in Figure 67. The three harmonic solution
is able to reduce the modal amplitude error slightly more than the single harmonic solution. In
this case the single harmonic solution suffices to obtain an accurate backbone although for a system
with so few DOF the addition of harmonics has negligible computational cost.

Although the SDOF ROM is able to capture the NNM backbone accurately a 2-DOF ROM,
containing the first and third mode of the system, was created and updated to compare with the
experimental results. In particular it was of interest to see how well the other modes would be
captured by the updating routine, the NNM represented as mode three amplitude versus frequency
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Fig. 67: Flat Experimental Beam: Modal amplitude error of the initial and final SDOF models
when including only 1 and 3 harmonics in the solution.

is shown in Figure 68. Two different solutions are considered, a single harmonic and three harmonics.
In this case there is a more noticeable difference in the ability of the solutions to capture the 3rd
mode’s amplitude along the NNM. It is important to keep in mind though that the third modes
amplitude is nearly 2 orders of magnitude less than the first mode and as such the actual gain in
accuracy between the single harmonic solution and 3 harmonics solution is negligible.

6.2.4 Nonlinear Finite Element Model Updating

Now it is sought to update the FE model directly so that its NNMs match the experimental data.
The free parameters of the finite element model during nonlinear updating are the axial spring values
on the end in which a single value is used to control both ends. Note that the axial spring value is a
linear parameter but it influences the amount of axial stretching that occurs in the beam and as as
a result the amount of nonlinearity that occurs. The target set of data used in this case consisted
of (physical displacement, frequency) pairs at various points on the NNM. Two initial models were
considered, one in which the initial axial spring value was stiff, approximating a fixed boundary
condition and one in which the initial value was soft. The NNMs were computed using 3 harmonics
included within the MHB procedure. The NNMs during updating for both cases can be found in
Figure 69 where the NNM is represented as center beam transverse displacement versus frequency.
In both cases the model updating procedure converges on a modal that is able to approximate the
NNM accurately.

The cost function and parameter values of the FE model during the updating routine are
plotted in subplot(a) of Figure 70 along with the axial stiffness values in subplot(b). The cost
function for both runs approaches the same value and in both cases the cost function is reduced
by factor of approximately two. The axial stiffness value shown in subplot(b) of Figure 70 after
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Fig. 69: The experimental NNMs of the PLA flat beam test structure along with FE model’s
prediction during the updating procedure. NNMs represented as beam center vertical
displacement versus frequency. (a) Model with initially stiff spring values. (b) Model with initially
soft spring values.

updating converges to the same value whether using the initially hard or initially soft state providing
confidence in the value.
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Fig. 70: Model updating history of the flat beam. (a) Cost function during the model updating
procedure. (b) The axial spring stiffness value during updating.

6.2.5 Comparing Final Reduced Order Models

Once the axial stiffness spring values of finite element model were updated to match the experimentally
extracted first NNMs it was desired to see if a single mode ROM made from the updated FE matched
the single mode ROM that was created from the FE model with fixed boundary conditions and
updated to match the experimental data. The cubic nonlinear coefficient obtained by the updating
the ROM was 1.95 x 10'3, whereas the cubic coefficient identified with the implicit condensation
procedure from the updated FE model was 1.80 x 10 which is only a difference of 8.5%. The
values are presented in Figure 71.

Although there is some slight difference in the cubic parameter value, the NNMS of both ROMs
provide accurate representations of the experimental NNM. The NNMs, represented as center node
transverse displacement versus frequency, of the initial and updated ROM from the fixed boundary
condition model along with the ROM created from the FE model with correct boundary conditions
are presented in Figure 72. Both the updated ROM model and the model created from the updated
FE model provide excellent comparison with the experimental data.

6.2.6 Discussion

The model updating procedure was applied to both ROMs and a FE model to approximate the
experimental NNMs of the flat beam 3D printed structure. In both cases the models were able to
be updated to better approximate the nonlinear normal mode of the physical structure. In the case
of the ROM, a single mode model was able to capture the backbone accurately. The addition of
another mode, the third mode, was investigated and was improved somewhat but the contribution
of that mode was negligible compared to the first mode.

The axial stiffness of the springs used to approximate the boundary conditions of the structure
were tuned to obtain an accurate estimation o the NNM backbone. A final evaluation of both
methods was conducted by comparing both the coefficients and NNMs of the ROM from updating
and a ROM created from the updated FE model. Both ROMs were able to capture the experimental
NNM and contain similar cubic coefficient values with a difference of only 8.5%

Note that although the modeling approach in this section utilized a simplistic approach to reduce
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the number of free parameters, the model updating procedure could be applied to more complex
models. Other potential approaches would be to include torsional springs on the ends to account
for rotational stiffness of the boundary, add a slight amount of curvature in the model to present
the imperfection or include a pre-stress. Regardless of the modeling approach, the model updating
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procedure was able to accurately capture the linear and nonlinear behavior of the first mode of the
system.

6.3 Curved Beam

The second experimental case study considers updating the parameters of ROMs and finite element
models to match the experimentally identified nonlinear normal modes of a 3D printed curved beam.
The specific beam tested has a length of 180 mm, crosssection width of 8.5 mm, thickness of 2.6
mm and a nominal radius of curvature of 3175 mm. The curvature creates a maximum height of the
beam of 1.3 mm, or 0.5x the beam thickness. Note that the radius of curvature is designed to be
3175 mm but due to printing tolerances, and expansion after printing this value may not be exact.
This slight amount of curvature creates large changes in the dynamics of the structure relative to
a flat beam, as will be described in the following section. The beam is shown in Figure 73 for
reference. The main beam of interest, the slender beam in the center, is covered with reflective tape
to achieve a better reading using the LDV. The ends of the structure that connect to the beam are
notably thicker and thus stiffer than the beam of interest and procedures in which to approximate
those boundary conditions in a simplified manner will be discussed.

()

(b)
Fig. 73: 3D printed beam (a) orthographic view (b) side view

6.3.1 Experimental Data

The first two symmetric bending modes (the first and third linear normal modes) of the beam were
identified via low level tests. The frequency of the first mode was 144.5 Hz and the frequency of
the third linear normal mode was 700 Hz. The experimentally extracted NNM data is presented
in Figure 74 including full field displacement data at each point along the NNM in subplot (a) and
the beam’s displacement versus frequency at the center and quarter span point along the beam
in subplot(b). The NNM contains an initial softening, or decrease in frequency with amplitude,
followed by a hardening of the system. The shape of the response did not change along the backbone
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as designated by the contour plot in subplot (a) of Figure 74, in which the response appears to remain
in the shape of the first mode.
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Fig. 74: Experimentally identified Nonlinear Normal Modes of Curve Beam. (a) Full field
displacement at each point along the NNM. (b) Displacement at center and quarter span of beam
versus frequency.

6.3.2 Modeling

The FE modeling of the structure was conducted using an in-house finite element code in order to
perform the nonlinear model updating procedure. The main body of the beam was modeled using
2-node beam elements whereas the rest of the structure, what the beam of interest is mounted to
was modeled in a variety of approaches as will be discussed subsequently. The radius of curvature
of the beam was controlled via the following equation

L\* 1
2 = T2—<$i—§) —5\/47”2—[/2 (89)
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where z; is the axial span coordinates of the node, L is the length of the main beam (180 mm), and
r is the radius of curvature. The free design parameter is the radius of curvature » which controls
the height of each node based on Eq (89).

Two different approaches were used to model the boundary conditions of the structure; modeling
the boundaries as discrete spring elements and modeling the structure on each side as single vertical
beam element. The approaches are demonstrated graphically in Figure 75.

Fig. 75: Various approaches investigated into modeling the beam and its boundary conditions;
(top) discrete springs at both ends of the free length of the beam, (bottom) single beam element
at both ends of the free length of the beam.

The first modeling approach was chosen because of the simplicity of the parameters to be
updated and the ability to control the discrete spring parameters. Furthermore, it is postulated
that a majority of the geometrically nonlinear response is limited to the main portion of the structure
whereas the side structure maintains a relatively linear response. An advantage of this approach is
that a majority of the free parameters are linear springs which speed up the gradient computation
since the gradient of the nonlinear internal force, of /Op, with respect to those parameters is zero
and need not be computed.

The second modeling approach is one step more rigorous than the previous because the actual
side geometry can be accounted for in the beam element to generate the appropriate stiffness and
mass. The free parameters of this model are the modulus of the main beam, the radius of curvature
of the main beam, the modulus of the boundary beams and the length of the boundary beams. The
reason for having a different modulus for the main structure and the side structure is that during 3D
printing there are different infill ratios for the main beam and side beam. The motivation behind
including the length of the boundary beam is that it allows for a relative control of the torsional
stiffness to axial stiffness of the boundary. This is demonstrated by looking at the linear stiffness of
a 2D beam. The bending stiffness term of the boundary beam due to a transverse unit load, which
becomes the axial stiffness at the boundary of our curved beam, is a cubic function of the length of

the beam as
12FE1,

axial —
3
Ls

(90)
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where £ is the modulus of elasticity, [, is the area moment of inertia about the out of the plane
direction and L, is the length of a beam. On the other hand, the bending stiffness of the boundary
beam due to a moment on its end, which becomes the torsional stiffness of the main beam, is

AEI,
L

Ktorsional = (91>
which is only linear in the length of the beam. By including the length of the beam as a free
parameter, the relative importance of these can be accounted for in a single parameter whereas the
modulus will scale them the same.

One may question why one would not explicitly model the side structure with 3D elements such
as hexagonal or tetrahedron elements. The first reason for not pursuing this approach was that in
the in-house finite element code used to compute NNMs using the MHB method currently does not
3D solid elements. From a practical point of view, since the nonlinear response of the main beam
is all that is of interest, explicitly modeling the side structures adds significant computational cost
to the model updating procedure while adding little benefit. For example, in Figure 76 there is a
hexagonal mesh of the side structure which, contains 17985 elements, significantly more than the
beam of interest.

Fig. 76: Finite element of the support structure if modeled explicitly with 3D 8-node hexagonal
elements.

6.3.3 Linear Model Updating

Prior to nonlinear updating, linear model updating was performed to have a good starting model
for the nonlinear model updating procedure. The target data was the frequency values of the first
and third linear normal modes extracted from low-level burst random excitation. For the first
modeling approach, the first LNM was accurate whereas the third LNM had over 5% error, which
after updating was reduced down to less than 1%. The boundary springs had the largest change
in parameter values with changes near 50%. The radius of curvature decreased by 20%, which is a
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fairly large deviation although that only resulted in a change in maximum height of 0.3 mm, with a
value of 1.6 mm. The modulus of elasticity, on the other hand, remained relatively unchanged. The
initial parameter values and values after updating are presented in Table 12. Although a vertical
spring is indicated in Figure 75 for the first modeling approach, the linear modes were insensitive
to the spring constant values and are not reported here.

For the second modeling approach the initial frequencies of the model were already accurate
compared to the experimental data and model updating only slightly improved the accuracy. The
initial parameter values and values after updating are presented in Table 13. The mode shapes,
for each modeling approach, corresponding to the experimentally identified linear frequencies are
presented in Figure 77.

Tab. 12: Parameters before and after linear model updating for Modeling Approach 1.

’ Parameter \ Initial Value \ Final Value \ %Change ‘

Main Beam Elastic Modulus (GPa) 3.100 3.118 0.580
Radius of Curvature (m) 3.175 2.525 -20.482
Axial Spring LH (N/m) 1.000 x 10° | 1.469 x 10° | 46.870
Axial Spring RH (N/m) 1.000 x 10° | 1.438 x 10° | 43.786

Torsional Spring LH (N-m/rad) 1.000 x 10% | 1.571 x 10? | 57.134
Torsional Spring RH (N-m/rad) 1.000 x 10% | 1.558 x 10% | 55.828

Tab. 13: Parameters before and after linear model updating for Modeling Approach 2.

’ Parameter \ Initial Value \ Final Value \ %Change ‘
Main Beam Elastic Modulus (GPa) 3.100 3.090 -0.316
Radius of Curvature (m) 3.175 3.304 4.059
Support Beam Elastic Modulus (GPa) 3.100 3.098 -0.011
Support Beam Length (m) 0.010 0.010 0.000

Tab. 14: Frequencies before and after linear model updating for each of the curved beam
modeling approaches.

’ Modeling Approach \ Mode # \ fexp(Hz) \ frum,o (Hz) \ errorg (%) \ Jrum.r (Hz) \ errorg (%) ‘

1 1 144.50 146.14 1.13 146.00 1.04
3 700.00 738.55 5.51 699.99 -0.01
2 1 144.50 145.33 -0.57 144.00 0.35
3 700.00 701.14 0.16 700.00 0.00

6.3.4 Nonlinear Reduced Order Model Updating

The original nonlinear ROMs of the curved beam were created before performing the linear model
updating procedure described in the previous subsubsection. The original ROMS were created from
a fixed boundary version of the curved beam with the designed radius of curvature (3175 mm) and
the nominal material properties consisting of a modulus of elasticity of 3.10 GPa and density of 1248
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Fig. 77: Mode shapes of the curved beam for each modeling approach.

kg/m3. This model provided a first natural frequency of 145.51 Hz, only a 0.69% error relative to
the identified experimental frequency. Since we are going to update the parameters of the ROM to
estimate the experimental data this quick approximation and simplification of the model is justified.
The target data in this case were the pairs of the physical displacement field and frequency along
the NNM branch.

The first ROM that was updated was a single mode ROM consisting of the 1st mode, which
has only two free parameters, ay; and (11;. The results are presented in Figure 78 showing the
NNMs during updating, represented as first mode amplitude versus frequency, in subplot (a) along
with the quadratic and cubic parameters of the ROM in subplot (b). The initial NNM of the ROM
(which came from the nominal FEM) is significantly in error relative to the experimental NNM.
The ROM’s NNM exhibits no softening behavior. After updating, the NNM comes into closer
agreement but contains some amplitude and frequency error during the initial softening portion of
the branch. The cubic nonlinear stiffness coefficient did not change during the updating but the
quadratic coefficient increased in magnitude significantly, contributing to the softening behavior of
the system.

The results when updating three different sized ROMs are presented in Figure 79; in each case 3
harmonics were included within the solution. The NNM is represented as transverse displacement
of the center of the beam versus frequency. The number of free parameters for the 1-DOF, 2-DOF
and 3-DOF ROM are 2, 14, and 48 respectively. The 2-DOF ROM only increases the accuracy of
the NNM prediction slightly compared to the 1-DOF ROM. The 3-DOF ROM, on the other hand,
is able to better predict the displacement in the high amplitude portion of the NNM compared to
the other two ROMs but does not predict the softening to hardening transition frequency as well.

The displacement residuals at four selected solutions along the backbone are presented in Figure
80 for each ROM. The additions of the second mode into the ROM does not reduce the residual
by much but as the third mode is included, but is a noticeable ability to better capture some
asymmetry of the beam’s response.

87
DISTRIBUTION A: Distribution approved for public release.



-4
x10 - x10°

2 T T T T T T I 5
*Target Data
1.8F - nitial Model ] -5.5 ——a,,
—e—|teration : 1 g "
16F Iteration : 3 %
—e—|teration : 5 % -6.5
14F +Iterat!on 7 8 S
<o Iteration : 9
§ -B-Final Model 75
gler 0 2 4 6 8 10 12 1415
£ Iteration #
< 13
3 x10"
o
= 3.6164
0.8fF - °
=}
<
> 3.61638
06 - 5
£
3 3.61636
0.4f - 8
3.61634
0.2 L
136 138 140 142 144 146 148 150 0 2 4 6 8 10 12 1415
Frequency (Hz) Iteration #
(a) (b)

Fig. 78: The experimentally measured 1st NNM of the curved beam test structure, represented as
modal amplitude of 1st mode versus frequency, along with various NNMs found while updating of
a SDOF ROM. (b) ROM nonlinear stiffness parameters during the updating procedure.

Even though the ROMs are able to follow the experimental backbone softening then hardening
trend, there was still some error in the frequency at low amplitudes up into the transition. It was
then desired to determine how sensitive the NNMs of the ROMs were to to the linear frequency
of the system. This was investigated by altering the linear modal stiffness term of the of the first
mode, A(1,1) = w?, of each of the ROMs before performing the updating procedure on the nonlinear
coefficients. For the first step the frequency was set to the linear frequency identified from low level
experimental test, 144.50 Hz. The results for each ROM with the first mode frequency altered to
144.5 Hz are presented in Figure 81. The NNMs computed from the ROMs are able to follow the
experimental NNM fairly accurately but there is still some frequency error prior to the softening of
the NNM for each ROM.

Next, the frequency of the first mode of the ROMs was altered to 145.00 Hz, the results for
those cases are presented in Figure 82. These NNMs more accurately trace the backbone prior
to the softening to hardening transition. The 3-DOF ROM is nearly indistinguishable from the
experimental backbone.

The motivation for allowing changes to the linear stiffness of the ROM is that the goal of the
ROM is to be able to predict the nonlinear response of the structure. The 0.5 Hz shift is less than
a 0.35% deviation from the identified frequency of the first mode from the low level test. This is
well within an acceptable error bound for linear model correlation and updating.

A numerical comparison of the initial and final objective functions for all three ROMs with
the three different frequencies for the first mode considered are presented in Table 15. In each
case there is significant reduction in the objective function after updating. Also, as the number of
modes increased the final objective function decreased for each case. The frequency that provides
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Fig. 79: The 1st NNM of the curved beam test structure, represented as center point transverse
displacement versus frequency, along with the initial NNMs and final NNMs after updating of a
1-, 2-, and 3-DOF ROM.

the lowest objective function is 145.00 Hz with a value of 0.0668. Interestingly, this is not the
frequency identified from the low-level experimental test. This could be attributed to changes in
the fundamental frequency of the structure during testing.

Tab. 15: Nonlinear model updating final objective function II for each of the curved beam
modeling approaches.

| Linear Frequency (Hz) | ROM Modes | I, [ IIp |
) 7.4195 | 0.0955
144.50 (1,2) 7.4410 | 0.0925
(1,2,3) | 7.4547 | 0.0849

1) 8.4140 | 0.0775

145.00 1,2 8.5710 | 0.0763
(1,2,3) | 84280 | 0.0668

1) 9.4960 | 0.0861

145.51 1, 2) 9.5292 | 0.0859

(1,2,3) | 11.4954 | 0.0853
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Fig. 80: The displacement residual between the ROM NNM solutions and experimental data at
selected solutions along the NNM.

6.3.5 Nonlinear Finite Element Model Updating

After the linear FE model was well correlated to the low level data, nonlinear model updating
was conducted. The free parameters remained constant between the linear and nonlinear model
updating, now the objective is to minimize the difference between the experimental curve and the
numerically computed NNMs of the models. Additionally, a constraint that the first linear frequency
must remain at 144.5 Hz was imposed so that the origin of the NNM would remain at the LNM.

The NNM backbones, represented as center node vertical displacement versus frequency, during
the model updating phase for the first modeling approach are presented in Figure 83. The initial
model contains a pure hardening response. Throughout the model updating procedure the NNM
starts to soften more and more before the hardening transition. The final model is able to predict
the general softening to hardening behavior of the experimental NNM but there are there are still
some errors along the branch. In particular the final NNM contains errors in frequency prior to the
transition point, and contains amplitude error after the transition point.

The parameters of the model during the updating process are shown in Figure 84 and the final
values can be found in Table 16. All of the spring parameters increase in value whereas the modulus
of the main beam decreases slightly. This points to the boundaries being overly soft during the linear
model updating and the main beam modulus being too stiff. The radius of curvature decreased
even more, by 21 %, resulting in a final radius of curvature of 1.983 proving a maximum height
of 2 mm, only a 0.7mm change from nominal. The increase in curvature helps contribute to the
softening behavior seen in the final model.

In the Figure 85 the NNMs during updating for the second modeling approach are presented.
Once again the initial model’s NNM contains only a hardening response. After updating the model’s
NNM contains a softening, in agreement with experimental data, prior to a hardening of the curve
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Fig. 81: The 1st NNM of the curved beam test structure, represented as center point transverse
displacement versus frequency, along with the initial NNMs and final NNMs after updating of a
1-, 2-, and 3-DOF ROM with the frequency of the first mode set to 144.50 Hz.

which over approximates the displacement for a given frequency. The maximum frequency error
along the NNM is less than 1.5 Hz for a given amplitude. The softening to hardening transition
occurs at the same amplitude, a value of 2.25 mm.

The parameters of the single beam model during updating are presented in Figure 86 and final
values are shown in Table 17. The modulus of the side beam increased during the procedure, which
increases both the bending and axial stiffness of the boundary of the main beam. The length of the
side beam also increased which decreases the bending and axial stiffness of the boundary of the main
beam but at different ratios as described earlier. The modulus of the main beam decreased which
reduces the stiffness of the main beam whereas the radius of curvature also decreased, increasing
the maximum height to 1.9 mm, contributing to the softening behavior of the final model.

A comparison of the final accuracy of the two approaches is presented in Table 18. The table
provides the % violation of the linear frequency as well as the initial and final objective function
values, defined in Eq (64), for each modeling approach. The objective function from the nonlinear
updating for both modeling approaches decreased significantly. The linear frequency of the second
modeling approach remained accurate, within 0.5% of the experimental. The modeling approach
using the beam at the boundary was better able represent the NNM backbone compared to the
spring model based upon the provided cost function value.

It is important to note again that this model updating procedure utilizes a gradient based
optimization procedure and as such only local minimums can be found. It is possible there are
other parameterizations of each model that could better minimize the objective function value.
These other local minimum could potentially be found by using a global optimization routine or
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Fig. 82: The 1st NNM of the curved beam test structure, represented as center point transverse
displacement versus frequency, along with the initial NNMs and final NNMs after updating of a
1-, 2-, and 3-DOF ROM with the frequency of the first mode set to 145.00 Hz.

Tab. 16: Parameters after linear model updating and parameters after nonlinear updating for
Modeling Approach 1. The column % change denotes changes relative to linear model updating

value.
\ Parameter \ Linear Updating \ Nonlinear Updating \ % Change \

Main Beam Elastic Modulus (GPa) 3.118 2.411 -22.67
Radius of Curvature (m) 2.525 1.982 -21.47

Axial Spring LH (N/m) 1.469 x 10° 1.426 x 107 869.93

Axial Spring RH (N/m) 1.438 x 10° 5.170 x 10° 359.59
Torsional Spring LH (N-m/rad) 1.571 x 10? 2.223 x 10° 1414.39
Torsional Spring RH (N-m/rad) 1.558 x 10? 3.145 x 10? 201.81

starting the algorithm with different sets of initial parameter values.

6.3.6 Comparing Final Reduced Order Models

After the two FE models were updated to best match the nonlinear normal mode of the experimental
structure, ROMs were created from each model to investigate how well the ROMs approximated
the experimental data. A SDOF ROM consisting of the first mode was created from the updated
spring boundary condition model and the NNM computed from that ROM is presented in subplot
(a) of Figure 87. The SDOF ROM created from the model follows that of the updated model
almost identically. A SDOF ROM was created from the updated FE model with vertical beams
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Fig. 83: Nonlinear normal modes, represented as center of beam transverse displacement versus
frequency, during the model updating procedure for Modeling Approach 1 using springs to
represent the boundaries.

Tab. 17: Original parameters, parameters after linear model updating and parameters after
nonlinear updating for Modeling Approach 2. The column % change denotes changes relative to
linear model updating value.

’ Parameter \ Linear Updating \ Nonlinear Updating \ % Change ‘
Main Beam Elastic Modulus (GPa) 3.090 2.438 -21.10
Radius of Curvature (m) 3.304 2.0810 -37.01
Support Beam Elastic Modulus (GPa) 3.098 3.869 24.83
Support Beam Length (m) 0.010 0.0119 19.49

representing the boundary conditions. A comparison of the NNM of the ROM and the experimental
NNM is presented in subplot (b) of Figure 87 along with the initial and final NNMs of the FE model.
The ROM produces an indistinguishable NNM compared to the FE model it was made from.

The parameters for each SDOF ROM created from the updated FE models and the SDOF ROM
updated from the fixed boundary condition model are presented in Table 19. The ROMs created
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Fig. 84: Normalized design parameters during the model updating procedure for Modeling

Approach 1 using springs to represent the boundaries.

Tab. 18: Nonlinear model updating objective function values results for each of the curved beam
modeling approaches after updating and linear frequency error after updating.

’ Modeling Approach ‘ flm,exp<HZ) ‘ flin,num (HZ) ‘ flin,error (%) ‘ HO ‘ HF ‘

1

144.50

145.00

0.34

2.865

0.069

2

144.50

143.76

0.51

4.251

0.015

from the updated FE models contain similar parameters for both the quadratic and cubic terms
with a maximum deviation of 7.5% in the cubic term. The ROM created from the fixed boundary
condition model on the other hand has a 20% deviation in the quadratic value and a 25% deviation
in the cubic parameter from the ROMs created from the updated FE models.

Tab. 19: Comparison of the SDOF ROM parameters between a ROM that is updated from fixed
boundary condition model and the ROM created from updated FE models.

’ Modeling Approach ‘ frin(Hz) ‘ anq ‘ Bi11 ‘
ROM (1) 14551 | —7.351 x 10° | 3.617 x 103
FE 1 145.00 | —6.149 x 107 | 2.689 x 10"
FE 2 143.76 | —6.126 x 10Y | 2.890 x 10'3

6.3.7 Discussion

The model updating procedure was applied to various modeling approaches to approximate the
NNM of a 3D printed curved beam. Both reduced order models and finite element models were
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Fig. 85: Nonlinear normal modes, represented as center of beam transverse displacement versus
frequency, during the model updating procedure for Modeling Approach 2 using a vertical beam
to represent the boundaries.

updated to the experimentally identified NNMs of a 3D printed curved beam. The curved beams
NNMs contained a softening-hardening nonlinearity demonstrating a complex and difficult model
updating case study. In both cases, the models were able to be updated to better approximate the
nonlinear normal mode of the physical structure.

When updating the ROMs from the finite element model with fixed boundary conditions, each
of the ROMs nonlinear stiffness coefficients was able to be tuned to accurately capture the NNM.
It was found that a 3-DOF ROM with modes one, two, and three included within the basis set
provided the most accurate prediction. Furthermore, when altering the linear frequency to a value
of 145.00 Hz, the 3-DOF ROM had the highest accuracy. This frequency value deviated slightly,
less than 0.3% from the frequency identified from low level experimental test.

Two different FE modeling approaches were explored to represent the experimental structure
and both linear and nonlinear updating were applied to them. In all three cases the linear models
were able to be tuned to match the linear frequencies of the model. Nonlinear model updating,
using NNMs, was then performed for each modeling approach. For each case the initial NNMs of
the model were significantly off, they contained a pure hardening NNM which is not present in the
experimental NNM. After updating the error in each modeling approach significantly decreased and
the final NNMs of each approach better approximated the experimental NNM. The FE approach
that used beams to represent the support structure of the beam provided the best NNM results
after updating with a maximum frequency error of less than 1 Hz along the entire branch.
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Fig. 87: Nonlinear normal modes, represented as center of beam transverse displacement
frequency frequency, of ROMs built from updated FE models. (a) FE modeling approach 1. (b)
FE modeling approach 2.

A computational cost comparison is provided in Table 20 for each of the FE modeling approaches
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and the three ROMs updated. The two FE approaches which do not explicitly model the beam
support structure only take two to three minutes to compute both the NNMs and gradients. The
NNM computation for the ROMs take less than a minute, and this is conservative since extremely

small step sizes were used in those NNM computations. The cost to compute the gradients of the
ROMs are all negligible with less than a second for even the 3-DOF ROM.

Tab. 20: Comparison of the computational costs associated with computing the NNMs and
gradients at each iteration of the model updating routine.

| Modeling Approach | NNM (sec) | Gradient (sec) |

FE 1 134.09 115.56

FE 2 166.17 160.58
ROM (1) 7.78 0.07
ROM (1,2) 15.28 0.13
ROM (1,2,3) 23.95 0.18

6.4 Exhaust Cover Plate

The last experimental system considered is a circular perforated plate that has been studied in the
past [34,105]. The plate, which is nominally 16 gauge (1.52 mm) thick 409 stainless steel, contains
circular perforations in an equilateral pattern. An image of the structure is shown in Figure 88.
The edges of the plate are bent and welded to a vertical bent steel strip as shown in subplot (b) of
Figure 88. The nominal diameter of the plate is 317.5 mm with the bent portion approximately 12
mm and vertical strip of 89 mm.

(a) (b)

Fig. 88: Photos of the exhaust plate studied in this section (a) perforated plate portion only (b)
perforated plate welded to steel strip

6.4.1 Modeling

The exhaust plate is modeled in an in-house finite element code, in order to perform linear and
nonlinear model updating more efficiently. The perforated plate structure is modeled with 4-node
shell elements that represent the main plate, bend radius and lip. The holes present in the top
portion of the plate are not explicitly modeled but are accounted for by reducing the modulus of
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elasticity of the parent material which will be discussed in the next section. The vertical steel plate
that the plate is welded to is not explicitly modeled but is rather represented with radial boundary
springs on each of the boundary nodes, all with equal spring constants. The FE model can be found
in Figure 89 denoting the main structure modeled with shell elements and the side plate modeled
with spring elements. The circles on the top portion of the mesh are used to represent the nodes
that are used to interpolate the FE NNMs onto the measurement points used in the experiment.
Additionally, the physical location of those nodes are controlled by the radius of curvature of the
plate. The equation that those nodes follow is that of a spherical cap. In [105] it was found that
there is slight curvature present in the structure, identified by using digital image correlation (DIC)
of the plate surface. In [105] they directly incorporated the DIC field into the model, in this work
instead we will model the top plate as a spherical dome controlled by a radius of curvature parameter
that is included within the model updating process as a free parameter. This simulates a situation
in which DIC measurements are not available or one in which adjusting the curvature according to
DIC was not sufficient to bring the model into agreement with measurements. The equation that
defines the vertical position of the node, z-axis position is

2 = Zpase + \/r2 —a? -y} —Vr2— R? (92)

where x; and y; are the in-plane coordinates of the i node, R is the radius of the plate (158.8 mm),
Zpase 18 the baseline height of the structure and r is the radius of curvature of the spherical dome.

()

(b)

Fig. 89: Finite element model representation of the exhaust plate in which the plate is modeled
with 4-node shell elements, the boundary is represented with radial springs and the circles
represent nodes that are used for interpolation and control of plate radius

The mesh of the FE model and the points where DIC measurements were recorded are overlaid
is presented in Figure 90. A 2D gridded interpolation is used to select the transverse displacement
of the FE nodes to correlate with the experimental data.
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Fig. 90: Locations of the nodes in the FE model considered within the interpolation routine and
the DIC acquisition points.

6.4.2 Linear Finite Element Model Updating

Prior to nonlinear updating, linear model updating was performed to have a good starting model
for the nonlinear model updating procedure. The target data was the first 10 linear normal modes
extracted from a low-level test with burst random excitation from [105]. The free parameters for
the linear model updating were the modulus of elasticity, radius of curvature of the top plate, and
the radial spring stiffness values. The experimentally identified modes along with the FE model’s
interpolated mode shapes are presented in Figure 91 for modes 1-5. Modes 6-10 can be found in
Figure 92.

The initial parameter values, final values and percent changes are presented in Table 21. Although
the parent material is steel with an elastic modulus of 200 GPa the holes present within the structure,
which are not modeled, result in a reduction of stiffness of the structure. The initial elastic modulus
used in this work was taken from [105] which used an approximation based on the parent material,
hole pattern and hole size to determine the effective modulus of the plate if it were modeled without
the holes. The resulting modulus value was 168 GPa. The final value obtained, after linear updating
in this work, agrees well with the final value obtained in [105], which was 96 GPa. The radial spring
values did not change during the updating, and the bending modes were found to be fairly insensitive
to the change in the radial stiffness values. The initial radius of curvature, 200 m, was set to a
value that provided a nearly flat surface. The final radius of curvature provided a maximum height
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Fig. 91: First 5 linear normal modes of the exhaust plate.

Fig. 92: Linear normal modes 6 to 10 of the exhaust plate.

of 3 mm above the outer edge portion, which compares well with the DIC data from [105]. This is
shown in Figure 93 where subplot (a) contains a side view of the FE model and subplot(b) a side
view of the DIC data used to estimate the curvature of the plate [105]. In this study, the structure
is still symmetric, whereas in reality this is not the case so some error in the repeated modes of the
structure is expected.

The linear model updating results for the first 10 modes are presented in Table 22. The initial
model, with a flat top surface, has frequency errors up to 25% for many of the modes. After the linear
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model updating procedure the largest error is 3% for modes 2 and 3, which are repeated modes, and
as stated earlier, some error is expected with those modes because the asymmetry present in the
structure was not modeled. These errors would be considered acceptable for typical linear model
updating studies, for example, NASA and the Air Force want frequency errors of no more than
3 —5% typically. The modal assurance criteria (MAC) values are also presented in the table, which
denote the similarity of the shapes between the numerical model and the experimental data. The
first bending mode of the system, the NNM of interest, has MAC value of 0.986, indicating a well
correlated mode. The lowest MAC value was 0.878 for the 10th mode, which is a repeated mode
and as such some error is expected.

(b)
(a)

Fig. 93: Side views of the exhaust plate (a) Finite element model (b) DIC data from [105].

Tab. 21: Exhaust plate parameters before and after linear model updating.

‘ Parameter ‘ Initial Value ‘ Final Value ‘ % Change ‘
Elastic Modulus (GPa) 168.00 95.50 43.15
Radius of Curvature (m) 200.000 0.919 99.54
Radial Spring Stiffness (N/m) 1 x 10° 1 x 10° 0.00

6.4.3 Nonlinear Reduced Order Model Updating

After the linear model was well correlated to the low level data, a series of nonlinear reduced order
models were created using the implicit condensation procedure. The first ROM created was a single
mode model consisting of the first mode with two nonlinear terms, a quadratic and cubic. The
1st NNM of the ROM is plotted in Figure 94 along with the experimentally extracted NNM data
from [105]. Note that the 1-DOF model does not predict the softening then hardening behavior
of the experimental NNM data at all, even after the model updating procedure and regardless of
the number of harmonics included within the solution. The reason for this is that the experimental
data after the softening to hardening transition is actually along an internal resonance branch. The
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Tab. 22: Natural frequencies before ()o and after ()r model updating of the exhaust plate.

| Mode # | feop | Jfoumo | erroro(%) | faumr | errorp(%) | MACp |

1 205.36 | 174.63 -14.96 207.71 1.15 0.986
2 327.78 | 362.61 10.60 337.69 3.01 0.980
3 348.65 | 362.69 4.03 337.77 -3.12 0.969
4 489.16 | 598.73 22.40 202.60 2.75 0.925
) 510.22 | 599.78 17.55 503.34 -1.35 0.958
6 572.62 | 683.02 19.28 557.04 -2.72 0.939
7 697.89 | 882.42 26.44 707.31 1.35 0.905
8 699.95 | 882.45 26.07 707.37 1.05 0.909
9 814.11 | 1044.05 28.24 822.69 1.05 0.903
10 827.68 | 1044.28 26.17 822.87 -0.58 0.878

internal resonance is with the 6th mode of the system, so the 6th mode is required within the
ROM’s basis set to be able to trace the internal resonance branch and as such was included within
the basis set next.
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Fig. 94: Nonlinear normal modes of the exhaust plate, represented as first modal amplitude
versus frequency, including the experimentally identified data, the original models, and final
modes of a 1-DOF ROM with various number of harmonics included in the solution.

The model updating was then repeated for a 2-mode ROM including the first and and sixth
mode of the exhaust plate. The 1st nonlinear normal mode of the 2-DOF ROM along with the
experimental NNM points are plotted in Figure 95. The numerical data shown in the figure are
the interpolated points along the NNM curve, the seven NNM solutions with the closest euclidean
distance to the experimental NNM points. Since the available experimental data is along an internal
resonance branch, the single harmonic solution plotted in Figure 95 misses the internal resonance
and does a poor job of estimating the data. For a complete picture of the NNM curve of the single
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harmonic response, refer to Figure 97, which shows the NNM of the ROM at all points along the
NNM and over a larger range of amplitude. It is more clear that the branch in question is an
internal resonance branch. The model updating procedure was applied to the nonlinear coefficients
of the ROM, and the results show the ROM has no chance of predicting the internal resonance.
After model updating the behavior of the NNM is noticeably different between the two models,
with the updated model containing a softening to hardening transition along the main backbone.

A solution with three harmonics captures the internal resonance turning point well with a
frequency error of only 1 Hz as demonstrated in Figure 95. Similarly, when including the fourth
harmonic the original model is able to capture the curve fairly well, surprisingly with only slightly
lower frequency error at the turning point, but both solutions under predict the amplitude after the
turning point for a specific frequency. After model updating, both solutions better represent the
curve past the turning point. Once again, to better demonstrate the NNM curve the four harmonic
solution, before and after updating, is plotted in Figure 97 which includes all solutions, not just the
one used for interpolation within the model updating algorithm. Subplot (b) contains a zoomed in
portion of the plot that highlights the updated four harmonic solution’s ability to better represent
the data compared to the original model.
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Fig. 95: Nonlinear normal modes of the exhaust plate,represented as first modal amplitude versus
frequency, including the experimentally identified data, the original models and final modes of a
2-DOF ROM with 1,2, and 4 harmonics included within the MHB solution.

The parameters of the 2-DOF ROM with four harmonics included within the MHB solution are
presented in Figure 96. The change in all the parameters is very small with a maximum change
of less than 7% for the first mode quadratic value, ay;. Even though the changes are small the
influence on the NNM is significant as previously noted. Additionally there is noticeable change
in the quadratic coupling parameter between the first and sixth mode, a;4. The alteration of this
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value indicates a change in the amount of coupling between the first and sixth mode of the system
which occurs during the internal resonance.
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Fig. 96: Normalized nonlinear stiffness parameters during the model updating procedure of the
2-DOF ROM with four harmonics included within the MHB solution

The nonlinear cost function values for the 2-DOF ROM model with various harmonics included
within the MHB solution are presented in Table 23. In the single harmonic case, even though the
curve is not represented well, the cost function decreased by a factor of 3. The cost function is
reduced by a factor of 4 for the three and four harmonic solutions.

A frequency energy plot is presented in Figure 98. The frequency energy plot is used as a simple
way to demonstrate the difference between the single harmonic and four harmonics solution, in
particular highlighting the internal resonance portion of the branch. To demonstrate that the loop
is truly an internal resonance the time history response along the orbit at a few solutions along the
NNM curve are presented in Figure 99. At point A along the main backbone branch the response
is primarily in the first mode whereas at point B, along the internal resonance loop, the response is
in both the first and sixth mode. The sixth mode is oscillating at 3 times the frequency of of the
first mode indicating a 1:3 internal resonance of the sixth mode. At points C and D further along
the NNM the response is once again primarily in the first mode but with still a minor contribution
from the 6th mode with that higher harmonic response.
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Fig. 97: Full nonlinear normal mode curve of the 2-DOF ROMSs represented as first modal
amplitude versus frequency. (a) The entire computed curve. (b) A zoomed in portion of the curve,
defined by the box in subplot (a), to highlight the experimental data.
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Fig. 99: Modal amplitude response along the period of selected solutions from Figure 98 of the
2-DOF ROM’s NNM with 4 harmonics included in the solution.

Tab. 23: Nonlinear cost function before and after updating the 2-DOF ROM model with different
number of harmonics included within the MHB solution.

‘ # of Harmonics ‘ II, ‘ g ‘

1 0.2151 | 0.0653
3 0.1176 | 0.0281
4 0.1004 | 0.0231

6.4.4 Discussion

This section described the process of updating a finite element model to match the linear frequencies
of an experimental system followed by updating the nonlinear coefficients of a ROM created from
the correlated FE model. In this case there was considerably more linear modes used within the
linear model correlation procedure which once finished the models the ROM provided fairly accurate
nonlinear normal modes compared to the experimental data. In the case of a ROM it was found that
a 2-DOF ROM with four harmonics was able to accurately capture the internal resonance portion
of branch. Even though the original model was fairly accurate, the model updating procedure was
able to still improve the model which had a large influence on the primary backbone of the NNM
by shifting the softening to hardening transition point by 9 Hz. Model updating was not performed
on the FE model because it was already fairly accurate with respect to the experimental data, for
details see Appendix B.
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6.5 Recap

This section covered updating both reduced order models and finite element models to match
experimentally extracted NNMs of geometrically nonlinear structures. The structures included a
nominally flat beam with a pure hardening NNM, a curved beam with a softening then hardening
NNM and an exhaust cover plate with an internal resonance along the NNM. All of these case
studies demonstrated the ability of the model updating procedure to capture the unique dynamics
of each experimental structure.

7 Conclusion

This work has presented a model updating strategy for nonlinear systems represented by either
a finite element model or a reduced order model, using nonlinear normal modes as a correlation
metric. The model updating procedure utilized a gradient based optimization routine to drive the
model’s NNM towards the objective NNM. The method was enhanced because the computation of
the NNM using the MHB method made it possible to compute analytical gradients of the NNMs
with respect to the design parameters. Due to the complex nature of the NNM curves, a nearest
neighbor search was implemented to identify which points to compare between experimental and
numerical model NNMs rather than an interpolation procedure.

The method was first demonstrated on numerical examples including a flat beam with fixed
boundary conditions, the same beam with variable boundary conditions. and a flat plate with
compliant boundaries. It was demonstrated that in all these cases the ROM could be updated
to match the target NNM curves. In the second case the ROM coefficients were found to be in
good agreement with coefficients estimated from the correct FE models demonstrating that it is
possible to tune the polynomial parameters of a ROM to capture unknown physical parameters of
a structure.

The method was then applied to three experimental systems; two were beams mounted on a
somewhat flexible backing structure and the last was a curved, perforated plate. The first of the
two beams was flat and both the FE models and ROMs were able to be tuned with ease to match
the response of the structure. In this case the final ROM parameters from the model updating
procedure matched well with the ROM parameters identified from the updated FE model. The
second beam, which contained some curvature, exhibited a softening then hardening behavior in
the NNM, providing a challenging case with complex dynamics. Nevertheless, the model updating
procedure was still able to produce ROMs and FE models that were able to accurately capture
the experimental NNM of the structure. The exhaust plate case study demonstrated the ability
of the procedure to update ROMs to capture internal resonance branch, which was present in the
experimental data. This demonstrated the ability of the procedure to work on systems with strong
modal coupling present.

Tuning the parameters of a ROM from an accurate linear FE model to match the experimental
NNMs provided an efficient way to obtain an accurate model to predict the nonlinear response of
the system. An approach such as this could be very attractive in industry, such as when modeling
aircraft panels. There it would likely be far easier to model only the panel of interest, perform
linear model updating and not have to mesh the support structure and other components, which
may require more effort and add detail to the FE model. The tuning of the polynomial coefficients
of the ROM provide a flexible approach to capturing the nonlinear response of the structure but
comes with the drawback that the coefficients are difficult to interpret physically.
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Updating parameters of the FE model on the other hand, is computationally more expensive
but the analyst has a stronger intuition into the validity of the parameters identified during the
updating procedure. This is an appealing approach in practice because one typically wants to have
confidence in the values of the actual parameters are for future design and analysis of the structure.
It is anticipated that the combination of these two approaches for updating nonlinear structural
systems can greatly aid the model correlation and updating practices in the aerospace industry for
systems undergoing geometrically nonlinear response.
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