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Results from AFOSR Award No. FA9550-12-1-0476 
12/1/2014-11/30/2018 
PI: Mark S. Gordon 

Iowa State University 
Program Officer: Gernot Pomrenke 

Accomplishments. 

Energy savings. Investigations were performed on energy savings for GAMESS and 
HPC Benchmarks on various Intel processor architectures and their analysis using the 
Empirical Model Decomposition (EMD) method. The findings and developments were as 
follows:  
● Runtime system is proposed that  (1) predicts the micro-instructions executed at
different processor and memory frequencies based only on a small number system 
parameters, (2) predicts the power consumption based on the instantaneous power 
consumption using the Intel RAPL technology, and (3) select the appropriate processor–
memory frequency pairs that minimize total energy consumption while satisfying the 
performance-loss constraint. The runtime system operates on timeslices and uses history-
window approach to predict application future behavior, and uses an adaptive mechanism 
to adjust dynamically the memory and compute-intensity of an application. The system 
was validated on the SPEC CPU TM 2006 and NAS parallel benchmarks as well as on 
the sparse linear algebra application pARMS, all of which contain both memory- and 
compute-intensive codes. It saved a maximum of 22% energy with a small average 
performance loss of 4.8%, see Fig. 1 (left) and (right), respectively. 

 Figure 1: Performance loss (left) and energy savings (right) for the SPEC, NASA parallel benchmarks and 
pARMS benchmarks under the proposed runtime and and static strategies. 

0 

5 

10 

15 

20 

25 

30 

hmmer astar EP CG pARMS 

En
er

gy
 S

av
in

gs
 (%

) 

Proposed	

Static	

DISTRIBUTION A: Distribution approved for public release.



● Dynamic voltage and frequency scaling (DVFS) granularity has been determined for
three recent Intel processor types and observed that the absence of the per-core 
granularity may hamper energy savings, as shown in the following Table 1.  
Table 1. GAMESS energy saving as percentage of the maximum frequency for three frequency scaling 
mechanisms in a node: native (per-core frequency change) allmean (frequency average among all cores in a 
socket) and emulated as socket-level (Bolt) and as twin-core (Dynamo). 

● A novel energy-saving strategy, which takes into account the DVFS granularity of
different processor types while choosing a ceiling frequency (or power limiting level) has 
been proposed and studied. The strategy was validated on two GAMESS inputs operating 
under different power budgets and it delivered performance within 2%  of the best 
possible performance. Moreover, it was observed that the ratio of the performance loss to 
power reduction remained low in GAMESS: Power reduction of as much as  40% 
resulted in performance loss of  about 9% (see Fig.2). 

 Figure 2: Performance loss for the cazb and Silatrane-265 GAMESS inputs with different power budgets. 
The data suffixed with ‘-best’ shows the lowest possible performance for a power budget.  

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

0 20 40 60 80 100 120 

Pe
rf

. L
os

s 
(%

) 

Power Budget (W) 

cazb	

silatrane-265	

cazb-best	

silatrane-265-best	

DISTRIBUTION A: Distribution approved for public release.



● The Empirical Mode Decomposition and Hilbert-Huang Transform (EMD/HHT)
analysis method has been applied to the power traces collected on several hardware 
platforms, featuring KNC and KNL accelerators for GAMESS. Using EMD/HHT 
analysis, hardware utilization can be broadly classified based on the overall intensity of 
the resulting histogram. It was shown that varying clock-rate or the number of cores 
impacts the entire time-frequency domain of the EMD/HHT analysis (See Fig. 3.) 

Figure 3: Comparison of EMD/HHT histograms generated for power traces collected for GAMESS on a 
KNL system while varying the number of cores or clock-rate: (left) 32 cores, (right) 63 cores. 
We formulated a new metric called iso-power-efficiency that describes scaling under a 
power budget. The idea is to scale up the problem size with increasing power budget, 
rather than just with increasing numbers of processors. For many applications, speedup 
saturates and parallel efficiency decreases if the problem size is held fixed while 
increasing the number of processors (the form of scaling known as strong scaling). For 
some problems, it is possible to maintain a fixed parallel efficiency by increasing both the 
problem size and the number of processing elements. The rate at which the problem size 
must increase to maintain constant efficiency for a given rate of increase of the number of 
processors is given by the iso-efficiency function. We have developed a new scalability 
function called iso-power-efficiency that determines the rate at which the problem size 
must increase to maintain constant efficiency for a given rate of increase of the 
application's power budget. For a given power budget, an application can choose to use a 
larger number of processors running at lower power. Speedup can often be obtained 
within a given power budget by such overprovisioning. Deriving the iso-power-efficiency 
function for a given problem involves 1) determining optimal configurations for problem 
instance/power budget pairs, and 2) expressing the parallel overhead as a function of 
problem size and power budget. We have shown that the rate of growth required for 
problem size can be lower with iso-power-efficiency than with iso-efficiency, thus 
yielding better scalability, and we have developed a regression modeling methodology 
for fitting observed execution data to an iso-power-efficiency function. This work has led 
to a publication and presentation at the Workshop on High-Performance, Power-Aware 
Computing (HPPAC 2015). 

Soft-Fault Models.   Investigations of soft-fault models in hybrid parallel asynchronous 
iterative methods Specifically, we investigated impacts of undetected soft faults on an 



asynchronous iterative method, and to compare and contrast several techniques for 
simulating the occurrence of and recovery from a fault. The data shows that the two 
numerical soft-fault models (shuffle-based and perturbation-based, respectively, SBSFM 
and PBSFM), considered in this research, produce more consistently than a “bit-flip” 
model bad enough behavior to test a variety of recovery strategies, such as those based on 
partial checkpointing (cf. Fig. 4 left and right). Results were presented for asynchronous 

iterative methods, implemented in a hybrid parallel 
fashion, 
using 
OpenMP 
and MP.

Figure 4: Effect of fault recovery with the SBSFM (left) and PBSFM (right) using partial checkpointing. 
All the runs in PBSFM are closer to the mean than those in SBSFM are. 
Emerging HPC Architectures. Many in the HPC community are convinced that the 64-
bit ARMv8 platform specifically due to its improved double-precision and SIMD support 
over previous ARM generations, will figure prominently into the set of solutions that 
allow continued progress in the scientific and engineering endeavors that rely on the 
massive scale of computation offered by large HPC systems. To that end, it is critical to 
understand the performance and energy efficiency of the ARM architecture in the context 
of well-established architectures deployed in HPC. Under the auspices of the CoDAASH 
grant, EP Analytics (in close collaboration with Ames Laboratory) conducted multiple 
studies that explore the viability of multiple ARMv8 processor architectures in terms of 
performance and energy efficiency. The highlights of previous studies are provided 
below: 

1. We presented an analysis of the performance, parallel scalability and energy
efficiency of GAMESS on a commercially available HP Moonshot 64-bit ARM
cluster that consisted of Applied Micro XGene 1 processors. The performance and
energy efficiency metrics were also compared to a conventional x86 Intel Ivy
Bridge system. A 2:1 Moonshot core to Ivy Bridge core performance ratio was
observed for GAMESS calculations. Doubling the number of cores to complete
the execution faster on the 64-bit ARM cluster led to better energy efficiency
compared to the Ivy Bridge system.

2. We presented a comprehensive study of the performance, power and energy
consumption of the Applied Micro XGene 1, the first commercially available 64-
bit ARMv8 platform, for HPC workloads. The study included a detailed
comparison of the X-Gene to three other architectural design points common in
HPC systems. Across these platforms, careful measurements across 400+
workloads were performed, covering different application domains,
parallelization models, floating-point precision models and memory intensities.
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The study found that XGene has an average of 1.2× better energy consumption 
than an Intel Sandy Bridge, while the Sandy Bridge is an average of 2.3× faster 
than XGene. 

Building on these previous studies, evaluation of the emerging many-core architectures – 
Cavium ARMv8 ThunderX, and Intel’s Knights Landing (KNL) processors – was 
conducted. To continue to evaluate performance and energy efficiency of different 
ARMv8 offerings, XGene 1 was also included in the study. Since many-core architectural 
design mandate efficient usage of the available cores via thread-level parallelism, 
GAMESS calculations that use hybrid MPI+OpenMP parallel model were included in the 
study. Optimal build-time (e.g., compilers and math libraries) and run-time 
configurations determined empirically through parameter sweep were used for final 
power and performance measurements. For example, run-time configurations for 
threaded GAMESS calculations consist of number of ranks per node and number of 
OpenMP threads per rank, both of which were determined empirically to select the best 
performing configuration. Figure 5 presents the results of this study. In the figure, 
performance (time-to-solution), power (averaged over entire run) and energy (product of 
average power and execution time) metrics for KNL and XGene 1 systems are 
normalized using the respective measurements for ThunderX system. The results 
demonstrate that ARMv8 systems are better in terms of power-draw and energy 
efficiency perspectives. ThunderX outperforms KNL in half the benchmarking 
calculations, while maintaining leads in power draw and energy on all the calculations.  

Figure	5:	Cross-architectural	comparisons;	performance,	power	and	energy	metrics	are	
normalized	with	respect	to	Cavium	ThunderX	
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The study described above was expanded to include a large set of GAMESS 
benchmarking calculations to focus on just the many-core architectures – ThunderX and 
KNL. Figure 6 shows the results. Similar to Figure 1, performance and energy metrics for 
KNL are normalized using the respective measurements for ThunderX system. For 
approximately half the calculations, ThunderX shows better time-to-solution; for 60% of 
the benchmarking inputs, ThunderX delivers better energy efficiency. Some calculations, 
however, show significantly lower performance on ThunderX (as much as 2.4X slower 
on ThunderX).  

Figure	6:	Comparing	many-core	architectures	in	terms	of	their	suitability	to	GAMESS	calculations.	

Another emerging HPC architectural trend is the use of Field Programmable Gate Arrays 
(FPGAs) as accelerators. FPGAs are expected to consume significantly less energy per 
flop than CPU and GPU architectures.  

We ported a portion of the GAMESS-SIMGMS computational chemistry kernel 
containing the Hartree-Fock procedure to FPGA enabled machines using the OpenARC 
compiler from Oak Ridge National Laboratory  and evaluated the performance results. 
The GAMESS-SIMINT Hartree-Fock quantum chemistry method is used both to 
compute molecular properties and as a starting point for higher accuracy, more 
computationally demanding methods. The computational bottleneck of the Hartree-Fock 
procedure is construction of the Fock matrix, which requires computation of many 
electron repulsion integrals (ERIs). Since OpenARC takes only C code as input, we 
translated the GAMESS-SIMGMS kernel to pure C code by hand. We then inserted 
OpenACC directives to parallelize the code. We used OpenARC to transform the code 
into OpenCL optimized for FPGAs. The final step was to use the Intel SDK for OpenCL 
to compile the code to an FPGA executable. We verified that the FPGA executable 
produced the same results as the C++ version of the code running on a CPU. We 
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achieved up to 9.5X speedup on a Stratix V FPGA, compared to an Intel Xeon E5520 
CPU, using double precision. 

We continued our exploration of FPGAs by using the OpenARC compiler to generate 
optimized OpenCL code for the Arria 10 FPGA. We also generated code for the NVIDIA 
P100 GPU. We	achieved	up	 to	64	 times	 speedup	on	 the	Arria	10,	 compared	 to	an	
Intel	 Xeon	 E5520	 CPU,	 using	 double	 precision.	 This	 speedup	 was	 more	 than	 ten	
times	 what	 we	 previously	 achieved	 on	 the	 Stratix	 V	 FPGA.	 We	 achieved	 better	
speedup	 (up	 to	 160x)	 and	 better	 scalability	 on	 the	 P100	GPU	 than	 on	 the	 FPGAs.	
Performance	comparisons	are	shown	in	Figures	7-9	below. 

Figure	7:	Runtime	of	SIMGMS	kernel	on	FPGAs	(Stratix	V	and	Arria	10)	vs.	CPU	(log	scale)	

Figure	8:	Runtime	of	SIMGMS	kernel	on	NVIDIA	GPU	vs.	Arria	10	FPGAs	
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Figure	9:	Speedup	on	NVIDIA	P100	GPU	and	Arria	10	FPGA	compared	to	Intel	Xeon	E5520	CPU	

Oversubscription. We have completed the work evaluating the effects of 
oversubscription on semi-direct MP2 algorithms on multiple nodes.  As demonstrated in 
our 2017 paper, there are specific subroutines within the semi-direct MP2 energy and 
semi-direct MP2 gradient algorithms in NWChem where performance can be 
significantly improved by increasing the parallelism.  Provided in Figure 10 are the 
normalized semi-direct MP2 energy wall times using both two and three nodes executing 
with 1n, 2n and 3n processes, where n is the number of physical processes.   

Figure 10. Semi-direct MP2 energy wall times at 1n, 2n, and 3n processes, normalized by 
the number of basis functions, for (top) two nodes and (bottom) three nodes.  
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Oversubscribing when using two nodes improved MP2 energy wall times 27-36%, with 
the largest improvements happening at the 3n level.  When executing on three nodes, 
oversubscription improved MP2 energy wall times 30-44%, with the largest 
improvements again taking place at the 3n level.  All of the time saved occurs within the 
moin subroutine, which is I/O intensive.  The make subroutine, which is much more 
computationally intensive than the moin, is adversely affected by oversubscription, but 
only accounts for a small percentage of the total MP2 calculation.  

Using the Performance Counter Monitor (PCM) API, we were able to monitor CPU and 
DRAM power, cache access, C-state residency, and average socket frequency.  Figure 11 
provides the percent energy used relative to 1n for each level of oversubscription for both 
two and three nodes. We found that through oversubscription total combined CPU and 
DRAM energy dropped by an average 5-10% for both two and three nodes.  More total 
energy was saved by the DRAM than by the CPU when oversubscribing, most likely due 
to more efficient use of the L2 and L3 cache.    

C-state residency data, which displays the percentage of time the cores were in a
particular power-saving C-state, show a strong correlation between the time saved on the
calculations and the time less spent in the idle C7 state. The plots in Figure 12 illustrate
this relationship and provide the R2 values, as well. Average socket frequency data
corroborates this trend showing the average frequency increases significantly as the level
of oversubscription increases.  The drop in C7 residency along with the socket frequency
data indicate an overall increase in CPU efficiency through oversubscription.

Figure 11. Percent energy used for all twelve 
chemical systems at each level of 
oversubscription relative to 1n processes for 
(top) two nodes and (bottom) three nodes.

Figure 12. Total wall time saved versus 
time difference in C7 residency compared 
to 1n for (top) 2n processes and (bottom)
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Similar results were found for the semi-direct MP2 gradient algorithm with time savings of 8-
15% compared to no oversubscription.  Only two of the eleven subroutines, moin and back, 
benefit from oversubscription.  The remaining nine subroutines are either minimally or 
adversely affected.   Unlike the MP2 energy calculations, the differences in total energy 
consumed by the CPU and DRAM at the various levels of oversubscription are 
negligible.  

The work performed using a single node and multiple nodes indicate that with a more 
careful application of these methods, even greater time and energy savings are possible, 
and could most likely be applied to similarly structured calculations.  

Data Flow Algorithms. Dataflow programming models have been growing in popularity 
as a means to deliver a good balance between performance and portability in the post-
petascale era. Over the past 12 months, we finalized the performance tuning of our 
dataflow programming models for a state-of-the-art electronic structure theory 
application that we developed over the time span of this grant. The main objective of this 
work is to move away from traditional programming models that force scientific 
applications to be developed for specific architectures or platforms. Instead, we use 
dataflow programming models to represent the algorithms in a way that enables us to 
observe and capture data dependencies, which is the most essential property of an 
algorithm. We evaluated different dataflow executions: (1) explicit dataflow, where the 
dataflow is specified explicitly by the developer; and (2) implicit dataflow, where a task 
scheduling runtime derives the dataflow using per-task, data-access information 
embedded in a serial program. We used methods from the NWChem Quantum Chemistry 
application as our science driver, and we present our findings using three different task-
based runtimes PaRSEC, StarPU, and OpenMP, which enable the different forms of 
dataflow execution. 

“Implicit Dataflow” Performance: 32, 64, 128 nodes: 
Figure 13 shows that performance of implicit dataflow Coupled Cluster Single Double 
(CCSD) is on par for all three runtimes and exhibits a speedup over the original CCSD of 
a factor of 1.5 when running on 128 nodes. This effort substantiates that "implicit 
dataflow-based execution at the node level" reveals notable performance benefits and 
enables more efficient and scalable computation. 
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Figure 13: Implicit Dataflow computation for NWChem CCSD on 32, 64, 128 nodes 

“Explicit Dataflow” Performance: 32, 64, 128 nodes. On the other hand, the explicit 
dataflow model demands a much bigger engineering job compared to the implicit 
dataflow models. The Parameterized Task Graph (PTG) programming paradigm proposes 
a completely different path from the way parallel applications have been designed and 
developed up to the present. The PTG decouples the expression of parallelism in the 
algorithm from the control flow ordering, data distribution, and load balance. 

Despite the lower startup overhead of implicit dataflow paradigms in terms of 
development effort, (i.e., simply submitting tasks in the sequential flow of the original 
code), the significance of the increased implementation effort of the PTG becomes visible 
when comparing the superior performance of the explicit dataflow version of CCSD with 
the implicit dataflow and traditional CCSD computation. Figure 14 shows that PTG 
version of CCSD outperforms the original CCSD version by a significant margin---to be 
precise, by a factor of 2.6 on 32 nodes.  
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Additionally, the explicit dataflow version manages to use an increasing number of cores 
to improve the performance---all the way up to 2,048 cores when running on 128 nodes 
(with 16 cores/node)---demonstrating not only a significant performance boost but also 
better scaling and greater utilization of compute resources due to the ability to fully 
overlap computation with communication.  On the contrary, the original and the implicit 
dataflow CC code perform best on 8 cores/node and are not able to take full advantage of 
the 16 available cores/node because both versions are tied to the limitations of the 
original control flow, such as blocking communication, shared variables that are 
atomically updated, which is at the heart of the original load balancing solution, and a 
significant amount of synchronizations that limit the overall scaling on much larger 
computational resources.  In contrast, the PTG CC version distributes the work in a 
round-robin fashion and avoids any kind of global agreement in the critical path of the 
DAG execution. 

Continued collaboration with Heike Jagode and Anthony Danalis to implement the 
Hartree-Fock self-consistent field algorithm (SCF) (15) using a dataflow-based process 
that will be scheduled using PaRSEC. This year, all of the individual steps for a single 
iteration of an SCF calculation were implemented as sequentially executed directed 
acyclic graphs (DAGs) within the PaRSEC framework. This has facilitated fine-grained 
unit testing of all the components. Currently, all the components are being combined into 
a single DAG that will perform an entire iteration of the SCF loop. Once that is complete, 
the SCF convergence check will be moved into the framework and benchmarking will 
begin. 

Figure 14: Implicit and Explicit (red bars) Dataflow computation for NWChem CCSD on 32, 64, 128 nodes 
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Figure 15: Overall structure of the self-consistent field (SCF) calculation. Currently, each 
rectangle represents a distinct kernel that must finish execution and whose results must be 
synced before the next step can begin. Once this work is complete, intermediate syncing 
operations will be unnecessary and tasks can begin as soon as the necessary chunk of data 
from the previous task becomes available. 

KNL vs. Haswell Performance Analysis. In the pursuit of improving the field of high 
performance computing, novel computer architectures have the capability to make drastic 
improvements and help to push the cutting edge of scientific research. One of the ever-
steadfast roadblocks to many computational tasks is the run time of complex applications. 
The design of faster and more parallel oriented architectures continues to address this 
roadblock. In this work, the time to solution of common quantum chemistry calculations 
were tested on the second-generation Xeon Phi and the Haswell architectures. The 
Haswell had a faster time to solution for every given system or core count tested, even 
when compared to the full thread level parallelized OpenMP RHF on the KNL. The more 
robust cores on the Haswell, along with a much higher clock speed, makes the 
architecture much faster than the KNL when compared core to core. One example is 
provided in the following graph for the MP2 method and the 6-311G(d) basis set. 
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Effective Fragment Potential. The effective fragment potential (EFP) is a highly 
accurate method for capturing intermolecular interactions. In the effective fragment 
potential method the Coulomb potential is represented using a set of multipole moments 
generated by the distributed multipole analysis (DMA) method. Misquitta, Stone, and 
Fazeli recently developed a basis space-iterated stockholder atom (BS-ISA) method to 
generate multipole moments. Our recent study assesses the accuracy of the EFP 
interaction energies using sets of multipole moments generated from the BS-ISA method, 
and from several versions of the DMA method (such as analytic and numeric grid-based), 
with varying basis sets. Both methods lead to reasonable results, although using certain 
implementations of the DMA method can result in large errors. With respect to the 
CCSD(T)/CBS interaction energies, the mean unsigned error (MUE) of the EFP method 
for the S22 data set using BS-ISA–generated multipole moments and DMA-generated 
multipole moments (using a small basis set and the analytic DMA procedure) are 0.78 
and 0.72 kcal/mol, respectively. The MUE accuracy is on the same order as MP2 and 
SCS-MP2. The MUEs are lower than in a previous study benchmarking the EFP method 
without the EFP charge transfer term, demonstrating that the charge transfer term 
increases the accuracy of the EFP method. Regardless of the multipole moment method 
used, it is likely that much of the error is due to an insufficient short-range electrostatic 
term (i.e. charge penetration term), as shown by comparisons with symmetry-adapted 
perturbation theory. The conclusion, as illustrated in the Table 2, is that there is no 
compelling reason to switch from the DMA method to the ISA method. 
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Table 2: MUE for the EFP Coulomb term (kcal/mol) 

EFP/ISA EFP/DMA0-
small 

EFP/DMA0-
small-atoms EFP/DMA0 EFP/DMA4 EFP/DMA-

mixed 

MUE(HB) 2.485 1.631 1.806 0.863 5.453 3.596 

MUE(DISP)  2.560 2.475 2.431 3.105 1.514 1.487 

MUE(MIXED) 0.960 0.553 0.614 0.806 0.816 0.897 

MUE(overall)  2.027 1.595 1.654 1.677 2.545 1.970 

HB=hydrogen bonded; DISP=dispersion dominant. 
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