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Major Goals:  Phase I is an 18-month effort with a budget of $200,000 to evaluate the expected performance of 
such a scheme and to demonstrate squeezing of RF fields. 

The key tasks are:

1) Quantify the oscillation threshold for a degenerate parametric oscillator in terms of cavity Q, and frequency of 
operation.

2) Quantify the fundamental and practical limits to squeezing in such a device.

3) Determine the merits and drawbacks of quadrature squeezing in a degenerate scheme vs. two-mode 
squeezing in a nondegenerate scheme.

4) Implement an experimental apparatus for squeezing generation at microwave frequencies.

5) Implement an experimental apparatus for squeezing measurements at microwave frequencies.

6) Quantify the fundamental and practical limits associated with the fidelity of transferring the squeezed state from 
microwave to optical frequencies.

The 6 tasks listed above fall into 3 categories: 1) SRF cavity design, fabrication and test (we will build one 
prototype and then a second SRF cavity); 2) measurement apparatus design, implementation and test; and 3) 
theoretical support. 





Phase II is an additional 18-month effort with a budget of $200,000 to demonstrate the frequency conversion of 
squeezed RF fields to optical frequencies. The key tasks are:

1) Implement optical input/output access to the dilution refrigerator and implement an optical channel for Doppler 
shifting of the optical field in the presence of the moving SRF cavity membrane.

2) Implement and test the optical squeezing characterization circuit.

3) Quantify the efficiency of squeezing translation in such a device.

Accomplishments:  II-A Normal mode splitting in coupled SRF cavities

Three-dimensional radio frequency cavities demonstrate excellent frequency selectivity and, as such, are known for 
their use in RF filters. These cavities have potential applications in quantum information science, precision 
displacement metrology, and quantum electrodynamics. Additionally, coupled cavities that form a spectral doublet 
allow for parametric gain when incorporating mechanical elements. Here, we investigate normal-mode splitting in a 
pair of quarter-wave stub microwave cavities at room temperature and cryogenic environments in order to identify 
coupling mechanics for normal and superconducting systems. Superconducting quarter-wave stub cavities with a 
resonant frequency of 10 GHz are made from reactor-grade niobium and exhibit Q ranging from 105 to 109. We 
varied coupling from the weak coupling regime to the strong coupling regime. The minimum observed doublet 
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separation was 7 MHz for room temperature tests and 200 kHz for cryogenic tests. We also report on values of 
intrinsic quality factor for the tuning cavity as a dielectric rod is translated along its symmetry axis. The realization of 
coupled superconducting radio-frequency cavities of this type is a necessary step towards implementation of 
parametric SRF-mechanical gain. 

See full paper in the "Upload" section.



II-B Electrostatic tuning of SRF cavities

We implement a non-contact, external method of simultaneously fine-tuning a mechanical resonator and a 
superconducting radio frequency (SRF) cavity using a capacitor formed between a silicon nitride membrane and a 
copper electrode at cryogenic temperatures. The silicon nitride membrane forms a variable boundary condition for 
the SRF cavity thereby creating the optomechanical cavity. By controlling the DC voltage applied between an 
external electrode and the silicon nitride membrane we are capable of tuning the resonance frequency internal to 
the SRF cavity up to 25 kHz for a cavity with loaded quality factor of 2.5 million, corresponding to six cavity 
linewidths. At the same time we observe the electrostatic frequency shift of the membrane. This approach has the 
unique benefit of avoiding any dielectric insertion or added gaps due to a moving end-wall thereby limiting the loss 
of the cavity. Furthermore, this design avoids applied pressure typically used with piezoelectric devices in 
accelerator cavities. This work seeks to have strong impact in tuning high-Q cavities due to its ability to maintain 
low losses. 

See full paper in the "Upload" section.



II-C Electromagnetic coupling to centimeter-scale mechanical membrane resonators via RF cylindrical cavities

We present experimental and theoretical results for the excitation of a mechanical oscillator via radiation pressure 
with a room-temperature system employing a relatively low-(Q) centimeter-size mechanical oscillator coupled to a 
relatively low-Q standard three-dimensional radio-frequency (RF) cavity resonator. We describe the forces giving 
rise to optomechanical coupling using the Maxwell stress tensor and show that nanometer-scale displacements are 
possible and experimentally observable. The experimental system is composed of a 35mmdiameter silicon nitride 
membrane sputtered with a 300 nm gold conducting film and attached to the end of a RF copper cylindrical cavity. 
The RF cavity is operated in its TE011mode and amplitude modulated on resonance with the fundamental drum 
modes of the membrane. Membrane motion is monitored using an unbalanced, non-zero optical path difference, 
optically filtered Michelson interferometer capable of measuring sub-nanometer displacements. 

See full paper in the "Upload" section.



II-D Simulation analysis of practical cavity designs

In this paper we report on designs, simulations and experiments with two types of high-Q 3- dimensional cavities: 
cylindrical TE011, and coaxial quarter-wave stub. We investigate the dependence of Q on the practical 
implementation tolerances of gaps between components, shape imperfections, and frequency tuning strategies. 
We find that cylindrical cavities can maintain high Q for designs which include frequency tunability and mechanical 
oscillators as long as extraordinary care is taken with shape and gap tolerance during construction and assembly. 
Coaxial stub cavities can be made frequency tunable while maintaining high Q, but require more creativity to 
include a mechanical element. Finally, we report on a coaxial stub cavity incorporating a conically-shaped stub 
which confines the electric field near the stub's tip stub, thus enhancing field-matter interactions near the tip. 

See full paper in the "Upload" section.



II-E A parametric oscillator for classroom demonstration or student laboratory

We describe a simple and intuitive parametric oscillator apparatus which is suitable for a classroom demonstration 
or an upper division laboratory. In order to facilitate the incorporation of this apparatus into the physics curriculum, 
we provide the learning objectives for an upper-division physics laboratory experiment. We present typical 
experimental data illustrating the main features of parametric oscillators including oscillation threshold, frequency 
shifting at large amplitude and bistability. Our experiments and theory emphasize identifying the lowest-order 
threshold for oscillation in terms of the modulation depth and quality factor. This experiment provides a foundation 
for understanding current research such as that in quantum opto-mechanics and nonlinear dynamics.

See full paper in the "Upload" section.
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Generation and frequency conversion of 
quantum states in high “Q” SRF 
parametric oscillators 

Abstract	
We aim to experimentally study squeezing in a new type of opto-mechanical parametric oscillator. 
Our scheme is unique because it employs an effective nonlinearity arising from the quadratic 
response in the displacement of a membrane to the magnetic field present at the membrane’s 
surface. The potential impacts of this and our related projects in this area are that the proposed 
systems provide experimental connections between quantum, classical and relativistic physical 
domains through a phenomenon called the dynamical Casimir effect (DCE). In this program we 
focus on squeezing associated with the parametric generation of correlated pairs of real photons 
from electromagnetic quantum vacuum fluctuations. As such, these devices can generate entangled 
photons and can be broadly used for quantum information processing. The tasks in Phase 1 of this 
program fall into two thrusts: 1) we will investigate a high-Q superconducting radio-frequency 
parametric oscillator operating just below threshold to generate squeezed states at microwave 
frequencies of 11 GHz; and 2) we will theoretically explore the use of parametric frequency 
conversion to convert from microwave to optical frequencies. We have made considerable 
progress in demonstrating opto-mechanical effects in our cavities but have not yet achieved 
sufficiently high Q-factors to observe above-threshold DCE or squeezing. The project effort 
shifted into two threads: 1) testing new cavity designs alternatives with which we could 
observe higher Q-factors; and 2) testing new cavity designs alternatives with which we could 
observe higher optomechanical coupling. 

Section	I	Summary	of	workplan	and	tasks	
Phase I is an 18-month effort with a budget of $200,000 to evaluate the expected performance of 
such a scheme and to demonstrate squeezing of RF fields.  

The key tasks are: 

1) Quantify the oscillation threshold for a degenerate parametric oscillator in terms of cavity 
Q, and frequency of operation. 

2) Quantify the fundamental and practical limits to squeezing in such a device. 
3) Determine the merits and drawbacks of quadrature squeezing in a degenerate scheme vs. 

two-mode squeezing in a nondegenerate scheme. 
4) Implement an experimental apparatus for squeezing generation at microwave frequencies. 
5) Implement an experimental apparatus for squeezing measurements at microwave 

frequencies. 
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6) Quantify the fundamental and practical limits associated with the fidelity of transferring 
the squeezed state from microwave to optical frequencies. 

The 6 tasks listed above fall into 3 categories: 1) SRF cavity design, fabrication and test (we will 
build one prototype and then a second SRF cavity); 2) measurement apparatus design, 
implementation and test; and 3) theoretical support.  

Phase II is an additional 18-month effort with a budget of $200,000 to demonstrate the frequency 
conversion of squeezed RF fields to optical frequencies. The key tasks are: 

1) Implement optical input/output access to the dilution refrigerator and implement an optical 
channel for Doppler shifting of the optical field in the presence of the moving SRF cavity 
membrane. 

2) Implement and test the optical squeezing characterization circuit. 
3) Quantify the efficiency of squeezing translation in such a device. 
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Section	II	Summary	of	Accomplishments	

II‐A	Normal	mode	splitting	in	coupled	SRF	cavities	
Three-dimensional radio frequency cavities demonstrate excellent frequency selectivity and, as 
such, are known for their use in RF filters. These cavities have potential applications in quantum 
information science, precision displacement metrology, and quantum electrodynamics. 
Additionally, coupled cavities that form a spectral doublet allow for parametric gain when 
incorporating mechanical elements. Here, we investigate normal-mode splitting in a pair of 
quarter-wave stub microwave cavities at room temperature and cryogenic environments in order 
to identify coupling mechanics for normal and superconducting systems. Superconducting 
quarter-wave stub cavities with a resonant frequency of 10 GHz are made from reactor-grade 
niobium and exhibit Q ranging from 105 to 109. We varied coupling from the weak coupling 
regime to the strong coupling regime. The minimum observed doublet separation was 7 MHz for 
room temperature tests and 200 kHz for cryogenic tests. We also report on values of intrinsic 
quality factor for the tuning cavity as a dielectric rod is translated along its symmetry axis. The 
realization of coupled superconducting radio-frequency cavities of this type is a necessary step 
towards implementation of parametric SRF-mechanical gain.  

See full paper in the appendix. 

II‐B	Electrostatic	tuning	of	SRF	cavities	
We implement a non-contact, external method of simultaneously fine-tuning a mechanical 
resonator and a superconducting radio frequency (SRF) cavity using a capacitor formed between 
a silicon nitride membrane and a copper electrode at cryogenic temperatures. The silicon nitride 
membrane forms a variable boundary condition for the SRF cavity thereby creating the 
optomechanical cavity. By controlling the DC voltage applied between an external electrode and 
the silicon nitride membrane we are capable of tuning the resonance frequency internal to the 
SRF cavity up to 25 kHz for a cavity with loaded quality factor of 2.5 million, corresponding to 
six cavity linewidths. At the same time we observe the electrostatic frequency shift of the 
membrane. This approach has the unique benefit of avoiding any dielectric insertion or added 
gaps due to a moving end-wall thereby limiting the loss of the cavity. Furthermore, this design 
avoids applied pressure typically used with piezoelectric devices in accelerator cavities. This 
work seeks to have strong impact in tuning high-Q cavities due to its ability to maintain low 
losses.  

See full paper in the appendix. 

II‐C	Electromagnetic	coupling	to	centimeter‐scale	mechanical	membrane	
resonators	via	RF	cylindrical	cavities	
We present experimental and theoretical results for the excitation of a mechanical oscillator via 
radiation pressure with a room-temperature system employing a relatively low-(Q) centimeter-
size mechanical oscillator coupled to a relatively low-Q standard three-dimensional radio-
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frequency (RF) cavity resonator. We describe the forces giving rise to optomechanical coupling 
using the Maxwell stress tensor and show that nanometer-scale displacements are possible and 
experimentally observable. The experimental system is composed of a 35mmdiameter silicon 
nitride membrane sputtered with a 300 nm gold conducting film and attached to the end of a RF 
copper cylindrical cavity. The RF cavity is operated in its TE011mode and amplitude modulated 
on resonance with the fundamental drum modes of the membrane. Membrane motion is 
monitored using an unbalanced, non-zero optical path difference, optically filtered Michelson 
interferometer capable of measuring sub-nanometer displacements.  

See full paper in the appendix. 

II‐D	Simulation	analysis	of	practical	cavity	designs	
In this paper we report on designs, simulations and experiments with two types of high-Q 3- 
dimensional cavities: cylindrical TE011, and coaxial quarter-wave stub. We investigate the 
dependence of Q on the practical implementation tolerances of gaps between components, shape 
imperfections, and frequency tuning strategies. We find that cylindrical cavities can maintain 
high Q for designs which include frequency tunability and mechanical oscillators as long as 
extraordinary care is taken with shape and gap tolerance during construction and assembly. 
Coaxial stub cavities can be made frequency tunable while maintaining high Q, but require more 
creativity to include a mechanical element. Finally, we report on a coaxial stub cavity 
incorporating a conically-shaped stub which confines the electric field near the stub's tip stub, 
thus enhancing field-matter interactions near the tip.  

See full paper in the appendix. 

II‐E	A	parametric	oscillator	for	classroom	demonstration	or	student	
laboratory	
We describe a simple and intuitive parametric oscillator apparatus which is suitable for a 
classroom demonstration or an upper division laboratory. In order to facilitate the incorporation 
of this apparatus into the physics curriculum, we provide the learning objectives for an upper-
division physics laboratory experiment. We present typical experimental data illustrating the 
main features of parametric oscillators including oscillation threshold, frequency shifting at large 
amplitude and bistability. Our experiments and theory emphasize identifying the lowest-order 
threshold for oscillation in terms of the modulation depth and quality factor. This experiment 
provides a foundation for understanding current research such as that in quantum opto-mechanics 
and nonlinear dynamics. 

See full paper in the appendix. 
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II‐E	Executive	summary	slide
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Section	III	Detailed	Proposal	Information	

III‐A	Statement	of	Work	
The workplan and task descriptions describe in detail each of the major tasks which are part of 
Phase I of this proposal. 

 

Start End % Compl.

9/1/15 2/28/17 0%

Quantify expected performance of degenerate parametric oscillator 9/1/15 10/6/15 0%

Refine oscillation threshold calculation 9/1/15 10/6/15 0%

Refine output power calculation 9/1/15 10/6/15 0%

Fundamental and practical limits to squeezing study 1/1/16 10/25/16 0%

Theoretical model of squeezing in the SRF cavity oscillator 1/1/16 5/20/16 0%

Incorporate limitations of measurment apparatus to model 5/20/16 7/12/16 0%

Explore system design choices for best squeezing 7/12/16 10/25/16 0%

Degenerate vs two‐mode squeezing 5/20/16 9/2/16 0%

Theoretical model of two‐mode squeezing 5/20/16 7/12/16 0%

Identify practical issues (filtering/LO) for 2‐mode squeezing 7/12/16 9/2/16 0%

Implement SRF oscillator for squeezing 9/1/15 10/8/16 0%

Detailed design of degenerate system 9/1/15 11/10/15 0%

System build including materials acquisition 11/10/15 2/5/16 0%

Dilution refrigerator feedtrhough modifications 9/1/15 12/15/15 0%

System test 2/5/16 5/21/16 0%

System enhancement/rebuild 5/21/16 6/7/16 0%

System #2 build 6/7/16 7/30/16 0%

System #2 test 7/30/16 10/8/16 0%

Implement squeezing measurement apparatus 11/10/15 2/26/17 0%

Design mixer/heterodyne measurement apparatus 11/10/15 1/1/16 0%

Acquire classical amplifiers, filters, other system components 1/1/16 2/23/16 0%

Room temperature measurements with detector 2/23/16 4/16/16 0%

Calibrate amplifiers using resistors at several temperatures 4/16/16 6/7/16 0%

Test phase preserving linear degenerate amplifier performance 10/8/16 11/30/16 0%

Characterize squeezing in degenerate sub‐threshold oscillator 10/8/16 2/26/17 0%

Fundamental and practical limits to frequency translation fidelity 9/2/16 2/28/17 0%

Develop model for frequency translation fidelity 9/2/16 1/7/17 0%

Parametric study of translation fidelity issues 1/7/17 2/28/17 0%
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Benchmark Goal Description

Quantify expected performance of degenerate parametric oscillator

Refine oscillation threshold 
calculation

Input power <300 W

Relationship for nondegenerate parametric device is inversely proportional to Q^3, but 
the nondegenerate case has not been verified from as many perspectives. Degeneracy 
factors may also introduce coefficients which may increase or decrease the threshold 
by a factor of 2.

Refine output power 
calculation

Output power >50 nW

We have estimated the output power of an oscillator above threshold, but the power of 
the oscillator below threshold, where this experiment is conducted, is not known. 
Values on the order of nW are necessary in order to measure output fields using 
without the aid of phase-preserving preamplifiers.

Fundamental and practical limits to squeezing study

Theoretical model of 
squeezing in the SRF cavity 
oscillator

Parameters 
estimated

Report

At present, our estimations of squeezing are based on extrapolations from related 
literature. In this task we start from first principles and attempt to model our system in 
order to obtain better estimates of anticipated results and to identify potential problems 
early in the project.

Incorporate limitations of 
measurment apparatus to 
model

Parameters 
estimated

Report
In this task we add measurement apparatus performance such as added noise and gain 
so that we can estimate the measurement results. In this effort we also investigate the 
detector calibration approach.

Explore system design 
choices for best squeezing

Parameters 
estimated

Report
In this task we provide a list of recommendations for the second iteration of the system 
which is informed by these theoretical exercises.

Degenerate vs two-mode squeezing

Theoretical model of two-
mode squeezing

Squeezing 
comparison

Report

In a related project, we are building a nondegenerate parametric oscillator. It may be the 
case that using nondegnerate signal and idler will produce two-mode squeezing that is 
easier to evaluate, or that produces more squeezing. The goal of this task is to quantify 
the value in trying to observe squeezing in the other system.

Identify practical issues 
(filtering/LO) for 2-mode 
squeezing

System conceptual 
design

Report

From a practical perspective it will be necessary to make distinguishible measurements 
of each mode in the 2-mode system. This would require filtering schemes which are not 
necessary in the degenerate case. In this task we identify the additional components 
needed for the detector in order to conduct the two-mode experiment if we choose to 
do that.

Workplan task
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Benchmark Goal Description

Implement SRF oscillator for squeezing

Detailed design of degenerate 
system

Detailed design Specification
Here we create solid works diagrams and a requirements document for the SRF cavity 
system. This document should be of sufficient detail that a contract machinist can 
complete the build of the device without significant further input.

System build including 
materials acquisition

Hardware
SRF double cavity 

system

In this task we acquire raw materials, subcomponents such as the Nb coated membrane, 
and buid or have the system machined to specifications. The deliverable here is a 
physical cavity ready for test in the dilution refrigerators. Additional time is included 
for materials acquisition as high purity Nb often has 1-2 month lead time for delivery

Dilution refrigerator 
feedtrhough modifications

Hardware
Feedthrough 

modifications done

In this task we make any needed changes to the SMA feedthroughs in the dilution 
refrigerator. Past experience indicates that minor modifications are almost always 
necessary in order to include circulators, attenuators, isolators and amplifiers. In this 
case, inclusion of the calibration resistors is important.

System test

High Q and 
degnerate 
parametric 
oscillation

Q>10
9

Oscillation above 
threshold

Here we perform several iterations (probably 6) of cooling and test in order to evaluate 
the degenerate oscillator system. We are not looking for squeezing. Rather we are 
testing cavity frequency control (under construction in a related project), pumping, and 
detection of output signals. A critical exercise is establishing critical (or under) 
coupling of the pump and pickup loop antennas.

System enhancement/rebuild Detailed design Specification

The project has two iterations of system build where the first is a prototype. We 
anticipate the need to build a second cavity because certain issues are likely to reveal 
themselves only after system test. One example is the relative value of side vs end 
coupling.

System #2 build Hardware
SRF double cavity 

system

In this task we carry out the second iteration of cavity build or have the system 
machined to specifications. The deliverable here is a physical cavity ready for test in 
the dilution refrigerators.

System #2 test

High Q and 
degnerate 
parametric 
oscillation

Q>10
9

Oscillation above 
threshold

Here we perform several iterations (probably 6) of cooling and test in order to evaluate 
the degenerate oscillator system. We will look for squeezing in this iteration as we 
should have the calibrated detection circuit available.

Implement squeezing measurement apparatus

Design mixer/heterodyne 
measurement apparatus

Detailed design
Full parts 

specification

In this task we design the detection circuit including all amplifiers, attenuators, 
circulators, resistors (for calibration) and mixers. The scheme is similar to that used by 
many researchers working in the circuit QED field. Since we have not done this before 
we need to carefully design the system and identify the parts needed. We do, however, 
already have HEMT amplifiers and a variety of RF components for rapid prototyping.

Acquire classical amplifiers, 
filters, other system 
components

Parts list Parts on hand
Here we acquire any additional parts as specified in the above task. This is listed 
separately because some compoents have 1-2 month lead times.

Room temperature 
measurements with detector

Complete detection 
system

Operational 
detection circuit

The goal of this task is to assemble the complete detection system with the exception 
of the low temperature components. Testing using weak input signals is performed.

Calibrate amplifiers using 
resistors at several 
temperatures

Gain and relative 
noise

Sufficient to extract 
squeezing in SRF 

cavity

The goal of this task is to calibrate the detection system by using resistors in the 
dilution refrigerator. A critical reason for this as a separate task is that dilution 
refrigerator feed throughs are difficult to access and temperature cycling sometimes 
causes connection problems. It is critical to do subsystem testing with short circuits 
through the dilution refrigerator.

Test phase preserving linear 
degenerate amplifier 
performance

Gain and phase-
sensitive 

performace

Operating as a 
phase preserving 

amplifier

The goal of this task is to evaluate the phase-preserving gain of the cavity parametric 
device. Here we inject a weak signal into the side opposite the pump and characterize 
the gain. This is not a squeezing exercise.

Characterize squeezing in 
degenerate sub-threshold 
oscillator

Squeezing
A convincingly 

quantum 
mechanical signal

Here we arrive at the main goal of our study. We will observe the sub-threshold 
squeezed output emerging from the signal/idler portion of the SRF cavity.

Workplan task
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Phase II workplan 

 

 

Benchmark Goal Description

Fundamental and practical limits to frequency translation fidelity

Develop model for frequency 
translation fidelity

Parameters 
estimated

Report

This theoretical exercise give a basis for using the proposed system as a resource for 
squeezing and subsequently translating the mode to optical frequencies. Initially we 
will consider a free-space optical beam incident on the membrane which is Doppler 
shifted. Then we will consider other possibilities such as including an optical cavity.

Parametric study of 
translation fidelity issues

Parameters 
estimated

Report In this task we obtain a high level design for the frequency translation scheme

Workplan task

Start End % Compl.

3/1/17 8/27/18 0%

Implement optical Doppler shifting from the moving cavity membrane 3/1/17 11/2/17 0%

Implement optical access to Dilution refrigerator incuding cavity 3/1/17 7/2/17 0%

Implement Doppler shifting measurement 7/2/17 11/2/17 0%

Implement and test the optical squeezing characterization circuit. 6/1/17 12/23/17 0%

Assemble balanced squeezing detection system 6/1/17 8/22/17 0%

Characterize detection system using SNL light source 8/22/17 10/22/17 0%

Attempt to observe signal deflected from membrane 10/22/17 12/23/17 0%

Quantify the efficiency of squeezing translation in such a device. 12/23/17 8/27/18 0%

First squeezing measurements and debugging 12/23/17 3/15/18 0%

Squeezing as a function of RF power 3/15/18 6/5/18 0%

Squeezing as a function of optical power 6/5/18 8/27/18 0%
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Normal-mode splitting in coupled high-Q microwave cavities
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Three-dimensional radio frequency cavities demonstrate excellent frequency selectiv-

ity and, as such, are known for their use in RF filters. These cavities have potential

applications in quantum information science, precision displacement metrology, and

quantum electrodynamics. Additionally, coupled cavities that form a spectral dou-

blet allow for parametric gain when incorporating mechanical elements. Here, we

investigate normal-mode splitting in a pair of quarter-wave stub microwave cavities

at room temperature and cryogenic environments in order to identify coupling me-

chanics for normal and superconducting systems. Superconducting quarter-wave stub

cavities with a resonant frequency of 10 GHz are made from reactor-grade niobium

and exhibit Q ranging from 105 to 109. We varied coupling from the weak coupling

regime to the strong coupling regime. The minimum observed doublet separation

was 7 MHz for room temperature tests and 200 kHz for cryogenic tests. We also

report on values of intrinsic quality factor for the tuning cavity as a dielectric rod

is translated along its symmetry axis. The realization of coupled superconducting

radio-frequency cavities of this type is a necessary step towards implementation of

parametric SRF-mechanical gain.

PACS numbers: Valid PACS appear here
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I. Introduction/Background

Three-dimensional superconducting radio frequency (SRF) cavities are commonly used

in particle accelerators1–5 because such high-quality factor (high-Q) cavities can efficiently

sustain high electric-field strengths. These low loss cavities are gaining popularity as a

platform for quantum electrodynamics (QED) as well. Many QED experiments involve the

coupling of electromagnetic radiation to qubits6. For example, Reagor, et al., demonstrated

the coupling to and readout of a transmon qubit coupled via a quarter-wave stub cavity7.

Other important work involves coupling to mechanical elements which may behave classi-

cally or quantum-mechanically. Andrews, et al., demonstrate spectral and temporal mode

conversion in a microwave circuit which includes a mechanical resonator8, and Palomaki,

et al., extend the concept to include coherent transfer of states between a microwave cir-

cuit and the mechanical oscillator9. Related work by Teufel et al., realizes strong coupling

between the microwave and mechanical modes10. Noguchi, et al., perform experiments in

which ground state cooling of a silicon nitride membrane inside an SRF cavity occurs11. A

central theme in the work cited above is the integration of high-Q resonators (cavities or

circuits)12.

Normal-mode splitting occurs when two resonant subsystems, which are degenerate in

frequency, are coupled with one another such that the rate of energy exchange is larger than

the rate of energy loss13. Once obtained, normal-mode splitting gives one the ability to mod-

ify the coupled spectrum by modifying any combination of the resonances and the coupling

strength. Motivated by the goal of constructing a dual cavity SRF parametric oscillator

for QED, we present experimental results along with COMSOL simulations demonstrating

normal-mode splitting in two high-Q SRF quarter-wave stub cavities coupled via a coaxial

waveguide (Figure 1). This is the first investigation of normal-mode splitting in high-Q SRF

coaxial stub cavities.

The locations of the peaks in the energy spectrum of the coupled cavity system are given

by:

Eκ± =
(EL + ER)±

√
(EL + ER)2 − 4 (ELER − κ2)

2
, (1)

where Eκ± are the perturbed resonant peak energies of the system, EL,R refer to the unper-

turbed resonances of the cavities and κ is the cavity-to-cavity coupling. In order to obtain
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Figure 1. a) Symmetric and b) anti-symmetric modes of the magnetic field surface and volume densities

for the dual stub cavity system modeled in COMSOL. Energy transfer occurs due to coupling between the

two cavities facilitated by SMA cable.

the position of the spectral peaks as a function of the detuning of one cavity resonance

frequency relative to the other we use EL = E0 and ER = E0 + F in Eq. 1 where E0 is the

resonance of the fixed cavity and F represents the detuning of one cavity resonance relative

to the other. For identical cavities degenerate in resonance frequency we set EL = ER = E0

so that Eκ± = E0 ± κ simplifies to obtain the minimum energy separation between the

resonant peaks:

∆Emin = 2κ. (2)

Note that it is apparent from Eq. 2 that the width of each resonance must be narrow relative

to the coupling rate (< 2κ) which implies that the rate of energy loss for each cavity is small

relative to the coupling of energy between them. This motivates our use of SRF cavities

having large Q because by doing so we gain sensitivity to coupling mechanisms with small

κ.

Since the quality factor for the SRF electromagnetic mode is such an important value

we briefly describe how the intrinsic quality factor (Q0), that which neglects the impact on

overall Q due to input and output coupling, relates to the geometry of the cavity and the

material used to construct it14,15. The presence of an electromagnetic field inside the cavity

gives rise to currents which flow along the surface. Specifically, it is the supercurrents which

arise from the expulsion of the magnetic field at the superconducting surface which limit

the Q0. In terms of energy, Q0 represents the ratio of total energy stored in the cavity to

power dissipated by surface and residual resistances. The expression for Q0 is, therefore:

3



Q0 =
ω0Utot
Pdiss

=
ω0µ0

∫∫∫
| ~H|2dV

RS

∫∫
| ~H|2dS

, (3)

in which ω0 is the angular resonance frequency, Utot is the total energy stored, Pdiss is the

dissipated power, ~H is the magnetic field and RS is the surface resistance. Observe that

the volume integral in the numerator accounts for the energy stored in the volume of the

cavity, while the surface integral in the denominator accounts for the resistive losses within

the London penetration depth on the inner surfaces of the cavity. Equation 3 captures

the relationship between the resonant frequency, the shape of the resonant mode, and the

superconducting qualities of the cavity walls. If we let the ratio of field energy volume

density to field energy surface density equal a constant geometrical factor G, Q0 now takes

the form

Q0 =
G

Rs

(4)

where, for clarity,

G =
ω0µ0

∫∫∫
| ~H|2dV∫∫

| ~H|2dS
, (5)

is the geometrical factor that quantifies how well confined the mode is within the cavity.

II. Setup/Procedure

The basic configuration is shown in Figure 2 and the cavity design specifications are

given in I. Normal-mode splitting experiments were performed both in room temperature

and cryogenic environments. As such, the procedure for taking measurements must adjust

to the limitations of measuring the experimental system at temperatures below 1 K. Specific

methods are outlined for both environments in the following sections.

III. Room temperature experiments

These experiments utilized aluminum quarter-wave stub cavities whose cavity-to-cavity

coupling κ is established by an approximately 13-mm long coaxial waveguide whose cladding

was stripped at both ends thereby exposing the bare center conductor which was inserted
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Table I. Cavity parameters

f0 = 10 GHz Resonance freq.

Lcyl = 55 mm Cylinder height

Rcyl = 7.0 mm Cylinder radius

hs = 5.0 mm Stub height

rs = 2.0 mm Stub radius

S21 S11

Tuning Rod

Circulator

Signal Generator

l

d
S11

Figure 2. The double cavity system. Tuning of the right-hand cavity is performed through the variable

insertion of a dielectric rod to obtain a variable gap, d. Input and output couplers are over-coupled while

the insertion length, `, of the coupling antennae is variable.

into the cavity through the cavity wall. The intrinsic quality factor of these cavities at room

temperature is on the order of 103, so the wires must protrude into the cavity to achieve

sufficient coupling. Measurements were taken using a network analyzer whose signal is

coupled to the dual-cavity system via SMA cables connected to a coaxial connector mounted

within each cavity’s wall. These connectors were adjusted to near identical length and long

enough to establish a large coupling from source to cavity. We tuned the frequency of the

cavity using a dielectric rod connected to a translation stage which was oriented parallel to

the cavity’s symmetry axis. We then recorded the S21 transmission spectrum as a function

of tuning rod position as the gap distance, d, between the stub and the end of the tuning rod

increases. The corresponding cavity resonance frequency increases by roughly 300 MHz.
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We control κ by adjusting the insertion length, `, of the stripped coaxial center conductor

into the cavity volume (Figure 2). The coupling antenna length varies from ` = 1.7 mm (the

under-coupled regime) to ` = 3.7 mm (the over-coupled regime) in steps of 0.25 mm. As

a result, we present plots of normal-mode splitting in the transmission spectra for coupled

aluminum cavities for several values of κ.

Nine couplings were tested at room temperature and the cavity spectra for each run were

mapped to 3D plots (Figure 3). Measurements were made as a function of the distance

between the tip of the dielectric rod and the top of the cavity stub, d. The rod was centered

such that it shared a symmetry axis with the cavity. We utilized very low power levels to

keep the signal to noise ratio at acceptable levels.

Figure 3. Experimental 3D plots of normal-mode splitting in an aluminum dual-cavity system at room

temperature. The plots demonstrate coupling between cavities for antenna lengths ranging from ` = 3.7 mm

to ` = 1.7 mm in steps of 0.25 mm. The measured κ increases as a function of increasing antenna length.

Each plot demonstrates the coupling strength between cavities through their spectral

peak-to-peak separation in frequency space. Each cavity demonstrated a quality factor of

approximately 103. For large κ (top left), the cavities “see” each other strongly and their

resonances repel each other. As the antennae are removed from the cavity volumes (left to

right), the electric and magnetic field interaction strength decreases until the cavities are

effectively no longer coupled. We measured detunings of up to 400 MHz for all antenna

lengths to ensure that we observed the full effect of the avoided crossing.

These spectra were further analyzed and the minimum peak-to-peak frequency separation
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of each doublet is plotted in Figure 4. The first data point corresponds to a normal frequency

crossing while the others range in minimum peak separation from approximately 150 MHz

to 7 MHz as the coupler antenna is translated out of each cavity volume. Unsurprisingly,

we observed a downward trend for minimum peak separation as the antenna was removed.

A plot of all these traces is shown in Figure 4.

Figure 4. A composite of doublet peak frequency differences for room temperature experiments overlaid to

demonstrate the downward trend in minimum peak separation as a function of cavity coupling.

A normal crossing for very small antenna size implied a limit to spectral doublet resolution

for cavities operating at room temperature and therefore low Q.

IV. SRF experiments

Superconducting radio-frequency experiments were performed with niobium quarter-wave

stub cavities in which κ was established through the use of a normally conducting 13-mm

long coaxial waveguide similar to that used in the previously described room temperature

experiments. The coupling antenna in these experiments does not protrude into the cavity,

and thus the coupling is evanescent. The coupling coaxial waveguide length is as short as

possible in order to avoid unwanted resonant modes in the coupling waveguide. For cavity

tuning purposes, we utilize a sapphire rod mounted on a cryogenic linear drive (Janssen). A

plot of stub cavity resonance versus calibrated drive translation distance is shown in Figure

5. Results indicate that the sapphire rod minimally perturbs the field after forming a gap

of approximately 9 mm between the rod and the stub of the cavity.
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Figure 5. Calibrated tuning curve for a coaxial stub cavity resonance. The effective tuning range in this

cavity is 1.7 GHz.

A signal generator fed a 10-GHz signal into the dilution refrigerator and subsequently

into the dual-cavity system via an SMA cable. The length of the coupler for each cavity

determined the signal-to-cavity coupling, CSRF , for each cavity. A cryogenic circulator

allows recording of both S11 and S21 signals. The S11 (reflected) signal feeds directly to a

diode and then to a sourcemeter which measures the peak voltage. The S21 (transmitted)

signal passes through a cryogenic HEMT amplifier at 4 K and another amplifier at room

temperature before being detected by the diode and sourcemeter. The dual-cavity system is

shown in greater detail in Figure 2. We recorded several spectra of both S11 and S21 while

translating the dielectric rod through the point of dual-cavity degeneracy.

When the coupling antennae are recessed too far into the waveguide, ` = −1.3 mm, κ

is small and cannot be resolved under the cavity modes. Normal-mode splitting was not

observed. Increasing κ by adjusting antenna length to ` = −0.8 mm produced an observable

splitting in both S11 and S21 measurements. Figure 6 shows the normal-mode splitting as

well as a composite of measurements of S21 in the splitting region for a range of input

powers.

Note that a measurable change in intrinsic quality factor occurs while tuning cavity as

the tuning rod gap becomes small. While maintaining a critically coupled system at the

point of interest in frequency space, we obtained several measurements of intrinsic Q as the

rod was retracted from the cavity volume. These measurements are summarized in Table

II.
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Table II. Several values of Q0 for different sapphire rod insertion distances. The values for β demonstrate

how the input coupler length affects Q0. A β of 55 implies extreme over-coupling and that Q0 for this

resonance is larger than indicated and most likely closer to the cavity’s natural intrinsic Q of 2× 108.

d (mm) f0 (GHz) Q0 β

7.0 10.5 2.8×107 55

2.1 10.236 1.1×106 0.96

0.8 9.8 8.4×105 0.47

The three sets of quantities shown in Table II represent the maximum, resonant and

minimum of experimental measurement frequencies.

We performed measurements on a Nb dual-cavity system in dilution refrigerator under

vacuum. Couplers were retracted into the coupling waveguide until they were recessed by

approximately 1.5 mm behind the cavity wall. We took frequency spectra for reflection

and transmission measurements much in the same way as we did for room temperature ex-

periments. We first located the frequency doublet, placed the sapphire rod in the desired

starting location by manually operating the drive, then recorded the spectra one at a time

after moving the sapphire rod in increments of approximately 1 µm (lowest resolvable trans-

lation increment for the drive). Results from these measurements are displayed in Figures

6a) and 6b).
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Figure 6. a) Experimental SRF S11 (reflection) signal for a cavity coupling corresponding to antenna length

` = −0.8 mm. b) Experimental SRF S21 (transmission) signal for the same cavity coupling. c) Normalized

experimental S21 signal spectra for a range of signal generator powers.

Additionally, we recorded several spectra for the avoided crossing transmission measure-

ment as a function of input power to make sure we were not saturating either of the amplifiers

used during these experiments. Input powers ranged from -7 to 2 dBm in increments of 3

dBm. The data for this test is shown in Figure 6c). As expected, the curves increase in

amplitude for larger input powers, but the data has been normalized here so that any dis-

crepancies between plots become immediately apparent. While the left peak demonstrates

some strange behavior, the overall shape and position of the doublet does not appear to

change.

Lastly, we plot the numerical values of the minimum peak separations for room temper-
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Figure 7. A semi-log plot of the minimum peak separation of the spectral doublet as a function of coupler

antenna insertion for the SRF cavities and normal cavities. Symbols are experimental data and solid lines

are simulations. The measurement uncertainty, illustrated by the error bar in the data, is dominated by

uncertainty in the zero-point of antenna insertion. The dashed line is drawn to show the consistency between

the normal and SRF cavities.

ature and SRF measurements in Figure 7. Positive values to room temperature (normal)

tests as these experiments required strong coupling directly to the fields of the cavity. The

value at ` = −0.8 mm corresponds to the single SRF measurement. As mentioned pre-

viously, coupling efficiently to our high-Q stub cavities requires a recessed center pin for

evanescent coupling which does not perturb the cavity mode and degrade the Q. The SRF

case yielded a minimum peak-to-peak frequency separation of approximately 200 kHz which

is an order of magnitude smaller than the minimum separation for the smallest κ case from

room temperature experiments. Considering the cavity Q is four orders of magnitude higher

in cryogenic environment, one can infer that it would be difficult to raise the Q high enough

to observe an even smaller minimum separation. When considering the implementation

of this system into an optomechanical design, a separation of 10-100 kHz seems ideal for

incorporating small mechanical components.

V. Conclusions

In summary, we have demonstrated a tunable SRF cavity with a resonance that can be

tuned by as much as 1.7 GHz with an average frequency of 10 GHz. This tuning is possible

11



while maintaining a Q ∼ 106. We coupled the tunable cavity to a second fixed-frequency

SRF cavity in order to observe normal-mode splitting with a minimum coupling of 200 kHz.

We used a sapphire rod for frequency tuning which results in a reduction of Q along with

the cavity frequency. We expect that constructing a coaxial stub cavity with an axial hole

will allow for frequency tuning which has less impact on Q. If the cavity Q remains > 108

while tuning, then couplings as small as 100 Hz will be resolvable.

Our system is potentially useful for optomechanical experiments16 because one can pro-

duce a coupling rate which will enhance a wide range of mechanical resonance frequencies.

It is a platform for cQED experiments such as Raman scattering17 and optomechanically-

induced transparency16,18. Ultra-sensitive optomechanical sensors may ultimately be useful

as detectors of gravatational waves19–22. Recently, superconducting coaxial RF cavities and

microwave circuits have been garnering attention in the field of quantum computing as

well23,24. These cavities can also be used as an RF filter for a variety of applications such as

acting as the low-pass filter in an optoelectronic oscillator25,26.
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Abstract
Wepresent experimental and theoretical results for the excitation of amechanical oscillator via
radiation pressure with a room-temperature system employing a relatively low-(Q) centimeter-size
mechanical oscillator coupled to a relatively low-Q standard three-dimensional radio-frequency (RF)
cavity resonator.We describe the forces giving rise to optomechanical coupling using theMaxwell
stress tensor and show that nanometer-scale displacements are possible and experimentally
observable. The experimental system is composed of a 35mmdiameter silicon nitridemembrane
sputteredwith a 300 nmgold conductingfilm and attached to the end of a RF copper cylindrical cavity.
The RF cavity is operated in its TE011mode and amplitudemodulated on resonancewith the
fundamental drummodes of themembrane.Membranemotion ismonitored using an unbalanced,
non-zero optical path difference, optically filteredMichelson interferometer capable ofmeasuring
sub-nanometer displacements.

1. Introduction

Weare entering a new realmof experimental quantummechanics where it is possible to observe quantum-
mechanical behavior in relatively largemesoscale objects. In recent years high-Q, high-frequencymechanical
oscillators have emerged as platforms for quantumoptomechanics, electromechanics, parametric amplifiers,
phononic and nanomechanical systems [1–8]. Themajority of optomechanical systems use high-finesse optical
cavities, inwhich the underlying optomechanical coupling force is due to the radiation pressure arising from
transverse-electromagnetic (TEM)modes in the optical cavity [9, 10].More recently,microwave cavity
optomechanics has shown great promise for the study of the coupling of electromagnetic energy andmechanical
motion at the quantum level [11–13].We emphasize that the term cavity is generally used inmicrowave cavity
optomechanics to describe two-dimensional superconductingmicrostrip/co-planar waveguides, or one-
dimensional transmission line resonator type architectures.Microwave cavity optomechanical systems operate
at lower electromagnetic frequencies which reduces themagnitude of the optomechanical forces. However,
significant couplings tomicro-mechanical resonators can be achieved due to the small electromagneticmode
volumes achievable with such schemes [14].

In contrast, optomechanics with standard,macroscale (3D)RF cavities has not been an attractive avenue
primarily because of the large electromagneticmode volumeswhichmay lead toweak coupling strengths
[10, 14], and the lack of centimeter-size high-Qmechanical oscillators. For example, a theoretical estimate based
on the frequency pull parameter ( w p wº =G x c Ld d 2 2

011
3) of a 10 GHz cylindrical RF cavity operating in the

TE011mode yields an optomechanical coupling strength of p = ~ ´ -g Gx2 1 100 ZPF
6 Hz for the room

temperature systempresented here [9]. Yet, among the first experimentally optomechanical couplings explored
werewith three-dimensional RF cavities by Braginsky [15, 16], whosework on coupling a rectangular RF cavity
to a pendulumultimately lead to the optical spring effect and the field of optomechanics. The ongoing
development of high-Q superconducting radio frequency (SRF) cavity resonators andmacro-scalemechanical
membrane oscillators [2]nowmotivate a natural platform for the study ofmacro-scale optomechanical systems.
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Chemical surface treatments have nowbecome rather standard in SRF cavities, and quality factors on the order
of 100million or above can be relatively easily achieved [17–21]. Thus, it is natural to envisionmacro-scale
optomechanical systems consisting of SRF cavity resonators andmacro-scale, high-Q, high-frequency
mechanical oscillators. For example, an optomechanical system consisting of superfluid helium coupled to a
SRF niobium cavity has been demonstrated [22]. Ormore recently,microkelvin cooling of amillimeter-sized
silicon nitridemechanical resonator coupled to a 3D aluminum superconductingmicrowave cavity was
achieved [23].

In an effort tomove towards SRF centimeter-scale cavity optomechanical systems, we present theoretical
and experimental results which demonstrate that optomechanical couplings can be achievedwith low-Q
centimeter-sizemechanical resonators coupled to the electromagnetic fields of RF cavities exhibiting relatively
lowQ-factors. The source of the optomechanical coupling is the radiation pressure which arises from
transverse-magnetic (TM) or transverse-electric (TE) electromagneticmodes found inRF cavities. A
centimeter-scale room temperature systemwith a relatively low-quality-factormechanical oscillator coupled to
a RF copper cylindrical cavity is used to experimentally confirm that the radiation pressure, due to themagnetic
component of theMaxwell stress tensor in a cylindrical cavity, is sufficiently strong enough to excite the drum
modes of a 35 mmdiameter, 500 nm thick, silicon nitridemembrane attached to one end of the cavity.

These results suggest that optomechanics with SRFmicrowave frequency cavitiesmight hold promise for
future systemswhich can exploit their extremely highQ-factors.We add that future configurations using
membrane-SRF-cavities schemesmight pave theway formacroscopic parametric amplifier/oscillator systems
[24, 25], which could then be used to perform experiments probing the quantum/classical boundary. Finally,
hybrid systems that coherently couplemicrowave fields to opticalfields [26] and, therefore, efficiently transfer
squeezed states from themicrowave to the optical regime,might also be a feasible future application for such
SRF cavity systems.

2. Calculations

2.1.Membrane coupling viamagnetic component ofMaxwell stress tensor in a cylindrical cavity
For a cylindrical cavity operating in a TE011mode the relevantfields at the end-walls are the azimuthal
component of the electric field pµf ( )E z Lsin , the radial component of themagneticfield pµr ( )H z Lcos ,
and the longitudinal component of themagnetic field pµ ( )H z Lsin ;z where L is the length of the cavity, and z
is along the axial direction. For perfect conductor boundary conditions the electricfield component of the
Maxwell stress tensor in the cylindrical cavity vanishes at the end-walls. However, themagnetic field
components are at amaximumat the end-walls and dominate the pressure exerted on themembrane.

Now consider a largemechanicalmembrane attached at one end-wall of a cylindrical cavity (figure 2).We
analyze the electromagnetic couplingwith a thin circular silicon nitridemembrane attached to one end of a
cylindrical RF cavity of radiusR. For this calculation, the cavity is assumed to be excited in its resonant TE011

modewhich sets up an azimuthally symmetric electromagnetic pressure on the silicon nitridemembrane. The
boundary conditions of the conductor, cavity geometry, andmembrane (clamped boundary) are assumed to be
ideal. This procedure can be generalized to other cavitymodes [27].

The displacement (u) for the damped-driven elasticmembrane is given by the following equation ofmotion
[28]

r g+ -  = W˙ ( ) ( )u u u F r¨ e , 1t2 i

where ρ is themass per unit area of themembrane (assumed to be uniform), g rbº 2 is the damping coefficient,
 is the tension per unit length,Ω is themodulation driving frequency, and F (r) is an azimuthally symmetric
driving pressure. The particular solution to equation (1) is obtained via a Bessel-series solutionmethodwith the
following anzatz2

å= W

=

¥

( ) ( )⎜ ⎟⎛
⎝

⎞
⎠u r t A J x

r

R
, e , 2t

n
n n

i

1
0 0

where J0 is the zero order Bessel function, x0n is the nth zero of the zeroth order Bessel function, andR is the
radius of themembranewhich is assumed to coincidewith the radius of the RF cylindrical cavity.

The force per unit area along the normal direction on themembrane is computed from theMaxwell stress
tensorTij [29]

2
Clamped boundary conditions, q= =( )u r R, 0.

2
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where the  and  fields are those of a cylindrical cavity TE011modewhich are readily obtainable [19, 30]. For
the TE011mode, the force per unit area along the normal direction on themembrane is

m
= ¢[ ( )] ( )


T J k r

2
, 4zz

0 0
2

1
2

01

where ¢ = ¢k x Rn n0 0 is the nth zero of the derivative of the zeroth order Bessel function ¢ ( )J x0 , and0 is the peak
magneticfield strength inside the cavity. Since the driving force along the normal direction ( F (r)) is proportional
toTzz, wewrite the driving pressure on themembrane as

m
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wherewe have included an extra factor of 1/2 for the time averaging of the fast oscillating RF frequency (w011).
This is because theRF power is amplitudemodulated at the low acoustical frequencyΩ, which drives the
membrane at resonance.

We compute F (r) as a Bessel series [31] and calculate the coefficients numerically. The particular solution for
themembrane’s displacement is3
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where ρ is themass per unit area,f is a phase factor,β is theHWHMdecay rate of themembrane’s resonance in
angular units, pº ( ) H R Lx0 0 11 withH0 the peakmagnetic field inside the cavity [27], and z º r R is a
dimensionless integration variable. Becausewe have assumed an azimuthally symmetric driving force, the
solution is restricted to azimuthally symmetricmechanical drummodes with eigenfrequencies of the form w n0 .
However, as with anymechanical resonator all naturalmodes can be excited and in general all natural drum
modes should be observable near their natural resonances

w = ( )x v

R
, 9mn

mn

where v is the speed of sound for transverse vibrations of the silicon nitridemembrane, and xmn are themth zeros
of the nth order Bessel function.

2.2.Displacement amplitude estimate
This calculation serves as an order ofmagnitude estimate of the displacement because the silicon nitride
membrane is a composite structure whosemechanical properties are difficult to fully describe analytically,
hence, several simplifications have beenmade: (1) the effective-mass is assumed equivalent to the sumof the
500 nm silicon nitride windowmass and the 300 nmgold-filmmass. (2)The effects of the elastic properties of
the 300 nmgoldfilm on the 500 nm silicon nitridemembrane are not considered. (3) Ideal clamped-boundary
conditions are assumed for themembranewhich are difficult to achieve in practice. And (4) it does not consider
the effects of the 500 μmannular silicon framewhich also has its own set ofmechanical resonances and
boundary conditions. Lastly, we emphasize that our linear harmonic oscillatormodel does not incorporate any
nonlinear effects thatmight arise, for example, from a quadratic drag term.With this inmind, an estimate for
themaximumdisplacement at the center of themembrane (r =0) follows from equations (6)–(8)
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w b
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wherewe have assumed perfect power coupling to theRF cavity, Q0RF is the cavity’s internalQ factor, Pf is the RF
forward traveling power, andm is the assumed effective-mass of themembrane.When themembrane is driven
at its fundamental resonancewith =m 10 mg, =P 25 mW,f =Q 20, 0000RF , w p= ´2 10.332 GHz011 ,

3
In the simplification of this solution the following Bessel relationswere used; = -( ) ( ) ( )J x J x x J x22 1 0 , and

ò =( ) ( ))zJ x z z J xd 2n n0

1
0
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0 1
2

0 , where x0n is the nth zero of the zeroth order Bessel function.
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b p= ´2 10 Hz, and pW = ´2 5, 878 Hz, we find ~u 6.0 nmmax . A plot of the solution for the first 20
terms in the series of themembrane driven at the first resonancewith the given parameters is plotted infigure 1.

3. Experiment

The experiment used a cylindrical cavitymade fromhigh purity oxygen free copper excited in its TE011mode
and a 35 mmdiameter, 500 nm thick silicon nitridemembrane acquired fromNorcada. Themembranewas
sputteredwith a 300 nmgold film and attached to one end of the cavity (figure 2). Excitation of themembrane’s
mechanicalmodes was achieved by amplitudemodulation of the cavity’s input power at a frequencyΩ.
Modulation of the RF input power directlymodulates the radiation pressure on the silicon nitridemembrane,
thus exciting the fundamental drummode resonances of themembrane.

3.1. TheRF cylindrical cavity
Measurement of the RF resonant frequencies andQ-factorweremadewith anHP 8720CNetworkAnalyzer.
Figure 3 shows a typical S11 reflectionmeasurement on our copper cylindrical cavity with =D 3.81 cm and
overall length of 4.229 cm, however, the relevant internal lengthwas =L 3.81 cm. The RF cavity was designed
with a =D L 1 ratio and a resonance at 10.332 GHz for the TE011mode. A small gap in the solid end-cap shifts
the degenerate TM111mode.Measurement of the cavity’s loaded (external)Q-factorwas determined
experimentally from = DQ f f2L , whereDf is theHWHMvalue at the resonant frequency. The loaded
quality factor of the copper cavity with the gold silicon nitridemembrane attached at one endwas 10 400±5%
and slightly undercoupledwith a coupling coefficient of 0.9.

3.2. Low-frequencymembrane displacementmeasurement
Sub-nanometer displacementmeasurements usingMichelson interferometers have beenwell studied and play
an important role in the study of piezoelectric devices [32–35]. Here we employ an unbalanced, non-zero optical
path differenceMichelson interferometer for themembrane’s displacementmeasurement.We implement the
use of an opticalfilter via a singlemodefiber optic to avoid interference pattern distortions caused by poor
reflection quality from the coatedmembrane, and to compensate for the non-zero optical path difference. Noise

Figure 1.The Bessel series solution, equation (6), plottedwhen driven at the fundamental resonance, for thefirst 20 terms in the series.
Parameters in the text.

Figure 2.Experimental configuration of copper cavitywith silicon nitridemembrane attached.

4

New J. Phys. 18 (2016) 113015 LAMartinez et al



reduction is achieved by placing the interferometer inside a∼7 mbar vacuumchamber pumped downwith a
roughing pump. This scheme provides high sensitivity and easy set up, but themajor limitations are ambient
vibrational and acoustical noise.

For conversion of the light intensity to a voltage we use a Thorlabs FDS 100 Si photodiode detector in a
photoconductivemode. In this configuration the output voltage of the photodiode detector scales linearly with
the intensity and the voltage signal is independent of the responsivity of the detector, thus, eliminating the need
for a calibrated photodetector.

The displacement amplitude (x0) for aMichelson interferometry scheme can be extracted from

l
p

=
D D

[ ]
( )

( )x
V

V V kd

2 rms

4 sin 2
, 11s

0
1 2

where kx 10  ,λ is the laser wavelength, d is theDCoptical path difference, andDV1,2 are the voltages of each
armof the interferometer. Note that the voltagesDV1 andDV2 aremeasured relative to theDCoffset voltage of
the detector when no light is incident. The optical phase added by theDCoptical path difference is tuned via a
piezoelectric actuator prior to anymodulation so that =( )kdsin 2 1. This occurs when the total voltage is equal
to the sumof the individual voltages from each armof the interferometer;D = D + DV V V1 2. After proper
tuning, the displacement of themembrane is extracted from ameasurement of theDC and rms voltages from
equation (11)with =( )kdsin 2 1.

Measurements were performedwith a 10 mWhelium–neon 633 nm laser as the light source. TheDC
voltages (DV1 andDV2)weremeasuredwith an oscilloscope. Solenoid-actuated blockers were used to block the
beams as necessary tomeasure each arm’s intensity. A piezo-electric actuator was used to tune the interference
pattern to itsmost sensitive setting as described above. The rms voltage wasmeasuredwith an SRS 830DSP lock-
in amplifier, and the lock-in reference signal was used to amplitudemodulate the AgilentN5183ARF signal
generator at the reference frequency. A LabviewVI program automatically swept the reference frequency and
recorded the rms voltagemeasurement from the lock-in. Since themeasurements can be done relatively quickly,
no feedback loopwas implemented (figure 4).

4. Results and discussion

The resonant frequencies of themechanical drummodes are theoretically calculated from equation (9).We use
the experimentally determined value of thefirst resonance as a reference point for calculating the expected
resonant frequencies of the higher ordermodes. That is, w w= x x11 01 11 01, where w01 is experimentally
determined, etc. The gold-coated silicon nitridemembrane’s fundamental resonancewas experimentally
observed at 5878 Hz. Based on this value the second (x11), third (x21), and fourth (x02)modes are expected at
9366, 12 554, and 13 493 Hz, respectively. The second drummodewas experimentallymeasured at 9380 Hz
(figure 5). The thirdmodewas observed at approximately 12 700 Hzwhich is also in good agreement with the
expected theoretical resonance value. Finally, the fourthmodewas not discernible due to the numerous signals/
resonances detected in the range from13 500–14 200 Hz (figure 5).

Figure 6 shows the experimental data for the firstmode at 5878 Hz for different RF forward traveling powers.
The solid curves arefits to equations (6)–(8) fromwhichwe extract the resonance frequency and quality factor.
Equation (11) is used to determine themembrane’s vibration amplitude. Amaximumvibration amplitude of
approximately 0.9 nmwas observedwhich is consistent with the order ofmagnitude estimate of 6 nm. To
confirm excitation of themain resonance, we varied the RF forward traveling power. From equation (10)we see

Figure 3. S11measurement showing the resonant frequencies of the copper cavitywith a gold coated silicon nitridewindow at one
end. The TE011 mode resonance frequency is 10.332 GHz. The degenerate TM111 is slightly shifted by adding a small gap at the end-
cap of the RF cavity. The relevant dimensions areD=3.81 and =L 3.81 cm.
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Figure 4.Experimental configuration formembrane displacementmeasurement.

Figure 5. Log-linear spectrumplot from5000–15 000 Hz shows the detectedmodes. Thefirst two resonances at∼5900 and∼9400 Hz
correspond to thefirst two fundamental drummodes; the thirdmode is observed near 12 700 Hz. The fourthmode is hard to discern
since there are several other peaks detected in the relevant region.

Figure 6. Log-linear plot of experimental data and fits to equation (6) (solid curves) for different RF powers of the TE011 mode. For
25 mWof forward traveling power themembrane’s displacement amplitude is approximately 0.9 nmat its resonance frequency of
5878 Hz.
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that the power scales linearly with the amplitude of oscillation of themembrane. This linear relationship is
displayed infigure 7. ThemechanicalQ of themembrane is calculated from the experimental results and
is »Q 300M .

It was observed that the resonance frequency of themembrane slightly decreased as the RF powerwas
increased. The observed shift in frequency is on the order of 4–10 Hz as seen infigure 6.Note that during actual
measurements the vacuumpumpwas shut off to reduce vibrational noise which lead to a gradual pressure
increase during the experimental runs.We speculate that the frequency-shiftmay be due to viscous damping
associatedwith air resistance (drag) and/or theDC force created by the electromagnetic fields in the RF cavity.
Based on the damped driven linear oscillatormodel used, the observed frequency-shift as a function of power is
not expected in the solution since it does not include theDC component of electromagnetic force or account for
any nonlinear effects. Thus, nonlinear effects should not be ruled out, andmay be investigated further.However,
to test the effects of viscous damping due to increased air pressure, the air pressure of the chamber was increased
and the relevant excited drummodes were observed to decrease in frequency. This behavior is consistent with
the solution of a damped-driven linear oscillator. Finally, we add that the excitation of themembrane resonance
was confirmed using an acousticalmeasurement with a speaker tuned to themain fundamental resonant
frequency.

5. Conclusions and futurework

Wedemonstrated that a copper cylindricalmicrowave cavity with a loadedQ of 10 400 can drive intomotion a
35 mmdiameter, 500 nm thick silicon nitridemembrane coatedwith a 300 nmgold film placed at one end. The
drivingmechanism is dominated by themagnetic field pressure of the radio frequency electromagnetic fields
exerted on themembrane as described byMaxwell’s stress tensor. This work demonstrates that radio frequency
electromagnetic fields of traditional RF cavities can couple tomacroscopicmechanical oscillators even in room
temperature situations with low powers and relatively lowQʼs.

Indeed, couplings with three-dimensional RF cavities can be achievedwhen the size of themechanical
resonator becomes comparable with the size of the cavity resonator. Future direction of this work includes using
a high-Q SRF cavity coupled to a centimeter-sizedmechanical resonator consisting of aflexible superconducting
niobium coatedmembrane. Stronger couplings are expected since the forces scale with resonator quality factors.
Such three-dimensionalmacroscopic configurations seem to be a natural direction away from the currently used
two-dimensionalmicro-sized architectures in optomechanics. Three-dimensional architectures lead naturally
tomuch higher quality-factor cavities, since the surface current densities aremuch lower due to themuch
smaller surface-to-volume ratios of such 3Dmicrowave cavities as that illustrated infigure 2. To test such a
schemewewould like to excite higher frequency dilatationalmodes as observed in [5], but with high-Q SRF
cavities instead of high repetition lasers.

Figure 7.Membrane displacement amplitude plotted against RF forward traveling power. The dash line is a linearfit to the
experimentallymeasured values. The error bars are smaller than the sizes of the square data points.
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We implement a non-contact, external method of simultaneously fine-tuning a mechan-
ical resonator and a superconducting radio frequency (SRF) cavity using a capacitor
formed between a silicon nitride membrane and a copper electrode at cryogenic tem-
peratures. The silicon nitride membrane forms a variable boundary condition for the
SRF cavity thereby creating the optomechanical cavity. By controlling the DC voltage
applied between an external electrode and the silicon nitride membrane we are capable
of tuning the resonance frequency internal to the SRF cavity up to 25 kHz for a cavity
with loaded quality factor of 2.5 million, corresponding to six cavity linewidths. At
the same time we observe the electrostatic frequency shift of the membrane. This
approach has the unique benefit of avoiding any dielectric insertion or added gaps
due to a moving end-wall thereby limiting the loss of the cavity. Furthermore, this
design avoids applied pressure typically used with piezoelectric devices in accelerator
cavities. This work seeks to have strong impact in tuning high-Q cavities due to its
ability to maintain low losses. © 2018 Author(s). All article content, except where
otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5055887

I. INTRODUCTION

Superconducting radio frequency (SRF) cavities today are capable of achieving extraordinarily
high quality factors Q > 1011.1–4 Moreover, three-dimensional SRF cavities have been shown to be
an attractive platform for cavity optomechanics and quantum information.5 Mechanical resonators
in optomechanical cavities act as transducers for quantum systems in hybrid architectures, such as
frequency conversion between microwave and optical light.6,7 In recent years the field of cavity
optomechanics has grown from observing radiation pressure in single cavities8 to making use of
multiple cavities with coupled modes for applications such as filters and locked references.9–13

The development of macroscopic 3D optomechanical cavities for quantum information is prov-
ing to be promising despite low optomechanical coupling rates.14 State of the art 3D microwave
cavities for quantum information typically have lifetimes on the order of milliseconds.5 Strong cou-
pling between a Josephson junction qubit and a macroscopic cavity has been achieved through the use
of antennae.15 Elsewhere, groups have used low loss silicon nitride membranes as mechanical res-
onators to achieve high cooperativity and strong electromechanical coupling between the mechanical
oscillator and a cavity.16–18

In order to take advantage of the narrowband resonance of the cavity, one must be able to tune
the frequency as desired. The challenge of introducing a tunable “in-situ” element can easily result
in a degradation of the quality factor. Most often the method of frequency translation is achieved
via a moving boundary condition, insertion of a dielectric element, or even applied strain on a

aElectronic mail: jpate@ucmerced.edu
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resonator.19–21 In the case of very high-Q resonators these techniques become challenging due to
dielectric losses22 or resistive losses when the tuning element is what perturbs the cavity mode.

We aim to construct a macroscopic platform for observing cavity electro- and optomechanical
phenomena.9,13,23–27 Specifically, this project enables the possibility of cooling macroscopic mechan-
ical oscillators in the presence of low frequency noise.28,29 Here, we use a non-contact, non-invasive
method of tuning a superconducting radio frequency cavity using a capacitively-coupled mechanical
oscillator acting as an end-wall boundary to the cavity. We have performed experiments on two dif-
ferent cavities with loaded quality factors of QL = 1.1 × 106 and QL = 2.5 × 106 for cavities A and
B, respectively. For the higher-Q cavity presented in this work, the tuning range was observed to be
about 25 kHz with the potential for much larger range for the present cavity geometry.

We couple to the TE011 mode because the field amplitude is small where the membrane meets
the cavity wall. This mode maximizes Q. We adjust the resonance frequency of the TE011 mode for
a SRF cavity through the movement of the center of mass displacement of the mechanical oscillator
(see Fig. 1). One end-wall of the SRF cavity is composed of a silicon nitride membrane (acting as
the mechanical oscillator) with niobium deposited on the underside. On the outside of the cavity, we
have machined two electrodes that capacitively couple to the membrane. The membrane forms one
side of the variable capacitor while the other side is a gold-plated copper electrode.

It is worth noting that the use of a flexible boundary is by no means a new concept. In fact, one of
the first uses dates back to Theremin’s microwave resonator used for spy purposes30 wherein acoustic
waves incident on a thin metallic disk modulated a cavity resonance frequency. In this manner, a tuning
post was used to achieve larger coupling between the metallic disk and the microwave field. More
recently, a group has used a thin diaphragm consisting of a gold-coated silicon-on-insulator wafer
to electrically tune a room temperature microwave cavity.31 Other groups have used piezoelectric
devices to shift the resonance frequency by pushing on a cavity boundary.32 In particle accelerators a
combination of piezoelectric crystals and stepper motors are used to tune the frequency of accelerator
cavities up to 250 kHz in bandwidth.33–35 By comparison, ours is a non-contact approach for tuning
SRF cavities at cryogenic temperatures where the frequency resolution is limited by the resolution
and stability of the applied voltage.

FIG. 1. (a) Image of the SRF cavity with the silicon nitride membrane. The antennae are anchored to the niobium body with
copper adapters. (b) Image of the electrodes epoxied to the aluminum bracket. The sensing electrode is 8.7 mm in diameter
while the driving electrode is 12.5 mm in diameter. The bracket flips over and attaches to the body of cavity with corresponding
threaded holes. (c) The electrical model13 of the mechanical resonator (Cm, Lm, and Rm) and capacitance Ce formed between
the copper electrode and the membrane with source voltage V s. (d) Geometric model of the cylindrical cavity. (e) Electric
field multislice of the TE011 mode. (f) Magnetic field surface plot of the TE011 mode.
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II. MECHANICAL OSCILLATOR MODEL

There is a frequency shift in the membrane resonance that is best understood as the “spring-
softening” effect commonly seen in the NEMS and MEMS community.36,37 As the membrane flexes
from the applied force, the internal SRF cavity length is slightly increased leading to a RF frequency
decrease as ω0 ∝ L−1. In order to illustrate the simple electrostatic effect of a capacitor, we intro-
duce the potential energy of a capacitor having variable capacitance C(x) with AC and DC voltage
components, U = 1

2 C(x)(VDC + VAC cos(ωt))2.
We assume the membrane displacement x is much smaller than the separation distance d, x� d,

which allows the force acting on the membrane to be expressed as Fc ≈
1
2

C0
d

(
1 − 2x

d

)
V2

DC . Also, due to
the smallness of VAC , we approximate the second and third cross terms as negligible in comparison to
the static DC component. Furthermore, we assume the spring constant is dominated by a mechanical
and an electrical component keff ≡ kmech − kelec. Therefore we make an expansion of the resonance
frequency of the mechanical oscillator.

Ωm ≈

√
kmech

m

(
1 +

1
2

kelec

kmech

)
(1)

This leads to a fractional shift in the mechanical frequency due to the electrical force of the electrode
pulling the membrane.

δΩm

Ωm
≈

1
2

kelec

kmech
=−

εA

2d3kmech
V2

DC (2)

Perhaps most important about this equation is the dependence on the distance between the mem-
brane and electrode to the third power. Though it is beyond the scope of this paper to examine in
depth theoretically, the SRF frequency shift is dependent upon the overlap of the mechanical mode
displacement profile and the TE011 mode.

III. SYSTEM IMPLEMENTATION

Referring to Fig. 1, the SRF cavity is machined from superconducting grade niobium RRR
> 300 in two separate pieces, a cylindrical body and an end-cap. The construction of the end-wall
and cylindrical body allows for future modular designs in which multiple cavities can be assembled.
The drawback of this cavity design is the gap between the cylindrical body and the end-wall, which
increases the surface resistance as the surface currents are inhibited across this gap. The cavity has
diameter and length equal to 38.1 mm, which produces a resonance frequency of ω0/2π = 10.3 GHz
for the TE011 mode.

Coupling to the SRF mode is made possible using a loop antenna at the center of the cavity.
The cavity has been chemically etched after machining using the standard buffered-chemical-polish
treatment.38 No heat treatment was needed or used for these experiments because the goal was to
focus on the frequency tuning mechanism rather than to optimize Q.

The cavity is placed in a dilution refrigerator and held at a temperature of approximately
T = 65 mK. Two semi-flexible stainless steel SMA cables going down into the fridge are devoted to
the acoustic measurements of the membrane while the others are used for microwave transmission
and reflection measurements of the cavities. The transmission output of the cavity is sent to a HEMT
amplifier at the 4K plate and further amplified at room temperature with two smaller post-amplifiers.

The aluminum bracket on the outside of the cavity houses the two electrodes and is secured
to the SRF cavity body using brass 4-40 screws (see Fig. 1). The gold-coated electrode mounted
in the center of the bracket is referred to as the driving electrode. The electrode that is off-center
and slightly smaller is the sensing electrode. Both copper electrodes were secured in place using
Stycast 2850 epoxy for electrical insulation and thermal conduction. Grooves were cut into the outer
body of the copper electrodes to ensure the epoxy would firmly adhere to the copper in order to
prevent any movement that would result in an electrical short or destruction of the membrane. The
driving electrode was placed approximately 170 µm away (see Fig. 3) from the membrane while
the sensing electrode is roughly double the distance. A bronze-shim (0.005” thick) was made into
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a spring washer to apply pressure on the silicon frame of the membrane. The membrane window is
38.1 mm in diameter and 800 nm thick (500 nm silicon nitride and 300 nm deposited niobium).

IV. RESULTS

For the purpose of finding the narrowband mechanical resonance signal (before shifting the reso-
nance) arising from the sensing electrode and limiting cross-talk between the two copper electrodes,
one can look at the force acting on the membrane and the cross term ∝ VACVDC . We keep the force
term constant by simultaneously increasing the DC bias while decreasing the AC drive. Since the
noise is AC-coupled, this naturally leads to an increase of the signal to noise ratio. We refer to the
DC driving voltage as the static voltage applied to the membrane to shift the frequency, not to be
confused with a DC bias applied to the preamplifier circuit for the purpose of increasing sensitivity.

We estimate the cable capacitance to be roughly 250 pF, which is much larger than the source
capacitance of 7 pF leading to a signal reduction of about 35. As a result of this we developed a
preamplifier to pick up the small signal. We obtain a voltage noise level down to 1.5 nV/Hz1/2 at a
frequency of 10 kHz with a custom preamplifier delivered by Sierra Amps, LLC.

We measure the output acoustic signal from the amplifier chain on a lock-in amplifier while
stepping the weaker AC-driving source with a function generator. The mechanical response of the
membrane displays a Fano-like resonance for any single trace in Fig. 2 and is described by the
following equation.39

Vmeas =
V0

1 − 2iQm
Ω−Ωm
Ωm

+ αeiφ (3)

We have used the notation that V0 is a scaling factor, Ωm/2π is the mechanical resonance frequency,
Qm is the mechanical quality factor, and αeiφ is an offset that leads to the Fano-lineshape. The
(0,1) resonance of the mechanical oscillator refers to the fundamental mode of a circular drum, or
membrane. The results presented in Fig. 2 display the measured data as well as the fits according
to Eq. 3, with V0, Ωm, Qm, and αeiφ as fitting parameters. Although not displayed graphically, Qm

drops linearly with increasing DC driving voltage beyond 50 V. The room temperature mechanical
quality factor for the (0,2) membrane mode was Qm ≈ 1.1 × 104 at a low DC driving voltage and
drops to Qm ≈ 8.9 × 103 at the largest applied DC voltage.

In Fig. 2 and Fig. 3 the mechanical resonance data were taken at room temperature inside a dilution
refrigerator at a pressure of 1 × 10−3 mbar. During fridge operation, the low frequency pulse-tube
cooler and turbo pumps distort the signal by vastly raising the noise floor (see inset in Fig. 2). For this
reason it is challenging to obtain low-noise, low-frequency data of the sample. To obtain cryogenic
data from the mechanical oscillator one must modify the dilution refrigerator to incorporate a mass

FIG. 2. Room temperature data showing the electrostatic frequency shift of the mechanical oscillator for the (0,2) mode.
The dots are the data and the solid orange lines are theoretical fits to the data. The amplitude increases with a corresponding
increase in the DC drive and resembles a Fano-like resonance. The inset represents the noise voltage in units of V/Hz1/2 where
the red data corresponds to the fridge in operation and blue data represents the fridge turned off.
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FIG. 3. The observed room temperature frequency shifts for the (0,1) and (0,2) membrane modes for cavity A are plotted as
a function of the applied DC voltage. The dots are real data and the solid line is a theoretical fit according to the first order
correction to the resonance frequency as stated in the body of the paper. A fit to the (0,1) resonance frequency shift using Eq. 2
yields a separation distance of 170 µm. The (0,2) mode experiences a smaller frequency shift because this mode has a stiffer
mechanical spring constant.

filter. Measurements for the shifts in the mechanical resonance in Fig. 3 were performed only on
cavity A. The acoustic frequency shifts displayed in Fig. 3 show different responses for two of the
modes. As expected, the fundamental mode displays a larger frequency shift for the DC driving
voltage because of the lower mechanical stiffness.

We typically find the resonance of the SRF cavity by using a pulse-ringdown technique.40 The
transmission signal is amplified coming out of the dilution refrigerator and passes through a Schottky
diode detector to a sourcemeter. Referring the reader to Fig. 4, we observed a SRF resonance shift of
about 35 kHz for cavity A, slightly over three linewidths while cavity B displayed about 25 kHz, or
six linewidths, of frequency translation. In addition, the measured frequency-pull parameter of our
cavities is G ≡ (dω/dL) = 2π · 3.2 × 1010 Hz/m. The colorbar depicts 250 V as the maximum DC
driving voltage, but it should be noted that the furthest resonance shift for cavity A was performed
at 255 V. The full range of tunable bandwidth is slightly different between the two cavities due
to small cavity geometric variations, machining imprecision, and the use of different membranes.

FIG. 4. (a) The fractional frequency shift of both SRF cavities at 10.3 GHz as a function of the fractional increase in cavity
length at a temperature of T = 65 mK. The length change is determined from the standard equation for the TE011 mode and
fitted, displayed as a solid line. (b), (c) Cavities A and B, respectively, normalized response plotted as a function of detuning
∆. Cavity A has loaded QL = 1.1 × 106 while cavity B has a loaded QL = 2.5 × 106.
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Upon cooling down the fridge, there is negligible frequency shift of the cavities’ resonance, aside
from the superconducting transition, over the course of a week. There is no observable heat generated
in the tuning process when we monitored the base fridge temperature.

V. CONCLUSION AND NEXT STEPS

We have demonstrated non-contact, non-invasive frequency tuning of a cm-scale superconducting
radio frequency cavity. A great advantage of this technique is its potential for use with arbitrarily large
high-Q cavities because the mechanism for tuning is external to the cavity. Moreover this mechanism
for tuning avoids any potential heating challenges often found in piezoelectric devices. Future solid-
body cylindrical cavities incorporating a membrane will have only one seam and display higher-Q
cavities capable of similar frequency tuning. We anticipate this system will impact future work on
3D macroscopic cavity optomechanics.

For existing cavities with niobium end caps we aim to increase the Q by adding a curved end
cap rather than the flat sections we used for these experiments. The membrane can also contribute
to Q degradation because there exists a slight tip/tilt in the membrane with respect to the cavity axis
that displaces the TE011 mode towards the boundary. As a result this can lead to reduced electrical
contact between the two boundaries. These mechanisms lead to resistive losses in the surface current
density and ultimately limit the achievable quality factor. Furthermore, future experiments seeking
to incorporate a macroscopic membrane and maintain high-Q niobium cavities must investigate
treatment options for the thin films. For example, while baking does generally improve the cavity Q,
we are unable to bake the thin-film membrane in the same manner. Since the membrane constitutes
almost 17% of the surface area of the cavity, this can lead to substantial losses.

For this cavity configuration the full bandwidth of tunable range has the potential to be greatly
enhanced by examining Eq. 2. For example, the cubic dependence on the distance can be reduced
from 170 µm that was used in this paper, the driving voltage can be increased further by using higher
voltage-rated capacitors, and the mechanical spring constant can be lowered by incorporating lower
stress membranes. One final improvement is to consider a different geometry in which one constructs
a superconducting cavity with a central tuning post for larger bandwidth.31
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et al., Applied Physics Letters 90, 164101 (2007).

3 A. Romanenko, A. Grassellino, O. Melnychuk, and D. Sergatskov, Journal of Applied Physics 115, 184903 (2014).
4 A. Romanenko, A. Grassellino, A. Crawford, D. Sergatskov, and O. Melnychuk, Applied Physics Letters 105, 234103

(2014).
5 M. Reagor, W. Pfaff, C. Axline, R. W. Heeres, N. Ofek, K. Sliwa, E. Holland, C. Wang, J. Blumoff, K. Chou et al., Physical

Review B 94, 014506 (2016).
6 R. W. Andrews, R. W. Peterson, T. P. Purdy, K. Cicak, R. W. Simmonds, C. A. Regal, and K. W. Lehnert, Nature Physics

10, 321 (2014).
7 X. Gu, A. F. Kockum, A. Miranowicz, Y.-x. Liu, and F. Nori, Physics Reports (2017).
8 H. Rokhsari, T. Kippenberg, T. Carmon, and K. Vahala, IEEE Journal of Selected Topics in Quantum Electronics 12, 96

(2006).
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High-Q SRF 3D cavities for RF optomechanics
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In this paper we report on designs, simulations and experiments with two types of high-Q 3-
dimensional cavities: cylindrical TE011, and coaxial quarter-wave stub. We investigate the depen-
dence of Q on the practical implementation tolerances of gaps between components, shape imper-
fections, and frequency tunning strategies. We find that cylindrical cavities can maintain high Q for
designs which include frequency tunability and mechanical oscillators as long as extraordinary care
is taken with shape and gap tolerance during construction and assembly. Coaxial stub cavities can
be made frequency tunable while maintaining high Q, but require more creativity to include a me-
chanical element. Finally, we report on a coaxial stub cavity incorporating a conically-shaped stub
which confines the electric field near the stub’s tip stub, thus enhancing field-matter interactions
near the tip.

Usage: Secondary publications and information retrieval purposes.
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I. BACKGROUND

The ability to use cavities to increase electromag-
netic energy storage opens up the possibility of observ-
ing radiation interactions with matter[1, 2]. Specifi-
cally, radiation pressure acting on the boundaries or
on other frequency-sensitive elements within the cavity
gives rise to optomechanical phenomena such as para-
metric amplification, sideband cooling, and squeezing [3–
11]. A large variety of cavity configurations for this pur-
pose are possible, but superconducting radio-frequency
(SRF) cavities[12, 13] are attractive because they can
be constructed to confine high electric field strengths
Emax ∼ 10 MV/m while also maintaining high quality
factors, Q ∼ 1010. The work of Schoelkopf, et.al., [14–16]
illustrates the value of such SRF cavities for fundamental
studies of quantum mechanics. We propose, and are un-
derway in, using these systems to observe quantum me-
chanical phenomena in cm-scale mechanical oscillators.
The goal of this study is to provide a 3D macroscopic
system capable of demonstrating parametric oscillation
and amplification that leads to the Dynamical Casimir
effect (DCE)[17–19].

In this paper we evaluate the effect that cavity imper-
fections have on Q for two cavity configurations: a cylin-
drical cavity (TE011 mode) and a quarter-wave (λ/4)
stub cavity. In the λ/4 stub cavity we consider cylindri-
cal and cone-shaped stubs. We pay attention to seams
which might include resistive or electrically open inter-
faces between parts. We address shape imperfections (tilt
and surface curvature) arising from machining tolerance
limitations or etching effects, and geometric compressive
distortions due to cavity fastening. We present simu-
lation and experimental results for a frequency-tunable
λ/4 stub cavity wherein we anticipate the ability to pre-
serve the high Q. Finally, we indicate a preferred design
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strategy for subsequent SRF cavities for microwave opto-
mechanical experiments.

Design constraints are extremely important considera-
tions for achieving high Q in such systems[13, 20, 21]. It
is straightforward to incorporate a mechanical element,
such as a membrane, with a cylindrical SRF cavity, but
adding components introduces lossy seams and dielectrics
which can degrade the Q. On the other hand, it is not
clear how to add mechanical transduction to the λ/4 SRF
stub cavity.

II. SIMULATION DESIGN

Consider a single electromagnetic mode of interest
within each of two types of cavities. In the cylindrical
cavity (Fig. 1(a)-(c)) metallic walls enclose an empty
cylinder which can support numerous transverse elec-
tric (TE) and transverse magnetic (TM) modes[22]. The
TE011 mode, which is a donut-shaped mode, has a node
in the magnetic and electric fields along the axis. The
resonance associated with the TE011 mode exhibits a
high Q owing to the fact that the fields are confined
within the volume of the cavity, staying away from seams
and boundaries. Note that the TM111 is frequency-
degenerate with the TE011 mode, but the modes can be
evaluated independently within the simulations. Exper-
imentally we find that the degeneracy is typically lifted
due to minor perturbations to the modes.

The second system we consider is a λ/4) stub cavity
which is comprised of a coaxial waveguide section that is
electrically-shorted on one end and electrically open on
the other. The open part of the coaxial section connects
to a cylindrical waveguide having a relatively high cut-
off frequency[15]. There is evanescent decay of the fields
within the cylindrical section which is made sufficiently
long that very little energy leaks out the open end. The
confined mode is a TEM-like field within the coaxial re-
gion, having a radially-directed electric-field and a mag-
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netic field which wraps around the axis. The shorted end
creates a boundary condition where the electric field am-
plitude is zero, while there is an anti-node in the electric
field amplitude near the end of the stub.

(a) (b) (c)

(d) (e) (f)

FIG. 1. Description of the cavities and modes used in this
study.(a) - (c) illustrate the TE011 mode within a cylindrical
cavity of radius R and height L. A simulation of the electric
field is given in (b) where the “donut-shaped” mode is evident.
The norm of the magnetic field at the surface is illustrated in
(c) where we observe the relatively low field strength near the
edges of the cylinder and maxima located at roughly 48% of
the distance from the axis. (d) - (f) illustrate the λ/4 stub
coaxial cavity. The electric field is plotted in (e) showing the
TEM-like field extending radially towards the center. The
electric field is largest at the rim of the cylindrical stub. (f)
shows the magnetic field which encircles the axis of the system
and has its maximum at the base of the stub.

TABLE I. Cavity parameters

f = 10 GHz Resonance frequency
Rs = 120 nΩ Surface resistance, T = 40 mK
Surface conductivities
σs = 1.0 × 10−6 S/m Air
σs = 3.77 × 107 S/m Normal metal
σs = 1.0 × 1014 S/m Untreated Nb, T = 40 mK
σs = 2.78 × 1018 S/m Fully treated Nb, T = 40 mK
Cylindrical cavity geometry
L = 30.07 mm Cylinder height
R = 21.05 mm Cylinder radius
G = 750 Ω Cylinder G-factor
Coaxial λ/4 cavity geometry
L = 55 mm Total height
R = 7.0 mm Total height
` = 5.0 mm Stub height
r = 2.0 mm Stub radius
G = 168 Ω λ/4 cavity G-factor

All finite element modeling is performed using COM-
SOL Multiphysics and RF Module software. The geome-
tries (please see Table I) are created to give a resonance
frequency of 10 GHz and to match those of prototypes
in use within our laboratory. The materials in the sim-

ulations are chosen to be normal (non-superconducting)
aluminum 6061, which is the material used in many of
our prototypes, and air. Impedance boundary conditions
are used for the boundary of the simulation, but special
attention is given to be certain that all physical bound-
aries of the experimental system (such as air gaps in the
pillbox and the open end in the coaxial stub) are prop-
erly accounted for. We then solve for eigenmodes in the
desired frequency range and choose the mode of interest.

A. Eigenfrequency analysis - mode of interest

14.9 GHz

13.7 GHz

12.8 GHz

9.99 GHz

FIG. 2. Shown here are surface magnetic field plots for the
four lowest frequency eigenmodes for a coaxial stub cavity.
The lowest frequency eigenmode with the field confined near
the stub is the mode of interest. The other modes will exhibit
lower Q because energy can leak out the open end.

Using the modes of the λ/4 cavity as an example, Fig. 2
shows the surface magnetic field norm for four eigen-
modes. The top one with a frequency of 9.99 GHz is
the mode of interest. The field is mostly confined to the
region of the stub and the field decays exponentially as a
function distance from the tip of the stub in the cylindri-
cal section. The other three modes, at higher frequencies,
feature bound field profiles which do not evanescently de-
cay in the cylindrical waveguide section.

In order to obtain high Q, the resonance frequency of
the stub must be tuned away from the cutoff frequency
of the cylindrical waveguide section and the cylindrical
waveguide section must be long enough that the field
decays by a factor of

√
Q. Figure 3 shows a semi-log plot

of the electric field amplitude (normalized to the field
amplitude at the tip of the stub) as a function of position
along the axis of the structure. The field is negligible, as
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expected, within the metallic stub, becomes large at the
surface of the stub, and then shows exponential decay
from the tip of the stub towards the open end of the
waveguide section. For the structure studied herein, the
field is seen to decay by an amount greater than 10−6

over the length of the cylindrical waveguide section, and
so we expect the Q due to waveguide leakage to be limited
to ∼ 1012.
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FIG. 3. The relative electric field amplitude as a function of
axial position for a λ/4 stub cavity. If waveguide leakage is
the only source of loss, Q is limited to ∼ 1012

B. Evaluation of G and Q

The dependence of Q on cavity design and material
is captured in the relationship between cavity G-factor
and the surface resistance, Rs. For cavities with uniform
Rs, Q = G/Rs. The surface resistance, Rs, captures all
surface-related resistive loss contributions and the cavity
G-factor weights the field strength at the surface to that
in the volume of the cavity according to:

G =

ω0µ0

∫
V

|H|2dv∫
S

|H|2ds
. (1)

The G-factors for the geometrically perfect cylindrical
cavity and the geometrically perfect λ/4 cavity are 750 Ω
and 168 Ω, respectively. One can include all cavity loss
mechanisms by modeling them as resistances and then
evaluating the sum of resistive contributions from each
mechanism. To use the open λ/4 cavity as an example,
the loss through the open end can be included as a large
surface resistance applied to the open boundary while
superconducting surface resistance values can be applied
to the superconducting walls. The values for G-factors
imply that the cylindrical cavity should have more than

4-times the Q compared with the λ/4 cavity if the only
losses are intrinsic material surface resistance losses in
the cavity walls. We find, however, that the ability to
fabricate a seamless λ/4 cavity from a single piece of Nio-
bium is critically important because seams can introduce
a dominant resistive loss contribution.

Cavity shape imperfections are seen as changes in the
G-factor as well as changes in surface-related resistive
losses. Such issues are included in the simulations by
creating segments within the modeled geometry. For ex-
ample, an air gap is included by replacing a segment of
metallic wall with air. Resistive interfaces are modeled
by replacing segments of superconducting metal having a
high conductivity with normal metal having a lower con-
ductivity. Shape imperfections are directly incorporated
into the simulated cavity geometry. When imperfections,
resistive seams or open gaps are present, we evaluate the
quality factors by incorporating them into the simulation
geometry and comparing the energy stored with the rate
of energy lost in the cavity according to:

Q =

ω0

∫
V

utotdv∫
S

Ilossds
, (2)

where utot is the energy density in the cavity, Iloss is the
power lost, and ω0 is the resonant frequency of the mode.

The accuracy of Eq. 2 depends on making reasonable
simulation choices for the surface conductivity at each of
the boundaries in the geometry. We calculate resistive
losses for polished and heat treated niobium boundaries
at 40 mK using a surface conductivity of σs = 2.78 ×
1018 S/m. For niobium boundaries prior to polishing and
heat treatment we use σs = 1.0 × 1014 S/m at 40 mK .
For normal (non-superconducting) niobium boundaries
we use σs = 3.77 × 107 S/m. For air boundaries we use
σs = 1.0 × 10−6 S/m. These quantities are used for all
of our simulations and were determined by comparing
simulation calculations with experimental measurements
of Q for a λ/4 cavity under each of these conditions.

III. SIMULATION RESULTS

A. The cylindrical cavity

We simulate geometrically-perfect cavities to obtain
benchmark values for Q = 6.3 × 109 and G = 750Ω.
As shown in Fig. 1(a-c) the TE011 RF mode is con-
fined within the volume of the cavity, therefore surface
losses are minimized. In the case of the geometrically-
perfect cylindrical cavity, Q is limited by surface resis-
tance, Rs = 120 nΩ. For high purity Nb which has
been etched and heat treated it is possible to obtain
Rs < 10 nΩ[23, 24]. We select Rs = 120 nΩ because it is
consistent with our experimental observations of etched
and heat treated Nb cavities fabricated in our group. In
experimental measurements on cylindrical cavities com-
prised of multiple parts, we have achieved Q = 3× 108.
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Seams, i.e., gaps where parts are fastened together, de-
grade the Q-factor and therefore are included in the sim-
ulation by adding a single cylindrical band near one end
of the cavity. Fig. 4(a) shows simulated Q as a function of
gap size ranging from 100 µm to 3 mm. The three curves
represent a superconducting gap (control simulation), a
gap comprised of normal metal, and an air gap. The
Q decreases only slightly for gap sizes less than 250 µm
regardless of whether they are metallic or air gaps. We
estimate that standard machining and etching processes
lead to gap sizes less than 100 µm. The reason for the
small sensitivity to gap size for perfectly-shaped cylindri-
cal cavities is that the mode is confined away from the
location of the gap, so the denominator of Eq. 2 changes
very little.

Shape imperfections, however, displace the mode to-
wards cavity surfaces, and when combined with a gap
lead to a degradation of Q for reasonable cavity fabri-
cation tolerances. Figure 4(b) shows the degradation of
Q as a function of parallelism of the end planes given
by a tilt angle. In the simulation we choose a gap size
of 100 µm and introduce a tilt between the top circu-
lar end plane and the axis of the system. The simulated
gap is located near the bottom end plane whose normal
is parallel with the cylinder axis. Here one observes a
drop in Q for all cases as the tilt angle increases. The
Q decreases slightly even for a superconducting gap be-
cause the G-factor decreases as a function of the field
being displaced towards the surfaces. The reduction in
Q is more pronounced when the gap is comprised of nor-
mal metal or air. Reasonable tolerances for parallelism
indicate that we should expect tilt uncertainty as large
as 1− 10 mRad which is seen to severely degrade the Q
when combined with gaps. Heat plots of the surface mag-
netic field norm shown inset in Fig. 4(b) show that the
field displaces towards the interface between the cylin-
der body and the end plane even when the tilt angle is
an order of magnitude better than we expect to achieve.
For a normal resistive gap the Q suffers by more than
two orders of magnitude and is limited to 107. Note
that this simulation overestimates the effect of the gap
to some extent because the gap is uniformly large around
the rim of the cylinder. One expects that the gap will
make contact with the end plane in at least three places.
In experiments where we use an indium superconducting
metal gasket between components we routinely obtain
3× 107 < Q < 3× 108.

In assembling a cylindrical cavity with dimensions on
the order of a few centimeters from three components:
two end planes and one cylindrical body, we can reason-
ably expect to obtain parallelism of ±3 mRad. Combined
with ∼ 100 µm gaps, we are limited to Q∼ 107. Clearly
maintaining the tightest tolerances for gap size and par-
allelism are critical during fabrication.

This limit can be overcome to some extent by adding
curvature to the ends of the cylinder. To evaluate this
design choice we model imperfect cylindrical cavities hav-
ing a slight curvature on the end walls. Figure 5(a) shows

(a)

(b)

FIG. 4. Simulation results for a cylindrical cavity with a
gap between the body and end of the cylinder. (a) shows
the degradation of Q as a function of gap size for several
equivalent gap materials. (b) shows the degradation of Q as
a function of end-plane tilt angle for the case of a 100 µm
gap. Note that Q degrades significantly when gaps and tilts
are present in the system.

how, for a gap size of 100 µm and for various amounts
of tilt, the Q improves as the end walls become more
concave (i.e., decreasing Rc). For example, we expect
an increase in Q from 107 to 109 by introducing a ra-
dius of curvature of ∼ 100 cm to both of the end planes.
Figure 5(b) shows Q as a function of tilt angle for sev-
eral radii of curvature. Reasonable machining tolerances
indicate that curved end planes result in significant im-
provement in Q to values ∼ 109.

When using a cylindrical cavity as a sensor for end-
plane motion it is essential to consider the surface qual-
ity of the elastic end plane separately from the rest of
the cavity. For example, we aim to use Nb-coated sili-
con nitride membranes on one end of the cavity and to
sense the motion of that membrane in response to exter-
nal forces. In that case we will not be able to perform
the same buffered chemical polish and heat treatment
on the coated membranes as we can on the remainder
of the cavity. If we sputter-coat silicon-nitride mem-
branes we can use a model where the coated membrane
takes on the conductive properties of untreated niobium.
Considering the remainder of the cavity to suffer from
100µm gaps, 1 mRad tilt and a single curved end with
a radius of curvature of 100 cm, the cavity Q is lowered
from Q = 6.9 × 108 to Q = 1.8 × 108. Assuming a per-
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(a)

(b)

FIG. 5. Simulation results exploring the relationship between
tilt angle, cavity end curvature, and Q. (a) shows Q as a
function of radius of curvature for several different tilt angles.
(b) shows Q as a function of tilt angle for several different radii
of curvature. Note that tight fabrication tolerances suggest
that Q∼ 109 is possible.

fectly aligned cavity without gaps the Q is lowered from
Q = 6.3 × 109 to Q = 2.3 × 108. The quality factor is
clearly limited by the surface resistance of the untreated
boundary. Plasma deposition of Nb is an alternative to
sputtering for the purpose of creating a film with low
surface resistance.

B. The quarter-wave coaxial stub cavity

As mentioned earlier, for a given material surface re-
sistance Rs, Eq. 1 combined with Q = G/Rs allows us to
calculate the expected cavity Q. The coaxial stub cavity
with dimensions given in Table I has G = 168 Ω which is
somewhat lower than G = 750 Ω for the cylindrical cav-
ity. The reduction in G is due to the fact that the mag-
netic field is not as well confined within the cavity so the
surface magnetic field is slightly larger than is the case
for the cylindrical cavity. Moreover, there is no region
on the surface where there is a null in the magnetic field,
so any resistive seams that might be present will have a
large effect on energy loss and reduce Q. Additionally, it
is difficult to do high tolerance machining for such cav-
ities because the tool must be longer than the length of
the cylindrical section. For the designs considered here,

the cylindrical section is 55 mm long and 14 mm in diam-
eter. Since niobium is challenging to cut, it is challeng-
ing to fabricate anything other than a simple stub cavity.
Using standard mill and lathe machines it is difficult to
include supports for a membrane or other experimental
element. The principal advantage of the coaxial stub cav-
ity is that it features one open end and therefore it can
be fabricated from a single piece of metal. There will not
be seams unless the cavity is comprised of multiple parts
fastened together. In this section we compare simulations
of coaxial stub cavities which are geometrically perfect,
cavities with hypothetical fabrication imperfections, and
two-piece coaxial stub cavities. We include calculations
for cylindrically-shaped and conically-shaped stubs.

FIG. 6. Plots of Q as a function of gap size for coaxial λ/4
cavities. The results are cylindrical and conical stubs. The
gap is located at the base of the outer wall of the cavity. The
blue lines depict the case of a superconducting gap, which
serves as a control simulation, while the red lines depict the
response for a resistive gap with normal conductivity.

Figure 6 shows the variation in cavity Q as a function
of gap size when a resistive gap is introduced at the in-
terface between the outer cylinder and the bottom plane.
The reduction in Q even for extremely small gaps of 1 µm
is more than an order of magnitude owing to the fact that
there is non-negligible surface magnetic fields in the re-
gion of the gap. This is seen in Fig. 7(b) where the light
blue surface magnetic field is considerable along the en-
tire bottom surface of the stub cavity. Assuming typical
fabrication tolerances we expect that gaps will be larger
than 1 µm, and so we will be limited to Q < 107. Note
that we have simulated both the cylindrical stub and the
conical stub where the conical stub has a slightly higher
Q as a consequence of the reduction in the inside surface
area of the cavity for that configuration.

Losses due to gaps at the base of the stub cavity dom-
inate the Q in any imperfect cavity. The Q does not
change significantly as a result of other geometrical im-
perfections such as stub tilt, axial offset, or cavity ellip-
ticity.

It is the imperfections in the regions of high magnetic
field which result in surface resistance losses in high-Q
cavities. Therefore we have an opportunity to modify
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FIG. 7. Plots of the (a) electric and (b) magnetic field distri-
butions in conical coaxial λ/4 stub cavities with an axial wire
inserted for frequency tunability. Observe that the presence
of the wire and hole at the tip of the stub do not significantly
reduce Q because the magnetic field is small in that region
of the cavity. (c) Simulation results and experimental data
showing the frequency shift as a function of wire insertion.
Once the wire insertion exceeds 1 mm, the frequency shifts
linearly with a slope of 730 MHz/mm. (d) Plot of simulated
Q as a function of insertion length showing that Q decreases
only slightly with insertion.

the cavity in regions of low magnetic field, such as the
top plane of the stub or at the tip of a conical stub. As an
example, frequency tunability is achieved in a λ/4 cavity
by adding a hole at the end of the stub along the cavity
axis, and actuating a wire into the cavity along the axis.
In this way the length of the stub is adjustable, which
changes the resonant frequency.

Figure 7 shows the results of experiments and simula-
tions of frequency tunability. From Fig. 7(a) and (b) we
learn the nature of the electric and magnetic fields for
the case of a wire inserted axially into the cavity. The
mode does not vary significantly from that of the simple
cone. The simulated and experimental frequency shifts
are shown in Fig. 7(c). The experimental data is ob-
tained using an aluminum cavity constructed as shown.
The resonance is tracked using a network analyzer and
the experiment is performed at room temperature. The
agreement between the frequency shift expected accord-
ing to the simulation and that realized experimentally

is excellent. The important conclusion, graphically pre-
sented in Fig. 7(d) is that we expect to be able to con-
struct frequency-tunable SRF cavities having Q ∼ 109.
The fact that structures can be introduced in this lo-
cation of the cavity without significantly perturbing the
Q of the cavity also suggests that we may be able to
introduce a resonant structure which efficiently couples
microwave and mechanical modes.

IV. DISCUSSION AND CONCLUSIONS

It is possible to construct high-Q (∼ 109) SRF cavities
with resonances in the 10 GHz frequency range, and it
is possible to include frequency tunability or other func-
tional elements within the cavity. The principal chal-
lenges are: 1) using high quality niobium and careful
processing to obtain a low surface resistance; 2) select-
ing cavity electromagnetic modes with a large G-factor,
meaning that the ratio of the magnetic field strength
in the volume of the cavity to that near the surface is
maximized; 3) maintaining cavity symmetry during fab-
rication so that the magnetic field is not perturbed out
towards the surface; and 4) eliminating seams or other
resistive elements from regions of high magnetic field.

Cylindrical cavities are compared with coaxial λ/4
stub cavities. We find that the construction and assembly
of multi-part cylindrical cavities is challenging because of
the introduction of asymmetry in the cylindrical shape,
and gaps where the parts fit together. Moreover, we find
that the introduction of functionality in cylindrical cavi-
ties, such as a movable end wall for frequency tunability
or mechanical coupling, or coupling to a second identical
cavity is straightforward to do, but is generally accom-
panied by the introduction of even more gaps and asym-
metry which can dramatically reduce the quality factor.
Subsequently it requires much experimentation or un-
usually tight fabrication tolerances in the machining and
polishing of the cavities in order to obtain Q > 109.

The coaxial λ/4 stub cavity is comparatively easy to
make from a single piece of Nb, which simplifies the con-
struction of a base cavity without seams. The inclusion
of structures for frequency tunability or mechanical cou-
pling is simplified by having access to the end of the stub,
where the electric field is maximized but the magnetic
field is minimized. In this way one can add functional-
ity which couples to the electric field but which does not
significantly reduce the Q of the cavity.
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Abstract. We describe a simple and intuitive parametric oscillator apparatus which

is suitable for a classroom demonstration or an upper division laboratory. In order

to facilitate the incorporation of this apparatus into the physics curriculum, we

provide the learning objectives for an upper-division physics laboratory experiment.

We present typical experimental data illustrating the main features of parametric

oscillators including oscillation threshold, frequency shifting at large amplitude and

bistability. Our experiments and theory emphasize identifying the lowest-order

threshold for oscillation in terms of the modulation depth and quality factor. This

experiment provides a foundation for understanding current research such as that in

quantum opto-mechanics and nonlinear dynamics.

1. Introduction

The pendulum is a powerful tool for teaching physics [1]. Give it a shove and it

swings back and forth, and such direct excitation of an underdamped pendulum is

part of the standard course in mechanics [2]. It turns out, however, that one can

excite a pendulum’s motion by varying a parameter such as the length or effective

acceleration due to gravity. A classical analysis is sufficient to understand the behavior of

a parametrically-excited simple pendulum but parametric amplification and oscillation

are integral to modern experimental quantum physics [4–7]. These so-called parametric

processes actually amplify the existing motion of the pendulum such that, assuming

the effective parametric gain is greater than dissipative losses, the pendulum’s motion

will grow to a large amplitude. The existing oscillator motion is usually classical in its

origin but the harmonic oscillator in its quantum ground state still exhibits zero-point

fluctuations (quantum noise) and parametric excitation amplifies those fluctuations [3].

In this paper we describe an experimental parametric oscillator demonstration for

use in the undergraduate college physics or mathematics curriculum. We describe a

simple pendulum whose length is varied sinusoidally using a rotational servo-motor (see

Fig. 1). We analyze the motion of the pendulum as recorded using a video camera
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or a photo sensor and characterize the system as a function of modulation depth and

frequency. We present data and theory for the threshold of oscillation (h > 2/3Q)

and experimentally map out the transient behavior as the system converges to a steady

state. Finally, we present bistabilty curves as an example of the nonlinear dynamics

observable using this apparatus.

Figure 1. Schematic of the parametrically-driven pendulum. The motion of the servo

motor results in a variation in the length of the pendulum as a function of time. The

quantities r0 and θ are given as shown in the inset.

The use of parametric oscillators in classrooms and teaching laboratories is not

new. Lars Falk [8] created a set of experiments connecting the mathematics and

physics of parametric oscillations. The three experiments: “the spring pendulum”,

“parametric waves on a string”, and “parametric circuit oscillations” each allowed the

student to obtain predictable and quantitative results. William Case analyzed a coupled

pendulum system where the oscillator is attached to a platform suspended from above

by springs [9]. By arranging for the platform resonant frequency to be twice that of the

pendulum, one can set the platform in motion and observe the parametric excitation of

motion of the pendulum.

The Mathieu equation (θ̈ + ω2
0 [1 + Fsin(ωet)] θ = 0) describes many parametric

resonance experiments including the simple pendulum with an oscillating support [8,9].

In the standard equation of motion for a simple pendulum the oscillating support is

included as a time-dependent addition to the acceleration due to gravity. Case et

al., [10] also analyzed the motion of a seated child on a swing revealing the combined

linear and parametric excitation of the swing. One attractive feature of parametric

oscillators is that nonlinear dynamics is readily observed. Berthet, et al., [11] devised
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an electronic parametric oscillator (an analog and digital circuit) which shows subcritical

and supercritical bifurcations as a function of experimentally accessible variables.

Curzon, et al., [12] constructed a plus-shaped oscillator using hollow tubes wherein a

rod with plug is moved pneumatically within the vertical tube to achieve the parametric

excitation. The system constructed in this way (in the absence of damping) is also

described by a Mathieu-like equation, except that the periodic parametric excitation

is a square wave rather than a sinusoid. A strength of Curzon’s demonstration is that

the resonant frequency is low enough (roughly 0.2 Hz) to visually observe changes in

the behavior of the pendulum in real time. Eugene Butikov [13] presents analysis and

computer simulation of a torsion spring oscillator wherein the moment of inertia of the

rotor is parametrically modulated. Again, this system is described mathematically by

the Mathieu equation. In his own words ”This physical system, being useless for any

practical application, is nevertheless ideal for gaining conceptual knowledge about the

basics of parametric resonance...”

In contrast to the schemes described above, our experiment consists of a pendulum

on a fixed support but with a time-varying length. It is no longer described by a Mathieu

equation. The time-dependent length results in a time-dependent moment of inertia

which enters into the equation of motion for the pendulum differently. In the standard

form, the equation of motion now has time-dependent coefficients of the position and

velocity (see Eq. 4). An excellent theoretical and numerical analysis of the problem is

given by Belyakov, et al., [14, 15].

Our work provides an experimental system to be used alongside the analysis of

Ref. [14, 15], which theoretically analyzed a pendulum having a periodically driven

length. We are not aware of another classroom demonstration of the pendulum

of varying length. The use of an open-source micro-controller adds unprecedented

flexibility in determining the driving frequency (or frequencies) and parameter

modulation depth, while also enabling automated data acquisition of the position and/or

velocity of the pendulum as a function of time. In sum, our demonstration combines

intuitive and quantitative understanding in an inexpensive and simple system.

2. Undergraduate laboratory objectives and typical experimental results

Consider an undergraduate experiment where the objectives are to: 1) experimentally

observe and quantify damped harmonic motion of a pendulum; 2) derive the threshold

conditions for the lowest and next-lowest order parametric oscillations; 3) predict the

modulation depth required to induce parametric oscillations; and 4) experimentally

observe and quantify the parametrically-driven pendulum motion. As learning

outcomes, students will demonstrate: 1) the ability to assemble and debug a simple,

weakly-damped, pendulum having a single mode of oscillation and identify the likely

key sources of dissipation; 2) the ability to record and extract relevant data from

video or sensors, and integrate the computer-controlled servo motor; 3) the ability

to use Newtonian and/or Lagrangian mechanics to derive equations of motion and to
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manipulate those equations into forms that predict or explain observed experimental

behavior; 4) the ability to generate and interpret plots of experimental data in both

the time domain and frequency domain allowing them to extract key features of the

oscillator such as dissipation or gain, resonance frequency, and quality factor (Q); and

5) explain the difference between a standard driven pendulum and a parametrically

driven pendulum, explain the concept of a threshold of oscillation, and enumerate the

conditions for parametric oscillation above threshold.
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Figure 2. (a) Relative amplitude of an undriven pendulum as a function of time

(red thin lines). The plot shows the ringdown in the damped harmonic motion. The

damping parameter γ= 0.017 s−1 is obtained by fitting a curve to the slowly varying

envelope (heavy black line) of the oscillations (Q=173± 3). (b) Relative amplitude

as a function of time for the same oscillator subject to a time-dependent length r0,

i.e., parametric excitation (red thin lines). The exponential slowly-varying envelope,

showing net gain in the energy of the pendulum, is plotted as a heavy black line.

The laboratory setup used throughout this paper is depicted in Fig. 1. A drilled

wooden ball and nylon cord from Arbor Scientific’s “drilled physics ball set” are used for

the pendulum. The wooden ball having a diameter of 2.56± 0.01 cm is suspended in a
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“V” configuration so that motion is constrained to a plane. We use a homemade wooden

stand to suspend the pendulum, but a standard laboratory stand would be ideal. The

length of the pendulum is varied by threading the pendulum’s strings through eyelets

and attaching them around a spool fastened to a rotational servo motor whose position

is varied sinusoidally as a function of time using an Arduino microcontroller (Uno). The

servo motor (SpringRC SM-S2309S - Micro Analog Servo) and spool combination are

oriented so that, as they rotate, they pull the strings in a direction parallel with the

axis of the horizontal supporting rod and smoothly move the bob up and down. By

wrapping the string around the spool one obtains a linear dynamic range of modulation

which exceeds the diameter of the ball. The frequency and angular amplitude of servo

rotation are user defined. The corresponding modulation depth, h= δr
r0

, is calibrated

experimentally. We record data in one of two ways. First, a digital camera (Cannon

PowerShot) is used to record videos (in .avi format) of the motion of the pendulum

against a black backdrop. The data, angular position as a function of time, is extracted

from movies of the pendulum using a MATLAB program (available from the author

on request) which loads each frame sequentially, locates the position of the center

of the bob and records its position. As an example, for an undriven pendulum, an

experimental measurement of relative amplitude as a function of time for a pendulum

whose length is r0 = 28.5 ± 0.5 cm, is shown in Fig. 2. The exponential decay curve is

highlighted where the damping parameter is found to be γ=0.017 s−1 and the frequency

is f0 = ω0

2π
= 0.93 ± 0.01 Hz. The second technique employs a laser obstruction sensor

(Waveshare Laser Receiver Module Laser Sensor Module) which produces a binary signal

indicating the obstruction of the beam by the pendulum bob. The microcontroller is

programmed to calculate the passage time as the pendulum swings which can then be

used to calculate the energy stored in the oscillating pendulum. Passage time as a

function of time are saved using an SD shield (HiLetgo Mini Logging Recorder Data

Logger Module Shield V1.0) and SD memory card. Note that the servo motor, laser

sensor and logger are all integrated on a single microcontroller. Programs are available

through the Arduino users forum or upon request from the author.

Typical data for a parametrically-driven pendulum are given in Fig. 2(b). It is

critical to note that to observe the lowest order parametric oscillations the driving

frequency (1.88 Hz in this case) is twice the characteristic resonance frequency of the

pendulum. The modulation depth must be large enough to exceed the threshold. For

the data in Fig. 2(b), h= δr
r0

=0.014 is 3-times larger than the threshold value predicted

by h = 2/3Q = 0.004. The exponential amplitude gain coefficient is obtained by an

experimental comparison with the data in Fig/2(b)and is µ = 0.025 s−1 according to

A=A0e
µt.

3. Threshold of a parametric oscillator

For a parametric oscillator, mechanical or otherwise, the modulation depth required to

exceed the threshold for sustained oscillations is a key quantity. To obtain the threshold
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from first principles, we begin by considering the equation of motion and general solution

for a weakly-damped, γ, pendulum of length, r0, and small displacement angle, θ:

θ̈ + 2γθ̇ + ω2
0θ = 0 (1)

θ(t) = Ae−γt sin(ω0t) +Be−γt cos(ω0t) (2)

where ω0 =
√

g
r0

is the natural resonance frequency of the pendulum and g is the

acceleration due to gravity. The solutions are harmonic oscillations with a decaying

exponential envelope. The case of parametrically driving the simple pendulum by

varying its length requires further analysis. One can devise an equation of motion

for the pendulum for small angular displacement in terms of the pendulum length, r,

and angular position, θ. We must include a time-dependent radius and a damping term.

The radius is given by:

r (t) = r0 (1 + h sin (2ω0t)) (3)

where h= δr
r0

is a modulation depth. Damping is added as an angular-velocity-dependent

term to give a new equation of motion

θ̈ + 2
ṙ (t)

r (t)
θ̇ + 2γθ̇ +

g

r (t)
θ = 0, (4)

wherein we see that a damping coefficient γ is included in the standard form of a damped

simple harmonic oscillator (see Eq. (1)). We will look for solutions of the form

θ (t) = a (t) sin (ω0t) + b (t) cos (ω0t) , (5)

where

a (t) ∝ eµt

b (t) ∝ eµt, (6)

represent slowly varying envelope functions. Note that if the parametric driving is

absent, Eq. (4) reduces to Eq. (1) and µ→ −γ so that the solution is given by Eq. (2)

where the oscillations are gradually attenuated. When parametric driving is present we

will search for conditions of amplification, where µ > 0 and real.

We obtain a system of two equations for a(t) and b(t) by inserting Eqs. (3), (5), and

(6) into Eq. (4), and collecting coefficients of sin(ω0t) and cos(ω0t). We then discard

second derivatives, which are small relative to the first derivatives and will not affect

the threshold. The resulting coefficient for cosine is(
a(t)

(3

2
hω2

0 + 2µω0 + 2γω0 + γµh
)

+ b(t)
(

2γµ+ 2hµω0 − hµω0 − hγω0

))
= 0, (7)

while for sine is(
a(t)

(
2γµ− 2hµω0 + hµω0 + hγω0

)
+ b(t)

(3

2
hω2

0 − 2µω0 − 2γω0 + γµh
))

= 0. (8)
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The terms multiplying cosine and sine must be independently zero. For the purposes of

establishing a threshold of oscillation, we seek out the terms of Eq. (7) and Eq. (8) only

up to first order in h. With only these terms written in matrix form we have[
3
2
hω2

0 + 2µω0 + 2γω0 2γµ

2γµ 3
2
hω2

0 − 2µω0 − 2γω0

][
a(t)

b(t)

]
(9)

Upon evaluating the determinant of the left-most matrix and setting it equal to zero,

we identify the conditions when this system gives a positive value for µ, which is the

condition for exponential growth in the amplitude of the oscillations. The threshold is

given by

h ≥ 4γ

3ω0

=
2

3Q
. (10)

Note that h = δr
r0

is an amplitude modulation depth.

Equation 10 is a key result in this investigation. The quality factor, Q, on

the right-hand side is critical as it captures many physical concepts associated with

the oscillator [?]. There are three common ways of understanding Q. Firstly, the

reciprocal of the sharpness of the resonance peak in a plot of energy as a function of

driving frequency is given by Q= ω0

2γ
. A large Q corresponds to a narrow resonance.

Secondly, we can relate Q to the number of oscillations occuring over the decay time,

Q=π
decay time

period
. A large Q indicates that the oscillator rings for a long time. Thirdly,

the quality factor reflects the ratio of energy stored to that dissipated during a single

cycle, Q=2π
energy stored

energy dissipated
. A large Q means that the oscillator can store a large

amount of energy. For our pendulum, Q=173± 3.

The third discussion of the quality factor, the one relating energy stored to that

dissipated, gives us a physical basis under which we can also understand the meaning

of the threshold condition. Equation 10 tells us that in order to achieve a net gain we

must do enough work on the system by modulating the parameter, h, that we overcome

the dissipation in the system.

4. Oscillation threshold data

We show experimental data describing temporal behavior of the parametric oscillator

in Fig. 3 where we plot the steady-state energy in a 27.4± 0.5-cm long pendulum as a

function of time for five different modulation depths. The time origin is determined by

the onset of measurable oscillation. As expected, the ring-up time is shorter and the

steady-state energy is larger as the modulation depth increases. For the case of larger

modulation depths, we also observe transient oscillations which die out as the system

reaches steady-state.

We study the oscillation threshold and frequency response by observing the

steady-state energy of as a function of modulation depth and modulation frequency,

respectively. The response of the system as a function of frequency is plotted in Fig. 4(a)

for the case of a modulation depth of h= δr
r0

=0.031, which is well above the threshold for
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Figure 3. Plot of oscillator energy (2E/m) as a function of time for five different

modulation depths. Larger modulation depths produce a rapid ring-up time and result

in higher steady-state energies after transient variations dissipate.

the lowest order resonance. The peak in energy is not located at the second-harmonic

driving frequency of f=2f0 =1.90±0.02 Hz. Rather it is shifted to a lower value of 1.86

Hz. This is a consequence of the large angular amplitude of oscillation obtained and

the need to relax the small-angle approximation which linearizes the simple pendulum.

Due to the nonlinearity of the system, we expect that the resonance frequency of a

pendulum will decrease by as much as 10% for the largest amplitudes observed here [?].

The observed shift in modulation frequency shown in Fig.4(a) is less than that expected

for nonlinear oscillations because the pendulum’s motion is initially linear as it is seeded

by random noise.

The threshold behavior for modulation near the resonant condition is plotted in

Fig. 4(b). Experimentally, for modulation depths less than h = 0.0085 the pendulum

is not excited, and the energy remains zero; when we perform a linear fit to the 5

data points just above threshold, we see that the extrapolation yields a zero-crossing

of h=0.0075± 0.0005. The energy increases gradually when the modulation depth

increases beyond the threshold. The energy continues to increase as a function of

modulation depth, which reflects the fact that the parametric amplification per cycle

increases, but it is important to note that the case of energy greater than ∼ 0.1

J/kg already already exceeds the point at which the pendulum can be considered

“linear”. The experimentally-obtained value for the threshold modulation depth

(hexp =0.0075± 0.0005) is nearly double the theoretically expected value given in

Eq. (10) as htheory = δr
r0

=0.0038± 0.0003, which assumes our experimentally measured

value for dissipation (γ = 0.017 s−1, and Q=173± 3) from the data in Fig. 2(a).

The discrepancy between our experimetally observed threshold and the theoretically

predicted value is due to the sensitivity of the system to the modulation frequency.

Numerical simulations of Eq. (4) predict that our 1% uncertainty in setting the driving
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Figure 4. (a) Steady-state energy of the parametric amplifier at various modulation

frequencies for a modulation depth of 0.031. (b) Steady-state energy of the parametric

amplifier at various modulation depths, when the modulation frequency is twice the

fundamental frequency, at 1.90 Hz. The inset graph shows the linear fit of the first few

data points above the experimental threshold.

frequency can lead to the observed threshold increasing by a factor of 2.

Note also in Fig. 4 that the vertical error bars increase as a function of energy owing

to the fact that the laser sensor records the passage time with an uncertainty of about 4

ms resulting in an increase in the uncertainty in the calculation of velocity and thus the

energy as well. This uncertainty can be seen in the noise associated with the temporal

plots in (Fig.3) near steady state.

We combine all the steady state energy data for various modulation frequencies

and depths into one contour plot, as shown in Fig. 5. Here, the pendulum was driven

in the neighborhood of the second-harmonic frequency. We observe the increase in the

frequency range over which parametric oscillations build up as a function of modulation

depth. The experimentally recorded minimum threshold modulation depth h=0.0085

and an accurate value of the second-harmonic frequency 2f0 =1.90± 0.02 Hz for small

amplitude are evident. The maximum recorded energy corresponds to the pendulum
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Figure 5. Contour plot of the steady-state energy of the parametric oscillator as

functions of frequency and modulation depth. Zero energy is indicated by the solid

black line. The inset graph shows the relative oscillation amplitude over a larger

frequency span revealing a small amplitude at the fundamental frequency and a much

larger amplitude for parametric driving.

oscillating with a maximum angular displacement of 80-90 degrees. As observed in

Fig. 4(a), we see that the non-linearity of the system results in this peak energy to occur

at a driving frequency of 1.84 Hz, 3% less than the second-harmonic frequency. The

inset graph in Fig. 5 depicts the relative amplitude of the oscillator over a larger range

of frequencies. Two resonances are observed, one weak resonance at the fundamental

frequency of 0.95 Hz and a stronger resonance at the second harmonic frequency of 1.9

Hz. As obtained in the previous section, the lowest-order (and highest gain) parametric

instability is observed when driving near the second harmonic. The weak resonance at

the fundamental frequency corresponds to the next-lowest-order instability.

5. Bistability

We observe bistability in the steady-state energy of the system by increasing and then

decreasing the modulation frequency through the parametric resonance. The data are

shown in Fig. 6 where the steady state energy is plotted as a function of modulation

frequency for several different modulation depths, h. We record passage time while

increasing or decreasing the frequency in steps without pausing in-between steps. The

inset in Fig. 6 indicates the sequence of measurements. We see that when the driving

frequency increases the system is above threshold only near the parametric resonance.

The frequency-increasing measurement is consistent with the data in Figs. 4(a)and 5.

When the driving frequency decreases through the parametric resonance, we observe

that oscillations continue until a sudden drop-off occurs between f = 1.6 Hz and
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Figure 6. Bistability of the pendulum at various modulation depths. Each color

represents one modulation depth. The upward-pointing triangles represent increasing

frequencies, while the downward-pointing triangles indicate decreasing frequencies.

f = 1.7 Hz. The region in between 1.7 and 1.84 Hz exhibits two stable equilibrium

states as expected for a nonlinear harmonic oscillator. The data also show that there

is no obvious relationship between h and the frequency at which the system transitions

back to the lower energy state. Simulations of the system using Eq. 4 also exhibit this

transition frequency behavior. Within the simulation we can precisely set the initial

position and momentum of the oscillator and we find that the steady state energy

is sensitive to this setting. Experimentally we do not have precise control over the

initial conditions of the oscillator because the change in modulation frequency happens

randomly with respect to the position and speed of the oscillator.

6. Conclusion

We have described an intriguing and intuitive experiment which exhibits a parametric

resonance. The pendulum can be constructed from components available in most

instructional physics laboratories, and the driving mechanisms can be assembled

from affordable motors and sensors combined with a programmable microcontroller.

The scheme allows for the experiment to be interpreted with respect to the theory

as presented in upper-division undergraduate physics textbooks in an elegant and

quantitatively consistent manner. The experiment demonstrates chaotic properties

allowing students to experimentally observe nonlinear dynamics. Moreover, a thorough

understanding of this experiment provides a foundation for current research in quantum

information and opto-mechanics where damped harmonic motion, Q, and parametric

amplification are central.
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