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Preface

This report documents research and analysis conducted as part of a project entitled High-Risk 
Civilian Population Suicidality, sponsored by the Office of the Deputy Chief of Staff, G-1, 
U.S. Army. The purpose of the project was to identify relevant civilian databases that would be 
suitable for creating comparison proxies for the Army to better compare its suicide rate, as well 
as provide validated information on risk and protective factors for suicide in civilian settings 
that may be common to Army soldiers. Also, the project sought to analyze the degree to which 
suicide rates and possibly other measures of suicidality (ideation, attempts) differ between the 
Army and the civilian comparison population.

This research was conducted within RAND Arroyo Center’s Personnel, Training, and 
Health Program. RAND Arroyo Center, part of the RAND Corporation, is a federally funded 
research and development center sponsored by the U.S. Army.

RAND operates under a “Federal-Wide Assurance” (FWA00003425) and complies with 
the Code of Federal Regulations for the Protection of Human Subjects Under United States Law 
(45 C.F.R. 46), also known as “the Common Rule,” as well as with the implementation guid-
ance set forth in Department of Defense (DoD) Instruction 3216.02. As applicable, this com-
pliance includes reviews and approvals by RAND’s Institutional Review Board (the Human 
Subjects Protection Committee) and by the U.S. Army. The views of sources utilized in this 
study are solely their own and do not represent the official policy or position of DoD or the 
U.S. government.
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Summary

Over the past 15 years, the suicide rate among members of the U.S. armed forces has doubled, 
with the greatest increase observed among soldiers in the Army (Mancha et al., 2014). This 
increasing rate is paralleled by a smaller increase the general U.S. population (Curtin, Warner, 
and Hedegaard, 2016), observed across both genders, in virtually every age group, and in 
nearly every state. An empirical question exists: What is the extent or degree to which the 
suicide trend in the Army is unique to the Army, relative to what is observed in the general 
population?

The Army has typically attempted to address this question by standardizing the general 
population to look like the military population on demographic characteristics (e.g., age and 
gender are used most frequently [Watkins et al., 2018; Reimann and Mazuchowski, 2018] and 
race/ethnicity as well on occasion) (Ramchand et al., 2011). Standardization aims to make 
the general population look like the Army population on the characteristics being used in the 
procedure, thereby allowing for comparisons that are done on populations with the same char-
acteristics and minimizing the ability of the included characteristics to explain the observed 
rate differences.

However, given the rise in suicide rates over the past decade, the Army wanted to better 
understand whether standardization based solely on age and gender is enough. Expanding the 
characteristics on which the general population is standardized to match the Army could be 
useful to gain a better understanding of the suicide trends in the Army. However, such a change 
also brings with it some challenges. First, changing the characteristics that are included in the 
standardization inherently changes the underlying suicide rate for the general U.S. population 
since there is a shift in the type of Army population with which the matched general popula-
tion is being compared. In addition, expansion of the characteristics still results in having a 
large number of unmeasured factors that cannot be included in this type of analysis.

In this report, RAND Arroyo Center investigated how accounting for additional popula-
tion risk factors beyond age and gender affects suicide rate differences between soldiers and a 
comparable subset of the general U.S. population. This is a technical report that surveys data 
and methods available to improve how the suicide rates of the two populations are being com-
pared. The report does not aim to estimate the causal effects of Army service on suicide.

Conceptually, there are three different types of factors on which we might aim to match 
or standardize the general U.S. population to look like Army.

Set I includes demographic characteristics, such as age, gender/sex, race/ethnicity, and 
geography of origin. These factors represent stable characteristics that differ between the Army 
and the general U.S. population because those who choose (or are allowed) to enter the Army 
are not fully representative of the general population.
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Set II includes characteristics that might be somewhat influenced by Army service, such 
as marital status and education. These factors are largely determined by individual service 
members’ personal interests and aptitudes that generally predate their military service but may 
also reflect military policy or opportunities that occurred as part of military service.

Set III includes characteristics that are known to be directly affected by military policy or 
experiences, such as access to firearms, mental health, or occupation.

Standardization on the first set is a minimum requirement for identifying the effect of 
Army service on suicide risk. However, most research to date considers only age and gender 
when comparing Army suicide risk with the general population (Watkins et al., 2018; Rei-
mann and Mazuchowski, 2018). If the goal of the comparison is to determine whether suicide 
risk is higher or lower for soldiers than it would have been if they had not been in the Army, 
it is critical to control for the fact that individuals who chose to join the Army look substan-
tially different on these core demographic differences from the general population, even before 
they joined. However, even matching on a full set of demographic variables could be mislead-
ing given the number of unmeasured factors on which Army servicemembers differ from the 
general U.S. population. For example, the kinds of people who join the Army may be more 
“psychologically resilient” than individuals in the general U.S. population but may face much 
higher stresses than individuals in the general population, resulting in the adjusted suicide 
rates (for the measured covariates we standardized on) being the same for soldiers as the general 
U.S. population even though the suicide rate of soldiers would have been lower than for indi-
viduals in the general population in the absence of the unadjusted special stressors to which 
Army personnel are exposed.

In contrast, controlling for the characteristics in the third set needs to be carefully con-
sidered because matching on these types of characteristics would dramatically alter how one 
interprets any differences between the Army and the matched general population suicide rates. 
For example, if the goal of an analysis is to estimate the effect of Army service on suicide risk, 
including such controls as access to firearms and mental health should be avoided. This is 
because these types of characteristics represent the specific mechanism by which Army service 
could affect suicide risk (e.g., through availability of military firearms or mental health prob-
lems due to military trauma). An analysis that would attempt to match on these types of fac-
tors would obscure the fact that suicide risk is higher or lower for soldiers specifically because 
they joined the Army and gained access to these mechanisms. Any differences in suicide rates 
between the Army and matched general population group in these types of analyses should 
therefore be interpreted cautiously. However, there may be some research purposes for which 
one does want to control for such factors. For example, if one wants to examine suicide differ-
ences between the Army and the general population for a subgroup of individuals with specific 
mental health diagnoses or to understand how much of the effect of Army service on suicide 
risk is mediated through access to military firearms, then it may be important to match the 
populations on these factors.

Characteristics in the second set also warrant careful consideration before inclusion in 
the standardization process. The decision to include factors in Set II that might be somewhat 
influenced by Army service, such as marital status and education, depends primarily on the 
underlying assumptions about the relationship between Army service and these factors. For 
example, soldiers are more likely to be married than similarly aged individuals in the general 
population. One potential explanation for this difference is that the Army attracts individuals 
who also have an interest in getting married (perhaps they are more religious or socially con-
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servative than the general population, or they have a greater interest in having children). If this 
is the correct theory, marital status should be included in the matched comparisons between 
the Army and the general population in the same way as variables in Set I. Alternatively, if the 
higher marriage rate among soldiers reflects Department of Defense (DoD) policies designed 
to promote marriage under the belief that marriage makes for healthier soldiers, then matching 
on marital status will produce a comparison between Army and the general population that 
ignores the effect of Army policies designed to promote soldier well-being. Under this second 
type of theory, one should avoid matching on this factor when trying to estimate the effect 
of Army service on suicide risk in the same way that they should be careful with variables in 
the third set of factors. In short, there are some characteristics for which it is not completely 
clear whether they should or should not be controlled for in any comparison between soldiers 
and the general population. Those decisions will need to be informed by the researchers’ and 
Army’s theory about the relationship of such factors to Army service and the specific goals of 
the analysis.

In this report, we explore the various characteristics included in these three sets in more 
detail in Chapter Two of this report. For many characteristics of interest, data are lacking that 
would allow for a full exploration of the implications of matching on factors that are included 
in Sets II and III. Nonetheless, we identified six factors that are related to suicide in the gen-
eral population and/or the Army, that differ in frequency between the two populations, and 
that have data available for comparing the Army and general population suicide population. 
These “matchable factors” are gender, age, time, race/ethnicity, marital status, and educational 
attainment. We explored the impact of including each factor in comparisons that standardize 
a subset of the general population to look like the Army as well as the conceptual implications 
of different sets of “matchable” factors.

Several databases are available to examine suicide risk in the general population (described 
in Appendix C). Our goal was to select one that was representative of the U.S. population, 
or a subset of it, and that included an expanded set of factors with which to match to the 
Army sample. In terms of suicides themselves, the National Violent Death Reporting System 
(NVDRS) is the only available state-based reporting system that pools data from multiple 
sources into a usable, publicly available database on violent deaths. However, the NVDRS 
contains only detailed data on suicides. To establish whether marital status, education level, or 
other key factors are associated with suicide risk among the general U.S. population, we also 
needed information on whether those characteristics are over- or underrepresented among the 
suicide cases as compared with the more general population from which the suicide cases arose. 
Therefore, we merged the suicide cases from the NVDRS with the Current Population Survey 
(CPS), a general population database that contains representative data of the general popula-
tions living in the states included in the NVDRS in each year. The CPS is a nationally repre-
sentative and state-by-state representative survey providing high-quality information about the 
characteristics of the general U.S. population overall and the population of the NVDRS states.

A current limitation of the NVDRS is that it contains only suicide information on a 
subset of states during our study period. Currently the NVDRS contains data on just 27 states, 
excluding some of the most populous states in the country. Despite this limitation, we opted to 
use the NVDRS because of the rich covariate information given on each suicide case. Future 
plans include expanding the NVDRS to 40 states that will allow future work replicating our 
methods to have greater generalizability than the results we report. We note that we subset the 
CPS to only those states included in the NVDRS in each year. Thus, the combined data sets 
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(our NVDRS-CPS sample) provide us with usable information on marriage and educational 
categories for those who died by suicide and for those who did not, a necessary condition for 
estimating suicide risk. Because geographic differences exist in state suicide rates, suicides in 
the NVDRS-CPS sample are likely to differ in systematic ways from suicides nationally, so the 
NVDRS-CPD sample used in this report is not representative of the entire general U.S. popu-
lation. As a result, a comparison of Army rates to the NVDRS-CPS sample drawn from just 
the states participating in the NVDRS may not be used to understand how risk in the Army 
differs from the risk typically experienced nationally. We note that the subset of NVDRS states 
have slightly higher suicide rates than the general U.S. population, as presented in Chapter 
Four. Nonetheless, we believe the lessons learned on different sets of matching factors using the 
NVDRS-CPS sample provide meaningful information for future efforts that match the Army 
to the general population since NVDRS will be expanding to more states and both NVDRS 
and CPS offer rich data sources for future comparisons between the Army and the general U.S. 
population.

Figure S.1 illustrates how using different factors to standardize our NVDRS-CPS sample 
to the Army in a given calendar year affects the implications one might draw from compar-
ing Army suicide rates with the general U.S. population. First, as is well known, both popula-
tions have experienced an increase in suicide rates since 2003, with the scale of the increase 
being larger in the Army. When adjusting for only age and gender, the Army suicide rate is 
significantly lower than the NVDRS-CPS suicide rate before 2008. After 2008, the confi-
dence bands for these two curves (Army versus NVDRS-CPS, adjusted for gender and age) are 
largely overlapping, suggesting little difference between the two populations within each year.

Figure S.1
Army and Civilian Suicide Rates for Unweighted NVDRS-CPS, NVDRS-CPS Weighted Using  
Standard Factors (Age Plus Gender), and NVDRS-CPS Weighted Using Augmented Factors  
(Age, Gender, Race/Ethnicity, Marital Status, and Educational Attainment)
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When we expand the standardization to include race/ethnicity, education, and mari-
tal status, the “expected” suicide rate in the weighted NVDRS-CPS sample is consistently 
lower in each calendar year than in the NVDRS-CPS curve that used only age and gender in 
the adjustment. This conceptually makes sense since we have expanded the characteristics on 
which we want to make our NVDRS-CPS sample look like the Army, including characteris-
tics that might themselves be impacted by military service like education and marriage. In this 
fully adjusted analysis, the Army again has significantly lower rates in 2003, 2004, and 2005 
than the weighted NVDRS-CPS sample. Confidence bands for the two curves generally over-
lap after 2005 (except in 2012), though the Army consistently has higher rates of suicide than 
the fully adjusted NVDRS-CPS sample. This suggests potential evidence of higher average 
rates in Army if one were to test across years rather than within years, as shown in the graphic.

In our analysis, we also identified five additional (unmatchable) factors—geography, par-
enthood, occupation, mental health, and firearm availability. These could be important when 
comparing Army with the general U.S. population depending on the type of question being 
addressed, with the needed caveats described earlier. However, we lacked the data needed to 
include these factors in our analyses.

We offer four recommendations, based on our assessment of data availability and our 
analysis of how different weighting factors for the general population affect the comparison 
between Army and NVDRS-CPS suicide rates.

1. Given that comparisons will be made between the Army’s suicide rate and that of 
the general population, those comparisons should adjust for age, gender, and year, 
and for the additional matchable factors of race/ethnicity, educational attainment, 
and marital status.

As noted, accounting for factors such as race/ethnicity, educational attainment, and mari-
tal status notably shifted the estimated suicide rate for the NVDRS-CPS population in large 
part to changing the underlying Army population characteristics to which we are trying match 
the general population, affecting the conclusions one might draw from the Army-civilian com-
parison. As noted above, the decision to include marital status and education depends primar-
ily on the underlying assumed theory about the relationship between Army service and these 
factors. If the theory is that the Army attracts individuals based on their education levels and 
marital status/aspirations, then both should be included in the matched comparisons between 
the Army and the general population. If education and/or marital status is being driven to 
change by DoD policies, it would be best not to include them directly in the matching because 
their inclusion might obscure the impact of serving in the Army on suicide risk.

2. The Army should collaborate with the U.S. Census Bureau, the Centers for Dis-
ease Control and Prevention (CDC), and the U.S. Department of Labor to improve 
occupation/industry coding for general population deaths.

A soldier’s job-related duties and operational tempo (“unmatchable” factors) are other 
factors that may distinguish the Army from general populations. However, we were unable to 
draw parallels between general population and Army job categories due to limitations in how 
occupation is coded in the mortality data available on the general population. Given that occu-
pation is a known risk factor for suicide in both populations, better quality data on the general 
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U.S. population would be useful to obtain. A collaboration between the Army, Census Bureau, 
CDC, and Department of Labor could increase the priority assigned to more accurate coding 
of occupation and industry in death records for the general population. Additionally, extensive 
work would be needed to decide how to determine which general population occupations best 
align with military occupations. Preliminary work in this area has been done by Wenger et al. 
(2017) and could be used as a basis for this work.

3. The Army should collect voluntary data on soldiers who own personal firearms 
and should encourage the CDC or another federal agency to resume collecting 
voluntarily provided survey data on gun ownership and use in the general popu-
lation. 

Soldiers may differ from their general population counterparts regarding ownership of or 
access to personally owned firearms, the suicide method used in the majority of Army suicides. 
Adjusting for this factor may also be important for making comparisons between the Army 
and general population. As noted, this factor falls into our third set of characteristics for which 
careful consideration is warranted before inclusion in the standardization process. If the goal of 
an analysis is to estimate the effect of Army service on suicide risk, including such controls as 
access to firearms should be avoided because this characteristic represents the specific mecha-
nism by which Army service affects suicide risk (e.g., through availability of military firearms). 
However, there may be some research purposes for which one does want to control for fire-
arm access, for example, to directly study how much of the effect of Army service on suicide 
risk is mediated through access to military firearms. Unfortunately, high-quality data in both 
the general population and the Army is fundamentally lacking. The lack of data on person-
ally owned firearms among soldiers and the general populations impedes the Army’s ability to 
adjust for or study a potentially important factor that may distinguish soldiers from members 
of the general population and that is correlated with suicide.

4. Future research should examine the suicide risk among those with mental health 
diagnoses in the Army relative to similar individuals in the general U.S. popu-
lation.

The Army and general U.S. population may differ with respect to mental health con-
ditions, which are among the strongest risk factors for suicide. For example, the 2014 Army 
Study to Assess Risk and Resilience in Servicemembers (STARRS) showed that lifetime preva-
lence estimates of a variety of mental disorders were significantly higher among new soldiers 
who were surveyed during their first few days after reporting for duty than similarly matched 
individuals from the U.S. population on age, gender, education, and race/ethnicity in 2011–
2012. This highlights the underlying challenge in comparing the Army’s suicide rate with 
the general U.S. population in that the kinds of people who joined the Army are generally at 
substantially higher risk of suicide related to history of mental disorders than similar individu-
als from the general U.S. population who could have, but did not, enlist. Even if these types 
of differences do not extrapolate to all years (e.g., it might also be that all those new soldiers 
with high burden of prior psychopathology never made it past their first year of service and 
did not contribute to the high Army suicide rate), there is a great need to be able to match the 
two populations on mental health to be able to better understand the role mental health plays 
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in suicide rates and the comparison of rates between the Army and the general U.S. popula-
tion. Data deriving from medical claims may be most easily linked to death data and have 
detailed information on mental health diagnoses and thus may be the most fruitful avenue for 
future research. The Army could replicate the methods used in this study to examine the rate 
of suicide among those with mental health diagnoses in the Army relative to individuals in the 
general population with the same diagnoses, adjusting for the sociodemographic characteristics 
described above. Such research will likely require partnership with an existing health system or 
data system like the National Inpatient System that not only reports mental health diagnoses 
within an insured population but also links mental health information to cause of death data. 
To do this, data on diagnoses will be needed not just for suicide cases but also for the entire 
Army and general U.S. populations at risk. Additionally, care will need to be taken to address 
any differences in general population and Army/military health systems regarding coding of 
psychiatric diagnoses.
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CHAPTER ONE

Introduction

Since 2012, suicide has claimed the lives of more than 40,000 people each year in the United 
States (approximately 13 people for every 100,000), making it one of the top ten leading causes 
of death (CDC, 2015). Like the United States more broadly, the U.S. Army has seen increases 
in suicides, losing over 100 active duty soldiers to suicide annually over the past three years 
(approximately 25 for every 100,000) (Pruitt et al., 2018).

The Army Resiliency Directorate oversees the Army’s Ready and Resilient strategy, 
responsible for “strengthening individual and unit Personal Readiness and fostering a culture 
of trust” (U.S. Army, 2016b). One of several directorate functions is to provide commanders 
and leaders with awareness and analysis of suicidality in the Army. The Army Suicide Preven-
tion Program tracks suicides in the Army, provides descriptive analysis of potential factors 
affecting suicidality, and makes recommendations to commanders and leaders for mitigat-
ing suicide risk. The Army bases its assessments of risk and protective factors on analysis and 
observations of soldiers and, to some extent, on general population studies of suicide.

Little is known about whether or how serving in the Army might alter suicide risk for 
those who choose to serve. To directly answer this question, one would need to know what 
the suicide risk for soldiers would have been had they not joined the Army, and that is unob-
servable. To approximate this, however, we can compare soldiers with individuals who did not 
join the Army but who are otherwise matched on observed risk factors for suicide. This com-
parison group would represent what soldiers’ suicide risk might have been had they not joined 
the Army, conditional on the observed factors that went into the comparison. However, this 
approach cannot include the unobserved characteristics on which the two populations differ; 
therefore, it cannot prove that the kinds of people who join the Army are not different from 
those who do not join with respect to suicide risk factors or that Army experiences do not 
increase risk of suicide. It might well be that unmeasured covariates exist such that (for exam-
ple) the kinds of people who join the Army are more “psychologically resilient” than individu-
als in the general population but that soldiers face much more severe stresses, resulting in the 
adjusted suicide rates (for the measured covariates we balanced on) being the same for soldiers 
as the general U.S. population, even though the suicide rate of soldiers would have been lower 
than for the general U.S. population in the absence of the unadjusted special stressors to which 
Army personnel are exposed.

Additionally, the implications of using different sets of factors in the process of matching 
the general population to the Army is not well understood. Broadly speaking, any compari-
son of Army suicide rates with the general population needs to be able to standardize on some 
core characteristics that (a) are associated with suicide risk, (b) differ between military and the 
general population, and (c) are outside the control of the Army. These factors include age, sex, 
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and race/ethnicity. Without standardizing on these core demographic factors, any comparison 
between Army and the general population suicide rates will be affected substantially by under-
lying differences in the populations on these characteristics. So, matching on these is a needed 
first step. Conceptually, there are three different types of factors on which we might aim to 
match or standardize the general U.S. population to look like Army.

Set I includes demographic characteristics, such as age, gender/sex, race/ethnicity, and 
geography of origin. These factors represent stable characteristics that differ between the Army 
and the general U.S. population because those who choose (or are allowed) to enter the Army 
are not fully representative of the general population. As noted, these factors are critical to 
include in any suicide rate comparisons between the Army and the general U.S. population 
because they fulfill requirements (a), (b), and (c). Set I also includes a number of unmeasured 
factors on which we will not ever be able to match the two populations (e.g., psychological 
resilience), highlighting the inherent complexity in any calculations that aim to compare the 
suicide rates between the Army and the general U.S. population.

Set II includes characteristics that might be somewhat influenced by Army service, such 
as marital status and education. These factors are largely determined by individual service 
members’ personal interests and aptitudes that generally predate their military service but may 
also reflect military policy or opportunities that occurred as part of military service.

Set III includes characteristics that are known to be directly affected by military policy 
or experiences, such as access to firearms, mental health, or occupation. Controlling for the 
characteristics in the third set needs to be carefully considered because matching on these 
types of characteristics would dramatically alter how one interprets any differences between 
the Army and the matched general population suicide rates. These factors satisfy (a) and (b) 
but not (c). For these types of factors, it may be of interest to understand the impact of making 
different policy choices, and these factors might well be subject to interventions in a way that 
age, sex, and race/ethnicity are almost certainly not. As such, factors in this third set should 
be studied in a different way. For example, if the goal of an analysis is to estimate the effect of 
Army service on suicide risk, including such controls as access to firearms and mental health 
should be avoided. This is due to these types of characteristics representing the specific mecha-
nism by which Army service affects suicide risk (e.g., through availability of military firearms 
or mental health problems due to military trauma). An analysis that would attempt to match 
on these types of factors would obscure the fact that suicide risk is higher or lower for soldiers 
specifically because they joined the Army and gained access to these mechanisms. That said, 
there may be some research purposes for which one does want to control for such factors. For 
example, if one wants to examine suicide differences between the Army and the general popu-
lation for a subgroup of individuals with specific mental health diagnoses or to understand 
how much of the effect of Army service on suicide risk is mediated through access to military 
firearms, then it may be important to match the populations on these factors. Notably, any 
differences in suicide rates between the Army and matched general population group in these 
types of analyses should be interpreted cautiously. The distinction between the causal effects 
of Army service versus factors associated with selection into Army service, which are multi-
dimensional, dynamic, and never fully distinguishable, is technically irrelevant for a top-line 
comparison of suicide patterns. These effects—and what the Army might do about them—is 
what the Army Study to Assess Risk and Resilience in Servicemembers (STARRS) is designed 
to be able to address. There is no possible way that it could or even should be incorporated into 
regular Defense Suicide Prevention Office–type surveillance reports.
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Characteristics in the second set also warrant careful consideration before inclusion in 
the standardization process. The decision to include factors, such as marital status and educa-
tion, in Set II that might be somewhat influenced by Army service depends primarily on the 
underlying assumed theory about the relationship between Army service and these factors. For 
example, soldiers are more likely to be married than similarly aged individuals in the general 
population. One theory for this difference is that the Army attracts individuals who also have 
an interest in getting married (perhaps they are more religious or socially conservative than 
the general population, or they have a greater interest in having children). If this is the correct 
theory, marital status should be included in the matched comparisons between the Army and 
the general population in the same way as variables in Set I. Alternatively, if the higher mar-
riage rate among soldiers reflects Department of Defense (DoD) policies designed to promote 
marriage under the belief that marriage makes for healthier soldiers, then matching on mari-
tal status will produces a comparison between Army and the general population that ignores 
the effect of Army policies designed to promote soldier well-being. Under this second type of 
theory, one should avoid matching on this factor when trying to estimate the effect of Army 
service on suicide risk in the same way that they should be careful with variables in the third set 
of factors. In short, there are some characteristics for which it is not completely clear whether 
they should or should not be controlled for in any comparison between soldiers and the general 
population. Those decisions will need to be informed by the researchers’ and Army’s theory 
about the relationship of such factors to Army service and the specific goals of the analysis.

While it is relatively easy for the Army to conduct analysis of suicidality within its own 
ranks, there have been no comprehensive efforts to study suicide in the general U.S. popula-
tion that have risk and protective factors comparable with those of regular component soldiers. 
Army suicide research and programming would benefit from having a set of more accurate 
comparisons with the general population sector so that more robust comparisons of risk and 
protective factors can be made between the two populations.

The Army is often seen as a microcosm of the nation and as such is often compared with 
the nation and national statistics on measures that vary from the price of groceries to suicide 
rates. However, soldiers as a group differ demographically from the nation as a whole in ways 
that could be associated with suicide risk. There are, for instance, fewer women represented 
in the regular Army component proportional to the general population—overall, women have 
a suicide rate much lower than their male counterparts. This would mean that comparisons 
between suicide rates in the Army and in the general population would exaggerate the risk of 
suicide that soldiers might face due simply to the gender composition. A more relevant general 
population comparison group would be the subset of the general population with gender dis-
tributions like those found in the Army. To accurately compare soldiers’ risk with that of the 
general population, we need to identify general population comparison groups that are well 
matched to many risk factors other than gender.

Study Rationale

Comparing the suicide rate between military and nonmilitary groups is a common epide-
miologic investigation. For example, in RAND’s original report on military suicide, The War 
Within (Ramchand et al., 2011), comparisons were made between the Army active duty suicide 
rate and that of the general population—including both crude comparisons and those that 
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accounted for differences between the populations’ demographic profiles. Policymakers, mili-
tary leaders, researchers, and the media often ask those studying military suicide or working 
on suicide prevention programming how the rates compare.

Although it is rarely stated directly, there is a common rationale for asking this question. 
The Army is drawn from the general population of the United States. If rates differ between 
the Army and the larger population, then it signifies that one group is at greater risk of suicide. 
Adjustment via standardization—as we attempt to do in this study through comparison with 
a matched general population—aims to ensure that comparisons are not being explained by 
the matching factors themselves (e.g., age and gender differences in the population). Unfortu-
nately, tackling such an analysis in a robust way is a complex task. The key problem in address-
ing the above questions is that the kinds of people who join the Army and the kinds of experi-
ences to which Army life exposes a service member both change over time and are related to 
each other. The kinds of people who join the Army during times of economic downturn are 
different from the kinds of people who join the Army as a patriotic act in the wake of terrorist 
acts. Additionally, the experiences that are unique to Army service are different during times 
of war and times of peace. The research question would be much easier if the same selection 
mechanisms were at work during times of war and peace, as between-cohort differences in 
exposures to suicide experiences could be used to study the effects of time-varying experiences 
on time-varying within-service suicide rates. But that is not the case. An additional complex-
ity exists in that we have strong selection out of service on the basis of risk factors for suicide. 
Close to 20 percent of new enlistees leave the Army in the first year of service, the majority of 
them for reasons that are related to risk of suicide, as the suicide rate among people with Army 
service is highest among people who leave the service prematurely in their first term of service.

The main contribution of this report is to assess available data sources for measuring 
observed suicide risk factors in the general U.S. population and the impact of standardizing 
the two populations using different sets of commonly available factors. We do not intend to 
estimate causal effects of serving in the Army. By understanding more fully how the compari-
sons shift depending on which set of factors are used to standardize the general population to 
look like the Army, we aim to show the Army the impact of different sets of adjustment fac-
tors. Suicide rates have increased in the Army, and the Army wants to understand how much 
might be explained by factors it can control and to gain insight into different databases that 
might be useful when making simple standardized comparisons between the two populations. 
It is inherent in all the provided estimates that unobserved factors are not matched on, and 
therefore the comparisons in suicide rates being shown all still have an important lingering bias 
that cannot ever be fully accounted for given real-world data limitations for both populations.

Organization of the Report

The purposes of this study were to (1) identify relevant general population databases that would 
be suitable for creating comparison proxies for the Army, (2) provide information on risk and 
protective factors for suicide in the general population that may be relevant to soldiers, and 
(3) analyze the degree to which suicide rates differ between the Army and the matched general 
U.S. population. This technical report surveys the data and methods available to improve how 
the suicide rates of the two populations are being compared.
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Our discussion is organized as follows:

• In Chapter Two, we present the candidate factors that we identified as relevant for com-
paring Army and general population suicide rates. This chapter describes existing research 
on each factor and its relevance for the Army-general population comparison.

• In Chapters Three and Four, we describe the Army and general population data sources 
we used for our analyses, explain how we merged these data, and discuss what we learned 
with respect to the relationship between the factors identified in Chapter Two and suicide 
risk for each population independently.

• In Chapter Five, we discuss our approach to “matching” the Army and general popula-
tion data and compare suicide rates over time given an expanded set of relevant factors on 
which to match the two populations.

• In Chapter Six we summarize our findings and present recommendations for the Army 
moving forward.

Chapters Three, Four, and Five are technical and suggested for readers interested in 
details about data sources and statistical methods to best match soldiers to the general popula-
tion. We also provide a series of appendices that expand on points made in the main text.
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CHAPTER TWO

Suicide Risk and Protective Factors

This chapter presents an overview of characteristics that differentiate Army and general popu-
lations and that are associated with suicide risk. Characteristics that meet these two criteria are 
candidate variables to use for comparing and studying Army and general population suicide 
rates. In the first section of this chapter, we review the scientific literature on these select sui-
cide risk and protective factors, drawing from both the general population and Army literature. 
In the second section, we discuss the relevance of each factor to the Army-general population 
comparison and explain why we included it (or excluded it) in our matching analyses, which 
is discussed in Chapter Five.

Whereas the research on suicide risk among the general U.S. population derives from 
multiple sources, much of the most recent Army research reviewed here comes from the Army 
STARRS initiative. Army STARRS is a collaborative effort between the U.S. Army and the 
National Institute of Mental Health to investigate risk factors and protective factors for sui-
cide, suicide-related behavior, and other mental/behavioral health issues in Army soldiers. It 
consisted of eight substudies that collectively involved compiling historical administrative data 
among more than 1.6 million soldiers on active duty; collecting questionnaire and neurocog-
nitive data directly from more than 100,000 active duty soldiers; linking administrative and 
survey data; collecting blood samples from over 50,000 soldiers; and testing these samples for 
genetic and other biomarkers (DoD, 2018).

Overview of the Literature on Key Risk and Protective Factors for Suicide

Demographics

Gender

In the United States, men are approximately four times more likely to die by suicide than 
women. Women are much more likely to attempt suicide (Oquendo et al., 2001; CDC, 2015), 
but men represent nearly 80 percent of all successful suicides. The most viable explanation for 
the gender difference in suicide is that men tend to use more lethal (less reversible) means com-
pared with women (CDC, 2015; Goldsmith et al., 2002). For instance, the most commonly 
used method of suicide among men is firearms, whereas the most common method for women 
is poisoning (CDC, 2015).

Suicides in the Army are also more common among men, and male soldiers are just over 
three times more likely to die by suicide than female soldiers. The Army STARRS study exam-
ined all regular Army members serving between 2004 and 2009; the suicide rate among female 
soldiers was 6.5 (per 100,000 person-years) compared with 20.4 for male soldiers (Schoenbaum 
et al., 2014).
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Age

In the general population, the suicide rate generally increases from early adulthood through 
later life, at which point the suicide rate declines for women but increases for men (Schoen-
baum et al., 2014). Figure 2.1 shows suicide rates from 2016 for men and women by age in 
the United States. The data shown reflect rates for individuals ages 18 to 75, the age range we 
expect to see in the Army. (We would expect few soldiers older than 58.)

In the Army, suicide rates are highest among younger soldiers (those ages 17–20) with a 
rate of 23.4 per 100,000 people; rates generally decline over time to approximately 13 or 14 
suicide deaths per 100,000 among soldiers over age 30 (Schoenbaum et al., 2014).

Race and Ethnicity

Overall, suicide rates in the United States tend to be highest among non-Hispanic whites and 
American Indian/Alaskan Natives (AI/AN) (Kochanek et al., 2016). In 2014, the suicide rate 
among non-Hispanic whites was 17.6 (per 100,000 people) and 10.8 among AI/ANs, com-
pared with 5.6 for black non-Hispanics, 6.1 for Asian/Pacific Islanders, and 5.9 for Hispan-
ics (Kochanek et al., 2016). However, there is some evidence that suicides are misclassified in 
ethnic minority groups; thus, reported suicide rates in these groups may be inaccurate (e.g., the 
lower rates among blacks and Hispanics may be underestimates) (Rockett et al., 2010).

Suicide rates in the Army follow similar patterns but tend to be higher among all race/
ethnic groups relative to their general population counterparts, especially among Asian/Pacific 
Islander soldiers (Schoenbaum et al., 2014). In the Army STARRS study, the suicide rate among 
white and Native American soldiers was 20.2 and 35.9 per 100,000 person-years, respectively 
(Schoenbaum et al., 2014). The suicide rate among black soldiers was 12.8; among Hispanics, 
16.0; and among Asian/Pacific Islanders, 21.5. However, such comparisons are not exact. The 
Army STARRS used race/ethnicity categories that were not mutually exclusive (i.e., a person 

Figure 2.1
Suicide Rate for Males and Females by Age in the United States, 2016
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could belong to more than one race/ethnic group). Further, race/ethnicity category labels can 
differ between studies (e.g., Native American versus American Indian/Alaskan Native), and 
it is not possible to confirm that such categories would be interpreted the same way between 
participants in different studies.

Geography

Historically, the western mountain states and Alaska have had the highest suicide rates in the 
country (see Figure 2.2). This pattern has persisted for decades, even when controlling for race, 
age, and gender (Miller, 1980; CDC, 1997). Analyses of suicide rates have been conducted 
primarily at the state level; units such as county or census block help to measure variations in 
suicide risk that correspond to rural and urban areas or to other substate characteristics (Park 
and Peterson, 2014).

Research is mixed about whether regional variation in suicides reflects differences in pop-
ulation or differences in risk associated with location. It could be that local geographic or cul-
tural factors elevate suicide risk for residents of the mountain west; in this case, the place itself 
is a risk factor. Alternatively, people prone to suicide may self-select to live in areas that have 
high rates of suicide, in which case population risk factors may explain elevated suicide rates in 
some states (Agerbo, Sterne, and Gunnell, 2007; Lester, 1995; Shrira and Christenfeld, 2010).

Figure 2.2
Suicide Rate by State, 2016
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Regression analyses suggest that state variation can be partially explained by the follow-
ing social and cultural factors:

• education rates (CDC, 1997; Price, Mrdjenovich, and Dake, 2009; Abel and Kruger, 
2005)

• access to lethal means (Miller, Azrael, and Barber, 2012; Nock et al., 2008; Lubin et 
al., 2010)

• economic factors such as unemployment, income inequality, and poverty rates (Phillips, 
2013; Milner et al., 2013; Cylus, Glymour, and Avendano, 2014)

• measures of social cohesion such as religion, marriage, and urban/rural differences 
(CDC, 1997; Smith and Kawachi, 2014; Agerbo, Sterne, and Gunnell, 2007; Phillips, 
2013; Milner et al., 2013; Fontanella et al., 2015; Judd et al., 2006; Nock et al., 2008; 
Martin, 1984; Kposowa, 2013)

• availability of health and mental health resources (Lang, 2013; Tondo, Albert, and 
Baldessarini, 2006; Price, Mrdjenovich, and Dake, 2009)

• alcohol/illegal drug use (Phillips, 2013; Hourani et al., 2006; Johnson, Gruenewald, 
and Remer, 2009)

• average elevation above sea level (Haws et al., 2009; Cheng, 2010; Brenner et al., 2011).

We are not aware of research that has specifically examined geographic distribution 
of Army suicides in the United States. The Department of Defense Suicide Event Report 
(DoDSER), which is the official suicide surveillance system for the DoD, provides the follow-
ing geographic detail: country at time of death, event setting (e.g., own residence, barracks, 
etc.), residence at time of event, and duty environment (e.g., garrison, leave, etc.).

Time and Seasonality

Between 1999 and 2014, the national suicide rate increased from 10.5 to 13.0 per 100,000 
(Curtin, Warner, and Hedegaard, 2016). Most states and all geographic regions mirror the 
pattern of the national average (Stone et al., 2018). Rates across all levels of urbanization also 
mirrored this pattern between 2001 and 2015 (Ivey-Stephenson et al., 2017).

However, suicide rates over this period have not grown equally for all age, race, and 
gender groups. For example, suicide rates have shown a particularly strong increase for all men 
and women in the 45–64 age group and for white and American Indians of all age groups 
(Curtin, Warner, and Hedegaard, 2016; Ivey-Stephenson et al., 2017). The suicide rate of 
non-Hispanic whites ages 45–54, particularly those with low education, showed a particularly 
sharp escalation, from 21.8 deaths per 100,000 in 1999 to 38.8 per 100,000 in 2015 (Case and 
Deaton, 2015). Some of this increase may be tied to economic factors: suicide rates of 10-year 
age groupings between 25 and 64 rose with recessions and fell during economic expansions 
(Luo et al., 2011).

There are also consistent seasonal patterns in U.S. suicides in the general population. A 
recent review indicates that, with some exceptions, suicides peak in the spring, and a second, 
smaller peak appears in early summer (Christodoulou et al., 2012). We are not aware of 
any studies that examined seasonal variation in Army suicides. The Army’s suicide rate has 
increased since 2000; we discuss this pattern in the chapters that follow.
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Marital Status

A recent meta-analysis summarizes the literature on marital status and death by suicide (Kyung-
Sook et al., 2017). Overall, suicide risk was higher for nonmarried versus married individuals 
(odds ratio [OR] = 1.92). However, there were some differences across gender and age groups. 
For instance, unmarried men of all ages were at increased risk, but women over 65 were not. 
Divorced individuals were at higher risk than any of the other marital status categories. The 
risk for unmarried individuals was higher for those under 65 than for the elderly.

The predominant theory linking marital status with suicide risk points to the increased 
social, economic, and emotional support and decreased social isolation that are associated with 
marriage. Further, the reduced risk might be due to selection bias with people less prone to 
commit suicide being more likely to marry.

In military samples, the ARMY STARRS study showed the same pattern: married sol-
diers and soldiers with dependents were at lower risk than unmarried soldiers without depen-
dents (Schoenbaum et al., 2014).

Parenthood

Several studies suggest that parenthood confers a protective effect on women. The highest 
suicide rates among women occur in those who are childless; the rates decline as the number 
of children (Cantor and Slater, 1995; Hoyer and Lund, 1993) increases. Another study found 
that the protective effect of parenthood, when adjusted for demographic, socioeconomic, and 
psychiatric health factors, was only significant in women with three or more children. In this 
same study, the age of the child is also relevant—younger children have a higher protective 
effect (Qin and Mortensen, 2003). The presence of children may tie to the social integration 
theory of suicide prevention, deterring suicide because of the strong social bonds between 
mothers and children (Veevers, 1973). Though no comparable effect has been found for men 
(Conejero et al., 2016), the presence of dependents was shown to be protective as noted above 
in the section “Marital Status” (Schoenbaum et al., 2014).

We are not aware of research that has specifically examined parenthood as a risk or pro-
tective factor for suicide in the Army.

Occupation

Most research on general population occupation and suicide has been narrow, focused on a 
single occupation or a small set of occupations (Boxer, Burnett, and Swanson, 1995). However, 
several studies have examined variation in suicide risk across occupations. The studies have 
found farming, fishing, and forestry occupations at high risk for suicide death (Lavender et 
al., 2016; Stallones et al., 2013; Tiesman et al., 2015); a recent meta-analysis confirmed that 
agricultural, forestry, and fishery workers had about 1.5 times the risk of other occupations 
(Klingelschmidt et al., 2018). Another high-risk group identified in several studies is health 
care workers (Lavender et al., 2016; Stack, 2001; Stallones et al., 2013). A few studies have indi-
cated elevated risk among firefighters and law enforcement (or protective services) (Tiesman et 
al., 2015; Stallones et al., 2013). Elementary school teachers may have lower than average risk 
(Stack, 2001).

However, studies that control for several demographic (chiefly age and gender) and edu-
cational factors (discussed below) show attenuated occupation effects. Overall, sociodemo-
graphic effects were seen as the largest contributor to the differential suicide risk across occupa-
tions (Bhatia, Rathi, and Kaur, 2014).
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Other explanations of differential suicide risk by occupation focus on the predictors of sui-
cide within an occupation. These studies tend to examine factors such as job-related exposures 
to risk factors, workplace characteristics, and demographic factors. For instance, posttraumatic 
stress disorder has been identified as a suicide risk factor among firefighters (Henderson et al., 
2016), smaller police departments as a risk factor for police officers (Violanti et al., 2012), and 
pesticide poisoning as a risk factor among occupations commonly exposed at work (Stallones, 
2006). Older male farmers are especially at risk among farmers (Boffa et al., 2017).

Early studies of suicide in the U.S. military focused on rank. The studies found higher 
risk among junior personnel, but they did not explore occupation (Helmkamp, 1995). Since 
then, several studies have found different risk levels among certain occupations, including 
elevated risk for infantry, gun crews, and seamanship specialists (with tactical operations offi-
cers at lower risk; Trofimovich et al., 2013); elevated risk among infantry and combat engi-
neers (Kessler et al., 2015a); elevated risk among infantry or special operations within Army 
and Marines (Anglemyer et al., 2016); elevated risk for aircraft-related and other occupations 
in the Navy (Anglemyer et al., 2016); and elevated risk for aircraft-related, police, corrections, 
and firefighting occupations in the Air Force (Anglemyer et al., 2016). However, research find-
ings are not consistent: One study found no link between occupation and suicide risk once the 
analysis controlled for age and gender (LeardMann et al., 2013).

Educational Attainment

The relationship between individual educational attainment and suicide risk is complex. The 
most recent analysis shows a nonlinear relationship for both men and women (although more 
pronounced for men): rates are lowest for those with a college degree and highest for those with 
a high school degree. However, those with less than a high school degree have a lower rate of 
suicide than those with only a high school degree (Phillips and Hempstead, 2017). This study 
also found that suicide rates increased between 2000 and 2014 for all educational attainment 
groups.

In the Army STARRS study, suicide exhibited a linear relationship with educational 
status. The highest rates of suicide occurred among those with less than a high school degree 
(20.8 per 100,000) and an alternative educational certificate (35.5 per 100,000), followed 
by those with a high school diploma or General Education Development (GED) (19.3 per 
100,000), some college (11.8 per 100,000), and a college degree or more (9.8 per 100,000; 
Schoenbaum et al., 2014). The DoDSER for 2016 does not provide rates of suicide in the Army 
for educational attainment levels other than high school graduates (29.3 versus a total Army 
rate of 26.7 per 100,000) because fewer than 20 soldiers died within other strata (Pruitt et al., 
2018).

Mental Health

One of the most robust predictors of suicide is a history of mental health problems. Here we 
discuss the relationship between mental health diagnoses and suicide death and between treat-
ment for a mental health diagnosis and suicide death. We also describe how the availability of 
mental health treatment affects regional suicide rates.

Mental Health Diagnoses

Prospective studies of death rates among individuals with mental health diagnoses indicate 
that many disorders carry with them an increased risk of suicide. According to a meta-review 
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(a systematic review of systematic reviews), the risk was tenfold higher than the general popu-
lation for those with borderline personality disorder, depression, bipolar disorder, opioid use, 
and schizophrenia, and specifically for women with anorexia nervosa and alcohol use disorder 
(Chesney, Goodwin, and Fazel, 2014). There is variability across mental disorders and their 
association with suicide death. While many disorders are statistically associated with increased 
suicide risk, others question the clinical utility: even for disorders with elevated statistical risk, 
a low effect size coupled with the low absolute risk of suicide may still result in odds of suicide 
death close to zero (Bentley et al., 2016).

In addition, fewer than half of those with mental health conditions access mental health 
treatment (Wang et al., 2005). Thus, it is not clear whether those who died by suicide without 
a mental health diagnosis may actually have had a mental health condition that was not yet 
diagnosed. Some research has examined suicide risk postmortem and used interviews with 
family and friends to determine whether those who died may have had a mental health disor-
der (Kelly and Mann, 1996).

Army research on the suicide risk of mental health conditions has consistent findings. 
Risk for suicide was elevated among those with diagnosed mood disorders, anxiety disorders, 
posttraumatic stress disorder, personality/psychotic disorders, substance-related disorders, and 
adjustment disorder (Bachynski et al., 2012). Similarly, a psychological autopsy study con-
ducted among 61 soldiers who died by suicide found that 70 percent had evidence of internal-
izing disorders (i.e., depression, mania, generalized anxiety disorder, posttraumatic stress dis-
order, and panic attacks) in the month before dying relative to 38 percent of matched controls 
(i.e., living soldiers who had demographic characteristics similar to those of soldiers who died 
by suicide). Externalizing disorders (e.g., substance use disorders, attention-deficit/hyperactiv-
ity disorder) were also common among suicide cases, though the difference in externalizing 
disorders between suicide cases (50.7 percent) and matched controls (36.3 percent) was not 
statistically significant (Nock et al., 2017). In total, 79 percent of Army suicide cases in that 
study had any mental health disorder, relative to 51 percent of matched controls.

Mental Health Treatment

Across studies, history of prior psychiatric treatment is the strongest predictor of suicide (Frank-
lin et al., 2017). A 2002 review revealed that 20 percent of suicide cases had contact with a 
mental health care provider in the month before suicide (Luoma, Martin, and Pearson, 2002), 
and a 2014 study of health plan members found that 24 percent had a mental health diagnosis 
in the month before they died (Ahmedani et al., 2014).

Similar findings exist for the Army: 28 percent of soldiers who died by suicide between 
2004 and 2009 had a mental health care visit in the four weeks before their death compared 
with 8 percent of controls (Ribeiro et al., 2017). These results are typically not interpreted as 
showing that mental health treatment has a causal effect on (i.e., increases risk of) suicide; 
however, they may suggest that mental health services could be improved. It should also be 
noted that most suicide cases do not access mental health treatment. However, almost all the 
soldiers in this study had accessed some type of general health care in at least the year prior 
to death (Luoma, Martin, and Pearson, 2002; Ahmedani et al., 2014), and half of soldiers 
who took their own lives had some kind of health care encounter in the month before their 
death (Ribeiro et al., 2017) These data suggest that suicide prevention in general health set-
tings could also be improved. Like mental health diagnoses, the predictive accuracy of prior 
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 psychiatric treatment is still relatively poor (weighted area under the curve [AUC] = 0.67, stan-
dard error = 0.06) (Franklin et al., 2017).1

Availability of Mental Health Care

Regional availability of mental health care may also affect suicide rates. A recent review indi-
cates that suicide rates are lower in areas with a greater density of mental health care providers 
(Morral, 2018b). There is also evidence that as states expanded access to mental health care via 
mental health parity laws, suicide rates declined (Lang, 2013).

Firearm Access

A recent RAND review of the scientific literature describes how access to firearms affects sui-
cide risk (Morral, 2018b). The evidence can be summarized in four points.

First, the risk of suicide is greater among new owners of firearms compared with the gen-
eral population. A study in Washington state showed that persons who died by suicide com-
pared with similar, living members of the public were more likely to have lived in a home where 
somebody had a license to own a gun (Cummings et al., 1997). A second study in California 
revealed that the suicide mortality rate among persons who had acquired a new gun was higher 
than that of the general population, after adjusting for age and sex differences between the two 
groups (Wintemute et al., 1999).

Second, changes in gun ownership rates are correlated with changes in regional suicide 
rates. For example, Miller and his colleagues (2006) estimated that a 10-percent reduction 
in regional firearm availability is associated with a 2.6-percent reduction in total suicides. 
Another research team estimated that a 1-percent increase in individuals with firearms in a 
population would be associated with a 0.7-percent to 0.9-percent increase in suicides (Briggs 
and Tabarrok, 2014).

Third, people who die by suicide are more likely to live in homes where guns are pres-
ent than matched comparison samples of people who die by other means (Kung, Pearson, and 
Wei, 2005), people who are alive in the community (e.g., Conwell et al., 2002), and people 
with mental illness who do not die by suicide (Brent et al., 1994).

Fourth, international evidence suggests that policy changes that reduced the availability 
of firearms were associated with reductions in suicides. In Israel, a policy requiring some mem-
bers of the Israeli Defense Force to leave their firearms at base when returning home on the 
weekends led to a 40-percent reduction in suicides for young adult men (Lubin et al., 2010). 
A series of policy changes in Switzerland that reduced firearm availability (for example, by 
shrinking the army and increasing the cost of weapons to soldiers after separating from the 
service) also led to fewer suicides among young adult men (Reisch et al., 2013).

Although these patterns are convincing, necessary caveats preclude claims that the avail-
ability of firearms causes suicide (discussed in Morral, 2018b).

Army-Specific Factors

Many factors relevant to suicide risk in the Army have no immediate analog in the general 
population. We focused on two such factors our review: rank and deployment.

1 Weighted AUC is a meta-analytic metric of diagnostic accuracy evaluation; estimates of 0.50 indicate chance prediction 
and 1.0 indicate perfect prediction. A weighted AUC of 0.67 is suggestive of “poor” prediction for a clinical diagnostic test 
per available guidelines (Ana-Maria Šimundić, “Measures of Diagnostic Accuracy: Basic Definitions,” Medical and Biologi-
cal Sciences, Vol. 22, No. 4, 2008, pp. 61–65). 
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As noted above, early studies on suicide in the U.S. military found higher risk among 
junior personnel (Helmkamp, 1995); more recent studies show a similar inverse relationship 
between suicide mortality and rank among enlisted personnel (Schoenbaum et al., 2014). In 
2016, the suicide rate in the Army was 28.8 per 100,000 people for E1–E4s and 27.0 for E5–
E9s. The rate was not calculated among cadets, officers, or warrant officers because fewer than 
20 soldiers died within each group (Pruitt et al., 2018).

With respect to deployment, findings are mixed. In one representative sample of soldiers 
who served between 2001 and 2007, deployment had no effect on suicide mortality in analyses 
that adjusted for demographic and time-varying covariates, including demographic factors and 
rank and component affiliation (Reger et al., 2015). However, Army STARRS did find a rela-
tionship between enlisted Army soldiers who served between 2004 and 2009—specifically, that 
suicide risk was elevated among enlisted soldiers and after their first deployment (though not 
necessarily after any subsequent deployments) (Schoenbaum et al., 2014; Gilman et al., 2014).

Relevance of Each Factor for Army-General Population Comparisons

We had three criteria for selecting factors to include when comparing the Army and general 
population suicide rates: (1) the factors must be associated with suicide risk in either or both 
the general and Army populations, (2) the factors must be differentially distributed between 
the two populations, and (3) valid, relevant data are available for both populations.

Table 2.1 lists the factors we used in matching Army and general population data in our 
study (referred to throughout the discussion as “matchable factors”) and indicates why we 
excluded certain factors (referred to throughout as “unmatchable factors”).

Demographic Characteristics

The U.S. Army differs from the general population with respect to most demographic char-
acteristics. The Army is approximately 83 percent male (U.S. Army, 2016a), whereas women 
comprise 51 percent of the general U.S. population (Howden and Meyer, 2011). Most soldiers 
are between the ages of 17 and 40; none is younger than 17, and there are few soldiers in older 
age groups (Schoenbaum et al., 2014; U.S. Army, 2016a). In contrast, according to 2016 esti-
mates, approximately 23 percent of the U.S. population is under 18 years, and about 15 percent 
is over age 65 (U.S. Census Bureau, 2016).

With regard to the proportion of racial and ethnic minorities, the Army is similar to 
the U.S. population overall: racial and ethnic minorities comprise about 40 percent of each 
population (U.S. Army, 2016a; U.S. Census Bureau, 2017a). However, the Army has a larger 
proportion of blacks and a smaller proportion of Hispanics when compared with the general 
population (U.S. Army, 2016a; U.S. Census Bureau, 2017a).

Given the availability of demographic data (gender, age, and race/ethnicity) in both Army 
and general population data sources, the differences in the demographic composition of the Army 
and general population, and demographic differences in risk for suicide, we deemed it important to 
match on demographic characteristics.

Geography

The Army presents a complicated case for the influence of geography. Compared with the 
general population, soldiers are particularly mobile, moving frequently between states and 
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overseas deployments. This raises the question of whether the relevant geographic risk factors 
concern the location that soldiers called home at the time of their death, where they were born, 
where they were stationed when they died, or where they spent the most time in their lifetime. 
The general population literature provides no information about which of these locations may 
embody the relevant geographic risk factor.

Moreover, bases do not always share the characteristics of their surrounding communi-
ties. There are differences in socioeconomic status, access to firearms, social isolation, culture, 
and demographics. In addition, some of the factors that are used to explain geographic varia-
tion in the general population’s suicide rates are irrelevant for the military population. For 
instance, for the general population, geographic differences may be associated with different 
health care availability or unemployment rates.

In addition to these factors, as described in Chapters Three and Four, we have more com-
prehensive geographic data on Army suicides than we have on general population suicides for 
matching. The latter is restricted to a subset of states (though the subset will grow in future 
years). In our analysis, we include the entire Army sample and compare them to a subset of the 
general population from a subset of states; as such, it was not feasible to match on state or any 
smaller geographic region.

For these reasons, we do not include geography in our matching; however, as described in 
Appendix E, we conducted a sensitivity analysis restricting the Army sample to those in the conti-
nental United States (CONUS) (e.g., where they were stationed when they were at risk or died 
from suicide) during a calendar year in order to assess whether restriction to Army soldiers being 

Table 2.1
Factors Considered for Use in Matching Army and General Populations

Factor
Available in 
Army Data

Available 
in General 
Population 

Data
Included in 
Matching Reason for Exclusion

Gender Yes Yes Yes Not applicable (N/A)

Age Yes Yes Yes N/A

Race/ethnicity Yes Yes Yes N/A

Geography Limited Limited No Data sources limited for both; for Army, 
rarity suicides does not enable examination 
of regional variation with precision

Time Yes Yes Yes N/A

Marital status Yes Yes Yes N/A

Parenthood Yes No No General population data sources are limited

Occupation Yes Limited No General population data sources are limited

Educational 
attainment

Yes Yes Yes N/A

Mental health Limited Limited No General population data sources are limited

Firearm access Limited Limited No Data sources limited for both; for Army, 
classifying access to firearms among soldiers 
presents challenges
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stationed in the United States has an impact on our suicide comparisons. We found that results were 
not sensitive to this restriction and, as such, utilize the entire Army sample in our analysis.

Time and Seasonality

Different years show different risk factors and different suicide rates for both Army and general 
populations, although some of the factors that may influence the change in general population 
rates, such as unemployment and economic conditions, may be irrelevant to the Army.

Nonetheless, it is important that we match suicides between the Army and general populations 
according to year. We conduct our matched analysis within a calendar year.

Marital Status

The Army differs from the general population with respect to marital status: in 2016, 57 per-
cent of soldiers were married whereas only 48 percent of the general population reported being 
married in the 2016 U.S. Census (50 percent if you include those married but separated) (U.S. 
Census Bureau, 2017a).

Given the availability of marital status in both Army and general population data sources, 
the differences in marriage rates between the groups, and the lower risk of suicide among married 
individuals, we deemed it important to study the impact of matching on marital status. 

Parenthood

In 2016, 45.6 percent of active duty soldiers had children or dependents. There is no exact gen-
eral population analog (i.e., dependents), although in 2017, 41 percent of U.S. families lived 
with their own children who were 18 or under, though this is likely an underestimate of the 
total number of adults with children or dependents (DoD, 2016; U.S. Census Bureau, 2017a).

The data source we use for general population suicides, the National Violent Death Reporting 
System (NVDRS), does not include data on parenthood status, and thus we do not match for it in 
our analysis.2

Occupation

Within the Army, data on industry and occupational categories are strong. Data are available 
for military occupation specialty (MOS) at the person level, across time. Though some MOS 
codes changed across time, it is possible to create a crosswalk, at least at a level that can be used 
in analysis.

However, there are problems with general population data on occupation and industry. 
The NVDRS contains information on industry and occupation, but our analysis of the data 
suggests that these fields are often missing data (see Figure 2.3). When occupation and indus-
try information is available, it is coded differently than it is in the Current Population Survey 
(CPS), the data set we use to construct our general population denominator to estimate risk by 
subgroup characteristics.

There is an additional challenge: even if better general population data existed, it would 
be difficult to compare military occupation codes with general population occupation codes. 
The jobs are very different, though there are some crosswalks between the two (Wenger et al., 
2017). If better general population data on occupations and suicide were available, it might be 

2 Our reasons for selecting the NVDRS for civilian suicides are described in Chapter Four.
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possible to match on broad occupational classes, though the comparability of, for instance, 
“law enforcement” or “health care services” in the general population and Army settings is 
probably not great.

For these reasons, we do not include occupation or industry in our matching, though we con-
sider occupation as an “unmatchable factor” in Chapter Three. We also describe in Appendix A our 
efforts to create better general population data on occupation and industry. In Chapter Six, we rec-
ommend that the Army partner with other relevant federal agencies to improve data on occupation/
industry in general population mortality records.

Educational Attainment

The educational status of the Army differs from the general population, even when the com-
parison is restricted to those 18 and above. Specifically, 0.2 percent of the Army has not com-
pleted high school, relative to 11 percent of the general population, whereas 75 percent of the 
Army has completed high school or some college relative to 58 percent of the general popula-
tion. A greater share of the general population has completed college (20 percent) or has an 
advanced degree (11 percent) relative to the Army (15.9 percent and 8.6 percent, respectively) 
(DoD, 2016; U.S. Census Bureau, 2017b).

Given the availability of educational attainment data in both Army and general population 
data sources, the differences in educational attainment between the groups, and the nonlinear rela-
tionship between educational attainment and suicide, we deemed it important to study the impact 
of matching on educational attainment. 

Figure 2.3
Provision of Census Industry and Occupation Codes by State, 2016 National Violent Death 
Reporting System (NVDRS) 
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Mental Health

Many of the same patterns between mental health and suicide in the general population are 
mirrored in the Army. However, matching soldiers with the general population on mental 
health status poses multiple challenges. First is the availability and validity of data on mental 
health disorders in the general population. General population data from the NVDRS indi-
cates whether the decedent was known to have had a mental health condition, as ascertained 
from death certificates; coroner/medical examiner reports (including toxicology); and law 
enforcement reports, often derived from interviews with family and friends. We are not aware 
of any study examining the validity of these reports, and because mental health conditions are 
often untreated or unknown to family and friends, we suspect that they underrepresent the 
presence of mental disorders, including those that may be undiagnosed.

Second is the availability of Army data on mental health status. It is feasible to link Army 
suicide decedents to TRICARE health records to examine the proportion with a disorder and, 
more importantly, the risk of suicide among all such persons with a mental health diagnosis. 
While possible, accessing the data requires significant administrative work. Given our con-
cerns about the reliability of general population data, we did not pursue the Army data.

For these reasons, we do not include mental health conditions in our matching. However, we 
make a recommendation in Chapter Six to specifically compare suicide risk among Army soldiers 
with mental health diagnoses to individuals in the general population with diagnoses in other health 
systems, adjusting for many of the differences we discuss in this chapter. 

Firearm Availability

When considering whether it is possible to match the Army with the general population on 
firearm availability, we were presented with three challenges. First, there is variability in fire-
arm access in the Army. We examined whether such access varies by occupation by reviewing 
descriptions of each Army MOS (taken from the “MOS Smartbook”); however, we realized that 
the descriptions were not valid for our purposes. For example, an MOS like 91F (Small Arms 
Repair) is described as involving firearms because soldiers in this occupation work on firearms, 
but special operations MOSs (which carry and use firearms) are not described in this way.

Second, even if service members had occupations that did not typically require access to a 
firearm, many would nevertheless own personal firearms. We are not aware of any Army data 
source that tracks personal firearms owned by soldiers (who may, in fact, be prohibited from 
doing so), though there may be registries of soldiers living in military housing with firearms. 
Nevertheless, the 2016 DoDSER data indicate that 67.9 percent of suicides in the Army involve 
a firearm; of these, 92.6 percent used a personally owned versus military-issued weapon (Pruitt 
et al., 2018). Therefore, we do not believe we can identify firearms availability for soldiers in a 
way that could be used to match on this factor with general populations.

The third challenge is that there is limited information on firearm ownership among 
either suicide decedents or in the general population. We are not aware of any data set that 
includes an indicator of access to firearms among suicide decedents. The most up-to-date 
information among the American population that owns guns comes from the General Social 
Survey (from NORC at the University of Chicago), which provides information about house-
hold ownership for the country and for each of nine census regions.

For these reasons, we do not include firearm access in our matching. 
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Conclusion

We identified six factors that (1) are related to suicide in the general population and/or the 
Army, (2) differ in frequency between the two populations; and (3) have data available for com-
paring the Army with the general U.S. population. These factors, which we refer to as “match-
able factors,” are gender, age, race/ethnicity, time, marital status, and educational attainment. 
Traditional analyses comparing Army with general population suicide rates have considered 
the first three; race/ethnicity has been considered on occasion. Marital status and educational 
attainment have not, to our knowledge, been used to compare the two groups. In Chapter 
Five, we will explore the impact of including these additional factors in matched comparisons 
between the general population and the Army.

We also identified five additional factors (“unmatchable” factors) that could be impor-
tant for comparing the two groups; however, lack of data limits our ability to include them in 
the analyses. These factors are geography, parenthood, occupation, mental health, and firearm 
availability. We explore the role of the first three in explaining suicide variation in the Army 
since we had some information on geography, parenthood, and occupation in the Army data. 
In contrast, these factors are not available in the general population data and as such will be 
factors that we cannot include in our matching. We consider the potential impact such fac-
tors might have on the comparisons between Army and general population suicide rates in the 
Army analyses presented in Chapter Three as well as in the matching analyses presented in 
Chapter Five.
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CHAPTER THREE

Army Risk Factors

Our study’s ultimate goal to help the Army determine if Army service itself should be con-
sidered a risk factor for suicide or if differences in risk between soldiers and the general U.S. 
population reflect differences in other, more general risk factors. In pursing this goal, we com-
pare the general population and Army suicide rates after adjusting for an expanded set of risk 
factors in the two populations. In this chapter, we describe the Army data sources used in our 
study and discuss how both the matchable and unmatchable factors reviewed in Chapter Two 
explain variation exclusively within Army suicides.

The objectives for our analyses are (1) to understand (and confirm) the extent to which 
the matchable factors explain variation in suicide risk in the Army and (2) to understand how 
unmatchable Army-relevant factors—such as geography (measured by unit location), military 
occupation, parenthood, and other characteristics unique to serving in the Army (deployment 
history and rank)—explain variation in Army suicide risk above and beyond matchable fac-
tors. While the Army-relevant unmatchable factors differ from the set of unmatchable factors 
identified as part of our literature review in Chapter Two (geography, parenthood, occupation, 
mental health, and firearm availability), the analyses of Army-relevant unmatchable factors 
are important for helping to inform the potential role omitted variables might have on the 
reported suicide rate comparisons reported in Chapter Five.

Our analysis has two steps. First, we develop a model to explain the association of suicide 
risk with matchable factors (i.e., gender, age, race/ethnicity, time, marital status, and educa-
tional attainment). This baseline model allows us to generate predicted suicide odds as a func-
tion of only matchable factors. Second, we develop additional models to help understand the 
extent to which suicide risk among soldiers varies by unmatchable factors that are available to 
us in the Army data (i.e., rank, deployment history, unit location), even after controlling for the 
baseline predicted suicide risk from the six matchable factors. These additional models help us 
determine the potential role the unmatchable factors might play in biasing conclusions when 
comparing Army with general population suicide rates.

The unmatchable factors are basically unobserved factors that we cannot control for when 
comparing Army and general population suicide rates. It is important to consider the potential 
impact they may have on our comparisons. Thus, for example, if rank is not associated with 
suicide after we have adjusted for risk due to the matchable factors (e.g., the association of sui-
cide with rank is driven entirely by how rank relates to age and education), then the fact that 
we cannot match on rank in the comparison between Army and general populations is likely 
not a serious limitation. On the other hand, if suicide risk is uniquely associated with rank in 
the Army, this suggests that comparisons between Army and general population suicide rates 
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might vary across Army subgroups with differences in suicides being higher versus lower for 
different ranked groups in the Army.

Data

RAND Arroyo Center received Army data for 2003 to 2015 from two sources. Suicide data 
were provided by the sponsor, who obtained the data from the Office of the Armed Forces 
Medical Examiner. All other data on soldiers were acquired from the Defense Manpower Data 
Center (DMDC). The DMDC is a comprehensive, central archive of personnel data housed 
at the United States Department of Defense, comprising interrelated databases that include 
demographic information, service history, geography (i.e., unit location), and occupational his-
tory (DMDC, 2006). This project obtained approval to use the Defense Enrollment Eligibil-
ity System (DEERS), the Activation and Deployment File (ADF), the Work Experience File 
(WEX), active duty pay files, and reserve pay files (though this last data source was not used). 
We received RAND Institutional Review Board approval as well as second-level approval from 
the Army.

Table 3.1 describes these data sources and the variables they contain that could be used to 
examine variation in suicide risk among soldiers.

Data Merging and Cleaning

We merged the DEERS, WEX, pay, and ADF files at the person-month level (i.e., each indi-
vidual had data from each source at each month that he or she was in the Army) using scram-
bled social security numbers—unique longitudinally consistent identifiers for individual sol-
diers generated by DMDC.

Data Lagging

Army data are populated within each of these data sources at different times of the month 
(which we term “data snapshots”), resulting in some incompatibilities between the different 
data sources. For example, a soldier who dies by suicide in early January may not be repre-
sented in an administrative data source that takes its “data snapshot” at the end of the month, 
because that person is no longer alive. Due to the timing of administrative data snapshots 
for certain files occurring at the end of a month, we used a one-month lag to ensure that all 

Table 3.1
Sources of Army Data, 2003–2015

DMDC File Frequency Variables

DEERS Monthly Age, sex, race/ethnicity, education level, marital status, number of 
dependent children, unit location

ADF Monthly Deployment history, location codes

WEX Monthly Primary service occupation, pay grade, deployment history, component, 
cumulative months in regular component; derived variables included 
cumulative months of deployment and number of deployments

Active Duty Pay Monthly Monthly total pay, basic pay

Reserve Pay Monthly Not used in this study
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suicide cases were correctly merged into the year in which their death occurred. To perform 
this lagging procedure, we coded the December administrative data from the prior year (rep-
resenting the soldier’s characteristics at the end of December) as January of the target year, 
and January through November are incremented forward one month to be coded as February 
through December of the target year. Thus, our data represent the members’ characteristics at 
the beginning of the coded month, rather than the more standard practice of representing the 
end of the month.

Missing Data

There were some, though minimal, missing data for gender, race, and age (range = 0.4 per-
cent to 3.5 percent). Longitudinal, within-year filling was used as a first step to address these 
missing data across person-month records; in other words, there may sometimes be a lag 
between when a soldier is first represented in the data and when all of the soldier’s demo-
graphic information becomes available. For example, if a person is missing information on 
gender in February but gender is not missing in March, we “fill in” the February value with 
the March value.

Following the longitudinal within-year filling, our data had very few missing values for 
demographic variables (range = 0.4 percent to 1.2 percent). As such, we handled missing data 
by coding those individuals with missing values of a covariate as part of the same group as 
those in the most frequently observed group from our data. Thus, for education, individuals 
with missing data were include as part of the “less than bachelor’s degree” group; for race, the 
non-Hispanic white group; for age, the median age of 26; for marriage, the currently married 
group; and for gender, as part of the male group.

Creating a Person-Year File

As described below, to reduce computation time, we conducted most of our analyses on a sim-
plified, person-year data set. To create the person-year data set, we used the value of covari-
ates for each individual from the earliest observed record for each person within that year, 
conditional on the individual having served six or more months. Because of this, the Army 
sample was restricted to include only regular component personnel who had been in the Army 
for at least six months to ensure that they had at least one-half year to contribute to their first 
person-year.

Career Management Field

Part of our planned analysis was to examine variation in suicide rates by occupation in the 
Army. To do this, we use the Army Career Management Field (CMF), which groups soldiers 
into broader occupation categories—for example, infantry, engineer, or aviation. CMF group-
ing is typically determined by MOS codes. However, over the course of our time frame (2003–
2015) there have been some major shifts and MOS code changes. For example, some Army 
intelligence MOS codes used to begin with 98, but those same positions recently changed to 
MOS codes beginning with 35. To accurately compare CMFs across time, we had to ensure 
that all the MOS codes were standardized to a certain year.

We standardized all MOS codes to 2015 for this study by using a combination of open 
source information and DMDC data. We identified any known recodes and shifts from Army 
sources or documents from 2003 through 2015. Concurrently, using the person-month data 
from DMDC, we identified large shifts in soldiers’ MOS codes from one month to the next 
(not counting recruit MOSs). We looked at each soldier’s MOS in one month and the fol-
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lowing month. For each MOS, we identified the number of soldiers who remain in the same 
MOS, who switched into a new MOS, and who left the sample. We identified a potential 
recode/shift as 70 percent or more of the soldiers in an MOS moving into a new MOS the fol-
lowing month. Using the documented shifts and recodes, we validated the changes identified 
using only the DMDC data.

Our methods successfully identified the documented changes we had found and gave us 
confidence to use this method to identify the changes in years where we found no documented 
sources. Using a record of each year by month change we identified, we created a 2015 stan-
dardized MOS variable from which to group soldiers into CMFs and run analysis on occupa-
tional variation in suicide rates.

Erroneous Data and Final Missing Data

To identify erroneous or impossible item values, we first calculated basic descriptive statistics. 
For a few cases with age outside the expected range (i.e., less than 17 years or greater than 80 
years), we imputed the correct age based on that individual’s data elsewhere in the merged data 
set (n = 9) or assigned the age value to missing (n = 1). We also dropped any person-years that 
were present in the data following that person’s suicide death (n = 15). Finally, we dropped 
6,015 (0.08 percent) person-year observations outside the age range of 18 to 75.

Our final sample thus contained 7,249,908 person-year records among 1,355,535 distinct 
individuals.

Analysis

Our approach to modeling suicide risk in the Army population had two parts:

1. a baseline analysis that estimated the association between general population matchable 
factors and suicide in the Army

2. an extended analysis that estimated the association between unmatchable Army-rele-
vant factors and suicide, after controlling for predicted suicide risk based on the baseline 
analysis.

There are several ways to model the association between these factors (both matchable 
and unmatchable) and suicide, which we discuss further in Appendix B. Based on our review 
of the methods described in the literature, we determined that the logistic link function would 
offer reliable estimates and allow greater comparability with prior Army STARRS studies 
(Kessler et al., 2015b; Gilman et al., 2014; Schoenbaum et al., 2014). Further, given the com-
puting time it takes to estimate person-month regression models using data spanning 13 years 
(2003–2015), we also compared findings from person-month versus person-year covariate and 
suicide risk regressions. After finding very similar results, we opted to use person-year covari-
ates as the primary predictors of suicide risk in the Army population.

The final regression modeling involved two steps.

Step 1: Estimate Baseline Model, Including Only General Population Matchable Factors

For the first step (the baseline model), we studied the associations of matchable factors with 
suicide deaths in the Army data. The matchable factors—those for which we can match the 
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Army population to the general population in studies of suicide outcomes—are gender, age, 
race/ethnicity, education level, marital status, and time. Our baseline logistic regression model 
can be expressed as follows:

Pr Yit = 1 X it( ) = exp 1 + X it( )
1+ exp 1 + X it( )

where Yit is a binary variable equal to one if individual i died of suicide by the end of year t 
(zero otherwise), 1is a constant, Xit is a vector of individual-level covariates for individual i 
at the beginning of year t, and  is a vector of estimated regression coefficients for the match-
able factors in the regression model (age, gender, race/ethnicity, education, marital status, year 
dummies) corresponding to each covariate.

We explored how to code covariates within this model to ensure that we not only mod-
eled the important associations but also limited the problems that can occur when using overly 
complex specifications to model rare outcomes. To begin, we specified the baseline model 
using very detailed covariate categories. Then, through standard model building exercises, 
we reviewed the coefficients to evaluate potential ways to collapse covariate categories with 
similar regression coefficients to estimate a more parsimonious model that would align with 
the covariate categories in the general population data and improve model fit, as assessed by 
Akaike Information Criterion (AIC) statistics.1 We then iteratively added pairwise interac-
tions between baseline covariates to our baseline specification to see whether any interactions 
improved model fit. Only one pairwise interaction (education level with age group) improved 
model fit and was therefore included in our final baseline model.

The final baseline model included the following covariate categories:

• gender: male; female
• age: age groups 18–20; 21–24; 25–29; 30–38; 39–44; and 39+
• race/ethnicity: non-Hispanic white; non-Hispanic African American; Hispanic; non-

Hispanic Asian/Pacific Islander; other/unknown/not available
• education level: less than a bachelor of arts (BA); BA; more than college degree
• marital status: never married; formerly married; currently married
• age by education interactions: BA or higher education interacted with the following age 

groups: age groups 25–29, 30–38, and 39+
• year: dummy variables for each year 2003 to 2015

Using this model, we computed the predicted log-odds of suicide for each soldier in 
each year.

1 The AIC, an estimator that discriminates among models using Kullback-Leibler information criterion, provides a rela-
tive measure of parsimony to inform model selection. AIC rewards goodness of fit (likelihood function) and penalizes 
overfitting (number of parameters), with lower AIC values indicating a preferred model. Following guidance on thresholds 
for determining medium or large improvement (Kenneth P. Burnham and David R. Anderson, Model Selection and Mul-
timodel Inference: A Practical Information-Theoretical Approach, 2nd ed., New York: Springer, 2002; Kenneth P. Burnham 
and David R. Anderson, “Multimodel Inference: Understanding AIC and BIC in Model Selection,” Sociological Methods & 
Research, Vol. 33, No. 2, 2004, pp. 261–304), we use changes in the AIC to select the covariate categories and interaction 
terms to retain in our baseline model.
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Step 2: Estimate the Association Between Suicide Risk and Unmatchable Army-Relevant 
Factors

When estimating the second-stage model, we included for each soldier in each year their pre-
dicted log-odds of suicide from the baseline model as an offset (i.e., constraining its coef-
ficient value to 1). This ensures that all the effects from the covariates in the baseline model 
are removed from the data before estimating the second-stage model. Thus, the second-stage 
model is investigating whether variation in any particular unmatchable factor explains risk in 
the Army even after accounting for the matchable factors. Here unmatchable factors included 
those Army-specific characteristics for which a general population counterpart will not have 
a measurement (e.g., rank) or those for which there may be a general population counterpart, 
but general population data are unavailable to make comparisons (e.g., located in a non-U.S. 
location).

Specifically, we estimated

Pr Yit = 1 ZitŶit( ) = exp 2 + Zit + Ŷit( )
1+ exp 2 + Zit + Ŷit( )

where α2 is a constant, Zit is a single unmatchable covariate (e.g., rank, non-U.S. location), 
 is an estimated regression coefficient, and Ŷit is the predicted log-odds of suicide estimated 

from the baseline model. In essence, this model allows us to evaluate the extent to which model 
fit is improved by including the unmatchable factor, and this in turn tells us how consequential 
for establishing a meaningful general population comparison group it may be that we cannot 
identify a general population counterpart who are comparable on the unmatchable factor.

We approach these analyses by examining unmatchable factors one by one to understand 
the potential impact each factor might have on explaining suicide risk in the Army population. 
In cases where there is no evidence of an association between an unmatchable factor and suicide 
risk above and beyond that which is explained by Ŷit (baseline risk controlling for matchable 
factors), then we can view the lack of information in the general population as inconsequential 
for identifying differences in general population and Army risk. In contrast, factors that are 
found to be significantly associated with risk in the Army above and beyond Ŷit indicate that 
the unmatchable factor is important for explaining risk in the Army, and that accounting for 
differences in the factor (i.e., stratification or subsetting) may reveal additional differences in 
comparisons with the general population suicide rate. More specifically, accounting for differ-
ences in the factor through stratification or sample subsetting (i.e., by effectively weighting one 
subset of the Army to zero) may affect the magnitude of the difference in suicide rates between 
matched Army and general population comparisons.

We used the following categories for unmatchable covariates:

• geography: unit location not in the United States, unit location in the United States but 
in non-NVDRS state, unit location in U.S. NVDRS state

• rank: E0–E2, E3, E4, E5, E6, E7–E9, O0–O2, O3, O4+, Warrant Officer
• deployment history: never deployed, deployed once, deployed two or more times
• number of children: no children, one child, two children, three or more children
• CMF: thirty-six occupational categories based on CMF (see Figure 3.1).
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With the exception of CMF, the effects for the unmatchable covariates were modeled 
as fixed effects (i.e., estimated directly without assuming variability and interpreted as stan-
dard regression coefficients). Given our interest in a more detailed understanding of the role 
of occupation in explaining variation in suicide, combined with large differences in the size 
of different Army CMFs, we modeled CMF categories as random effects to reduce sample-
to-sample variability through partial pooling of information across groups (Clark and Linzer, 
2015; Lavielle, 2015). The random intercepts for CMF are not estimated directly but are char-
acterized by their estimated variance.

Results

Population Characteristics

Table 3.2 shows trends in demographic characteristics of the Army sample from 2003 to 2015. 
There is a nonlinear relationship between time and population size, with the number of soldiers 
generally increasing from 2003 to 2011 (with exceptions in 2005 and 2010) and then decreas-
ing steadily from 2011 to 2015. Starting in 2004, suicide rates began to steadily increase; rates 
appeared to stabilize between 22 to 23 per 100,000 persons starting in 2010, except for a sharp 
uptick in 2012 and then slight drop in 2013.

In terms of demographics, the sample does not change much over time. The sample is 
consistently predominantly male, with females constituting between 13.2 percent and 15.4 
percent of soldiers. The sample is also predominantly non-Hispanic white, typically represent-
ing between 50 percent to 60 percent of the sample for a given year. Non-Hispanic African 
American individuals represent between 20 percent to 25 percent of the sample, and Hispanic 
individuals between 10 percent to 13 percent. The average age of soldiers ranges between 28 
and 29, with the median age slightly lower at 26.

In all years, high school degree or equivalent was the most common education level, 
although the share of individuals with this level of education has been declining over the past 
five years. Overall, the sample seems more broadly distributed across education levels over 
time. In 2003, 4.8 percent of soldiers had less than a high school education and 17.8 percent 
had a BA or higher; by 2015, those shares had risen to 10.4 percent and 23.0 percent, respec-
tively. Finally, the majority of the sample is “currently married,” with rates ranging from 55 
percent to 60 percent over the study period.

Baseline Model for Matchable Factors

Table 3.3 presents findings from our final baseline multivariate model, which includes the 
matchable factors. Most of the results confirm associations already seen in the Army (Schoen-
baum et al., 2014) and described in Chapter Two. As expected, female soldiers tend to have 
lower rates of suicide (OR = 0.36; 95 percent confidence interval [CI] = 0.29, 0.46). Relative to 
non-Hispanic white soldiers, non-Hispanic African American and Hispanic soldiers have sig-
nificantly lower odds of suicide (OR = 0.76 and OR = 0.72, respectively), while Asian/Pacific 
Islander and other racial/ethnic groups exhibit significantly higher odds (OR = 1.21 and OR = 
1.45, respectively). Odds of suicide are higher for younger age groups, with a significant reduc-
tion in suicide risk occurring for individuals aged 30 to 38 (OR = 0.72; 95 percent CI = 0.58, 
0.88) and 39 or older (OR = 0.59; 95 percent CI = 0.44, 0.78). Individuals with a four-year 
college degree or more have significantly lower odds of suicide than those with less education 
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Table 3.2
Descriptive Statistics for Army Sample Characteristics, 2003–2015

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

N 521,367 528,034 522,850 530,092 557,992 574,387 593,801 592,916 599,487 587,813 573,013 546,368 521,788

Suicide rate per 
100,000

11.9 9.3 11.3 15.5 16.1 19.2 23.9 22.9 22.5 27.6 20.9 22.5 22.0

Gender

Female 15.4% 15.1% 14.5% 14.2% 13.8% 13.4% 13.2% 13.5% 13.6% 13.5% 13.5% 13.8% 14.1%

Race

Non-Hispanic white 59.9% 60.5% 61.4% 62.1% 60.8% 53.8% 51.5% 52.1% 50.6% 61.7% 61.1% 59.8% 58.7%

Black 24.4% 23.3% 22.2% 21.1% 20.3% 19.8% 19.5% 19.7% 19.9% 20.1% 20.4% 20.9% 21.4%

Hispanic 9.7% 10.1% 10.4% 10.5% 10.5% 10.6% 10.7% 11.1% 11.3% 11.6% 11.9% 12.4% 13.0%

Asian/Pacific Islandera 2.6% 2.9% 3.2% 3.6% 5.9% 13.1% 15.7% 14.6% 15.5% 4.3% 5.4% 5.7% 5.8%

Other 3.5% 3.1% 2.9% 2.7% 2.5% 2.6% 2.7% 2.6% 2.8% 2.4% 1.2% 1.2% 1.2%

Mean age 27.9 27.9 28.0 28.1 28.1 28.2 28.4 28.5 28.7 28.9 29.0 29.0 29.0

Education level

<High school (HS) 4.8% 4.7% 5.0% 5.7% 6.0% 6.5% 6.2% 6.6% 7.5% 7.0% 11.1% 10.9% 10.4%

HS/GED 72.5% 72.5% 71.8% 71.3% 72.2% 72.0% 72.6% 71.6% 70.7% 70.3% 64.8% 63.2% 62.1%

Some college 4.9% 5.0% 4.8% 4.7% 4.5% 4.3% 4.0% 4.0% 4.0% 4.1% 4.2% 4.4% 4.6%

BA 12.0% 12.3% 12.6% 12.4% 11.9% 11.7% 11.7% 11.9% 12.0% 12.5% 13.4% 14.5% 15.3%

>BA 5.8% 5.7% 5.8% 5.9% 5.5% 5.5% 5.5% 5.7% 5.9% 6.2% 6.6% 7.1% 7.7%

Married

Never 40.4% 39.2% 38.8% 38.0% 36.6% 36.0% 35.0% 34.4% 33.9% 32.6% 33.1% 33.7% 34.2%

Formerly 4.5% 4.8% 5.0% 5.3% 5.4% 5.6% 5.8% 6.0% 6.0% 6.2% 6.1% 5.8% 5.6%

Currently 55.1% 56.0% 56.2% 56.7% 58.1% 58.4% 59.2% 59.6% 60.1% 61.2% 60.8% 60.5% 60.2%

a We observed a seeming anomaly in the data whereby an unusual proportion of Army soldiers were coded as Hawaiian/Pacific Islander in 2007–2011. All analyses retain 
race/ethnicity classification based on the DEERS variable; however, this seeming difference in coding or reporting should be kept in mind.
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Table 3.3
Baseline Multivariate Logistic Model of Association Between Suicide and Matchable Characteristics 
for Army Sample

Adjusted OR 95% Confidence Interval (CI)

Gender (Ref: male)

Female 0.36*** [0.29, 0.46]

Race/ethnicity (Ref: non-Hispanic white)

Black 0.76* [0.66, 0.89]

Hispanic 0.72** [0.60, 0.88]

Asian/Pacific Islander 1.21* [1.01, 1.44]

Other/unknown 1.45* [1.06, 1.97]

Age group (Ref: age 18–20)

Age 21–24 0.89 [0.75, 1.06]

Age 25–29 0.97 [0.80, 1.17]

Age 30–38 0.72** [0.58, 0.88]

Age 39+ 0.59*** [0.44, 0.78]

Education level (Ref: less than BA)

Four-year college degree (BA) 0.20*** [0.09, 0.45]

More than four-year degree 0.13*** [0.05, 0.33]

Age group by education interaction

(Age 25–29) and (BA or greater) 2.49* [1.03, 5.98]

(Age 30–38) and (BA or greater) 4.33** [1.84, 10.23]

(Age 39+) and (BA or greater) 4.02** [1.61, 10.04]

Marital status (Ref: never married)

Formerly married 1.49** [1.18, 1.89]

Currently married 0.93 [0.82, 1.06]

Year (Ref: 2003)

2004 0.78 [0.54, 1.13]

2005 0.94 [0.66, 1.35]

2006 1.29 [0.93, 1.79]

2007 1.33 [0.96, 1.83]

2008 1.54** [1.12, 2.10]

2009 1.90*** [1.41, 2.57]

2010 1.84*** [1.36, 2.49]

2011 1.81*** [1.34, 2.45]

2012 2.30*** [1.72, 3.09]

2013 1.77*** [1.30, 2.41]

2014 1.94*** [1.43, 2.63]

2015 1.92*** [1.41, 2.62]

AIC 26164.44

Observations 7,249,908

NOTE: Calculation of Tjur’s D statistic, which measures the difference between the mean predicted value of 
suicide for those who do and do not die of suicide within our analytic sample, yields a value of 0.00005. This 
suggests that while results show matchable factors that have large and significant associations with suicide risk, 
because suicide is a highly rare event in our data set, the overall ability of our model to discriminate between 
soldiers at risk of suicide is low.

***p<0.001, **p<0.01, *p<0.05.
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(OR = 0.20; 95 percent CI = 0.09, 0.45), although the protective effects of higher education are 
greater for individuals under age 25 (OR = 0.13; 95 percent CI = 0.05, 0.33). Finally, formerly 
married individuals have nearly 50 percent greater odds of suicide relative to those who are 
currently married (OR = 1.49, 95 percent CI = 1.18, 1.89).

These results are consistent with those from prior research showing higher suicide rates 
among soldiers who are male; non-Hispanic white, Asian/Pacific Islander, or Native American 
(the latter of whom would be captured under “Other” in Table 3.3’s specification); under age 
21; and of lower educational status. While our results differ from prior evidence showing a 
significant negative effect of being married on suicide risk (Schoenbaum et al., 2014), this dif-
ference may be attributable to how our study operationalized marital status (i.e., we distinguish 
soldiers who were never married from those who were formerly married) as well as our use of 
multivariate models rather than the bivariate models commonly used in prior work. Indeed, in 
bivariate analyses (not shown), estimates from our sample show a significant negative associa-
tion of being currently married with suicide risk. This suggests that differences in sociodemo-
graphic characteristics (e.g., age, education) across marital status categories may contribute to 
the observed negative association of being currently married with suicide risk in unadjusted 
models. For comparative purposes, exploratory bivariate analysis using our sample also showed 
a significant negative association of suicide risk with being currently married (OR = 0.86; 95 
percent CI = 0.77, 0.96); however, once our models adjust for other demographic factors (see 
Table 3.3) the magnitude of this relationship was reduced and became insignificant.

Table 3.3 also shows clearly significant effects of time. As shown in prior research (Wat-
kins et al., 2018; Nweke et al., 2015), suicide rates in the Army have trended upward since 
2004, with a significant increase in risk relative to 2003 occurring in 2008 and persisting 
through 2015. Suicide rates peaked in 2012 with adjusted odds of suicide over twice as high 
relative to 2003 (OR = 2.30; 95 percent CI = 1.72, 3.09). In 2015, adjusted odds of suicide were 
nearly twice as great as in 2003.

As noted in Chapter Two, the rise in suicide rates has also been observed in the gen-
eral U.S. population with the national suicide rate increasing from 10.5 to 13.0 per 100,000 
(Curtin, Warner, and Hedegaard, 2016). Thus, our finding is consistent with more general 
trends.

Second-Stage Models of Unmatchable Army-Relevant Factors

We used the estimated coefficients from the final multivariate baseline model (Table 3.3) to 
estimate predicted log-odds of suicide for each person-year in the data. Then, to understand 
Army-specific factors associated with suicide risk above and beyond our set of matchable fac-
tors, we estimated logistic regressions with each unmatchable Army-specific factor included 
as a covariate of interest independently and the predicted log-odds from our baseline model 
entered as an offset (i.e., with coefficient constrained to one).

Table 3.4 presents results from each of these regressions, showing how unmatchable 
Army-specific factors and number of dependents relate to suicide risk after adjusting for the 
matchable baseline factor. Each column in Table 3.4 represents a separate regression with col-
umns 1, 2, 3, and 4 examining the potential lingering associations between suicide rates and 
deployment history, foreign unit location, rank, and number of children, respectively, after 
controlling for the matchable factors.

The model that examines deployment history (column 1) suggests that those who have a 
history of deployment are at increased risk, after accounting for matchable baseline factors (OR 
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= 1.38 for one prior deployment versus never deployed; 95 percent CI = 1.21, 1.57 and OR = 
1.19 for 2+ prior deployment versus never deployed; 95 percent CI = 1.04, 1.35). These find-
ings, in turn, suggest that the difference between suicide rates in the Army and general popu-
lations will likely vary as a function of deployment history among soldiers. Army suicide rates 
will look highest relative to the matched general population when looking at those soldiers 
with prior deployments or when comparing years in which a higher proportion of the Army 
population had a deployment history. Appendix E explores how the comparisons between 
Army and general population suicide rates vary as a function of deployment history over time.

The model examining unit location (column 2) shows that, after controlling for baseline 
characteristics, there remains a significant and substantive relationship between suicide and 
foreign unit location, with soldiers in foreign locations having lower suicide rates than soldiers 
in the United States (OR = 0.68; 95 percent CI = 0.56, 0.82). Considering this finding, com-
parisons between the Army and general U.S. population should carefully consider whether or 
not to include soldiers serving overseas. Because we do not have comparable data on the suicide 

Table 3.4
Effect of Unmatchable Factors on Suicide Risk After Controlling for Matchable Characteristics

Deployment Model  
(1)

Location Model  
(2)

Rank Model  
(3)

Children Model  
(4)

Deployed once 1.38*** [1.21,1.57]

Deployed 2+ 1.19** [1.04,1.35]

Not in the U.S. 0.68*** [0.56,0.82]

E3 1.19 [0.97,1.45]

E4 1.29** [1.08,1.54]

E5 1.27* [1.04,1.54]

E6 1.01 [0.80,1.26]

E7–E9 1.21 [0.96,1.53]

O0–O2 0.99 [0.66,1.49]

O3 1.15 [0.83,1.61]

O4+ 0.98 [0.67,1.42]

WO 0.65 [0.40,1.05]

One child 1.01 [0.87,1.17]

Two children 0.96 [0.82,1.13]

3+ children 1.01 [0.86,1.19]

Observations 7,249,908 7,249,908 7,249,908 7,249,908

AIC 26,087.8 26,091.3 26,103.9 26,114.1

AIC diff –20.63 –17.14 –4.52 5.69

NOTE: Odds ratios and 95 percent confidence intervals from logistic regressions presented. AIC diff presents the 
difference in AIC statistics between the presented model and a model only including the offset and constant 
terms.

***P<0.001, **p<0.01, *p<0.05. 
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rate of members of the general U.S. population who live abroad, analyses comparing Army 
with general populations could exclude soldiers not in CONUS from the sample since includ-
ing them may underestimate the difference in suicide rates between the domestically located 
Army and matched general population. However, the extent to which the significant difference 
in suicide risk between U.S.-located and foreign-located soldiers shown in Table 3.4 has prac-
tical implications for matched comparisons between the Army and general populations will 
depend on the proportion of the Army located overseas. Because foreign-located soldiers com-
prise a small proportion (13.4 percent) of our Army sample over the study period, excluding 
soldiers who are overseas does not substantially affect estimated suicide rates (see Appendix E).

In the model that examines rank (column 3), after adjusting for matchable factors, the 
rank variables are jointly significant ( 2(9) = 20.9, p = 0.01). Our results show that soldiers 
with E4 or E5 rank have significantly higher rates of suicide than other ranks (OR = 1.29 for 
E4 versus E0–E2; 95 percent CI = 1.08, 1.54; and OR = 1.27 for E5 versus E0–E2; 95 percent 
CI = 1.04, 1.54). There is also a trend toward soldiers in the E3 rank having higher rates of 
suicide even after adjusting for baseline factors including age (OR = 1.19 for E4 versus E0–E2; 
95 percent CI = 0.97, 1.45), although this association is only marginally statistically signifi-
cant (p = 0.09). Thus, it is likely that the observed difference in suicide risk between Army 
and similarly matched general populations will vary as a function of rank, with greater differ-
ences being observed among soldiers in the enlisted ranks of E3–E5 and smaller differences 
observed between officers and E1–E2 soldiers and similarly matched members of the general 
population.

The model that examines having children (column 4) shows that, after controlling for 
baseline characteristics, there is no significant relationship between the number of children 
and suicide risk among the Army sample.2

Finally, Figure 3.1 presents results from the regression model treating occupation (i.e., 
CMF category) as the unmatchable factor of interest. Each point on the graph (calculated as 
the posterior mean of the random effects) represents the estimated odds ratio for a given CMF 
category in relationship to suicide risk among the average CMF, and CMFs are ordered from 
highest to lowest risk. While results showed occupation to be significantly associated with 
suicide risk after controlling for matchable factors ( p = 0.002), the magnitude of the associa-
tions for any given CMF is relatively small. Estimated odds ratios for the lowest risk category 
(Quartermaster) and highest risk category (Infantry) span 0.87 to 1.17.

Conclusions

Findings from this chapter confirm that age, gender, race/ethnicity, educational attainment, 
marital status, and year explain variation in suicide risk in the Army, highlighting the impor-
tant role these matchable factors should play when trying to compare Army and general popu-
lation suicide rates. Additionally, there are key unmatchable Army-relevant factors that explain 

2 Although the number of children does not seem to matter for the Army (after controlling for other factors), it may still 
matter for the general population, in which case we would still want to match on it to provide the most direct comparison 
between the two populations. Unfortunately, we do not have information on number of children in our civilian data on sui-
cide victims. In this case, number of children is distinct from rank, deployment history, and foreign unit location, because it 
is not an Army-specific factor, but rather it is considered as part of unmatchable characteristics because the NVDRS civilian 
data set does not have this variable on civilians.
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variation in suicide risk above and beyond these factors. These additional Army-relevant fac-
tors are deployment history, unit location, rank, and military occupation. We note that these 
variables are different from the unmatchable factors identified as part of our literature review 
(geography, parenthood, occupation, mental health, and firearm availability); however, we use 
these Army-relevant factors to inform the potential role omitted variables might have in put-
ting the suicide rate comparisons reported in Chapter Five into perspective.

For matched comparisons, it is likely that the difference between the Army and general 
population suicide rate will vary as a function of these unmatchable factors, though it is unclear 
by how much. Thus, the results from our analyses on unmatchable Army-relevant factors act 
as a way to assess the potential impact of unobserved covariates in our comparisons between 

Figure 3.1
Estimated Associations of Career Management Fields with Suicide Risk

NOTE: Each point represents the estimated odds ratio for a given CMF category 
relative to suicide risk among the average CMF after controlling for matchable 
factors.
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Army and general population suicide rates presented in Chapter Five. The substantive implica-
tions of how not being able to adjust for unmatchable factors will impact differences in suicide 
rates between the Army and the general population will depend both on the factor’s effect size 
associated with suicide risk as well as on the proportion of the Army exhibiting the significant 
factors. There is thus a need to consider both the strength of the association between a given 
unmatchable factor as well as its relevance for the Army. For example, excluding Army soldiers 
who are overseas from comparisons between the Army and general populations might increase 
the difference in suicide rates reported in typical Army versus general population analyses. 
However, given the relatively small proportion of soldiers located overseas during our study 
period (13 percent), excluding them from a matched comparison may actually do very little to 
alter estimated suicide rate differences. In contrast, excluding service members with a history 
of previous deployment (who comprise nearly 60 percent of our sample) may lead to more dra-
matic differences in suicide rate comparisons with the general population. Appendix E explores 
these issues in more detail.
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CHAPTER FOUR

General Population Risk Factors

In this chapter, we describe our analyses of general population risk factors. These analyses 
served two primary objectives. First, RAND Arroyo Center aimed to identify the range of 
general population data sources that might be used to make suicide rate comparisons with the 
Army. Second, we aimed to use the general population data to understand (and confirm) the 
extent to which matchable factors identified in Chapter Two explain variation in suicide risk in 
our data set. In the case of our general population analyses, we did not have a set of unmatch-
able factors to consider; thus, we only present findings regarding the relationship between 
matchable factors and suicide risk.

Data Sources

Several databases are available to examine suicide risk in the general population (described in 
Appendix C). Our goal was to select one that was representative of the U.S. population, or a 
subset of it, and that included an expanded set of factors with which to match to the Army 
sample. We needed to have data on suicide cases in the general population along with informa-
tion on the key factors identified in Chapter Two as explaining variation in suicide risk.

In terms of suicides themselves, the NVDRS is the only available state-based report-
ing system that pools data from multiple sources into a usable, publicly available database on 
violent deaths. The sources providing details on violent deaths include state and local medi-
cal examiner, coroner, law enforcement, toxicology, and vital statistics records. As such, the 
NVDRS is currently the richest source of information on general population suicides. It pro-
vides detailed information about decedents; their cause of death; their family and life circum-
stances; and information about their education, occupation, age, and other demographic char-
acteristics. This comprehensive set of factors are not all available in other data on suicides, such 
as the National Vital Statistics System.

However, a key limitation of the NVDRS is that it contains only suicide information on 
a subset of states. Only a handful of states have participated in the NVDRS collection over 
the study period; as a result, NVDRS currently contains data on just 27 states, excluding some 
of the most populous states in the country. In spite of this limitation, we opted to use the 
NVDRS because of the rich covariate information given on each suicide case.

We note that due to changes in the states represented in NVDRS over the study period, 
there are some large geographic shifts in our general population sample that will contrib-
ute to the changes observed in suicide rates over time; thus, we will have both time trends 
and changes in populations to consider when discussing our findings. Future plans include 
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expanding the NVDRS to 40 states, which will allow future work replicating our methods to 
have greater generalizability than the results we report.

The NVDRS contains only detailed data on suicides. To establish whether marital status, 
education level, or other key factors are associated with suicide risk among the general U.S. 
population, we also needed information on whether those characteristics are over- or under-
represented among the suicide cases as compared with the more general population from 
which the suicide cases arose. Therefore, we merged the suicide cases from the NVDRS with 
the CPS, a general population database that contains representative data of the general popula-
tions living in the states included in the NVDRS in each year. The CPS is a monthly survey of 
about 60,000 U.S. households conducted by the U.S. Census Bureau for the Bureau of Labor 
Statistics (BLS). The BLS uses the CPS data to publish monthly reports on the unemployment 
rate and the numbers of employed and unemployed people in the United States. The CPS is a 
nationally representative and state-by-state representative survey providing high-quality infor-
mation about the characteristics of the general U.S. population overall and the population of 
the NVDRS states. Thus, the combined data sets provide us with usable information on mar-
riage and educational categories for those who died by suicide and for those who did not, a 
necessary condition for estimating risk.

The specific CPS data we used was the March Annual Social and Economic Supplement 
(ASEC) sample of the CPS for each year from 2003 through 2015. The March ASEC sample 
was chosen due to our initial focus on occupational variation in suicide risk and the detailed 
occupation-related information available in the ASEC supplement to the CPS.

The ASEC of the CPS is the nation’s source of official estimates of poverty levels and is 
widely used for measures of income and employment. It provides annual estimates based on 
a survey of more than 75,000 households. The survey contains detailed questions covering 
social and economic characteristics, including income and job type. The survey respondents 
are assigned sampling weights so that the sample provides national and state-representative 
rates for the key quantities measured in the survey. These weights are augmented in our data 
fusion process to ensure continued representative after we fuse NVDRS to the CPS data in 
each calendar year.

Because suicide risk and protective factors may vary geographically, we subset the CPS 
data to only NVDRS states in each year and then imputed suicide cases within the CPS by 
state and year. The imputation is assigning an unknown value to the CPS data (namely, an 
indicator for whether the CPS case experienced a suicide). The value is based on how similar 
the CPS case is to suicide cases from the NVDRS on the observed factors we have available in 
both databases, such as age, gender, race/ethnicity, education, marital status, and geography. 
As such, our findings are only generalizable to the subset of the general U.S. population living 
in NVDRS states.

Because we know geographic differences exist in state suicide rates, suicides in the 
NVDRS are likely to differ in systematic ways from suicides nationally, so the NVDRS data 
set is not representative of the entire U.S. population. As a result, a comparison of Army rates 
with a NVDRS-CPS subset sample drawn from just the states participating in the NVDRS 
could not be used to understand how risk in the Army differs from the risk typically experi-
enced nationally.
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Constructing the Fused NVDRS-CPS Data Set

Given the independent pieces of information provided by the NVDRS and CPS, it was criti-
cal to design a method for merging the two databases. We implemented a novel data fusion 
strategy to obtain representative data from a subset of the general U.S. population that merged 
data from the NVDRS with data from the CPS. Data fusion is a process of integrating data 
from multiple sources to produce new databases that can be used to provide more useful and 
accurate information than available in any single data source (Das, 2008). In our data fusion 
efforts, our goal was to accurately identify individuals in the CPS who are comparable with 
suicide cases from the NVDRS on as many overlapping characteristics as possible between the 
two data sets in order to impute suicide information into the CPS. We then followed the proce-
dures described below to fuse the two databases over a 13-year period between 2003 and 2015.

Figure 4.1 highlights how merging the Army and general population data differed. For 
the Army, we could easily merge suicide information into the larger Army database using an 
identifier that directly links suicide cases with their demographic and military data. For the 
NVDRS-CPS sample, data fusion was needed to robustly merge two disparate data sources.

Data Restrictions

Both the NVDRS and CPS data files were subset to include only individuals aged 18 or older. 
Within each calendar year from 2003 through 2015, the CPS and NVDRS data were further 
subset to only the NVDRS states for which that entire year of data is available. Postfusion data 
were then restricted to ages 18 to 75. Our final sample thus contained 810,584 person-year 
records that, once weighted using our adjusted CPS weights (see details below), represent a 
total population size of 782,087,485 person-years and 130,040 suicides across all years.

Missing Data

Following the initial data cleaning, our data had very limited missing values for demographic 
variables (range = 0.0 percent to 2.64 percent). As such, we handled missing data by coding 
those individuals with missing values as part of the same group as those in the most frequently 
observed group from our data. Thus, for education, individuals with missing data were include 

Figure 4.1
Data Structure for NVDRS-CPS and Army Databases
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as part of the “less than BA” group; for race/ethnicity, the non-Hispanic white group; for mar-
riage, the currently married group; and for gender, as part of the male group; regarding age, it 
was set equal to the median age of 26.

Identifying Overlapping Characteristics

We identified 11 characteristics that overlapped between the CPS and NVDRS: age, gender, 
race, Hispanic ethnicity, marital status, education level, veteran status, whether the person was 
born in the United States, state, census region, and whether the person lived in a rural or urban 
area. In some cases, the NVDRS and CPS coded variables differently. In order to fuse the two 
databases, the variables had to be harmonized—that is, we had to make the variables have 
the same format and values so they could be more easily merged. In most cases, finer grained 
categories from one data set had to be collapsed to the broader categories in the other. A full 
crosswalk of how variables were harmonized is presented in Appendix D.

Similarity Scores

Our goal was to identify individuals in the CPS who looked identical to the suicide cases in 
the NVDRS within the same year so that we could then identify who in the CPS should be 
imputed to have experienced a suicide. For example, looking only at age and gender: consider 
a suicide case from the NVDRS who is age 24 and male as well as two CPS respondents. 
Respondent 1 is 24 and male, and respondent 2 is 24 and female. Our suicide case would be 
an exact match on age and gender with respondent 1 but not with respondent 2. In this simple 
example, we would want to impute the CPS respondent 1 to be counted as a suicide during our 
data fusion process. To do this explicitly, we add a duplicate (new) copy of CPS respondent 1 
(24-year-old male) to the original CPS file and flag it as a suicide case. This “imputed” suicide 
case would get a weight of one and the original CPS respondent would have its CPS population 
weight reduced by one. This is because the CPS population weight represents the total number 
of individuals in the nation with the characteristics of the given CPS respondent, and we have 
removed one of those individuals to now denote an individual who experienced suicide.

In implementing the data fusion process, we did not expect that all NVDRS suicide 
cases would have a perfect match on all variables to cases in the CPS data. Thus, we needed to 
develop an approach to fusing the data that allowed for matching when there was an imperfect 
match. To do this, we calculated “similarity scores” for cases within the CPS data that essen-
tially produces a score for how similar each CPS case is to each suicide case in the NVDRS. 
Thus, each CPS respondent has multiple similarity scores mapping them to all the NVDRS 
suicides with which it had any overlapping characteristics. Each similarity score computed how 
similar the given CPS respondent was to the NVDRS suicide on all the covariates used in the 
data fusion process. The final set of variables used in computing the similarity scores, their 
values, and the weight they contributed to the similarity score is presented in Table 4.1.

To illustrate how it works when there are no perfect matches, let us assume that we have 
three variables on which we are matching (age, gender, and education). We have a CPS respon-
dent who is a 23-year-old male with a bachelor’s degree and two NVDRS suicide cases to 
which the CPS respondent can be matched. Suicide case A is a 28-year-old male with a bach-
elor’s degree, and suicide case B is a 24-year-old male with an associate’s degree. The similarity 
scores for this CPS respondent would be 2 to suicide case A and 1 to suicide case B, respec-
tively (with 3 being a perfect score), given the extent to which the characteristics of this CPS 
respondent overlap with the suicide cases from the NVDRS. This scoring process generalizes 



General Population Risk Factors    39

readily to allow for matching on all the variables listed in Table 4.1 and to allow for some addi-
tional nuisances in matching on age and education. Age and education were operationalized 
in multiple ways to compensate for the somewhat arbitrary bins we created for these variables. 
Additionally, state and census region were only given a weight of 0.5 since they are nested 
geographical variables and giving each a full weight of 1 would have overweighted the role of 
geography in matching.

In our matches, the highest possible similarity score is a 10, though we consider similar-
ity scores over 8 as high-quality matches. Table 4.2 presents summary statistics of the quality 
of the fusion process. Over 95 percent of the suicide cases matched with a similarity score of 
8.00 or higher, and 20.1 percent of all suicides received a perfect match on shared variables. 
The lowest similarity score for any match was 4.00. Fewer than 5 percent of suicide cases were 
matched with a similarity score under 8.00; most scores fell between 7.00 and 7.99. Each sui-
cide case was matched with 4.0 CPS respondents on average. Poorer matches tended to include 
more CPS respondents, which will introduce some random error into estimates for those vari-
ables on which they did not match. However, with the large majority of CPS respondents 
matching at 8.00 or higher, the impact of this error should be small.

Table 4.1
Data Fusion Variables

Variable Weight Values

Age, bin 1a 0.25 [18, 22), [22, 26), [26, 30), …, [78, 82), [82+]

Age, bin 1b 0.25 [18, 20), [20, 24), [24, 28), [28, 32), …, [76, 80), [80+]

Age, bin 2a 0.25 [18, 30), [30, 42), [42, 54), [54, 66), [66, 78), [78+]

Age, bin 2b 0.25 [18, 24), [24, 36), [36, 48), [48, 60), [60, 72), [72, 84), [84+]

Sex 1 Female, Male

Race 1 White, Black, Asian/Pacific Islander, American Indian, Two or more

Ethnicity 1 Hispanic, Not Hispanic

Education bin 1c 0.5 ≤ 8th grade, 9th–12th grade, high school or GED, some college, associate’s, 
bachelor’s, master’s, doctorate

Education bin 2 0.5 No diploma, high school or GED, associate’s or bachelor’s, master’s or higher

Marital status 1 Never married/single, married, divorced or separated, widowed

Veteran status 1 Yes, no

Born in U.S. 1 Yes, no

State 0.5 Alaska, Arizona, Colorado, Connecticut, Georgia, Hawaii, Kansas, Kentucky, 
Maine, Maryland, Massachusetts, Michigan, Minnesota, New Hampshire, New 
Jersey, New Mexico, New York, North Carolina, Ohio, Oklahoma, Oregon, 
Rhode Island, South Carolina, Utah, Vermont, Virginia, Wisconsin*

Census region 0.5 East North Central, East South Central, Middle Atlantic, Mountain, New 
England, Pacific, South Atlantic, West North Central, West South Central

Flag for urban/rural 1 Urban, rural

* Because matching was done within a year, only states that were in the NVDRS for a given year were used in the 
match.
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Data Fusion

As noted, for each NVDRS suicide case, the CPS respondent or respondents with the highest 
similarity score were duplicated in the original CPS file and tagged as a suicide case. A single 
NVDRS suicide could match with one or multiple CPS respondents due to the possibility of 
multiple CPS respondents sharing the highest similarity score with a given NVDRS suicide. 
Also, a particular CPS respondent may be duplicated more than once if it has the highest simi-
larity score for more than one NVDRS suicide case. In the next section, we describe how we 
adjust the CPS sample weights to compensate for our creating these duplicates.

Weighting

As described above, the CPS is a sample, and each observation in the CPS has a weight that can 
be used to make the overall CPS sample representative of the nation or a particular state. Thus, 
when suicide cases (duplicates) are added to the CPS sample using our data fusion, we needed 
to update and adjust the sampling weights to ensure our fused data maintained the overall rep-
resentativeness of the CPS sample. That is, we wanted to maintain the same weighted popula-
tion size and characteristics.

To compute the needed adjusted weight, we implemented the following steps. First, we 
created a weight for the newly added duplicate CPS respondents that are used to represent 
our suicide cases and correspondingly reduced the weight of the original CPS respondents to 
ensure that we maintained the right overall representativeness of those respondents. More spe-
cifically, we assigned each of the duplicated respondents tagged as a suicide a sample weight 
that equals one divided by the total number of matches for that suicide case (thus the sum of 
the weights for the duplicate respondents that matched to that one suicide will sum to one). 
If the CPS respondent is matched across more than one suicide case, the final weight for that 
CPS respondent is the sum of these weights. Then, in the second step, all original CPS respon-
dents that were duplicated as suicides have their original weights reduced by the weight of their 
suicide duplicate.

To illustrate our weighting calculations, consider the following example continued from 
above: suppose each of the CPS cases had a population weight of ten. Since cases (1) and (2) 
matched with the first suicide, they would be duplicated and tagged as suicides with a weight 
of 0.5 (one divided by the number of matches). However, they also matched with suicide case 

Table 4.2
Summary of Similarity Scores for Fused NVDRS-CPS Data

Similarity Score N Suicide Cases
Percent of  

Suicide Cases N Matches
Average Matches  
per Suicide Case

4–4.99 12 < 0.01% 210 17.5

5–5.99 155 0.1% 1,939 12.5

6–6.99 846 0.6% 8,370 9.9

7–7.99 4,551 3.3% 20,397 4.5

8–8.99 32,007 23.0% 139,228 4.4

9–9.99 73,660 52.9% 313,215 4.3

10 28,064 20.1% 78,323 2.8



General Population Risk Factors    41

(2) where there were three total matches; therefore, their weights receive an additional 0.33 
resulting in suicide cases for (1) and (2) with weights of 0.83 each. Then the original case (1) 
and (2) would have their weight reduced by 0.83 each to 9.17 to keep the weighted population 
size and characteristics consistent.

Suicide Rate Estimates and Comparison with CDC WONDER

Table 4.3 shows how the fused NVDRS-CPS data set compares with CDC WONDER suicide 
rates for the subset of NVDRS states and for the total of all states. As expected, the suicide 
rates from our fused data set align closely to the CDC WONDER rates for the subsample of 
NVDRS states, though the fused data set yields rates consistently higher by 0.1 to 1.0 sui-
cide per year per 100,000. These types of differences were also found in related studies, with 
NVDRS tending to provide slightly higher estimates of suicide rates than CDC WONDER, 
which is based on data from the National Vital Statistics System (NVSS) (CDC, undated-b; 
CDC, 2005). This small discrepancy between NVDRS and NVSS occurs because NVSS 
restricts reporting to deaths of legal residents of the selected states while NVDRSs count all 
suicides that occur within the state regardless of legal residence (Regoeczi and Banks, 2014). 
In addition, another study showed that NVSS tends to underestimate violent deaths in general, 
which likely contributes to its slightly lower suicide rates as compared with our NVDRS-CPS 
rates (Brown et al., 2013).

When comparing the two CDC WONDER rates between the subset of NVDRS states 
and the overall United States, the NVDRS states have slightly higher suicide rates on average 
(approximately –1 suicide on average per 100,000 people across years).

Table 4.3
Comparison of Suicide Rates in NVDRS-CPS Merged Data on Subset of NVDRS 
States Versus National Rates from CDC WONDER

Year
CDC WONDER Rate per 

100,000: All United States
CDC WONDER Rate per 
100,000: NVDRS States

NVDRS-CPS Merge  
per 100,000

2003 13.9 12.3 13.0

2004 14.1 14.0 14.9

2005 14.0 14.3 15.1

2006 14.3 14.8 15.6

2007 14.7 15.2 15.9

2008 15.1 15.3 16.0

2009 15.3 15.9 16.7

2010 15.9 16.5 16.9

2011 16.1 16.5 17.2

2012 16.4 17.0 17.6

2013 16.3 17.0 17.9

2014 16.8 17.3 18.0

2015 17.2 17.2 17.4
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Analysis of Suicide Risk Factors

The objective for our regression modeling within the general population is to understand how 
the matchable factors presented in Chapter Two relate to suicide risk within the general popu-
lation. These analyses provide suggestive evidence for how matching (or failing to match) on 
these factors may affect suicide rate comparisons between the Army and general population 
samples. For example, if marital status is associated with suicide in the general population, 
then because marriage rates differ between the Army and general populations, Army-general 
population comparisons that adjust for only age and gender will fail to adequately adjust for 
this factor and misrepresent the true differences between suicide rates in the two populations. 
In addition, the modeling serves as a validity check of our CPS-NVDRS merging process 
by ensuring that the relationships estimated in our data set reflect the known relationships 
between suicide risk and these factors, as demonstrated in prior literature (see Chapter Two).

Our approach to modeling suicide risk in the general population is analogous to step 1—
the baseline analysis—described in Chapter Three for the Army analysis.

As with the Army analyses, we use person-year covariates as the primary predictors of 
 suicide risk in the general population. We began by fitting bivariate models for each of the 
covariates used in the fusion process, then estimated models examining only age, gender, and 
race/ethnicity, as has been common in prior work on this topic. In addition, we considered 
one set of pairwise interactions (age group interacted with gender) given gender differences in 
the age profile of suicide risk that have been documented in previous research (NIMH, 2016). 
Based on these initial results, education level and marital status showed meaningful variation 
and were included in a full model built on the age by gender and race specification docu-
mented in prior literature. We also included fixed effects for year.

The variables examined across the bivariate and multivariate estimates include

• gender: male; female
• age: age groups 18–27; 28–37; 38–47; 48–57; and 58+
• race/ethnicity: American Indian, non-Hispanic Asian or Pacific Islander, non-Hispanic 

African American, Hispanic, two or more races or other
• education level: less than HS; HS diploma or equivalent; associate’s or BA; master’s or 

higher
• marital status: married; never married; divorced or separated; widowed
• age by gender interactions: gender with age groups 28–37, 38–47, 48–57, and 58–75
• year: dummy variables for each year 2003 to 2015.

Results

Population Characteristics

Table 4.4 shows the demographic characteristics for our NVDRS-CPS sample from 2003 to 
2015. Due to changes in the states represented in NVDRS over the study period, there are 
some large geographic shifts in our NVDRS-CPS sample. There is no West North Central 
region representation until 2015, when Kansas and Minnesota joined the NVDRS. The South 
Atlantic region comprises the largest proportion of the sample across all years, although this 
proportion decreases from 45 percent–50 percent to 40 percent of the sample to 26.8 percent 
of the sample in 2015. Conversely, the East North Central region is poorly represented early on 
but comprises 20 percent of the sample in 2011 when Ohio joins the NVDRS.
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Table 4.4
Descriptive Statistics for Weighted NVDRS-CPS Sample Characteristics from 2003 to 2015

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

N 25,023,339 47,057,893 53,350,188 54,251,839 55,039,133 55,833,248 56,295,922 57,065,684 65,555,681 66,005,123 66,321,331 74,198,645 106,089,459

Suicides/100,000 13 14.9 15.1 15.6 15.9 16 16.7 16.9 17.2 17.6 17.9 18 17.4

Gender

Female 51.3% 51.1% 51.1% 51.2% 51.1% 51.0% 51.1% 51.3% 51.4% 51.6% 51.4% 51.0% 51.2%

Race/ethnicity

White 71.6% 71.7% 71.9% 71.5% 70.9% 70.8% 70.6% 69.5% 71.0% 70.6% 70.0% 70.0% 68.0%

Black 15.0% 14.9% 13.9% 14.0% 14.2% 14.4% 14.4% 14.4% 13.9% 14.1% 14.0% 14.2% 12.8%

Hispanic 7.5% 7.9% 8.5% 8.9% 8.7% 8.8% 8.7% 9.4% 8.8% 8.8% 9.2% 8.8% 11.1%

Asian/Pacific Islander 4.6% 3.6% 3.7% 3.4% 3.9% 3.9% 4.0% 4.2% 4.0% 4.0% 4.3% 4.6% 5.8%

American Indian 0.6% 0.8% 0.9% 0.9% 1.1% 1.1% 1.2% 1.2% 1.1% 1.0% 1.1% 1.1% 1.0%

Two or more or other 0.9% 1.1% 1.1% 1.2% 1.1% 1.1% 1.1% 1.3% 1.3% 1.5% 1.4% 1.3% 1.3%

Mean age 43 42.8 42.8 42.9 43.2 43.2 43.4 43.7 43.9 44 44.2 44.5 44.6

Education level

<HS 12.9% 13.6% 13.5% 13.3% 13.1% 12.1% 11.9% 11.5% 11.0% 10.8% 10.8% 10.3% 10.3%

HS/GED 48.8% 50.7% 51.0% 50.8% 49.4% 49.3% 49.5% 49.9% 50.5% 50.2% 49.4% 49.2% 47.8%

Associate’s or bachelor’s 27.5% 26.3% 26.2% 26.3% 27.6% 28.0% 27.8% 28.1% 27.9% 28.4% 28.5% 29.0% 30.1%

Master’s or more 10.8% 9.4% 9.3% 9.7% 9.9% 10.6% 10.8% 10.5% 10.5% 10.6% 11.2% 11.5% 11.8%

Marital status

Married 57.2% 57.6% 57.6% 57.1% 57.8% 56.6% 56.7% 55.9% 55.6% 54.7% 54.1% 54.5% 53.4%

Never 26.9% 26.4% 26.1% 26.3% 26.0% 27.1% 27.3% 27.4% 28.0% 28.6% 28.9% 29.2% 30.5%

Divorced/separated 12.2% 12.6% 12.8% 13.1% 13.1% 13.0% 12.9% 13.2% 13.2% 13.4% 13.7% 13.1% 12.8%

Widowed 3.7% 3.4% 3.6% 3.5% 3.2% 3.2% 3.1% 3.5% 3.3% 3.4% 3.3% 3.2% 3.3%
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2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

Veteran status

Veteran 10.3% 9.7% 9.6% 9.3% 9.0% 8.8% 8.5% 8.2% 8.1% 8.0% 7.6% 7.3% 7.0%

Birthplace

Born in U.S. 85.3% 87.2% 88.0% 87.4% 86.7% 86.7% 87.0% 86.3% 87.3% 87.3% 87.0% 86.8% 84.5%

Census region

East North Central 0.0% 8.1% 7.2% 7.0% 7.0% 6.9% 7.0% 6.9% 18.2% 18.3% 18.1% 25.6% 18.4%

East South Central 0.0% 0.0% 5.4% 5.3% 5.3% 5.3% 5.4% 5.4% 4.7% 5.7% 4.7% 4.3% 2.9%

Middle Atlantic 23.6% 1.5% 11.2% 11.2% 11.0% 10.7% 10.7% 10.8% 9.5% 9.3% 9.3% 8.5% 19.5%

Mountain 0.0% 6.7% 11.3% 11.7% 11.6% 11.8% 11.8% 11.6% 10.3% 10.2% 10.5% 9.5% 11.1%

New England 18.3% 11.0% 9.8% 9.6% 9.5% 9.4% 9.4% 9.5% 8.3% 8.3% 8.1% 7.4% 10.0%

Pacific 11.7% 6.3% 5.6% 5.5% 5.6% 5.7% 5.7% 5.6% 4.9% 5.0% 4.9% 4.5% 4.0%

South Atlantic 46.5% 50.3% 45.0% 45.2% 45.7% 45.9% 45.7% 45.8% 40.3% 40.4% 40.5% 36.8% 26.2%

West North Central 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 5.5%

West South Central 0.0% 5.0% 4.5% 4.5% 4.4% 4.3% 4.3% 4.4% 3.9% 4.0% 3.8% 3.5% 2.4%

Rural proxy

Rural 55.8% 60.3% 64.3% 65.1% 65.1% 64.8% 64.8% 64.7% 62.9% 62.8% 62.7% 59.2% 53.1%

Table 4.4—Continued
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The size of the population in our sample increases over the entire period with large jumps 
occurring in 2004, 2011, 2014, and 2015—the years in which NVDRS added states. The sui-
cide rate increases over time from 2003 through 2014, and then in 2015 the rate drops. Gender 
composition is consistent over time (around 51 percent female), but the average age increases 
from 43 to 44.6. Racial composition trends are also consistent over the 14-year period, though 
the percentage of non-Hispanic whites decreases from 71.6 percent in 2003 to 68.0 percent 
in 2015 while the percentage of Hispanics increases from 7.5 percent to 11.1 percent. Smaller 
shifts are observed for percentage of African Americans (decreases) and percentage of Asians 
(increases). There is little change in the percentage of American Indians and percentages of two 
or more or other race/ethnicity. Across all years, high school diploma or equivalent is the largest 
educational attainment group (range = 47.8 percent–50.8 percent), followed by those having 
an associate’s or bachelor’s degree (range = 26.2 percent–30.1 percent), those without a high 
school credential (range = 10.3 percent–13.6 percent), and those having a master’s or higher 
(range = 9.3 percent–11.8 percent). A large majority of the NVDRS-CPS sample are married 
(range = 53.4 percent–57.6 percent) with never married/single representing above a quarter of 
the sample (range = 26.0 percent–30.5 percent). Around 12 percent are divorced/separated. 
There are few widowed persons likely due to the age cutoff at 75. Veteran status sees a steady 
decrease over the time period from around 10 percent to around 7 percent. The proportion of 
the NVDRS-CPS sample born in the United States remains consistent at about 85 percent.

Baseline Model for Matchable Factors

Table 4.5 presents findings from our baseline model that includes the matchable factors 
described in Chapter Two. Consistent with the literature, females have much lower odds of 
suicide (OR = 0.23, CI = 0.23, 0.24). For men, all age groups have higher odds of suicide com-
pared with age 18–27. For women, the odds of suicide are higher for age groups 28–37 (OR = 
1.23, CI = 1.17, 1.29), 38–47 (OR = 1.40, CI = 1.34, 1.47), and 48–57 (OR = 1.40, CI = 1.33, 
1.46) compared with the age group 18–27, but the odds of suicide are lower for the age group 
58–75 (OR = 0.92, CI = 0.88, 0.96) compared with ages 18–27. Black, Hispanic, and Asian/
Pacific Islander race/ethnicity have very low odds of suicide compared to whites while Ameri-
can Indian and two or more races/ethnicities or other have moderately lower odds of suicide 
than whites.

Our results on education generally align with prior research. Prior work has found that 
suicide rates are highest among those with a high school degree and lowest among those with 
at least some college. Specifically, we find that individuals with higher levels of education have 
lower odds of suicide compared with individuals with a HS or equivalent diploma. Individuals 
with some college credit have an OR = 0.76 (CI = 0.75,0.78), associate’s or occupational/voca-
tional programing have an OR = 0.75 (CI = 0.72,0.77), bachelor’s degrees have an OR = 0.66 
(CI = 0.65, 0.68), master’s or professional school degrees have an OR = 0.61 (95 CI = 0.60,0.62) 
and doctorate degrees have an OR = 0.82 (CI = 0.76, 0.87) relative to the group with a HS 
or equivalent diploma. Recent work has also shown that suicide rates are higher among those 
with only a HS diploma or equivalent compared with those with less than a HS diploma or the 
equivalent. Our results indicate that this is true for individuals who ended schooling in eighth 
grade or earlier (OR 0.78; CI = 0.75,0.82). However, we also show that individuals whose 
education ended between ninth and 12th grade have higher odds of suicide (OR = 1.16, CI = 
1.131, 1.194) compared with those who have a HS or equivalent diploma is different from our 
related work. Our different findings for this particular subgroup (9th to 12th grade) could be 
a result of some coding differences or it could also be a result of our sample lacking nationally 
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Table 4.5
Baseline Multivariate Logistic Model of Association Between Suicide and Matchable Characteristics 
for NVDRS-CPS Sample

OR 95% Confidence Interval (CI)

Gender (Ref: male)

Female 0.234*** [0.227, 0.242]

Age group (Ref: age 18–27)

Age 28–37 1.368*** [1.327, 1.410]

Age 38–47 1.585*** [1.536, 1.635]

Age 48–57 1.682*** [1.629, 1.736]

Age 58+ 1.476*** [1.429, 1.524]

Gender by age group interaction

(Female) and (Age 28–37) 1.229*** [1.172, 1.289]

(Female) and (Age 38–47) 1.401*** [1.339, 1.465]

(Female) and (Age 48–57) 1.395*** [1.333, 1.460]

(Female) and (Age 58+) 0.918*** [0.876, 0.962]

Race/ethnicity (Ref: non-Hispanic white)

Black 0.336*** [0.328, 0.344]

Hispanic 0.383*** [0.372, 0.394]

Asian/Pacific Islander 0.388*** [0.372, 0.405]

American Indian 0.822*** [0.768, 0.880]

Two or more races or other 0.715*** [0.670, 0.763]

Education level (Ref: HS or equivalent)

<= 8th grade 0.784*** [0.749, 0.820]

9th–12th grade, no diploma 1.162*** [1.131, 1.194]

Some college credit 0.763*** [0.747, 0.779]

Associate’s or occupational/vocational program 0.745*** [0.724, 0.766]

Bachelor’s degree 0.661*** [0.647, 0.676]

Master’s or professional school degree 0.614*** [0.597, 0.632]

Doctorate degree 0.815*** [0.764, 0.868]

Marital status (Ref: married)

Never married/single 2.289*** [2.242, 2.336]

Divorced/separated 3.053*** [2.992, 3.115]

Widowed 2.011*** [1.927, 2.098]
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representative data on the general population from many states, including the most populous: 
California, Texas, Florida, and New York.

Marital status appears to matter greatly and in the same way that prior literature has 
reported. Divorced or separated individuals have very high odds of suicide (OR = 3.05, CI 
= 3.00, 3.12) compared with married individuals. Never married and widowed persons also 
have higher odds (OR = 2.29, CI = 2.24, 2.34; and OR = 2.01, CI = 1.93, 2.10, respectively) 
compared with married persons. Finally, we again see strong effects of time with suicide rates 
trending upward since 2003 with the exception of 2014 to 2015.

Thus, although this general population is not nationally representative, we find the results 
of our analysis to reflect the findings of prior literature examining the relationship between 
these factors and suicide. The exception to this pattern is educational attainment.

Conclusions

Findings from this chapter confirm that age, gender, race/ethnicity, educational attainment, 
marital status, and time explain variation in suicide risk in the general population, highlight-
ing the important role these matchable factors should play when trying to match the general 

OR 95% Confidence Interval (CI)

Year (Ref: 2003)

2004 1.135*** [1.081, 1.191]

2005 1.151*** [1.097, 1.207]

2006 1.180*** [1.125, 1.237]

2007 1.214*** [1.157, 1.273]

2008 1.226*** [1.169, 1.286]

2009 1.282*** [1.223, 1.344]

2010 1.306*** [1.246, 1.369]

2011 1.308*** [1.249, 1.370]

2012 1.336*** [1.276, 1.400]

2013 1.353*** [1.292, 1.417]

2014 1.366*** [1.303, 1.433]

2015 1.343*** [1.286, 1.404]

AIC 2,426,202

Observations 782,087,485

NOTE: Calculation of Tjur’s D statistic, which measures the difference between the mean predicted value of 
suicide for those who do and do not die of suicide within our analytic sample, yields a value of 0.0001592. This 
suggests that while results show matchable factors that have large and significant associations with suicide risk, 
because suicide is a highly rare event in our data set, the overall ability of our model to discriminate between 
soldiers at risk of suicide is low.

***p<0.001, **p<0.01, *p<0.05.

Table 4.5—Continued
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population to the Army in order to compare suicide rates. Additionally, the chapter highlights 
our novel data fusion strategy for calculating NVDRS-CPS sample suicide rates by combining 
two general population data sources (the NVDRS and CPS). It is important to note that while 
the NVDRS contains rich information on suicide cases, it represents only a subset of states. 
Thus, our results and the comparisons we make with the Army presented in the next chapter 
are limited to only a subset of states and not to the nation. However, as the NVDRS expands 
to include more states, the same methods could be applied to make more nationally represen-
tative comparisons.

The CPS was chosen because it provides a representative sample of the general U.S. popu-
lation and has high-quality data on general population occupations. Ultimately, we could not 
explore variation in suicide risk by occupation due to coding issues in the death records. In 
Appendix A, we describe our efforts to better understand how occupation and industry are 
coded in federal data systems and highlight the need for a collaboration between the Army, 
U.S. Census Bureau, the CDC, and Department of Labor to prioritize more accurate coding 
of death records.
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CHAPTER FIVE

Matching the Army to a Comparable Subset of the General U.S. 
Population

Having assembled and analyzed the Army and NVDRS-CPS data separately, our final task 
was to understand the impact of using different sets of factors for comparing the general 
population suicide rate (as represented by the subset of the U.S. population represented in the 
states included in the NVDRS) with the Army suicide.1 Specifically, we developed two sets 
of matching factors. The first set included commonly used demographic factors (i.e., age and 
gender) to match the NVDRS-CPS sample to the Army sample between 2003 and 2015. The 
second included the expanded set of matchable risk factors identified in Chapter Two (i.e., age, 
gender, race/ethnicity, education, and marital status). Both sets of factors also included time by 
matching the two populations within each calendar year.

In all analyses, we created weights that make NVDRS-CPS sample look like the Army 
sample in each calendar year. This is an important choice in our standardization. In principle, 
one could standardize in either direction—that is, reweight the Army to match the general 
population for a particular set of matching factors. In practice, however, it is preferable to 
weight the general population sample to match the Army for several reasons. For one, match-
ing the Army to look like the general population would not work when trying to match on 
factors like age, because parts of the general population age distribution (namely, the oldest 
age groups) do not exist in the Army at all or in very small sample sizes. For another, it is sub-
stantively of interest to understand the impact of serving in the Army for soldiers like those 
who would serve. To answer this question, one needs to know what the suicide risk for soldiers 
would have been had they not joined the Army, which is necessarily unobservable but can be 
approximated if we can compare soldiers with members of the general U.S. population who did 
not join the Army but who otherwise look like Army soldiers after weighting.

Identifying Appropriate Statistical Strategies for Matching

As part of our work to identify statistical strategies for matching the Army to a comparable 
general U.S. population, we performed a high-level literature review of the various methods 

1 It is important to note that the subset of NVDRS states have slightly higher suicide rates than the general U.S. popula-
tion, as presented in Chapter Four. It is unclear whether these higher rates are consistently observed within and across our 
matchable factors. As such, we cannot be fully sure how different the comparisons presented in this chapter would be if the 
Army suicide rate was compared with all states. In an ideal setting, we could determine the appropriate offset that would be 
needed to ensure our weighted civilian suicide rates have adequately adjusted its elevated suicide rate relative to the general 
population, but it is impossible to correctly compute this offset without knowing suicide rates for the full distribution of 
our matchable factors among the general U.S. population.
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used to match one population to another. We identified three candidate methods—standard-
ization, matching, and weighting—and ultimately selected weighting. While standardization 
is attractive because it does not require individual-level data, the approach tends to fall apart 
when used to match populations on multiple factors simultaneously (Watkins et al., 2018; 
Reimann and Mazuchowski, 2018). This often results in having to drop cases in one or both 
populations or having to greatly simplify the factors used to stratify. Similarly, matching is a 
useful way to ensure that two samples look alike on key characteristics like age and gender, but 
Army cases that do not have good general population matches would get dropped from the 
analysis and, in turn, would shift the underlying dynamic of a matching process and restrict 
how results and findings can be generalized.

The purpose of weighting is to create two groups that, when weighted, look “well bal-
anced” or comparable on the range of characteristics that are used in the analysis. The goal is 
to obtain populations with the same distributions of the key factors that are associated with 
suicide (in our case, matchable factors). These similarities in turn ensure reduced bias in the 
outcome comparisons. When there are several factors being balanced simultaneously, these 
weights are typically derived from a regression model that predicts group membership based 
on that set of factors. The predicted probabilities from this model, sometimes called propensity 
scores (PS), are then used to derive inverse probability weights. The focus on methodological 
innovation in this area tends to be on how best to estimate the PS model. The intent is to move 
away from obtaining best model predictions and instead choose PS estimators that provide the 
best balance between the two groups being compared (Griffin et al., 2017). When success-
ful, this balance ensures that the groups have the same distributions of covariates (in our case, 
matchable factors) when the PS weights are used in the analysis.

There is an abundance of weighting methods available to choose from (McCaffrey, 
Ridgeway, and Morral, 2004; van der Laan, Polley, and Hubbard, 2007; Westreich, Lessler, 
and Funk, 2010; Ridgeway et al., 2013; Imai and Ratkovic, 2014; Hainmueller, 2012; Zubi-
zarreta, 2015). In general, the most promising methods continue to be those based on machine-
learning methods (Lee, Lessler, and Stuart, 2010; Pirracchio, Petersen, and van der Laan, 
2015). RAND commonly uses a robust machine-learning method called generalized boosted 
models (GBM), which aims to estimate a nonparametric model for the PS score that has 
much greater flexibility than a parametric model like the logistic model and which allows for 
substantially more covariates to be include than traditional parametric approaches. Machine-
learning methods such as GBM have been shown to outperform logistic regression in terms 
of estimating high-quality propensity score weights (Westreich, Lessler, and Funk, 2010; Lee, 
Lessler, and Stuart, 2010).

In the end, we opted to use weighting because we wanted to retain the entire Army sample 
and include many factors in our model. We also wanted to use a method that would work with 
both simple matches (using just age and gender) as well as more complex matches (using all 
matchable factors) within each calendar year. Fundamentally, standardization, matching, and 
weighting are all mathematically equivalent methods if all matches are perfect and everyone 
has a match on the factors available. We note that both matching and weighting require having 
individual-level data to implement robustly, making them useful for this project. Although we 
did not use a matching approach, we use the term “matchable” factors to refer to the set of fac-
tors for which we are aiming to balance the groups and make the two groups comparable when 
using our PS weighting methodology.



Matching the Army to a Comparable Subset of the General U.S. Population    51

Creating a Weighted NVDRS-CPS Sample

RAND Arroyo Center developed two sets of matching factors for this task. The first set of 
“standard factors” included commonly used demographic factors (i.e., age and gender) to 
weight the NVDRS-CPS sample to have comparable distribution to the Army population 
within each calendar year between 2003 and 2015. The second set of “augmented factors” 
included age and gender plus additional matchable factors identified in Chapter Two (age, 
gender, race/ethnicity, education, and marital status). We compared suicide rates between the 
Army and these two weighted NVDRS-CPS samples to assess the impact that including fac-
tors beyond the standard set have on the estimated NVDRS-CPS suicide rate and to assess the 
difference in suicide rates between the Army and NVDRS-CPS samples.

Weighting Method

Within each of the 13 years observed for this study, we used PS weights to weight the NVDRS-
CPS sample to the Army sample. The target group of interest comprised active-component 
soldiers in a given year; the weighted comparison group consisted of individuals from the 
NVDRS-CPS sample in the same calendar year. To illustrate, the Army has far more men 
than the NVDRS-CPS sample (e.g., 85.9 percent versus 48.8 percent in 2015), and the Army 
sample in a given year is younger than the NVDRS-CPS sample (mean age 29.0 versus 44.6 in 
2015). Since we want to estimate the suicide rate among the general population who are similar 
to members of the Army, we estimated PS weights for the NVDRS-CPS sample that “down-
weight” cases who look nothing like a soldier and upweight those that do, in each year. This 
type of weight is referred to as Average Treatment on the Treated (ATT) weights (Wooldridge, 
2002).

We used the Toolkit for Weighting and Analysis of Nonequivalent Groups (TWANG) 
package in R to estimate PS weights that balance the two groups on each set of factors (standard 
and augmented), including interactions among the included factors. The TWANG package 
estimates PS weights for binary treatments/exposure indicators (such as Army versus NVDRS-
CPS) using GBMs, a flexible, nonparametric estimation technique that can regress the group 
indicator (Army versus NVDRS-CPS) onto a large number of key matching factors (Ridge-
way et al., 2017). GBM was first proposed for estimating PS weights by McCaffrey, Ridgeway, 
and Morral (2004) to circumvent the long and tedious process of fitting and refitting logistic 
regression models to obtain high-quality PS weights (Rosenbaum and Rubin, 1983; Dehejia 
and Wahba, 1999). Burgette, McCaffrey, and Griffin (2015) provide a brief overview of GBM, 
and we refer an interested reader to that document for details.

The ability of the PS to serve as a balancing score—that is, that results in groups with 
similar distributions on all observed covariates used in the PS model (Rosenbaum and Rubin, 
1983), implies that, conditional on it, the distribution of the matching factors (age and gender 
for our standard factors; and age, gender, race/ethnicity, marital status, and education for our 
augmented factors) should be the same for the Army and NVDRS-CPS. While this is true in 
theory, in practice obtaining high-quality weights can be difficult. Thus, an important step in 
any PS weighted analysis is to assess the overall ability of the PS weights to create distributions 
of the covariates that are the same between the different groups being compared.

In the current study, comparability between the Army and NVDRS-CPS groups after PS 
weighting is assessed using standardized mean differences or effect sizes (ESs) (Ridgeway et 
al., 2017). For each covariate, the ES difference or standardized bias equals the absolute value 
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of the difference between the mean for the Army and the PS weighted mean for the NVDRS-
CPS sample divided by the standard deviation (SD) of the characteristics in the Army. More 
specifically, for covariate k = 1, . . . , K,

ESk = xk1 xk0 /sk1 ,

where x‒k1 and sk1 are the unweighted mean and SD for the Army and x‒k0 is the ATT weighted 
mean for the NVDRS-CPS group. Thus, an ES tells us how large the differences are between 
the two groups on the mean of a given covariate. An ES of 0 implies no difference, while 
an ES  equal to 1 implies a difference of 1 standard deviation. The ES is also commonly 
called Cohen’s d (Cohen, 1992), and there are expected cut points for what constitutes a small 
(< 0.20), moderate (0.40), or large (> 0.60) difference between two groups. In our study, we 
aimed to have all absolute ES differences after applying weights to be below 0.10.

Weighting to 2015 Army Characteristics

Recent work from Watkins et al. (2018) recommended a different weighting strategy that 
weights both NVDRS-CPS and Army populations to the Army population in a single year. 
Thus, the Army suicide rates are also adjusted over years so that they reflect an estimate of the 
suicide rate for a given population of soldiers (e.g., the characteristics of soldiers in 2015). This 
eliminates variation over time in the suicide rate within the Army when that variation can be 
explained by shifts in the characteristics of soldiers over time. Watkins et al. refer to this as a 
“standard Army population” approach.

We performed this version of the analysis as well and show findings for the analysis in 
Appendix F. As noted, the two approaches do not result in different inferences about suicide 
risk in the Army compared with the NVDRS-CPS sample. This is because the population 
characteristics of both groups (e.g., the distribution of age and gender) have been relatively con-
stant over the years included in our study. As such, we proceed by doing comparisons within 
year for the Army and NVDRS-CPS samples for the main part of this report.

Comparing Suicide Rates

To compare suicide rates between the Army and NVDRS-CPS sample within each calen-
dar year, we carefully examined three estimates of the “general population” rate: (a) the raw 
unweighted suicide rate in the NVDRS-CPS sample, (b) the weighted suicide rate for the 
NVDRS-CPS sample that was PS weighted to match the Army on the standard factors (age 
and gender), and (c) the weighted suicide rate for the NVDRS-CPS sample that was weighted 
to match the Army on the augmented factors (age, gender, race/ethnicity, education, and mari-
tal status). We examined both how those estimates differed from one another and how the 
comparison between Army and NVDRS-CPS suicide rates changes as a function of which 
estimates are used.

Results

Figure 5.1 shows the balance information for each set of matching factors. Each graph includes 
one line for each factor that we used to make the two populations comparable (e.g., each age 
group—age groups 18–21, 21–24, and so on—has its own line, and each race/ethnic subgroup 
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has its own line). The lines are color coded into overarching categories for the key factors in 
our analysis (age, gender, race/ethnicity, education, and marital status). The graph on the left 
shows what happens when we create weights that make the Army and NVDRS-CPS samples 
comparable only on age and gender, while the graph on the right shows what happens when 
we create weights that make the two groups comparable on all factors.

As both graphics show, before weighting, the mean ES difference between the Army and 
NVDRS-CPS sample per year ranged from 0.06 to 16.35, suggesting very large differences 
between the two populations with respect to age, race/ethnicity, marital status, education, and 
gender. The largest differences occurred with age (ES > 3 for age groups over 55) and gender 
(ES = 1.08). After applying our PS weights using all matchable factors (age, gender, race/ 
ethnicity, marital status, and education—the graphic on the right), these differences mostly 
disappeared, resulting in maximum mean ES of 0.47 when weighting on the “standard” factors 
(i.e., age and gender) and < 0.005 when using the augmented set. However, when we match the 
samples only on age and gender (as shown in the left-hand graphic), only age and gender are 
well-balanced, with mean ES = 0 across all years. In contrast, race/ethnicity, education, and 
marital status have lingering imbalances with mean ES well above our 0.10 threshold. Addi-
tionally, in cases such as marital status we actually see the ES go up when using weights that 
only account for age and gender.

Table 5.1 provides detailed information for Army and NVDRS-CPS samples in 2015, 
both before and after weighting for our two sets of matching factors. As shown, the two 
samples differ substantially on virtually all factors shown before weighting. The Army had a 
much smaller percentage of females than the NVDRS-CPS sample (14.1 percent versus 51.2 
percent). The Army also has a smaller percentage of non-Hispanic whites than the NVDRS-
CPS sample (58.7 percent versus 68.0 percent) and lower education levels on average (e.g., 77.1 
percent of the Army had less than a bachelor’s degree versus 58.1 percent of the NVDRS-CPS 
sample). The Army population is also younger than the NVDRS-CPS sample and has a larger 

Figure 5.1
Mean Effect Size Difference Across Years 2003–2015, Before and After PS Weighted When 
Matching on Only Age and Gender (left side) and All Matchable Factors (right side)
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percentage of married couples (60.1 percent versus 53.4 percent) and fewer formerly married 
individuals (5.7 percent versus 16.1 percent) than the NVDRS-CPS sample. These trends were 
replicated across all years (detailed balance tables are available on request). After weighting 
for all augmented factors (age, gender, race/ethnicity, education, and marital status), the two 
populations have virtually identical distributions.

Table 5.1
Detailed Balance Information for Army Versus NVDRS-CPS in 2015

Army
Unweighted  
NVDRS-CPS

Weighted  
NVDRS-CPS: All 

Matchable Factors

Weighted  
NVDRS-CPS:  

Age + Gender

Gender

Female 14.1% 51.2%* 14.1% 14.1%

Race

White 58.7% 68.0%* 58.7% 62.2%

Black 21.4% 12.8%* 21.5% 13.5%

Hispanic 12.9% 11.1% 12.9% 14.8%*

Asian/Pacific Islander 5.8% 5.8% 5.8% 6.6%

Other/unknown 1.2% 2.4%* 1.2% 2.9%*

Education level

<BA 77.1% 58.1%* 77.1% 64.4%*

BA 15.3% 30.1%* 15.3% 28.0%*

>BA 7.7% 11.8%* 7.6% 7.6%

Marital status

Married 60.1% 53.4%* 60.1% 33.3%*

Never married 34.2% 30.5% 34.2% 60.5%*

Formerly married 5.7% 16.1%* 5.7% 6.1%*

Age group

Ages 18–21 12.7% 5.2%* 12.7% 12.7%

Ages 21–24 24.3% 7.9%* 24.3% 24.3%

Ages 25–29 22.5% 9.7%* 22.5% 22.5%

Ages 30–38 25.9% 16.3%* 25.9% 25.9%

Ages 39–44 9.7% 10.5% 9.6% 9.7%

Ages 45–54 4.6% 19.2%* 4.6% 4.6%

Ages 55–64 0.3% 18.2%* 0.3% 0.3%

Ages 65–75 0.0% 13.0%* 0.0% 0%

* Denotes when differences between the NVDRS-CPS sample have an absolute effect size difference > 0.10.



Matching the Army to a Comparable Subset of the General U.S. Population    55

When weighting on just the standard factors of age and gender, the two populations look 
identical on age and gender but still have notable imbalances with respect to race/ethnicity, 
education, and marital status. Given the potential role race/ethnicity, education, and marital 
status play in explaining Army and NVDRS-CPS suicide rates, imbalance on these factors 
after matching on age and gender suggest that weights based on the augmented set of fac-
tors may be needed to properly identify the differences in suicide rates between the Army and 
NVDRS-CPS samples.

Figure 5.2 shows suicide rates over time for the Army as well as the unweighted NVDRS-
CPS sample, the weighted NVDRS-CPS suicide rates using age and gender, and the fully 
weighted NVDRS-CPS suicide rate (using the augmented set of factors of age, gender, race/
ethnicity, education, and marital status). The figure shows 95 percent confidence bands for 
each point estimate (suicide rate) based on using independent estimates of the variability within 
each year for each sample. As such, the bands represent conservative ways to eye for significant 
differences between suicide rates within each year. We note that comparisons over multiple 
years would be able to show significant differences even when the estimates in a single year are 
not different from one another.

As shown, weighting NVDRS-CPS to be similar to the Army on just the age and gender 
distributions increases the “expected” suicide rate in the weighted NVDRS-CPS sample. This 
likely occurs because the distribution of NVDRS-CPS has shifted to include a much higher 
percentage of males and a younger population, both of which are correlated with higher sui-
cide rates. When comparing Army and NVDRS-CPS curves for this case, we note that before 
2008, the Army suicide rate is significantly lower than the NVDRS-CPS suicide rate after 
adjusting for age and gender. After 2008, the confidence bands for these two curves (Army 

Figure 5.2
Army and NVDRS-CPS Suicide Rates for Unweighted NVDRS-CPS, Traditional NVDRS-CPS 
Adjustment (Age Plus Gender), and Fully Adjusted NVDRS-CPS Samples
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versus NVDRS-CPS adjusted for gender and age) are largely overlapping, suggesting little 
differences between the two populations. Additionally, the rates are shown to be close for the 
most part (except in 2012).

When we expand the weighting to include the augmented set of factors (race/ethnic-
ity, education, and marital status), we notice that the “expected” suicide rate in the weighted 
NVDRS-CPS sample is now consistently reduced and lower in each calendar year than the 
NVDRS-CPS curve, which only used age and gender in the adjustment. In this fully adjusted 
analysis, the Army again has significantly lower rates in 2003, 2004, and 2005 than the 
weighted NVDRS-CPS sample. Confidence bands for the two curves generally overlap after 
2005 (except in 2012), though the Army consistently has notably higher rates of suicide than 
the fully adjusted NVDRS-CPS sample. This suggests potential evidence of higher average 
rates in Army if one were to test across years rather than within years as shown in the graphic.

To gain a better understanding of which factor or factors (race/ethnicity, education, and 
marital status) appear to be driving the downward shift in NVDRS-CPS suicide rates after 
weighting with the augmented set of factors, we estimated three additional propensity score 
weights using slightly different sets of covariates that weighted the NVDRS-CPS sample to 
the Army, using age, gender, and (1) race/ethnicity, (2) education, and (3) marital status. These 
findings are shown in Figure 5.3. There is a very strong influence of marital status in lowering 
the weighted NVDRS-CPS suicide rate compared with weighting solely on age and gender; 
when matching only on age and gender within each calendar year, the NVDRS-CPS weighted 
suicide rate is 21.9 suicides per 100,000. When matching on age, gender, and marital status, 
the NVDRS-CPS weighted suicide rate decreases to 18.2 suicides per 100,000. On average, 
including the variable marriage decreases the expected suicide rate by 3.7 suicides each year 
compared with the model that only includes age and gender.

Recent work by Watkins et al. (2018) recommended that comparisons between the gen-
eral U.S. and Army population suicide rates be standardized so that both the general U.S. and 
Army samples are all matched to one year of the Army. We repeated these analyses weight-

Figure 5.3
Average Suicide Rate per 100,000 in the Matched NVDRS-CPS Sample as a Function of Different 
Matching Factors 
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ing our NVDRS-CPS and Army samples to the 2015 Army. Thus, the Army suicide rates are 
also adjusted over years so that they reflect an estimate of the suicide rate for a given popula-
tion of soldiers (namely, the characteristics of soldiers in 2015). This eliminates variation over 
time in the suicide rate within the Army when that variation can be explained by shifts in the 
characteristics of soldiers over time. These findings are shown in the Appendix F and provide 
relatively similar findings to those shown from the year-by-year analysis above. Adding the 
augmented factors in matching NVDRS-CPS to the Army produces lower suicide rates among 
the matched NVDRS-CPS relative to just matching on age and gender. The effect of marital 
status appears to be the strongest factor driving these findings.

Conclusions

As shown in Figure 5.2, the conclusions one can draw from comparing the Army and NVDRS-
CPS suicide rates change depending on which factors are used to weight the NVDRS-CPS 
sample within each year. The preferred comparison should be viewed as the one that includes 
the factors that (a) are associated with suicide risk, (b) differ between military and the general 
population, and (c) are outside the control of the Army. These factors definitely include age, 
sex, and race/ethnicity. Additionally, it may also include education and marital status if these 
are not likely to be influenced directly by military service. Ideally, it would include all known 
and unknown factors as well. The sensitivity of the comparisons with the different sets of 
matching factors occurs because the set of factors used to weight the NVDRS-CPS sample 
impacts its underlying suicide rate. Here, we show how sensitive the comparisons can be to a 
trivial set of factors with the important caveat that even the comparisons shown are subject to 
bias because we cannot fully match the Army to the general U.S. population on all known and 
unknown risk factors for suicide.

Without any adjustment, the Army’s suicide rate was generally lower than the national 
rate until 2006; in 2008 it surpassed the national rate. However, such differences are hard to 
interpret given the ways in which the Army differs from the NVDRS-CPS sample on multiple 
factors that are known to be correlated with suicide risk. Adjusting it so that the NVDRS-
CPS sample is similar to the Army with respect to only age and gender (the most commonly 
done adjustment in the field) within each year, the NVDRS-CPS suicide rate increased to be 
almost comparable with the Army between 2009 and 2015. This occurs because the distribu-
tion of the NVDRS-CPS sample has shifted to include a much higher percentage of males and 
a younger population. However, this comparison is based on a weighted NVDRS-CPS sample 
that still differs from the Army with respect to race/ethnicity, education, and marital status, 
and thus is still suboptimal.

Fully adjusting for age, gender, race/ethnicity, educational attainment, and marital status 
within each year notably decreases the weighted NVDRS-CPS suicide rate from an analysis 
that uses only age and gender. When comparing the Army with the NVDRS-CPS sample that 
matches on the augmented set of factors covariates, the Army again has significantly lower 
rates in 2003, 2004, and 2005 than the weighted NVDRS-CPS sample. Confidence bands 
for the two curves generally overlap after 2005 (except in 2012), though the Army consistently 
has notably higher rates of suicide than the fully adjusted NVDRS-CPS sample, suggesting 
potential evidence of higher average rates in Army if one were to test across years rather than 
within years as shown in the graphic. More detailed analyses show that matching on marital 
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status contributes the most to the decrease in estimated NVDRS-CPS suicide rates relative to 
the estimates that solely adjust for age and gender.

It is important to consider the potential impact that omitted variables might have on our 
comparisons in this chapter. As highlighted in Chapter Two, we identified several unmatch-
able factors from the literature review which we cannot use to match our Army and general 
populations. These included not only obvious things like geography, parenthood, occupation, 
mental health, and firearm availability but also things that are more intangible that predict 
both selection into Army service and suicide.

The main contribution of this report is on assessing available data sources for measuring 
observed suicide risk factors in the general U.S. population and the impact of standardizing the 
two populations using different sets of commonly available factors. We do not intend to esti-
mate causal effects of serving in the Army. By understanding more fully how the comparisons 
shift depending on which set of factors are used to standardize the general population to look 
like the Army, we aim to show the impact of different sets of adjustment factors. It is inher-
ent in all the provided estimates that unobserved factors are not matched on and therefore the 
comparisons in suicide rates being shown all still have important lingering bias that cannot 
ever be fully accounted for given real world data limitations on both populations

Adjustment via standardization—as we attempt to do in this study through comparison 
with a matched general population—aims to ensure that comparisons are not being explained 
by the matching factors themselves (e.g., such as age and gender differences in the population). 
Unfortunately, tackling such an analysis in a robust way is a complex task. The key problem in 
addressing the above questions is that the kinds of people who join the Army and the kinds of 
experiences to which Army life exposures a service member change over time and are related 
to each other. As noted in the introduction, the kinds of people who join the Army during 
times of economic downturn are different from the kinds of people who join the Army as a 
patriotic act in the wake of terrorist acts. Additionally, the experiences that are unique to Army 
service are different during times of war and times of peace. The research question would be 
much easier if the same selection mechanisms were at work during times of war and peace, 
as between-cohort differences in exposures to suicide experiences could be used to study the 
effects of time-varying experiences on time-varying within-service suicide rates. But that is not 
the case. An additional complexity exists in that we have strong selection out of service on the 
basis of risk factors for suicide with close to 20 percent of new enlistees leaving the Army in 
the first year of service, the majority of them for reasons that are related to risk of suicide, with 
the suicide rate among people with Army service being highest among people who left service 
prematurely in their first term of service.

It is highly certain that the difference between the Army and NVDRS-CPS suicide 
rate reported in this chapter will vary as a function of these unobserved/unmatchable fac-
tors, though it is unclear by how much. The analysis of unmatchable Army-relevant factors 
described in Chapter Three provides a partial assessment of the potential impact of unobserved 
covariates. However, as noted in Chapter Three, the substantive implications of how not being 
able to adjust for unmatchable factors impacts differences in Army-general population suicide 
rates will depend on the factor’s effect size associated with suicide risk in each population as 
well as on the proportion of each population exhibiting the significant factors. It is very dif-
ficult to understand the size of these relationships for our unmatchable factors.
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CHAPTER SIX

Conclusions

The Army has typically compared its suicide rate with the general population rate while adjust-
ing for differences in the age and gender distribution of the two groups, as well as for temporal 
(yearly) differences. Our analysis confirmed that these are important factors to account for in 
any effort to compare the two groups. By examining different sources of general population 
data and applying a novel strategy of fusing two general population data sources (the NVDRS 
and CPS), we also identified three additional characteristics that differ substantially between 
the Army and general population and are related to suicide. These factors—race/ethnicity, 
educational attainment, and marital status—should also be considered for use in matched 
analyses of the two populations.

We wish to reiterate the overarching challenges in any comparison between the Army 
and the general U.S. population. Unfortunately, such a task is ultimately impossible given the 
number of unmeasured factors on which Army service members differ from the general U.S. 
population. Even if one were able to assemble a set of covariates that could be balanced in a 
way that explains the difference in the suicide rates in the Army and civilian sectors of society, 
that does not mean that we have shown that the kinds of people who join the Army are not 
different from those who do not join with respect suicide risk factors or that Army experiences 
do not increase risk of suicide. We know that unmeasured covariates exist, making it difficult 
to fully understand how suicide risk and rates compare between the Army and the general U.S. 
population.

Based on our analysis, we make the following recommendations.

1. Given that comparisons will be made between the Army’s suicide rate and that of 
the general population, these comparisons should adjust for age, gender, and year, 
and for the additional matchable factors of race/ethnicity, educational attainment, 
and marital status.

As shown in Figure 6.1 (reproduced from Figure 5.2), before any adjustment, the Army’s 
suicide rate was generally lower than the NVDRS-CPS sample rate until 2006. In 2008 it 
surpassed the rate in our NVDRS-CPS sample. Adjusting the NVDRS-CPS sample to be 
similar to the Army based solely on age and gender distributions increases the suicide rate in 
the NVDRS-CPS sample because the distribution of the NVDRS-CPS sample has shifted to 
include a much higher percentage of males and a younger population. The Army’s suicide rate 
was generally lower than the adjusted NVDRS-CPS rate (i.e., the “expected rate”) until 2009, 
at which point the two rates were generally comparable and remained so until 2015.
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Further adjusting for race/ethnicity, educational attainment, and marital status decreased
the adjusted NVDRS-CPS rate. This changes the comparison with the Army such that in 
2008 the Army’s rate exceeded the fully adjusted suicide rate and remained higher until 2015. 
Additional analyses suggest that matching the NVDRS-CPS sample to the Army on marital 
status plays the largest role in shifting the suicide rates for the NVDRS-CPS weighted sample 
after matching on age and gender.

As noted, accounting for factors such as race/ethnicity, educational attainment, and mari-
tal status notably shifted the estimated suicide rate for the NVDRS-CPS population in large 
part due to the fact that we have changed the underlying Army population characteristics to 
which we are trying match the general population, affecting the conclusions one might draw 
from the Army-civilian comparison. The decision to include marital status and educa tion 
depends primarily on the underlying assumed theory about the relationship between Army 
service and these factors. If the theory for both is that the Army attracts individuals based 
on their education levels and marital status/aspirations, then both should be included in the 
matched comparisons between the Army and the general population. If education and/or mar-
ital status is being driven to change by DoD policies, it would be best not to include them 
directly in the matching because their inclusion might obscure the impact of serving in the 
Army on suicide risk.

The Army differs from the general population in many ways, and it is these differences 
that account for the shift in the expected suicide rates described above. More specifically, we 
identified five additional factors (geography, parenthood, occupation, mental health, and fire-
arm availability) that could be important for comparing and studying the two groups. How-
ever, limited data availability constrained our ability to include these unmatchable factors in 

Figure 6.1
Army and Civilian Suicide Rates for Unweighted NVDRS-CPS, Traditional NVDRS-CPS Adjustment 
(Age Plus Gender), and Fully Adjusted NVDRS-CPS Samples
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our analysis. Given the known geographic variation in suicide rates across states, it may be 
fruitful to include state-level indicators as more states participate in the NVDRS and those 
data become available. However, there are theoretical reasons why both where the soldier died 
and where the soldier was from may be important to consider.

We also explored Army-specific factors of rank and deployment history that are associ-
ated with suicide even after controlling for our matchable factors. Our analyses of unmatched 
factors showed that unit location (CONUS or not in CONUS), rank, deployment history, and 
soldier’s job explain variation in suicide risk above and beyond the matchable factors consid-
ered in our analysis.

Job-related duties and operational tempo are other factors that may distinguish soldiers 
from the general population. Drawing parallels between general population and Army job cat-
egories would have been a challenging task in and of itself. However, we were unable to even 
consider this challenge due to limitations in general population mortality data systems. If the 
Army is interested in pursuing adjustment by occupation or industry, it should consider the 
following recommendation:

2. The Army should collaborate with the U.S. Census Bureau, the Centers for Dis-
ease Control and Prevention, and the Department of Labor to improve occupa-
tion/industry coding for general population deaths.

Given that occupation is a known risk factor for suicide in both populations, better qual-
ity data on the general U.S. population would be useful to obtain. In Appendix A, we describe 
our efforts to better understand how occupation and industry are coded in federal data sys-
tems. Because the CPS data on industry and occupation are coded by the U.S. Census Bureau, 
we recommend applying the Census Bureau’s coding procedures, which involve both auto-
coding via an algorithm and manual coding by clerks for difficult entries. RAND Arroyo 
Center made several attempts to collaborate with Census Bureau researchers to apply their 
autocoder to the NVDRS data we had acquired. We were not successful due to the proprietary 
nature of their coding algorithm and the Census Bureau’s limited resources. A collaboration 
between the Army, Census Bureau, CDC, and Department of Labor could make facilitating 
more accurate coding of death records a priority.

A soldier’s job-related duties and operational tempo (“unmatchable” factors) are other 
factors that may distinguish the Army and general populations. However, we were unable to 
draw parallels between general population and Army job categories due to limitations in how 
occupation is coded in the mortality data available on the general population. A collaboration 
between the Army, Census Bureau, CDC, and Department of Labor could increase the prior-
ity assigned to more accurate coding of occupation and industry in death records for the gen-
eral population. Additionally, extensive work would be needed to determine how to determine 
which general population occupations best align with military occupations. Preliminary work 
in this area has been done by Wenger and colleagues (2017) and could be used as a basis for 
this work.

3. The Army should collect voluntary data on soldiers who own personal firearms 
and should encourage the CDC or another federal agency to resume collecting 
voluntarily provided survey data on gun ownership and use in the general popu-
lation. 



62    Comparing the Army’s Suicide Rate with the General U.S. Population

This recommendation echoes recommendations that RAND has made more generally 
to improve gun policy science (Morral, 2018a). Soldiers may differ from their general popula-
tion counterparts regarding ownership of or access to personally owned firearms, the suicide 
method used in the majority of Army suicides. Adjusting for this factor may also be impor-
tant for making comparisons between the Army and general population. As noted, this factor 
falls into our third set of characteristics for which careful consideration before inclusion in the 
standardization process. If the goal of an analysis is to estimate the effect of Army service on 
suicide risk, including such controls as access to firearms should be avoided because this char-
acteristic represents the specific mechanism by which Army service affects suicide risk (e.g., 
through availability of military firearms). However, there may be some research purposes for 
which one does want to control for firearm access—for example, to directly study how much 
of the effect of Army service on suicide risk is mediated through access to military firearms. 
Unfortunately, high-quality data in both the general population and the Army is fundamen-
tally lacking. The lack of data on personally owned firearms among soldiers and the general 
populations impedes the Army’s ability to adjust for or study a potentially important factor 
that may distinguish soldiers from members of the general population and that is correlated 
with suicide.

Finally, the Army and the general population may differ with respect to the presence of 
mental health conditions that are among the strongest risk factors for suicide. Unfortunately, 
limited data in the general population on either diagnosed mental health conditions or mental 
health symptoms make weighting on this factor impossible in the study’s data sets. However, 
the Army could examine the rate of suicide among those with mental health diagnoses relative 
to individuals from the general population with the same diagnoses, adjusting for the sociode-
mographic characteristics described above. Our final recommendation, therefore, is that

4. Future research should examine suicide risk among those with mental health diag-
noses in the Army relative to similar individuals in the general U.S. population.

The Army and general U.S. population may differ with respect to mental health condi-
tions, which are among the strongest risk factors for suicide. For example, the 2014 STARRS 
report showed that lifetime prevalence estimates of a variety of mental disorders were signifi-
cantly higher among new soldiers who were surveyed during their first few days after reporting 
for duty than similarly matched individuals from the U.S. population on age, gender, educa-
tion, and race/ethnicity in 2011–2012. This highlights the underlying challenge in comparing 
the Army’s suicide rate with the general U.S. population in that the kinds of people who joined 
the Army are generally at substantially higher risk of suicide related to history of mental dis-
orders than similar individuals from the general U.S. population who could have, but did not, 
enlist. Even if these types of differences do not extrapolate to all years (e.g., it might also be 
that all those new soldiers with high burden of prior psychopathology never made it past their 
first year of service and did not contribute to the high Army suicide rate), there is a great need 
to be able to match the two populations on mental health to be able to better understand the 
role mental health plays in suicide rates and the comparison of rates between the Army and the 
general U.S. population.

Data deriving from medical claims may be most easily linked to death data and has 
detailed information on mental health diagnoses and thus may be the most fruitful avenue for 
future research. The Army could replicate the methods used in this study to examine the rate 
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of suicide among those with mental health diagnoses in the Army relative to individuals in the 
general population with the same diagnoses, adjusting for the sociodemographic characteristics 
described above. Such research will likely require partnership with an existing health system or 
data system like the National Inpatient System that not only reports mental health diagnoses 
within an insured population but also links mental health information to cause of death data. 
To do this, data on diagnoses will be needed not just for suicide cases but also for the entire 
Army and general U.S. populations at risk. Additionally, the Mental Health Research Net-
work is a consortium of 11 health care systems that serves over 11 million individuals across 
11 states. Its data have been linked to cause of death data (Ahmedani et al., 2014) and may be 
suitable for conducting such an analysis. This investigation may provide as much insight into 
the phenomena of Army suicides and how they compare with general population suicides as 
it does about the type of care provided in the Military Health System, a recent priority for the 
Department of Defense (Hepner et al., 2018) and the Army (Srinivasan et al., 2016). Again, to 
do this, data on diagnoses will be needed not just for suicide cases but also for the entire Army 
and general populations at risk. Additionally, care will need to be taken to address any differ-
ences in general population and Army/military health systems regarding coding of psychiatric 
diagnoses.

Conclusion

Comparing the Army’s suicide rate with that of the general population is important to help 
determine whether suicides in the Army are related to Army experiences or a function of the 
people the Army enlists (i.e., young men with high school degrees who are likely to marry 
before their peers). The comparison can yield insights into Army suicides that may be critical 
for the Army Resilience Directorate. However, such comparisons do not change the Army’s 
obligation to care for its soldiers, including preventing soldiers from killing themselves. Under-
standing how the Army compares with the general population community may help to iden-
tify strategies that can prevent suicide, but such analyses do not diminish the Army’s respon-
sibility to those who serve.
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APPENDIX A

Industry and Occupation Coding in the NVDRS

In death records, industry and occupation are typically coded in “free-text” fields in which 
medical examiners or coroners write in their descriptions of the person’s industry and occupa-
tion. Guidelines for doing so exist (Robinson et al., 2012). Since 2012, there have been nearly 
40,000 suicide deaths in the United States; thus, the challenge for surveillance is to determine 
an efficient way to convert these text fields into standardized, numeric codes for surveillance. 
In addition, it is important that the codes used for deaths are comparable with the codes used 
in the CPS (which constitute our denominator) so that we can accurately estimate suicide risk. 
We describe below the options we pursued to efficiently code the NVDRS occupation and 
industry data.

Existing Coding Schema

There are four coding schema used to classify occupations and industries in U.S. data systems. 
These are described in Table A.1.

Table A.1
Coding Schema for Industry and Occupation

Description Use

North American 
Industry Classification 
System (NAICS), 2012

2- to 6-digit codes interpretable at 
multiple levels: sector (2-digit), subsector 
(3), industry group (4), NAICS industry 
(5), and National industry (6). Versions: 
2002, 2007, 2012, 2017. Designed 
under the Office of Management and 
Budget to replace the now-defunct 
SIC (Standard Industrial Classification) 
4-digit system.

Developed to provide an international 
standard to describe business 
establishments in statistical data 
publications from federal government 
agencies (in U.S., Canada, and Mexico).

Standard Occupation 
Code (SOC), 2010

2- to 6-digit codes, listing 23 major 
groups, 97 minor groups, 461 broad 
occupations.

Used by federal statistical agencies 
to classify workers into occupational 
categories.

Census Industry 
Codes

Based on 2012 NAICS, with reduced 
detail to avoid potential disclosure 
issues. 2-digit versions list 20 sectors; 
4-digit versions list 269 industries

Used by Census Bureau to classify 
workers into industry categories, 
based on census/ACS responses. Can be 
crosswalked to 2012 NAICS.

Census Occupation 
Codes

Based on 2010 SOC. 2- through 4-digit 
codes. 2-digit versions list 23 major 
groups; 4-digit versions list 539 codes.

Used by Census to classify workers 
into occupational categories, based on 
Census/ACS responses. Can be cross-
walked to 6-digit 2010 SOC.
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NVDRS Occupation and Industry Codes

Some observations in NVDRS arrive with occupation and industry precoded by the states 
when they are submitted to the CDC, whereas other states have not coded occupation and 
industry at all. Even among states that have provided coding, their rates of comprehensiveness 
vary. Only Alaska and Utah have provided codes for almost all their records; South Carolina 
and Georgia often have missing information for the write-in text fields (Figure A.1).

Availability of Free-Text Job/Industry Data

We examined the job/industry text fields in the NVDRS and grouped results into four cat-
egories: (1) unemployed/never employed/none/disabled; (2) students; (3) not available (N/A)/
blank/missing/unknown; and (4) potentially codeable text (all remaining entries). As shown 
in Table A.2, in total 87.0 percent of industry and 83.5 percent of occupational fields fall into 
category 4 and thus eligible for coding.

Figure A.1
Coding of Occupation and Industry Codes in the NVDRS, by State
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Table A.2
Disposition of Industry and Occupation Fields in the NVDRS

Code Text Industry Occupation

Codeable text (potentially) 87% 83.5%

N/A, blank, missing, unknown 9.6% 7.1%

Students (exact matches) 0.8% 5.7%

Unemployed, never employed, “none,” “disabled” 2.6% 3.7%
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While in general 87 percent of industry and 83.5 percent of occupation codes are catego-
rized as “codeable,” the quality of the free text varies by state, shown in Figure A.2. Note that 
in this figure, the x-axis refers to the percent of all records in NVDRS (so the entire chart sums 
to 100 percent and the length of the bar for each state represents what portion of NVDRS 
records it accounts for). As shown, states like South Carolina, Ohio, New Jersey, Kentucky, 
and Georgia have high proportions of fields that are N/A, blank, missing, or unknown.

Converting Text Fields to Industry and Occupation Codes

We identified four automated systems to convert text fields into one or more of the aforemen-
tioned industry/occupation coding schemes.

NIOSH Industry and Occupation Computerized Coding System

The National Institute for Occupational Safety and Health’s Industry and Occupation Com-
puterized Coding System (NIOCCS) is a web-based software tool developed by the CDC’s 
National Institute for Occupational Safety and Health (NIOSH) to translate free-text infor-
mation describing industry and occupation to standardized codes—that is, NAICS, SOC, and 
Census Bureau industry and occupation (I&O) codes. It takes two text fields as inputs: “job 
title” and “industry title.” To control the rate of false positives, NIOCCS can be run with two 
different accuracy thresholds: the “high” accuracy setting is calibrated to provide 90 percent 
confidence in autocode results and the “medium” settings, 70 percent confidence.

Figure A.2
Disposition of Industry and Occupation Fields in the NVDRS, by State
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As NIOCCS does not generate codes for all text entries provided, it is best used as part of 
a multiphased strategy. Performance of the NIOCCS with the 2012 NVDRS data by RAND 
Arroyo Center for this project is described below.

SOCcer

SOCcer was developed by Russ et al. (2016) to assign SOC-2010 codes based on free-text 
job description components and previously coded industry classifications. To generate codes, 
SOCcer takes a stacked ensemble approach, in which the submodels are used to generate pre-
dictions which are then input into a logistic regression that determines the final classification. 
Models were fit using a training data set of free-text job description data and corresponding 
manually coded SOC codes. The submodels used in the stacked ensemble approach include 
classifiers based on job title, industry, and task. Job title-based classifiers involve computing 
a soft Jaccard index which computes the relative frequency with which a free-text entry (after 
correcting for spelling irregularities) belongs to a given SOC code. An industry-based classi-
fier is included to nudge occupation codes toward occupations that occur with more than 1 
percent prevalence within any industry; for example, so the job title text “fireman” is assigned 
the “firefighter” occupation code (common in the “fire protection” industry) rather than a 
“kiln operator” code (a niche occupation within the pottery production industry). A task-based 
classifier uses a “fuzzy fingerprint” approach to associate words appearing in job task descrip-
tion with SOC codes. Last, predictions are input into a logistic regression that generates prob-
abilities for various SOC codes, outputting as the autogenerated code that with the highest 
estimated probability.

Running SOCcer requires inputting two text strings describing “job title” and “task.” 
With only these data inputs, Russ et al. (2016) demonstrate that SOCcer can effectively gen-
erate autocodes for a large number of cases. When comparing SOCcer against NIOCCS to 
reproduce expert assignments from the Occupational Safety and Health Administration’s Inte-
grated Management Information System, Russ et al. (2016) found that “the highest scoring 
SOC code from SOCcer using both job title and industry matched the expert consensus SOC 
code for 36.8 percent and 70.4 percent of the jobs at the 6-digit and 2-digit levels, respectively.” 
In contrast, NIOCCS provided assignments for only 3,332 (28 percent) U.S. Renal jobs with 
the remaining assignments not provided because they had a “medium” level confidence or less. 
Overall, the agreement between NIOCCS and coders was only 17.3 percent at the 6-digit level 
(Russ et al., 2016) when considering nonassigned jobs as a mismatch.

U.S. Census Bureau Autocoder

Since 2012, the U.S. Census Bureau has used an autocoding algorithm to help code free-text 
descriptions of (a) employer name, (b) industry descriptions, (c) job description, and (d) job 
duties.1 This approach is two-phased: autocoding is attempted first, with difficult entries 
referred to manual coding by clerks.

To calibrate the threshold for whether an entry should be autocoded or referred to manual 
coding, a study comparing outcomes of manual and autocoding was performed. As such, 
the algorithm classified 56 percent of industry codes and 43 percent of occupation codes. 

1 Employer name (INW2): “For whom did this person work?” Industry Description (INW3): “What kind of business or 
industry was this? Describe the activity at the location where employed.” Occupation description (OCW1): “What kind of 
work was this person doing?” Job duties (OCW2): “What were this person’s most important activities or duties?”
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Manual/autocoder comparisons found clerical disagreement rates of 4.5 percent and 5.9 per-
cent, respectively. Ten percent of industry codes (representing 1.3 percent of records) are not 
even attempted to be autocoded, and it’s the same with 20 percent of occupation codes (1.6 
percent of records).

The census method follows the following steps: (1) assemble data dictionaries from 
common strings of consecutive words, (2) fit a logistic regression prediction I&O codes from 
presence of wordbits (total counts and conditional probabilities), (3) use “hard-coding,” over-
riding the logistic regression output, for text entries that commonly generate errors from the 
logistic regression. More detail about these steps is described as supplemental text at the end 
of this appendix.

RAND Arroyo Center made several attempts to collaborate with Census Bureau research-
ers to apply their autocoder to our NVDRS data. However, the Census Bureau declined to 
share either (a) the algorithm for their logistic regression or (b) the dictionaries they use to hard-
code certain entries. RAND Arroyo Center also attempted to coordinate a strategy whereby 
we would send them our NVDRS data for them to auto- and/or manually code. They were 
willing to consider this in principle, but in practice they seemed much too overburdened to 
take on additional work.

Performance of Various Autocoding Algorithms

We applied both the NIOCCS and SOCcer algorithms to the 2012 NVDRS occupation and 
industry fields, both of which are available via an online tool (see CDC, undated c; National 
Institutes of Health, undated). Specifically, we applied both the NIOCCS high and medium 
threshold algorithms (the latter classifies more uncertain entries) as well as the SOCcer algo-
rithms with a score 50 percent cutoff and without a score cutoff (classifying all entries, regard-
less of uncertainty). We generated, where possible, industry/occupation codes of several types: 
NAICS code, Census Industry Code, Census Occupation Codes, SOC (6-digit), and SOC 
(2-digit). The NIOCCS algorithm directly outputs Census Bureau I&O Codes, NAICS 
codes, and SOC codes. SOCcer only provided estimates for 2-digit SOC codes; in a personal 
communication, a developer of SOCcer told us: “[T]he ability to code to 6-digit SOC-2010 
is a function of the quality of the provided job information. In many studies we have found 
insufficient job detail with which to code (based on expert review) beyond a 3-digit level.” The 
results are summarized in Table A.3.

These results demonstrate the difficulty of using autocoding algorithms in isolation to 
generate industry/occupation codes for observations in the NVDRS data set. There is a sharp 
trade-off between prediction accuracy and comprehensiveness. Under recommended accu-
racy settings, NIOCCS (under “high” accuracy) generated predictions for only 45 percent 
of NVDRS observations and the SOCcer (calibrated for “50 percent” accuracy) for only 19.5 
percent.

A full evaluation of these algorithms requires a better understanding of the accuracy-
comprehensiveness trade-off. The availability of manually coded entries in some states provides 
the opportunity to validate algorithms based on their performance for these labeled entries. We 
compute rates of agreement with the manually coded 2-digit SOC entries, comparing them 
with the SOCcer-generated codes (using the 50 percent threshold versus no threshold) and 
the NIOCCS-generated codes (at the “medium” and “high” calibrations). Though one might 
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expect to find an arc-shaped receiver operating characteristic (ROC) curve trading off accu-
racy and comprehensiveness, instead we find that accuracy matched against manually coded 
observations is quite poor and inelastic with respect to calibration. This suggests that either the 
manual codes are often incorrect or that the nature of the free-text entries in the NVDRS data 
set are not amenable to the autocoding algorithms.

To investigate further, we implement within-state analysis of the rates of agreement 
between manually coded entries and autocoded observations (Figure A.4.). We see that agree-
ment rates vary wildly by state: for Alaska, Colorado, and New Mexico, the 2-digit SOC 
codes generated by NIOCCS (medium accuracy) and SOCcer (50 percent threshold) match 
the manually assigned codes with between 25 percent and 38 percent accuracy. Five states 
(Kentucky, Massachusetts, Wisconsin, Utah, and North Carolina) yielded accuracies between 
5 percent and 10 percent. For all other states, occupation codes are either not provided to 
NVDRS or are provided but are probably low quality, as they never matched the NIOCCS/
SOCcer-generated codes. Meanwhile, a comparison of 2-digit SOC codes output by NIOCCS 

Table A.3
Percent Data Availability by Code

Code Type
NIOCCS  

High
NIOCCS  
Medium Manual

Soccer (50% 
Threshold)

Soccer (No 
Threshold

U.S. Census industry 67.9 83.6 9.0 N/A N/A

U.S. Census occupation 67.6 83.5 9.1 N/A N/A

NAICS industry 46.4 62.2 N/A N/A N/A

SOC (6-digit) 45.2 61.1 N/A N/A N/A

SOC (2-digit) 45.2 61.1 7.9 19.5 1

Figure A.3
Manual Code-Agreement Versus Availability by Algorithm, Calibration 
(2-Digit SOC)
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and SOCcer shows an average intra-algorithm agreement rate of about 80 percent, which holds 
robustly across different states. A combination of these two factors (the high rate of agree-
ment between NIOCCS and SOCcer codes, plus the large state-to-state variation in agree-
ment across manual codes and autogenerated codes) suggests that there are substantial data 
quality concerns with either the manually coded SOC codes or the accompanying free-text 
descriptions.

Given the potential data quality concerns, an attempt to describe the distribution of 
occupations in the NVDRS data would benefit by reference to both manual codes provided 
by the states and autogenerated codes. Figure A.5. illustrates the distribution of occupation 
codes by each of these methods. Note the different patterns: SOCcer identifies the two most 
popular occupation groups to be “personal care and service” and “construction and extraction”; 
the state-provided codes instead point to “transportation and material moving” followed by 
“production.”

Conclusion

Efforts to code industry and occupation based on free-text description of job title, task, and 
industry title are under development by a number of actors, including U.S. federal agencies and 
leaders in the academic community. Substantial progress has been made in the past decade, 
but nonetheless autocoding methods are best used as combination of a multiphased approach, 
coupled with semiautomatic methods (e.g., conversion of text strings to codes using a “hard-

Figure A.4
Two-Digit SOC Autocode Agreement by State, Method
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coded” dictionary matching strings to codes) and manual clerical coding. Application of two 
leading algorithms, NIOCCS and SOCcer, to the NVDRS data set suggest that this data set 
is particularly difficult for the production of autocoded entries. Both NIOCCS and SOCcer 
algorithms are generally poor at providing autocoded entries, and where those entries are able 
to be produced, they do not validate well with the SOC codes that some states provide to the 
NVDRS system. The combination of these factors suggests potential data concerns with the 
SOC codes provided by states and potentially also the write-in text describing job and indus-
try title. In conclusion, analysis of the occupation and industry codes in the NVDRS data set 
should include nonautomated methods and perhaps also include careful validation of state-
provided codes.

Supplementary Detail on the Census Autocoder

Data dictionaries are constructed that match “wordbits” to I&O codes, working from a sample 
of 1.5 million records out of the 2.3 million that were manually coded in the 2010 census. 
Wordbits are consecutive word strings (not cleaned for spelling errors or prefixes and suffixes). 

Figure A.5
Distribution of Available 2-Digit SOC Codes by Manual, SOCcer Methods
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Separate dictionaries are constructed for one-word, two-word, and all-word length word bits. 
Separate dictionaries are also constructed to match each of the four text fields (INW2, INW3, 
OCW1, OCW2) to I&O codes. For consideration in inclusion in a data dictionary, word bits 
must (a) occur at least 30 times in the data, and (b) be associated with a single I&O code on at 
least half of its appearances. Likewise, “crosscode” dictionaries are created that associate INW2 
and INW3 text with occupation codes or OCW1 and OCW2 text with industry codes. Eligi-
bility requirements for crosscode are different: appearing 30 times in the data but matching a 
single code on at least three-quarters of occasions. For prediction purposes, crosscodes receive 
less weight than same-code matches.

Use of logistic regression. Industry codes are assigned first, though with consideration 
of crosscodes from occupation fields; afterward, occupation codes are assigned with consider-
ation of the autoassigned industry code. This mimics the clerical process, where coding deci-
sions are made together. Explanatory variables include information from data dictionaries (e.g., 
wordbit count [i.e., sample size for the word bit in the data set], code frequency percent [percent 
of a word bit’s appearances that return a given I&O code]) and ACS response data (e.g., sex, 
age, number of words in INW2 entry). Except for the frequency, percent continuous variables 
are binned (information on how is not provided, but bins were calibrated to maximize agree-
ment rates). Logistic regressions are used, predicting one if the autocoded entry matches the 
clerically coded entry, outputting a prediction score (P-HAT).

Use of hard codes. Text entries that most commonly generated errors received follow-up 
attention by experts, who created “hard codes” that map text strings to I&O codes. (Hard-
coded entries, or exact word string matches, are treated as if they are certainly accurate, i.e., 
receiving a regression output P-HAT of one.)

Use of thresholds for issuing an autocode. Thresholds were calculated separately for 
industry and occupation codes, with the goal of only issuing autocodes just as good as clerical 
coding (i.e., matching a more careful “expert coding” at the same rate as a standard clerical 
code, for about 5-percent agreement). Autocodes were sorted by P-HAT, generating a ROC 
curve, at which separate P-HAT cutoffs were assigned for I&O codes. The cutoffs were set at 
levels that, on the 2010 data, generated codes for 43 percent of occupation records and 56 per-
cent of industry records.

Problems with autocoding performance: words with multiple meanings: for example, 
manager/dealer/editor; excessive weight on some words: for example, x-ray installer; phrasing: 
“engineering manager” versus “engineer, managing a team”; spelling.

Potential improvements. Input could be done with a drop-down menu rather than free 
text. Data could be cleaned to correct spelling errors, remove prefixes/suffixes, or combine 
synonyms into single entries.
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APPENDIX B

Suicide Modeling Methods

Cumulative Logistic Models

Cumulative (person-level) logistic regression models assess the relationship between a set of risk 
factors and a specified dichotomous outcome event. The logistic regression model assumes that 
the length of follow-up time has limited effect on parameter estimates, which may not be valid 
in mortality studies given that the likelihood of observing a death will tend to increase with the 
length of time an individual is followed or with the overall length of time that the individual is 
observed over the study period. Prior simulation studies have shown that the cumulative logis-
tic model can produce serious bias when length of follow-up varies considerably across subjects 
(Annesi, Moreau, and Lellouch, 1989; Ingram and Kleinman, 1989).

Estimates from these models express the association between risk factor and suicide as 
relative odds. Given our interest is in the risk of suicide as opposed to the time to event, logis-
tic models are on their face most appropriate to our outcome of interest. However, standard 
logistic regression analyses may be inappropriate when individuals are studied for varying 
lengths of time as models need to take into account not only whether the event of interest 
occurred for an individual but also the length of time that each individual is exposed to the 
risk of the event.

Weighted Logistic Models

A limited literature has used a weighted logistic regression to account for differential follow-up 
length. We identified one study using a weighted logistic model in estimation of the recur-
rence of adenomas, where the weight function was an increasing function of follow-up length 
(Hsu, Green, and He, 2007). The authors evaluated three weighting functions: (1) a uniform 
weight function (= observed follow-up divided by maximum follow-up); (2) an exponential 
weight function; and (3) a nonparametric weight function derived from a Kaplan-Meier sur-
vival curve).

Using Monte Carlo simulations, their article showed that traditional cumulative logit 
methods underestimated event rates across all scenarios and that the Kaplan-Meier survival 
method (with right-endpoint imputation) tended to overestimate event rates. The performance 
of the Kaplan-Meier method (with midpoint imputation) depended on the hazard function, 
and the weighted logit method (even with the simpler uniform weighting function) provided 
reasonable estimates for the event rate.
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Survival Analysis Models

Survival analysis methods may be more appropriate in the study of Army suicide risk due to 
two primary reasons. First, these methods are more appropriate in the presence of censored 
observations (i.e., allows analysis before all events have been observed). Second, these methods 
can accommodate the staggered entry of individuals into the data set (i.e., individuals enter the 
data set at different times during the study). Note that a key assumption is that right-censoring 
is noninformative—that is, event times are independent of the censoring mechanism (analo-
gous to the “missing at random” assumption).

Additionally, survival analysis methods are preferred over logistic models when there is 
interest in the time to event as opposed to just the occurrence of the event. However, this is 
not the focus of our current study and is thus a less important consideration when selecting 
between models. Indeed, unlike the cumulative logistic model, survival models have as the 
outcome of interest “time to event,” and it has been noted that the effect of a particular covari-
ate on the cause-specific hazard function of a particular failure type may differ greatly from 
the effect of that covariate on the corresponding cumulative incidence function (see Zhang et 
al., 2009).

Discrete Time Survival Analysis (DTSA)

The person-time logistic model (Ingram and Kleinman, 1989), partial logistic regression 
(Efron, 1988), or pooled logistic regression (D’Agostino et al., 1990) are methods of DTSA that 
modify the cumulative logistic regression model by expressing the dependent variable as the 
number of outcome events per person-time unit rather than per person. It appears these may 
all be equivalent models just with different naming conventions. With the person-month as the 
unit of analysis, individuals would thus only contribute information for the months in which 
they are observed in the data set, thus allowing for analyses with censored data or staggered 
entry. Advantages of the approach are that (1) time-varying predictors are easily accommo-
dated, (2) random effects can be included, (3) competing risks can be examined, and (4) non-
proportional hazard models can be estimated (Koslow et al., 2014). Time-dependent effects 
are introduced as interactions between the covariates and the discrete factor (or set of dummy 
variables) representing time. Gibbons et al. (2003) apply these methods to study transplant and 
mortality risk using a framework that includes a vector of random effects to model variations 
across Organ Procurement Organizations.

In the person-time logistic regression, estimated coefficients can be interpreted as discrete 
time survival coefficients (Willett and Singer, 1993). The assumption of the person-time logis-
tic model is that the probability of suicide death for an individual in any time interval is inde-
pendent of the number of time intervals already survived—that is, survival time is assumed 
to be exponentially distributed (Anderson et al., 1980; Ingram and Kleinman, 1989). Efron 
(1988) shows that the person-time logistic model approximates standard continuous paramet-
ric models of the survival hazard. In further simulation studies, this model has been shown to 
provide a good approximation to the Cox time-dependent regression model when the rate of 
occurrence of the event of interest is low, the follow-up period is short, and the relative risks 
associated with risk factors included in the models are small or moderate (see Callas et al., 
1998).
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Poisson Models

Like the person-time logistic model, the Poisson regression model assumes exponential survival 
time. One potential advantage of using the Poisson regression over the person-time logistic is 
that it provides maximum likelihood estimates of the rate ratio (or hazard ratio) that are consis-
tent with traditional methods for analysis of cohort data (Ingram et al., 1990). In grouped data 
for use in Poisson regressions, an offset variable can be included to account for total exposure. 
However, Poisson regression analysis can also be conducted on ungrouped person-time data 
where each observation represents a unit of person-time at risk (Loomis et al., 2005). A recent 
example of the use of Poisson regression to analyze mortality with follow-up time used as an 
offset is offered in Cheng et al. (2016). These are types of modified Poisson regression models 
with robust and/or sandwich variance estimators for the estimation of risk ratios (see Zou, 
2004; Zou and Donner, 2011). Previous studies have noted that the Poisson regression model 
is equivalent to the piecewise exponential survival model where time (or duration of exposure) 
is partitioned into separate intervals and the baseline hazard is assumed constant within each 
interval (Holford, 1980; Laird and Olivier, 1981). Thus, one advantage of discrete time sur-
vival models compared with the piecewise exponential survival model or Poisson model is that 
one does not need to make the assumption that the hazard function is constant within each 
interval.

Link Functions in DTSA

Discrete time survival analysis using the logistic link and person-month as the unit of analy-
sis appears to be the preferred model used in recent studies of suicide risk factors with Army 
STARRS (Schoenbaum et al., 2014; Gilman et al., 2014; Kessler et al., 2015b). However, there 
are other potential link functions for use in the generalized linear model, such as the probit 
link function and complementary log-log link function (Rodriguez, 2008). An advantage to 
the latter is that the resultant regression coefficients are equivalent to those of an underlying 
proportional hazards regression model (Austin, 2017). Thus, the estimated coefficients can be 
interpreted as having a relative effect on the hazard of the occurrence of the event. Addition-
ally, the complementary log-log link has been proposed as being more appropriate when time is 
continuous but only observed in grouped discrete form. Rodriguez (2007) notes the following 
recommendations regarding the choice of survival analysis methods using generalized linear 
models.

• If time is truly discrete (e.g., an event that can only occur at discrete points of time, such 
as an outcome of grade completion which only occurs at the end of a school year), then 
one should probably use the discrete model with a logit link, which has a direct interpre-
tation in terms of conditional odds and is easily implemented using standard software for 
logistic regression.

• If time is continuous but one only observes it in grouped or interval form, then the com-
plementary log-log link would seem more appropriate. Results based on the complemen-
tary log-log link should be more robust to the choice of categories than results based on 
the logit link.

• If time is continuous and one is willing to assume that the hazard is constant in each 
interval, then the piecewise exponential approach based on the Poisson likelihood is pref-
erable. This approach is reasonably robust to the choice of categories and is unique in 
allowing the use of information from cases that have partial exposure.
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• If time is truly continuous and one wishes to estimate the effects of the covariates without 
making any assumptions about the baseline hazard, then Cox’s partial likelihood is a very 
attractive approach.

Split Population Models (or Cure Models)

In standard survival analysis methods, an implicit assumption is that the cumulative distribu-
tion function approaches one as time at risk becomes sufficiently large—that is, all individuals 
who do not experience suicide death during the study period would eventually die of suicide 
if observed over a long enough period (Schmidt and Witte, 1989). This assumption may be 
inappropriate in the context of suicide risk as some individuals may never commit suicide, 
regardless of external circumstances or length of follow-up. To allow for the existence of a 
never-suicide population, there is a modified hazard approach that has been commonly used in 
the study of substance use initiation and cessation (see Kostova et al. [2016] for some citations): 
the split population duration (SPD) model, which allows a fraction of the right-censored obser-
vations to correspond to subjects who will never experience the event of interest. (Note: In the 
biostatistics literature, this may be referred to as the Mixture Parametric Cure Model [Lam-
bert et al., 2007].) This model was originally applied (at least in the economics literature) by 
Schmidt and Witte (1989) to study risk of criminal recidivism. Swaim and Podgursky (1994) 
generalized the model to allow for right-censoring; Forster and Jones (2001) and Tsodikov et 
al. (1998) developed SPD models that accommodate time-varying covariates.

The split population model first estimates the individual probability of ever experienc-
ing the event of interest, then weights the hazard function by this probability. Intuitively, split 
population models allow for a subpopulation that never experiences (and will never experience) 
the outcome of interest. The general approach is the estimation of a mixture of a standard 
hazard density and a point mass at zero; thus, compared with standard DTSA, split population 
models estimate an additional parameter(s) for the probability of eventual failure. Further, split 
population survival analyses allow the association of covariates with experiencing the outcome 
and time to experiencing the outcome to be examined separately within the same model.

See Lai and Yau (2009) or Seppä et al. (2010) for discussion of multilevel mixture cure 
models with random effects. Seppä et al. (2012) also provide potentially relevant discussion of 
quantifying realistic error margins for random error in numbers and proportions of avoidable 
deaths. See Xi et al. (2012) for an application of the Cox cure model to suicide risk.

Machine-Learning Techniques

While it is outside the scope of this study to review recent literature on machine-learning tech-
niques in the estimation of suicide risk, we here point the interested reader to several relevant 
studies.

• An Evaluation of Randomized Machine-Learning Methods for Redundant Data: Predicting 
Short and Medium-Term Suicide Risk from Administrative Records and Risk Assessments 
(Nguyen et al., 2016)
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• “Evaluating the High Risk Groups for Suicide: A Comparison of Logistic Regression, 
Support Vector Machine, Decision Tree and Artificial Neural Network” (Amini et al., 
2016)

• “Support Vector Machine Versus Logistic Regression Modeling for Prediction of Hospital 
Mortality in Critically Ill Patients with Haematological Malignancies” (Verplancke et al., 
2008)

• “Predicting Risk of Suicide Attempts over Time Through Machine Learning” (Walsh et 
al., 2017)

• “Developing a Practical Suicide Risk Prediction Model for Targeting High-Risk Patients 
in the Veterans Health Administration” (Kessler et al., 2017).
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APPENDIX C

Candidate Data Sources on General Population Suicides

Table C.1
Candidate Data Sources on General Population Suicides

Data Set
Geographic 
Coverage

Access 
Requirements Description

NVDRS-Public 6 to 27 states, 
depending on  
year

No access 
requirements

Descriptive data including demographic 
information and details around the death where 
available; 2003–2015; only accessible through 
online portal

NVDRS-Restricted 
Access Database 
(RAD)

6 to 18 states, 
depending on  
year

Proposal Package Case-level file of the NVDRS database with all 
available variables provided for research and 
approved use

National Death 
Index (NDI)

Entire U.S. Proposal Package 
& Payment

Data through 2015 now available; compressed 
mortality file—county-level national mortality 
file and county-level population file; county-
level mortality file contains subset of variables 
available in the detailed annual mortality file; 
must request recent years

National Vital 
Statistics System 
(NVSS)

Entire U.S. No access 
requirements

Provide mortality data by multiple cause of 
death for all deaths occurring within the United 
States. Each record in the microdata is based on 
information abstracted from death certificates 
filed in vital statistics offices of each state and 
District of Columbia

Census of Fatal 
Occupational 
Injuries (CFOI)

Entire U.S.; 
includes 
workplace  
suicides only

No access 
requirements

Pre-aggregated (e.g., industry by event or 
exposure, occupation by event or exposure, etc.)

Mortality Detail 
Files

Entire U.S. No access 
requirements

Every death or fetal death registered per year in 
the U.S. from 1968–1992

Detailed Mortality 
(WONDER)

Entire U.S. See CDC  
(undated a)

Provides aggregated summaries from CDC 
databases, including NVSS

Current Population 
Survey (CPS)

Entire U.S. No access 
requirements

Monthly panel survey data weighted to 
be nationally representative; provides 
detailed information on general population 
characteristics
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APPENDIX D

Data Harmonization

Common demographic variables such as race and education are often coded differently across 
separate data sources. In order to use disparate data sources together, the separate coding 
schemes must be harmonized so that all variables contain identical value sets. In this study, 
there were two main data harmonization efforts to ensure successful fusion and compari-
son across the CPS, NVDRS, and Army data. The first concerned aligning variable values 
for all matchable factors between the NVDRS and CPS prior to data fusion to create our 
NVDRS-CPS sample. The second harmonization effort was between the resulting NVDRS-
CPS sample and the Army sample prior to propensity score weighting and analysis. In both 
instances, the goal of recoding was to leave variables as granular as possible across both data 
sets, which generally meant collapsing one data set’s values of a variable up to match the other 
data set. Table D.1 presents the original variable values for the NVDRS and CPS as well as the 
harmonized value. Table D.2 presents the original variable values for the NVDRS-CPS sample 
and the Army sample along with the final, harmonized value.
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Table D.1
Data Harmonization for Merging NVDRS and CPS to Impute Suicide Cases

NVDRS Race Harmonized CPS Race

Race

White White White

Black Black Black/Negro

Asian/Pacific Islander Asian/Pacific Islander Asian only

Hawaiian/Pacific Islander

Asian-Hawaiian/Pacific Islander

American Indian American Indian American Indian/Aleut/Eskimo

Two or more races Two or more races or other White-American Indian

Black-American Indian

White-Black-American Indian

White-Asian

White-Black

White-Hawaiian/Pacific Islander

Black-Asian

White-Black-American Indian-Asian

Other White-American Indian-Asian

White-Black-Asian

White-Black-Hawaiian/Pacific Islander

American Indian-Hawaiian/Pacific Islander

White-American Indian-Hawaiian/Pacific 
Islander

Black-American Indian-Asian

Two or three races, unspecified

Four or five races, unspecified

Unknown N/A N/A

Ethnicity

Not Hispanic Not Hispanic Not Hispanic

Hispanic Hispanic Mexican

Puerto Rican

Cuban

Dominican

Salvadoran

Other Hispanic

Do not know

Unknown N/A Not available/no response
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NVDRS Education Level Harmonized CPS Education Level

Education

<= 8th grade <= 8th grade None or preschool

Grades 1, 2, 3, or 4

Grades 5 or 6

Grades 7 or 8

9th–12th grade 9th–12th grade Grade 9

Grade 10

Grade 11

12th grade, no diploma

High school or GED grad High school diploma or equivalent High school diploma or equivalent

Some college credit Some college credit Some college but no degree

Bachelor’s Bachelor’s Bachelor’s degree

Associate’s Associate’s Associate’s degree, occupational/vocational 
program

Associate’s degree, academic program

Master’s Master’s Master’s degree

Professional school degree

Doctorate Doctorate Doctorate degree

Unknown N/A NIU/blank

Marital Status

Married/civil union/ 
domestic partner

Married Married, spouse present

Married, spouse absent

Never married Never married/single Never married/single

Single, not otherwise  
specified

Widowed Widowed Widowed

Divorced Divorced or separated Divorced

Married, but separated Separated

Unknown N/A N/A

NOTE: NIU = not in universe.

Table D.1—Continued
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Table D.2
Data Harmonization for Merging Army and NVDRS-CPS Samples for Propensity 
Score Weighting

Army Harmonized NVDRS-CPS

Race

Hispanic Hispanic Hispanic

White Non-Hispanic white White

N/A N/A

Black Non-Hispanic black Black

Asian/Pacific Islander Non-Hispanic Asian/
Pacific Islander

Asian/Pacific Islander

Other/unknown Other/unknown Two or more races or other

Education

Less than bachelor’s Less than bachelor’s <= 8th grade

9th–12th grade

High school diploma or equivalent

Some college credit

N/A N/A

Bachelor’s Bachelor’s Bachelor’s

More than bachelor’s More than bachelor’s Associate’s

Master’s

Doctorate

Marital Status

Married Married Married

N/A

Never married Never married Never married/single

Formerly married Formerly married Widowed

Divorced or separated
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APPENDIX E

Analyses for Location and Deployment History

Our results in Chapter Five are limited to including variables that are available for matching in 
both the Army and the general population databases. As shown in Chapters Two and Three, 
there are likely to be other factors not in one or both databases that may also be important for 
matching. RAND Arroyo Center implemented a series of sensitivity analyses that explored the 
role other such factors might play in explaining differences (or similarities) observed between 
Army and matched general populations on suicide outcomes. More specifically, for unit loca-
tion and deployment history, we implemented additionally stratified analyses that examine 
how the comparison of suicide rates change as a function of where soldiers are located (United 
States or non–United States) and deployment history. The results below show how the com-
parisons between the Army and matched general population might changes depending on 
these factors.

Location

Given the protective effect we found for soldiers located outside the United States, we imple-
mented an additional analysis that matched the NVDRS-CPS sample to the Army after 
excluding soldiers overseas. Figure E.1 shows how the suicide rates for the Army compare 
when including versus excluding service members who are located outside the United States. 
As shown, exclusion of these soldiers has little impact on the observed suicide rate, suggesting 
that a comparison between NVDRS-CPS and the entire Army only would change slightly if 
these soldiers were excluded from comparisons.

Deployment History

Given that our analyses showed that soldiers with prior deployment history have higher rates 
of suicides on average than soldiers without any deployments, we implemented two stratified 
analyses that matched the NVDRS-CPS sample to the Army based on deployment history. 
Prior research has shown that the relationship between suicide and deployment history is com-
plex, and as such, we used this analysis to explore whether there were time-varying effects of 
deployment on the comparison of suicide rates between the Army and NVDRS-CPS sample. 
As shown in Figure E.2, there are clearly complex relationships in this regard. Most notably, 
for all three curves, we first note that the confidence bands overlap, suggesting the inferences 
for comparing suicide rates between NVDRS-CPS and the Army do not differ greatly between 
the different groups. In terms of point estimates for the odds ratio comparing suicide risk 
between the Army and the NVDRS-CPS sample, we generally expected the green curve rep-
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resenting the subset of the Army with a deployment history to be slightly higher than the red 
curve which plots the odds ratios for the overall population; this generally occurs. Conversely, 
we expected the odds ratios for the nondeployed soldiers to generally be lower than the overall 
population odds ratio; again, this is the observed pattern we expect in a few years.

Figure E.1
Army Suicide Rates With and Without Soldiers Serving Overseas 
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Figure E.2
Estimated Odds Ratio when Comparing Army to NVDRS-CPS Suicide as a Function of 
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APPENDIX F

2015 Army Analysis

In this appendix, we present our findings from sensitivity analyses which aimed to weight 
both the civilian sample and the Army sample between 2003 and 2015 to one target popu-
lation, namely the Army 2015 population. We undertook this set of analyses given recent 
work from Watkins et al. (2018) that strongly recommended that comparisons between the 
general population and Army population suicide rates be standardized so that both the gen-
eral population and Army samples are matched to one particular year of the Army with 2015 
designated as the current best target (Watkins et al., 2018). They refer to this as a “stan-
dard Army population” approach. As noted in the report, overall implications do not differ 
between using the standard Army population versus our primary analysis which weighted the 
NVDRS-CPS sample within each year to the Army population from that same year. As such, 
we present the analysis from the within-year analysis as our primary set of analyses given its 
ability to better reflect time trends. Here, we show in detail the findings from our standard 
Army population analysis.

Figures F.1 and F.2 show the balance information across years for each set of matching 
factors. In this case, two sets of graphics are displayed—one for weighting the NVDRS-CPS 
sample in each year to the 2015 Army target sample and the other for weighting the Army 
2003–2014 samples to look representative of the 2015 Army. Each individual graph includes 
one line for each factor that we aimed to make the two populations comparable on (e.g., age 
groups 18–21, 21–24, and so on each have their own line and each race/ethnic subgroup has 
its own line). Then, the lines are color coded into overarching categories for the key factors in 
our analysis (age, gender, race/ethnicity, education, and marital status). The graph on the left 
in a given figure shows what happens when we create weights that only make the samples com-
parable on age and gender, while the graph on the right shows what happens when we create 
weights that make the groups comparable on all factors.

As shown in Figure F.1 and as is consistent with our findings in the main report, prior 
to weighting, the mean ES difference between the 2015 Army and NVDRS-CPS sample per 
year ranged from 0.06 to 14.89, suggesting clear, strong imbalances or differences between 
the two populations with respect to age, race/ethnicity, marital status, education, and gender. 
The largest differences occurred with age (mean ES > 2.6 for age groups over 55) and gender 
(e.g., mean ES = 1.00). After applying our PS weights which use all matchable factors to the 
NVDRS-CPS samples from each year, these differences greatly disappeared, resulting in a 
mean ES of 0.02 or 0.46 when matching on all matchable factors or just age and gender, 
respectively. When we match the samples on only age and gender, both age and gender are 
well balanced with mean ES equal to zero across all years but with race/ethnicity, education, 
and marital status having lingering imbalances with mean ES well above our 0.10 threshold.
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In contrast, Figure F.2 shows the balance information across years for each set of match-
ing factors when matching our Army samples from 2003 to 2014 to the Army in 2015. Here, 
we can see that there were much smaller differences between the 2015 Army and the Army 
in most years. The mean effect size difference ranges from is 0.03 to 1.28; the greatest differ-

Figure F.1
Mean Effect Size Difference Between the NVDRS-CPS Samples Across Years 2003–2015 Versus 
the 2015 Army, Before and After PS Weighted When Matching on Only Age and Gender (left side) 
and All Matchable Factors (right side)
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Figure F.2
Mean Effect Size Difference Between the Army Samples Across Years 2003–2014 Versus the 
2015 Army, Before and After PS Weighted When Matching on Only Age and Gender (left side) 
and All Matchable Factors (right side)
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ences occurring with age (mean ES = 1.28 for the age group 65–74, for which there are gener-
ally very few to no soldiers in a given year). All other covariates have mean ES less than 0.17 
prior to weighting. The generally small-to-moderate effect sizes differences are not surprising 
given that demographics of the Army have changed over time (as can be seen in Table 3.2). 
The weighting that used all matchable factors removed these differences so that each weighted 
Army sample looks representative of the 2015 Army in our analysis. Again, after applying our 
PS weights to the Army samples from 2003 to 2014, the small-to-moderate differences disap-
peared, resulting in maximum mean ES of 0.00 or 0.17 when matching on all matchable fac-
tors or just age and gender, respectively. Even in the Army analysis, when we match the samples 
on only age and gender, both age and gender are well balanced with mean ES equal to zero. In 
contrast, race/ethnicity, education, and marital status have lingering imbalances with mean ES 
well above our 0.10 threshold.

Table F.1 provides detailed balance information for the Army and NVDRS-CPS samples 
from 2009, both before and after weighting to the 2015 Army. As shown, there are larger dif-
ferences between the NVDRS-CPS 2009 sample and the 2015 Army sample than between the 
two Army samples. Similar to the results show in Table 4.4, the 2015 Army, prior to weighting, 
had a much smaller percentage of females than the 2009 NVDRS-CPS sample (14.1 percent 
versus 51.7 percent). The 2015 Army also has a smaller percentage of non-Hispanic whites 
than the 2009 NVDRS-CPS sample (58.7 percent versus 71.5 percent) and lower education 
levels (e.g., 77.1 percent of the Army has less than a bachelor’s degree versus 62.3 percent of the 
2009 NVDRS-CPS sample). The 2015 Army population is also meaningfully younger than 
the 2009 NVDRS-CPS sample and has a larger percentage of married people (60.1 percent 
versus 55.7 percent) and less formerly married (5.7 percent versus 18.5 percent) than the 2009 
NVDRS-CPS sample. When comparing the 2009 to 2015 Army samples, the 2009 Army 
sample had a smaller percentage of non-Hispanic whites than the 2015 Army sample (51.5 
percent versus 58.7 percent), a higher percentage of soldiers with less than a bachelor’s degree 
(82.8 percent versus 77.1 percent), and a higher percentage of Asian/Pacific Islander and other 
race solders. These types of trends were replicated across all years (detailed balance tables avail-
able on request).

After weighting for all matchable factors (age, gender, race/ethnicity, education, and mar-
ital status), the 2009 NVDRS-CPS and Army samples have virtually identical distributions to 
the 2015 Army on all factors. When weighting on just age and gender, the two samples con-
tinue to look identical to the 2015 Army on age and gender but have several lingering imbal-
ances with respect to race/ethnicity, education, and marital status for the 2009 NVDRS-CPS 
sample and with respect to race/ethnicity and education for the Army 2009 sample. Given 
the potential role race/ethnicity, education, and marital status play in explaining Army and 
NVDRS-CPS suicide rates, these types of lingering imbalances for our model which matches 
on only age and gender should be concerning.

Figure F.3 shows suicide rates over time for the PS weighted Army and NVDRS-CPS 
samples using the PS weights that make both similar to the Army from 2015 when matching 
on only gender and age (red and purple lines) and when matching on all matchable factors 
(age, gender, race/ethnicity, education, and marital status; green and blue lines). As shown, 
we again see different messages when comparing suicide rates between the two populations 
depending on whether we match the samples on all matchable factors or just age and gender. 
Prior to 2008, both sets of weights show that the Army suicide rate was below that of similarly 
matched cases from the NVDRS-CPS sample, though the difference in suicide rates is much 
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Table F.1
Detailed Balance Information for Matching 2009 Army and NVDRS-CPS Samples to the 2015 Army

2009 NVDRS-CPS Sample 2009 Army Sample

2015 Army Unweighted
Weighted—All 

Matchable Factors
Weighted— 

Age + Gender Unweighted
Weighted—All 

Matchable Factors
Weighted— 

Age + Gender

Gender

Female 14.1% 51.7%* 14.1% 14.1% 13.2% 14.1% 14.1%

Race

White 58.7% 71.5%* 58.7% 65.5%* 51.5%* 58.6% 51.2%*

Black 21.4% 14.1%* 21.4% 14.8%* 19.5% 21.4% 20.1%

Hispanic 12.9% 8.4%* 13.0% 12.6% 10.6% 13.0% 10.6%

Asian/Pacific Islander 5.8% 3.8% 5.8% 4.4% 15.7%* 5.8% 15.3%*

Other/unknown 1.2% 2.2% 1.2% 2.8%* 2.7%* 1.2% 2.8%*

Education level

<BA 77.1% 62.3%* 77.0% 68.6%* 82.8%* 77.1% 81.3%*

BA 15.3% 27.1%* 15.3% 24.5%* 11.7% 15.3% 12.3%

>BA 7.7% 10.6%* 7.7% 7.0% 5.5% 7.7% 6.4%

Marital status

Married 60.1% 55.7%* 60.1% 38.1%* 59.2% 60.1% 60.7%

Never married 34.2% 25.8%* 34.2% 54.7%* 35.0% 34.2% 33.0%

Formerly married 5.7% 18.5%* 5.7% 7.2% 5.9% 5.7% 6.3%

Age group

Age 18–21 12.7% 5.4%* 12.7% 12.7% 14.1% 12.7% 12.7%

Age 21–24 24.3% 7.3%* 24.3% 24.3% 26.2% 24.3% 24.3%

Age 25–29 22.5% 9.5%* 22.5% 22.5% 23.7% 22.5% 22.5%

Age 30–38 25.9% 15.5%* 25.9% 25.9% 23.9% 26.0% 25.9%

Age 39–44 9.7% 11.2%* 9.7% 9.7% 8.7% 9.7% 9.7%

Age 45–54 4.6% 19.7%* 4.6% 4.6% 3.2% 4.6% 4.6%

Age 55–64 0.3% 15.3%* 0.3% 0.3% 0.2% 0.3% 0.3%

Age 65–75 0.0% 9.6%* 0.0% 0.0% 0.0% 0.0% 0.0%

* denotes when differences between the 2009 NVDRS-CPS or Army samples have an absolute effect size difference > 0.10.
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Figure F.3
Suicide Rates for Army and NVDRS-CPS Samples When Matched to 2015 Army on Only Age 
and Gender (red and purple lines, respectively) and All Matched Factors (green and blue lines, 
respectively) 
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smaller when matching on all matchable factors than when matching on just age and gender. 
In contrast, after 2008, we see when matching on just age and gender, the suicide rates in the 
Army and NVDRS-CPS samples look similar. In contrast, when matching on all matchable 
factors, the Army suicide rate more clearly surpasses the NVDRS-CPS rate after 2008. How-
ever, it still remains similar to the NVDRS-CPS rate given the overlapping confidence interval 
in all years, except 2012.

To gain a better understanding of which factor or factors (race/ethnicity, education, and 
marital status) appears to be driving the downward shift in NVDRS-CPS suicide rates after 
matching for more factors, we estimated three additional propensity score models for the Army 
2015 analyses (just as in our primary analysis): (1) which ones matched the NVDRS-CPS and 
Army populations to the 2015 Army on age, gender, and race/ethnicity; (2) which matched the 
NVDRS-CPS and Army populations to the 2015 Army on age, gender, and education; and 
(3) which matched the NVDRS-CPS and Army populations to the 2015 Army on age, gender, 
and marital status. These findings are shown in Figure F.4. Here, we see a very strong influ-
ence of marital status on the decline in NVDRS-CPS matched suicide rates when compared 
with the analysis that solely matches on age and gender. On average, inclusion of marriage 
decreases the suicide rate by 3.7 suicides each year compared with the match which include 
only age and gender.
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Figure F.4
Average Suicide Rate per 100,000 in the 2015 Army Matched General Population as a Function of 
Different Matching Factors 
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ver the past 15 years, the suicide rate among members of the U.S. 

armed forces has doubled, with the greatest increase observed 

among soldiers in the Army. This increasing rate is paralleled by a 

smaller increase in the general U.S. population, observed across 

both genders, in virtually every age group and in nearly every state. 

An empirical question exists: What is the extent or degree to which the suicide trend 

in the Army is unique to that service, relative to what is observed in the general U.S. 

population? 

 The Army has typically attempted to address this question by standardizing the 

general population to look like the Army on demographic characteristics. However, given 

the rise in suicide rates over the past decade, the Army wanted to better understand 

whether standardization based solely on age and gender is enough. Expanding the 

characteristics on which the general population is standardized to match the Army could 

be useful to gain a better understanding of the suicide trends in the Army. However, such 

a change also brings with it some challenges, including the lack of readily available data 

in the general U.S. population. In addition, even an expanded set of characteristics still 

results in having a large number of unmeasured factors that cannot be included in this 

type of analysis. 
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