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Preface

The Defense Advanced Research Proj ects Agency (DARPA) is invest-
ing in diverse aspects of social- behavioral research and modeling. This 
report is part of a study to assist DARPA in defining challenges and 
prioritizing such investments. Its initial version was a provocative read- 
ahead for a workshop of prominent researchers. This final version 
incorporates insights from that workshop and subsequent research. 
Comments are welcome and should be addressed to the proj ect leaders 
Paul K. Davis (pdavis@rand.org) and Angela O’Mahony (aomahon1 
@rand.org).

The research in this report was sponsored by Dr. Jonathan Pfautz, 
a program man ag er in DARPA’s Information Innovation Office (I20). 
The research was conducted within the International Security and 
Defense Policy and Acquisition and Technology Policy Centers of 
the RAND National Defense Research Institute, a federally funded 
research and development center sponsored by the Office of the Secre-
tary of Defense, the Joint Staff, the Unified Combatant Commands, 
the Navy, the Marine Corps, the defense agencies, and the defense intel-
ligence community.

For more information on the centers, see www.rand.org/nsrd/ndri 
/centers/ISDP.html and www.rand.org/nsrd/ndri/centers/atp.html or 
contact the directors (contact information is provided on the webpage).
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Summary

Objectives for Social- Behavioral Research  
and Modeling

In the years ahead, social- behavioral (SB) modeling (i.e., modeling 
that reflects be hav ior of individuals and social entities) should help 
us (1) understand certain classes of SB phenomena with national sig-
nificance; (2) anticipate how  those phenomena may plausibly unfold; 
(3) estimate potential desirable and undesirable effects of additional 
events in the world or of pos si ble U.S. or adversary interventions; and 
(4) inform decisionmaking. The phenomena of interest span a broad 
gamut that includes radicalization for terrorism, the weakening of 
democracy and national cohesion by foreign information operations 
campaigns, improving prospects for stability  after international inter-
ventions, managing be hav iors of populations  after natu ral disasters, and 
dealing with opioid or obesity epidemics. Each such topic would be a 
good “national challenge,” as discussed  later. Each has complex multi-
dimensional social phenomena that are difficult to analyze without the 
unique power of modeling. In other domains, such modeling helps 
planners to strategize, plan, design, and adapt. It helps to avoid blun-
ders and bad side effects of policy interventions.

 Today’s SB modeling and related analy sis is contributing far less 
to the study of such national issues than it could. Major advances are 
needed. But in what? In this report we summarize the primary current 
shortcomings and obstacles— some inherent and some due to current 
methods and practices. We identified  these obstacles through a review 
of recent trends and previous research in social- behavioral modeling and 
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simulation, and through discussions and one- on- one conversations with 
leading experts in this area at RAND workshops and other conferences.

In this report we then identify and discuss steps that deserve pri-
ority attention. Some of our suggestions build on earlier studies; some 
are newer and more radical.

Inherent Difficulties and Challenges

Social- behavioral (SB) modeling is famously hard. Three reasons merit 
pondering:

1. Complex adaptive systems. Social systems are complex adap-
tive systems (CAS) that need to be modeled and analyzed 
accordingly— not with naïve efforts to achieve accurate and 
narrow predictions, but to achieve broader understanding, rec-
ognition of patterns and phases, limited forms of prediction, and 
results shown as a function of context and other assumptions. 
 Great advances are needed in understanding the states of com-
plex adaptive systems and their phase spaces and in recognizing 
both instabilities and opportunities for influence.

2. Wicked prob lems. Many social- behavioral issues arise in the form 
of so- called wicked prob lems— i.e., prob lems with no a priori 
solutions and with stakeholders that do not have stable objec-
tive functions. Solutions, if they are found at all, emerge from 
 human interactions.

3. Structural dynamics. The very nature of social systems is often 
structurally dynamic in that structure changes may emerge  after 
interactions and events. This complicates modeling.

The hard prob lems associated with CAS need not be impossible. 
It is not a pipe dream to imagine valuable SB modeling at individual, 
orga nizational, and societal scales.  After all, complex adaptive systems 
are only chaotic in certain regions of their state spaces. Elsewhere a 
degree of prediction and influence is pos si ble. We need to recognize 
when a social system is or is not controllable.
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As for prob lem wickedness, it should often be pos si ble to under-
stand SB phenomena well enough to guide actions that increase the 
likelihood of good developments and reduce the likelihood of bad ones. 
Consider how experienced negotiators can facilitate eventual agreements 
between nations, or between companies and  unions, even when emo-
tions run high and no agreement exists initially about endpoints. Experi-
ence helps, and model- based analy sis can help to anticipate possibilities 
and design strategies. Given modern science and technology, opportuni-
ties for breakthroughs exist, but they  will not come easily.

Obstacles Due to Shortcomings of Current Practice

Fragmented Science

To improve SB modeling, we need to understand obstacles, beginning 
with shortcomings of the science that should underlie it. Current SB 
theories are many, rich, and informative, but also narrow and frag-
mented. They do not provide the basis for systemic SB modeling. More 
nearly comprehensive and coherent theories are needed, but current 
disciplinary norms and incentives  favor continued narrowness and frag-
mentation. No ultimate “ grand theory” is plausible, but a good deal 
of unification is pos si ble with vari ous domains.

Advances  will require more interdisciplinary work at multiple levels 
of resolution and scales. This is especially demanding  because resolution 
varies along numerous dimensions. Objects of modeling may be indi-
viduals or aggregate groups, but diff er ent resolutions also exist for spa-
tial and temporal  matters, for the attributes ascribed to the objects, and 
for the interactions among objects. To illustrate, a superficially detailed 
model may represent millions of individuals but with be hav iors driven by 
simplistic notions of materialistic rational- actor choices. Another model 
may focus on only a few individuals, but include nuanced information 
about their attributes. In the practice of modeling and analy sis, incon-
sistencies in scale or levels of analy sis are often appropriate  because not 
all detail is comparably relevant. Furthermore, model simplifications are 
essential for many reasons. Understanding when and how to simplify, 
however, is not yet well understood in SB modeling.
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Inadequate Comprehensibility, Reviewability, and Reproducibility

A crisis in science has been recognized in recent years. Many pub-
lished science studies have not been successfully reproduced when (all 
too rarely) efforts to do so have been attempted. The reasons vary across 
the sciences, but the result is sobering. Less appreciated is that models 
and model- based results are frequently incomprehensible and thereby 
unreviewable.  Today’s model- based work, especially simulation mod-
eling, is represented in computer code that is often opaque to anyone 
other than the coder.  These prob lems of comprehensibility, reviewabil-
ity, and reproducibility impede scientific advances.

Modeling That Does Not Represent the Science Well

Models represent theories and, in ordinary language, “theory” and 
“model” are often used interchangeably. The appropriate type of model 
depends on what is being represented and what questions are being 
asked. Nonetheless, some general observations on appropriate models 
apply:

• Causal, uncertainty- sensitive models. To represent social- behavioral 
theory requires increased emphasis on causal models (rather than 
statistical models) and on uncertainty- sensitive models that rou-
tinely display results parametrically in the multiple dimensions that 
define context. That is, we need models that help us with causal 
reasoning  under uncertainty.

• Models reflecting subtleties. Models need to represent subtleties of 
the science associated with complexity, variable structure, and 
alternative perspectives (e.g.,  those of the economist and anthro-
pologist). Some of the subtleties are emergent properties, not some-
thing to be “baked in.”

• Relationships. Many types and formalisms of models are needed, 
but we need to know how they relate to each other—by analogy, 
think of tracing the path between quantum statistical physics to 
classical thermodynamics and engineering formulas.

Current modeling falls short on all of  these criteria.
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The Need for Modularity and Composition

To move beyond fragmentation, it is necessary to compose complicated 
models from lower- level modules. The compositions, however, must be 
valid for the purpose intended, which can be difficult  because the 
component modules may be based on subtly diff er ent assumptions.

Meaningful model compositions are necessary for represent-
ing real- world systems, which are often nearly hierarchical or modu-
larly networked. The goal, however, should not be monolithic, officially 
blessed model federations and databases, but rather the ability to com-
pose appropriately for a given purpose and context while representing 
uncertainty and disagreement and encouraging competition. For such 
fit-for-purpose composition to be feasible, community libraries of well- 
reviewed modules are needed. Competitive and complementary modules 
 will be needed  because science is unsettled and diff er ent perspectives 
are needed. Winnowing is good, but over- standardization is a threat. 
Standing standardized federations are likely to be quite problematic.

A Myopic View of Model Validity

An obstacle to pro gress has been an overly narrow view of model 
validity. We recommend discussing validity for a specified context along 
five dimensions: description, explanation, postdiction, exploration and 
coarse prediction, and classic prediction.

 These distinctions need to be made routinely by researchers, 
analysts, and consumers of model- based analy sis. Few SB models  will 
be valid for classic prediction (accurate, precise, and unequivocal), but 
much higher aspirations are pos si ble for the other purposes. In contra-
diction of conventional wisdom,  those “other” dimensions of validity 
are crucial in the pro gress of science generally. The common focus on 
prediction when discussing validity is misplaced.

Strategy for Moving Ahead

Overview: A Problem- Focused Approach with Multiple Ele ments

Figure S.1 suggests a way ahead. It highlights (right box) three pillars of 
 pro gress in social science: theories and modeling, empirical observation 
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and experimentation, and the newer pillar of computational observation 
and experimentation. Activity occurs in a larger ecol ogy of enabling activ-
ities (left side). We suggest that the first step in a strategy for moving for-
ward should be defining a few difficult national challenge prob lems for 
multiyear efforts forcing interdisciplinary work and providing the con-
crete context that motivates prob lem solving. Unlike  grand challenges 
that pose a single crisp technological feat (e.g., long- distance opera-
tion of an autonomous road vehicle),  these would have subchallenges: 
(1) tightening links among theory, modeling, and experi mentation; 
(2) seeking better and more unifying theories while retaining alterna-
tive perspectives and narratives; (3) challenging experimenters to find 
new theory- informed ways to obtain relevant information and analyze 
data; (4) improving methods for using models to inform decisions; 
(5) challenging theorists and technologists to provide new methods 
and tools; and (6) nurturing the overall ecol ogy. We discuss  those six 
items in the next paragraphs.

Figure S.1
The Ecol ogy to Respond to National Challenges

RAND RR2208-S.1
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Tightening the Theory- Modeling- Experimentation Research Cycle

A major issue is how to improve interactions among SB scientists, on 
the one hand, and “modelers” on the other. The prob lem is implied 
by the form of the previous sentence, which distinguishes between scien-
tists and modelers. Why are they distinct whereas in many other fields 
they often are not? Physicists, engineers, and economists often do their 
own modeling. Indeed, many social scientists do their own modeling 
(especially statistical modeling). SB simulation, however, tends to be 
done by modelers other than social scientists.

A related challenge is improving the degree to which theories and 
models can be comprehended, reproduced, peer- reviewed, debated, and 
iterated.

Figure S.2 denotes an idealized way of relating the real and model 
worlds. It stems from a scientific realism perspective but can address 
constructivist ideas. It anticipates that knowledge building  will involve 
a combination of induction, deduction, and abduction. The imagery is 
that a real system exists (the social system of interest, item 1). Real- world 
observation and experimentation (item 2) help in forming hypotheses 
about the system’s ele ments, relationships, and pro cesses.  Because theory 
and modeling are always simplifications, we must have par tic u lar objec-
tives in mind when asking about the real world or how to model it. We 
may construct one or more rough- cut system theories in our heads to 
describe the relevant real ity (item 3). Often, alternative notions about 
the system exist, reflecting diff er ent hypotheses, perspectives, or both. 
This is symbolized by the stacking of icons.

Moving rightward, we construct coherent conceptual models of the 
system (item 4)— including aspects that are impor tant but not observ-
able directly. The conceptual models may be combinations of essays, 
listings of objects and attributes, or such qualitative devices as influence, 
stock- and- flow, or network diagrams. The next step, when feasible, is 
to develop a formal model (item 5), one that specifies all the informa-
tion needed for computation of model consequences. That is, a specified 
model must have tight definitions, equations, algorithms, or  tables.

In this idealized image rooted in classic pedagogy, the formal model 
is in de pen dent of programming language or is expressed in a high- level 
language that is easily comprehended by nonprogrammers (i.e., in a 
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week rather than a month). The intent is to lay bare the essence of the 
model without the mind- muddling complications of most computer 
code and to permit replication, peer review, debate, and iteration.  After 
 those occur, a formal model can (moving downward) be implemented 
in other programming languages as con ve nient (item 6). Moving left-
ward, the implemented model can then be used with an experimen-
tal design to generate model results across the n- dimensional space of 
model inputs. Results of  these exploratory computational experiments 
(item 7) may falsify, enrich, or support earlier beliefs. For example, 
they may suggest that the system  will show troublesome be hav ior in 
certain circumstances not previously considered. Such coarse computa-
tional predictions should be compared to experimental results from the 
real system (item 8). To do so sensibly requires defining the relevant 
“experimental frame”— i.e., specifying the conditions  under which the 
real and model systems are to be observed and how model results are 
being used. A model can be considered valid for a par tic u lar applica-
tion in a par tic u lar context if the result of using the model’s outputs are 
believed— using all available knowledge—to be adequately close to the 
result of using the real system’s be hav ior for that experimental frame. 
The cycle continues (dotted arrow). Overall, Figure S.2 is a virtuous 
research cycle with a holistic view in which theory, models, empirical 
inquiry, and computational inquiry are all part of a closely networked 
system. What follows describes suggested priorities for improving other 
aspects of the science, theories, models, and larger ecosystem.

Improving Theory and Related Modeling

Some priorities for SB research are as follows, expressed as objectives at 
the functional level.

1. Move modeling farther into the science itself. An example might 
be an anthropologist professor and gradu ate student  doing the 
modeling directly or accomplishing this with exceptionally tight 
teaming across departments. All concerned would be intimately 
familiar with the conceptual and formal models. This contrasts 
with a modeler first building a model and only then, annoyingly, 
calling on social scientists to estimate input values.
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2. Put a premium on causal models that include all impor tant vari-
ables,  whether or not “soft.” Ensure that models are faithful to 
the  emerging theory, including allowing system characteristics 
to be emergent. As part of this objective, develop methods for 
variable- structure simulation to include versions in which changes 
are emergent.

3. Define context. Go beyond hand- waving reference to “it all 
depends on context” by defining what characterizes context— 
 e.g., state variables, exogenous events, and aspects of history.

4. Build in uncertainty analy sis from the outset. Build uncertainties 
about model structure as well as model- parameter values into 
the very fabric of models. Prepare for analy sis  under deep uncer-
tainty.

5. Use portfolios of analytic tools. The portfolio should include simu-
lation but also, for example, equilibrium models, static models 
applicable at a point in time, knowledge- based simulation, qual-
itative models, and such human- in- the- loop mechanisms as 
games and interactive simulation laboratories.

6. Seek multiresolution, multiperspective families of models that cut 
across levels of detail and perspective (e.g., across individual, local, 
regional, and more global population levels, or across immediate 
and longer- term time scales). Partly this  will involve respecting 
diff er ent views of phenomena, including culture- sensitive views.

7. Synthesize across theories, where feasible. A unifying theory may, 
for example, explain that a be hav ior can be due to any one 
or a combination of pathways depending on circumstances and 
history.

8. Translate across theories. Sharpen understanding of where useful 
theories are equivalent but expressed in diff er ent languages or 
formalisms, and where they are inherently incommensurate (e.g., 
individual- centric and culture- centric models).

9. Design for good practice. Design for reproducibility, comprehen-
sibility, peer review, and iteration.

10. Or ga nize for interdisciplinary work that is both collaborative and 
competitive.
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Improving Computational and Empirical Experimentation

A somewhat shorter list of admonitions applies to improving the 
data obtained from real- world experiments and computational 
experimentation.

1. Seek the right data even if incon ve nient. Ensure that empirical data 
are appropriate for the purpose (i.e., the national challenge). 
In par tic u lar, address difficult- to- measure and sometimes latent 
qualitative variables, seeking representative albeit uncertain data 
rather than poor proxies.

2. Exploit opportunities. Better yet, exploit modern and emerging 
data sources, which are sometimes massive, sometimes sparse, 
and often riddled with correlations and biases.

3. Shorten the cycle. Greatly increase the speed with which needed 
data can be obtained and pro cessed.

4. Give nontrivial multivariate theory a chance. Use theory- informed 
approaches wherever pos si ble when designing and conduct-
ing empirical or computational experiments.  These approaches 
should not be theory- imposing, but they should stress testing 
and enriching theories (multivariate, causal system theories, not 
simple hypotheses or correlations). Healthy competition should 
exist between data- driven and theory- informed work.

5. Use exploratory analy sis. Analyze computational data with the 
methods of exploratory analy sis, looking, for example, at out-
come landscapes (region plots) and phase diagrams rather than 
point outcomes.

Improving Methods and Technology for Modeling  
and Experimentation

The priorities expressed above assume methods and technology for mod-
eling, data collection, and analy sis. Some of what is needed does not 
yet exist. Some questions should be priorities for providers of modeling 
theory, methods, and tools. How do we:

• Build into models the capacity for routine multidimensional 
deep- uncertainty analy sis?
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• Build variable- structure simulations in which agent types, the 
character of their reasoning, and their par ameters change or even 
emerge within the course of simulation?

• Define the suite (portfolio) of methods and tools needed to rep-
resent and compare diff er ent scales and alternative models with 
 diff er ent narratives or perspectives? How do they relate?

• Conduct theory- informed empirical and computational experi-
ments? How do we design, collect, and analyze?

• Make the best use of modern data sources, which are sometimes 
massive, sometimes sparse, and often riddled with subtle correla-
tions?

• Infer causal relations from only partially controlled observational 
data?

• Accomplish heterogeneous fusion and other wise “manage knowl-
edge” so that information can be used despite variations of scale, 
formalism, and character?

• Build conceptual and formal models that are comprehensible to 
subject- area scientists and subject to reproducibility, peer review, 
debate, sharing, and iteration?

• Reconceive “composability” to include accommodating analy sis 
 under multidimensional deep uncertainty and improving compre-
hensibility and the ability to check composition validity for con-
text (testing fitness for purpose)?

• Communicate with decisionmakers using cognitively effective 
mechanisms?

Modernizing Model- Based Decision Aiding

 Great strides have been made over the last 25 years related to model- 
based analy sis for complex prob lems, and some of the corresponding 
lessons need to be assimilated in conceiving and nurturing research 
on SB modeling.  These have implications for the building and testing of 
models, design and conduct of analy sis, and communication of insights 
to decisionmakers. The most impor tant, arguably, have to do with plan-
ning  under deep uncertainty. The modern approach requires a shift of 
analytic paradigm: Instead of attempting to optimize some outcome 
(subject to many dubious assumptions), the preferred strategy is one 
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that  will do “adequately” across the range of reasonable assumptions 
that constitute deep uncertainty. That is, one seeks strategies that are 
flexible, adaptive, and robust (i.e., that  will accommodate changes in 
an objective or goal, that  will accommodate unexpected circumstances, 
and that  will deal adequately with initial shocks). Again, embracing this 
paradigm requires changing the way in which we build and use models.

Attending to Culture, Governance, and Other Ecosystem Issues

Although the items that follow are less about research than about man-
agement issues for government, we include them because the overall 
effort needs to address all aspects of the challenge’s ecostructure.

Cultural Mindsets

Mismatches currently exist— among both recipients of research and the 
researchers themselves— between what is sought and what should be 
sought in describing knowledge and informing reasoned decisionmak-
ing. Mindset changes are needed as indicated in  Table S.1, especially 

 Table S.1
Cultural Mindset Changes

From To

Seeking narrow point predictions and 
optimization (akin to engineering)

Seeking analy sis of wicked prob lems 
and development of robust strategies

Seeking a  simple once- and- for- all 
strategy

Seeking explic itly adaptive strategies 
that require routine monitoring and 
adjustment

Seeking “ human terrain” with solid, 
fixed data

Seeing the “terrain” as complex, 
heterogeneous, and dynamic—in 
structure, not just attribute values

Predicting and acting Exploring and proceeding with 
adaptation expected

Using unvalidated models or generically 
validated models to inform par tic u lar 
impor tant decisions

Deemphasizing “generic” validation 
and elevating the importance of 
analysis- specific validation

Receiving and acting on model- 
generated answers

Interacting with models (including 
games) to understand systems and 
phenomena, including relationships, 
possibilities, and corresponding 
adaptations
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in the domain of SB issues.  These changes would be consistent with 
modern research in the decision sciences.

Infrastructure

The relevant ele ments of infrastructure include vigorous academic and 
private- world research programs in the United States and other coun-
tries, related funding, and mechanisms for interaction. Infrastructure 
includes laws, regulations, funding strategies, and relationships that 
encourage balances among, for example, openness, sharing, and pro-
tection of intellectual property and privacy rights (see below).

Governance and Ethics

One class of issues involves the ethics of ensuring privacy and re spect 
for civil liberties. Many ele ments of research  will involve data collection 
and data analy sis, some of which could cause difficulties and, in some 
instances, violate the intentions of law. It is critical to maintain and 
help establish the highest standards on such  matters, but to do so  will 
require continued analy sis and innovation and perhaps promulgation of 
suitable laws. A second set of issues involves ensuring that model- based 
insights do not have unanticipated and seriously negative side effects 
when applied to the real world.

Social- Behavioral Laboratories as a Mechanism

One mechanism for proceeding is to have, for each national challenge, 
a virtual social- behavioral modeling laboratory (SBML). This might be 
seen merely as an or ga nized program akin to the  Human Genome Proj-
ect of years past, but we use the term “laboratory” to convey a sense of pur-
poseful and or ga nized scientific inquiry to “crack” a par tic u lar challenge.

An SBML (Figure S.3) would exist for five to ten years and would 
enable interdisciplinary sharing and synergism. An SBML approach 
would not seek a monolithic standardized model federation with 
approved structure and databases. Instead, the approach would be 
dynamic and iterative with routine competition, iteration, and evolu-
tion. Meaningful model compositions would be constructed for specific 
purposes. The SBML activities would include both simulation model-
ing (generating system be hav ior over time) and other forms of qualita-
tive and quantitative modeling, including participative modeling and 
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other forms of  human interaction such as gaming. Related conferences 
would focus on the national challenge, the state of related social science, 
the degree to which modeling and simulation (M&S) represent that 
science, the products of empirical work and computational experimen-
tation, and how to characterize knowledge and inform decisions. Com-
paring lessons from multiple national challenges would reveal further 
generalizations.

To end on a philosophical note, a successful SBML approach 
would foster a new “epistemic culture” in social- behavioral research: 
 Those participating would be building knowledge in a diff er ent and 
more multifaceted way than is customary. The result might reflect not 
just scientific knowledge and craft but also what Aristotle called phro-
nesis (practical wisdom and thoughtfulness, reflecting an understand-
ing of ethics, and situational subtleties). The word may be Greek, but 
the ideas endure.
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CHAPTER ONE

Introduction

Objectives

This report documents an effort to assist DARPA in identifying priori-
ties as it invests in social- behavioral (SB) research and related model-
ing.1 Priority setting depends on objectives. In this report we have in 
mind that, in the long run, SB modeling and related analy sis should 
help:

1. Understand certain SB phenomena of national importance— 
such diverse examples as violent extremism, threats to the United 
States from information warfare attacks, public response to natu-
ral disasters, and population health prob lems generally.

2. Anticipate how  those phenomena may unfold.
3. Estimate potential direct and indirect effects from events that 

may occur naturally, from actions of adversary nations or groups, 
or from actions of U.S. federal, state, or local governments.

4. Provide useful aids to planning  under uncertainty, including the 
deep uncertainties that often arise when dealing with  human and 
social phenomena.

Modeling and simulation—if well rooted in social- behavioral science— 
can, along with ubiquitous data and data analytics— materially inform 

1 We refer to social- behavioral (SB) research without distinguishing between S and B. 
Scholarly distinctions are inconsistent, and some disciplines cross bound aries (e.g., socio-
logy, anthropology, social psy chol ogy, and behavioral economics).
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planning about some of the most vexing national prob lems of our day. 
Unfortunately, the current state of social- behavioral modeling and 
related analy sis is not yet up to the job.  There have been some successes 
but nothing close to the potential.

To be sure, non- modeling social science methods (e.g., trend anal-
yses, discovery of statistical correlations, field surveys, psychological 
experimentation) already contribute to decisionmaking. Consider the 
impact of SB science and data analytics on commercial marketing and 
po liti cal campaigns (Nickerson and Rogers, 2014; Issenberg, 2012; Con-
fessore and Hakim, 2017). Consider the rise of behavioral economics 
and “nudge policies” (Perry et  al., 2015; Sunstein, 2014; Thaler and 
Sunstein, 2009), the value of psy chol ogy in understanding the po liti-
cal chasm in modern Amer i ca (Haidt, 2013), or the threat posed to 
democracies by foreign influence operations that exploit social divisions 
(Waltzman, 2017).  These methods, however, have significant short-
comings. Computer modeling, which includes simulation and human- 
in- the- loop simulation, has long been recognized as having  great poten-
tial for addressing  those shortcomings.2

It is easy to be skeptical given the notoriously difficult nature of 
social- behavioral phenomena, but glimpses of the potential can be seen 
from past efforts. Epidemiological modeling has long assisted the Cen-
ters for Disease Control (CDC) in detecting and understanding epi-
demics early enough to intervene effectively (Hethcote, 2000; Homer 
and Hirsch, 2006). Vision models, such as feature integration, exploit 
information from both cognitive psy chol ogy and neuroscience and have 
proved highly successful (Quinlan, 2003). System dynamics modeling 
has been applied in many ways over the de cades, sometimes representing 
behavioral considerations to some degree. Agent- based modeling (ABM) 
is still relatively new, but has been used for some years at Argonne 
National Laboratories to work with diverse stakeholders in simulating 
and understanding the operation of complex power systems at the core 

2 Visions of the system- dynamics variety can be seen in, for example, Forrester, 1969, and 
Dörner, 1997. Scott Page of the University of Michigan has an online course that gives strong 
reasons for modeling; see http://www.youtube.com/watch?v=8InQk0-PmPc. Page empha-
sizes the value of models for deciding, strategizing, and designing.

http://www.youtube.com/watch?v=8InQk0-PmPc
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of national infrastructure (North and Macal, 2007). It has also been 
used in economic modeling of power systems (Tesfatsion, 2018). An 
early version of ABM was used at RAND in Cold War game- structured 
simulation to understand the dynamics of nuclear escalation and de- 
escalation (National Research Council, 2014, pp.  73–77). ABM and 
other modeling has also been used to advise top executives of health 
care organ izations and commercial companies.3 From  these examples 
we conclude that it is no pipe dream to imagine that SB models can 
achieve the objectives identified above. Nonetheless, we and past 
studies have concluded that SB models are not yet even close to achiev-
ing their potential, especially for the kinds of national- level policy 
challenges mentioned previously.

Our objectives, then, include diagnosing the prob lems, identifying chal-
lenges, and recommending ways to move ahead so that SB modeling  will be 
more powerfully useful for aiding decisionmaking. Many reasons exist to be 
bullish about breakthroughs ahead, but they  will not come easily.

Background

The background for our report is that DARPA tasked us to conduct a 
study to help identify challenges and priorities for research in social- 
behavioral modeling, primarily with complex systems in mind. DARPA 
was anticipating investing in a several related programs in 2017 and 
beyond (several programs have subsequently been started). The proj-
ect would reach out to numerous respected figures in the research 
community, in part by conducting workshops to elicit a sense of the 
current state of the art in social- behavioral modeling and a sense of 
what should come next. This report is not workshop proceedings but 
rather our effort to pull findings together. An earlier draft was used 
as a serious- strawman read- ahead for participants in a two- day work-
shop held April 3–4, 2017, in Santa Monica, California. The current 
report also draws on results of an earlier workshop dealing with ethics 

3 See examples at www.systemdynamics.org. See also Rouse and Boff, 2005; Rouse, 2015, 
which describes the use of multiple model formalisms; and Youngman and Hadzikadic, 2014.

http://www.systemdynamics.org
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and privacy issues, which was held on December 9, 2016, in RAND’s 
Arlington,  Virginia, office. This final version reflects lessons learned 
from the workshops and our post- workshop research. Thus it has ben-
efited from the work and suggestions of many researchers, but is solely 
our responsibility.

Our proj ect built on foundations of past work, such as indicated 
in  Table 1.1.  These earlier foundational efforts provided an excellent 
overview of the breadth and objectives of previous SB modeling. Most, 
however, had taken place quite some time ago. Given such back-
ground, we focused our own work primarily on recent developments, 
on framing current issues, and on encouraging a shift away from dis-
cussion of difficulties (common in earlier workshops and conferences) 
 toward ambitious next steps. DARPA’s intent was for our proj ect and 
report to help in moving on. Before proceeding, however, let us com-
ment briefly on the first two reports of  Table 1.1, which  were especially 
helpful.

A de cade ago, the National Research Council (NRC) conducted 
a comprehensive three- year study. The 2008 NRC Report’s recom-
mendation was to develop the infrastructure to promote and sustain 
collaborative advances in SB modeling to increase its utility for deci-
sionmaking. This report and DARPA’s new investments are in some 
re spects a belated follow-up to that guidance.  Table 1.2 summarizes the 
NRC study’s conclusions and recommendations briefly. The final chap-
ter in that report was particularly helpful. Regrettably, DoD had not 
followed up on that report very well  because of intervening priorities 
related to the war efforts in Iraq and Af ghan i stan. Thus, a good deal of 
catching up would be necessary.

A report by the Sandia National Laboratories, the 2011 Sandia 
Workshop, was sponsored by the Defense Threat Reduction Agency 
(DTRA). It featured discussion and soul- searching on computational 
modeling and simulation (McNamara et al., 2011). Figure 1.1 is adapted 
from that report and suggests that computational social science should 
be understood and evaluated separately for its contributions to social 
science, computational science, and analy sis for decision support. That 
is, the activity is contributing to three domains, and a given example 
of computational modeling may contribute well for one but not for the 
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 Table 1.1
A Baseline of Past Summary Discussions

Publisher Authors/Chairs Book or Report Title Citation

National 
Research 
Council 
(NRC)

Zacharias, 
MacMillan, and 
Van Hemel

Behavioral Modeling  
and Simulation: From 
Individuals to Socie ties

Zacharias et al., 
2008

Sandia 
National 
Laboratories

McNamara, 
Trucano, and 
Gieseler

Challenges in 
Computational Social 
Modeling and Simulation 
for National Security 
Decision- Making

McNamara et al., 
2011

Springer 
Publications

Kött and 
Citrenbaum

Estimating Impact:  
A Handbook of 
Computational Methods 
and Models for Anticipating 
Economic, Social, Po liti cal 
and Security Effects in 
International Interventions

Kött and 
Citrenbaum, 2010

MITRE Egeth, Klein, and 
Schmorrow

Sociocultural Be hav ior 
Sensemaking: State of the 
Art in Understanding the 
Operational Environment

Egeth et al., 2014

NRC Keller- McNulty Defense Modeling, 
Simulation, and Analy sis: 
Meeting the Challenge

National Research 
Council, 2006

NRC Standing 
Committee on 
Technology 
Insight— Gauge, 
Evaluate, and 
Review (TIGER)

The Rise of Games and 
High- Performance 
Computing for Modeling 
and Simulation

National Research 
Council, 2010

NRC Pool (rapporteur) Sociocultural Data to 
Accomplish Department of 
Defense Missions:  Toward a 
Unified Social Framework: 
Workshop Summary

National Research 
Council and Pool, 
2011

Hadzikadic, 
O’Brien, and 
Khouja

Managing Complexity: 
Practical Considerations in 
the Development and 
Application of ABMs to 
Con temporary Policy 
Challenges

Hadzikadic et al., 
2013
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 Table 1.2
Themes from a 2008 NRC Report

NRC Results Items Elaboration

Categories of 
Prob lem

Modeling strategy: 
match to real world

Difficulties in this area are  
created  either by inattention to the 
real world being modeled or by 
unrealistic expectations about how 
much of the world can be modeled 
and how close a match between 
model and world is feasible.

Verification, 
validation, and 
accreditation

 These impor tant functions often are 
made more difficult by expectations 
that verification, validation, and 
accreditation (VV&A)—as it has been 
defined for the validation of models 
of physical systems— can be usefully 
applied to individual, organizational, 
and societal (IOS) models.

Modeling tactics: 
design internal 
structure

Prob lems are sometimes generated 
by unwarranted assumptions about 
the nature of the social, orga-
nizational, cultural, and individual 
be hav ior domains, and sometimes  
by a failure to deliberately and 
thoughtfully match the scope of the 
model to the scope of the 
phenomena to be modeled.

Physical versus 
 human be hav ior; 
uncertainty and 
adaptation

Prob lems arise from unrealistic 
expectations of how much 
uncertainty reduction is plausible in 
modeling  human and orga nizational 
be hav ior, as well as from poor 
choices in  handling the changing 
nature of  human structures and  
pro cesses.

Combining 
components and 
federating models

Prob lems arise from the way in 
which linkages within and across 
levels of analy sis change the nature 
of system operation. They occur 
when creating multilevel models  
and when linking together more 
specialized models of be hav ior into  
a federation of models.

Recommendations Large- scale, 
integrated, cross- 
disciplinary 
programs

Research in six 
areas

Theory development (especially low- 
level social).
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 others. This point proved impor tant to us in writing the current report 
about research priorities.

The Sandia team also concluded that stronger inputs  were needed 
from social scientists, that simulation is not always the best tool, and 
that computational social science should be seen as a pro cess rather than 
an artifact— i.e., that the greatest benefits may come from the knowl-
edge gained and relationships created during the knowledge- production 
activity rather than from par tic u lar simulation- model results. The work-
shop report discussed differences between physical and social sci-
ences and recognized that model validation is diff er ent and difficult for 
 these domains. All of  these conclusions remain valid and are reflected 
throughout our own report.

The other references mentioned in  Table 1.1 are rich with indi-
vidual chapters on numerous topics; we drew on many of them in 
the course of writing this report. The Kött- Citrenbaum and Egeth- 
Klein- Schmorrow books drew on work in DARPA’s Conflict, Model-
ing, Planning, and Outcome Experimentation (COMPOEX) program 
and the  Human, Social and Culture Behavior Modeling (HSCB) pro-
gram at the Department of Defense (DoD).  Shaped by the tactical 

 Table 1.2—Continued

NRC Results Items Elaboration

Uncertainty, dynamic adaptability, 
and rational be hav ior.

Data collection methods (problem-
focused collection, ontologies, 
standards, massively multiplayer 
online games [MMOGs]).

Federated models (across 
components, levels; semantic 
interoperability).

Validation and usefulness.

Tools and infrastructure for model 
building.

Multidisciplinary 
conferences, 
workshops,  etc.

Communication, education, sharing.
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and operational needs arising in the wars in Iraq and Af ghan i stan, 
both programs  were rather diff er ent in character from most of what we 
discuss in this report.4 The Hadzikadic- O’Brien- Khouja book drew on 
results of another DARPA program, one confronting the relationship 
between major national and international prob lems and complex adap-
tive systems. The program sought “to transform agent- based models into 
platforms for predicting and evaluating policy responses to challenges” 
(Hadzikadic et al., 2013, p.12; Youngman and Hadzikadic, 2014).

4 The COMPOEX program sought “transformational technologies to enhance the capa-
bility of military commanders and their civilian leaders to plan and conduct campaigns in 
a complex operational environment.” The HSCB program sought “technologies, tools, and 
systems to help operations planners, intelligence analysts, operations analysts, and wargames 
represent, understand, and forecast socio- cultural be hav ior at the strategic, operational, and 
tactical level” (Egeth et al., 2014).

Figure 1.1
Seeing Contributions of Computational 
Social Science as Interdisciplinary

SOURCE: Adapted from McNamara et al., 2011.

To
computational

science

To
social science

To analysis and
decision support

RAND RR2208-1.1
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Structure of Report

In structuring our study and this report we embraced an ecosystem view 
of the overall area as indicated in Figure 1.2. On the right side, we adopt 
the three- pillar view of science often urged by computational social sci-
entists (President’s Information Technology Advisory Committee, 
2005). The pillars of this view are theories and modeling, empirical 
experimentation, and computational experimentation.5

The remainder of this report is structured to assist the pro cess of 
moving on with this ecostructure in mind. Chapter 3 describes impor tant 
points that we believe can be agreed upon and stipulated. It also suggests 
the broad outlines of a strategy. Chapters 4–9 suggest, respectively, ways to 
improve the overall research cycle; theory and modeling; experimentation; 
linkages to decision aiding; methods and technology; and infrastructure, 

5 Appreciating the role of computational experimentation traces to the work of the Sante Fe 
Institute in the 1980s and two books in the 1990s (Axelrod, 1997; Epstein and Axtell, 1996).

RAND RR2208-1.2

• Theory and methods
 for modeling

• Technology for modeling,
 experimenting, and analysis

• Methods and technology for
 collecting and analyzing data

• Infrastructure

• Culture

• Governance

• Theories and modeling

• Empirical observation and
 experimentation

• Computational observation
   and experimentation

Science, modeling, and analysisEnablers

Research and analysis ecology

• Analysis and decision aiding

Figure 1.2
An Ecol ogy Perspective
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culture, and governance. The Summary is a more lengthy review of 
the main text as a  whole.

Achieving the objectives outlined previously  will depend not just 
on the three pillars but also on the enablers shown on the left side of 
Figure 1.2. New theory, methods, and technology are needed just to 
do the modeling and data work called for on the right. So also, atti-
tudinal and cultural changes  will be necessary for reasons elaborated 
 later. Governance might seem an odd item to include in Figure 1.2, but 
incentives are needed to cause the interdisciplinary work to occur. Fur-
ther, it is necessary to maintain high ethical standards with re spect to 
privacy and other civil liberties. How to do so, while also encouraging 
the scientific advances, is a challenge for governance, as discussed in 
an earlier workshop of this proj ect led by Rebecca Balebako (Balebako 
et al., 2017).
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CHAPTER TWO

Difficulties, Challenges, and a Broad Strategy  
for Next Steps

Inherent Difficulties of Social- Behavioral Science  
and Its Modeling

Social sciences and the natu ral sciences are alike in many ways, more so 
than is sometimes realized. According to phi los o pher Susan Haack, a 
key difference is that much of social science (what she refers to as inten-
tional social science)

tries to understand  people’s be hav ior by coming up with explana-
tory hypotheses about their beliefs, goals,  etc. (Haack, 2011, p. 166)

Haack sees the primary differences between natu ral and social sci-
ences as lying in the nature of explanations and evidence, which she 
discusses in Chapter 6 of her work, “The Same, Only Diff er ent.” She 
begins her chapter with an apt quotation from Adolf Lowe: “Only if a 
region of inquiry can be opened up in which both the scientific and the 
humanist approach play their characteristic roles may we ever hope to 
gain knowledge of man— knowledge rather than figment, and of man 
rather than of social atoms.”

Some of the challenges for social- behavioral modeling have long 
been recognized. For example, Herbert Simon introduced the concept 
of bounded rationality in the 1960s. As he mentioned in his  later tome 
on the subject (Simon, 1957):

the first consequence of the princi ple of bounded rationality is 
that the intended rationality of an actor requires him to construct 



12   Priority Challenges for Social-Behavioral Research and Its Modeling

a simplified model of the real situation in order to deal with it. He 
behaves rationally with re spect to this model, and such be hav ior 
is not even approximately optimal with re spect to the real world. 
To predict his be hav ior we must understand the way in which this 
simplified model is constructed, and its construction  will cer-
tainly be related to his psychological properties as a perceiving, 
thinking, and learning animal.

In a  later well- beloved book, Simon discussed his ideas about arti-
ficial intelligence and, significantly, the need to learn from complex 
systems in nature— e.g.,  human systems with their “nearly decompos-
able” nature (Simon, 1996). Perhaps responding to Jared Diamond’s 
comment that “soft sciences are often harder than hard sciences” (Dia-
mond, 1987), Simon famously wrote (p. 304):

The true line is not between “hard” natu ral science and “soft” social 
science, but between precise science limited to highly abstract and 
 simple phenomena in the laboratory and inexact science and tech-
nology dealing with complex prob lems in the real world.

Dealing with complex prob lems in the real world is surely difficult, but 
that is what makes some of them in ter est ing and “DARPA- hard.” We 
elaborate on the difficulties with three overlapping observations. Con-
fronting  these three  matters is at the core of moving forward.

Complex Adaptive Systems

Social systems are often complex adaptive systems (CAS), the study of 
which has come to the forefront over the last thirty years, albeit with 
antecedents  going back at least to the nineteenth- century mathemati-
cian Henri Poincaré. As is now well known, the be hav ior of such systems 
can be very difficult to anticipate. Even small changes in initial condi-
tions or events that occur over time can have outsized effects on the sys-
tem’s dynamics. In some circumstances, be hav ior can even be chaotic.1

1 CAS is well described in many books (Holland, 1998; Holland and Mimnaugh, 1996; 
Page, 2010; Bar- Yam, 1997). Interestingly, related  matters in theoretical chemistry (which 
does not have sentient agents)  were described in the 1970s (Nicolis and Prigogine, 1977).
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Despite common impressions to the contrary, this does not mean 
that it is hopeless to study CAS with the hope of making some predictions 
or exerting some degree of influence or control. Nor does it mean that 
“nonlinear” implies chaos. It means only that a CAS is uncontrollable 
in certain of its states. Consider that the excellent steering, braking, 
and road- handling of modern passenger cars is the result of complex 
nonlinear controls (nonlinear can be “good”). In some circumstances, 
however— i.e., for some combinations of speed, acceleration, and road 
 angle— all bets are off. In such a state, a small change may lead to any 
of markedly diff er ent but potentially catastrophic outcomes. The admo-
nition is to avoid getting into  those states— i.e., to drive “within the 
intended envelope.”2 As a social example, consider a vigorous crowd. 
 Will it  settle down, divide into separate but peaceful groups, turn into 
verbal  battle among groups, or turn into a chaotic and violent melee? 
Leaders as diverse as high school principals and politicians know  things 
about how to “influence” crowds and about when efforts to do so may 
make  things worse rather than better.3 In such cases, closing down 
activities may be impor tant. More generally, a key issue is recognizing 
which states are and are not subject to a degree of influence or control. 
And, for  those that are, what can be achieved and with what risks?

Wicked Prob lems

A particularly deep issue when addressing social- behavioral phenomena 
is that associated with so- called wicked prob lems (i.e., prob lems with 
no preordained solution, nor even a priori objectives to be achieved). 
Instead,  people may in the course of interacting come to conclude that 
they can share some common objectives and cooperate in some strat-
egy. Or they may not. Such developments are not baked in and pre-
dictable from game theory or operations research; rather, they emerge.4

2 One of us (Davis) was first sensitized to this point from a discussion with Caltech’s John 
Doyle in a 1990s panel study (National Research Council, 1997).
3 Some work on such  matters has been done from the CAS perspective (Leveror, 2016).
4 Horst Rittel introduced the term “wicked prob lem,” which was adapted by Charles Church-
man (Churchman, 1967). Wicked prob lems play prominently in “soft operations research,” 
which has been more popu lar in Eu rope than in the United States (Rosenhead and Mingers, 
2002).
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Recognizing the ubiquity of wicked prob lems can be profound 
and unsettling  because so much formal education prepares us to recog-
nize and solve non- wicked prob lems, preferably by finding the optimal 
solution.

The Dynamic Character of  People and Social Systems

Although modelers traditionally like to define “the system” carefully, the 
system bound aries are typically fixed (i.e., static). Social systems, how-
ever, not only exhibit dynamics but change their structural character and 
the character of interactions over time. Even value structures change 
(not just relative weights of pre- existing values). Social scientists some-
times note with dismay how military organ izations attach themselves 
to the concept of “ human terrain” and try to characterize it neatly and 
definitively in cultural databases, even though the characteristics may 
change markedly, and sometimes quickly.5

Having discussed top- level difficulties in social- behavioral research, 
the next several sections summarize major obstacles to pro gress. They 
relate to current disciplinary norms, the nature of the models needed, 
and synthesis.

Obstacles Due to Shortcomings of Current Practice

If some obstacles are inherent,  others are not. In par tic u lar, current dis-
ciplinary bound aries, norms, and practices are in some ways obstacles 
to pro gress in SB research of interest in this report.

Fragmentation

A companion paper provides an overview of current social- behavioral 
theory (Nyblade et al., 2017) and illustrates that it is pos si ble, from a 
remove, to recognize broad themes in social and behavioral theories that 
provide considerable unity at an abstract level. This is a partial antidote to 
the common impression that social- behavioral theories exist in bewil-
deringly large numbers, but are typically narrow and fragmented. Still, 

5 See McNamara et al., 2011, particularly a background paper by Robert Albro (Albro, 2011).
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few efforts are made to seek more general theories that pull together 
 those fragments coherently. Indeed, prac ti tion ers are so insistent that 
“context dominates” as to resist looking for more general theories.

Methods and Norms

The dominant methods and norms in the social- behavioral sciences are 
part of the reason for fragmentation. Qualitative researchers do not usu-
ally build models, certainly not computational models. Instead, they rely 
on text and reasoning, perhaps with structuring expressed with  tables. 
Quantitative researchers use empirical methods that mea sure correla-
tions and test discrete hypotheses. Their research tends to be driven by a 
disciplinary norm favoring a par tic u lar kind of parsimony and regression 
models with only a few mea sur able variables and coefficients. It tends 
to dismiss variables that are “soft” (approximate, qualitative, difficult to 
mea sure) and/or variables that appear to have low statistical significance 
when used to explain empirical data.6 This practice is troubling to  those 
in other fields that emphasize causal modeling and that retain variables 
seen to be impor tant, even if the importance is not evident in the avail-
able data.  After all, to drop a variable is to assume that it is not impor tant 
(i.e., that it is approximated as 0 in a sum or as 1 in a product).

Such issues have long been debated within portions of the social 
science community. A few de cades ago, quantitative analy sis (statisti-
cal in nature) was regarded as more scientific, with qualitative research 
being seen as “lesser.” This is no longer the case;  today, well- structured 
qualitative research is highly regarded and, in some quarters, it is 
statistics- based quantitative analy sis that is viewed with skepticism or 
antipathy. The qualitative and quantitative tribes still exist— with their 
own conferences, book series, and journals— but a better balance exists 
and gradu ate students learn about the strengths and weaknesses of the 
diff er ent approaches.7

6 See Forrester, 1963. We note that a variable may have low statistical significance in empir-
ical work  because, for example, (1) the proxies used to approximate the variable are poor, 
(2)  there is too  little data to prove a valid but small effect, or (3) the variable acts only through 
nonlinear composite variables.
7 Although tribalism is a prob lem, as noted by reviewers and by Lawrence Kuznar (Kuznar, 
2008), exceptions exist. One mentioned was the late anthropologist Michael Agar, whose 
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Some other developments have occurred, but have not dissemi-
nated evenly across fields. In economics, for example,  great emphasis is 
now placed on looking for causal relationships and causal models, even 
when the researchers must depend heavi ly on empirical data that is not 
the result of controlled experiments, such as in the famous randomly 
controlled  trials of medical research. Econometricians have developed 
excellent quasi- experimental methods that depend on natu ral experi-
ments that exploit available data in more meaningful ways (Angrist 
and Pischke, 2009).

Another noteworthy development has been comparative case stud-
ies as pioneered by Alexander George, who saw case studies as key ingre-
dients in developing theory (George and Bennett, 2005). Even in such 
work, models tend to be more like  tables or logical constructs than the 
computer models used routinely in many domains. The richness and 
subtleties of theory tend to be described in text.

All of this is a poor match for the building of computer models to 
represent social- behavioral theory. So also, statistical data is often a poor 
fit for connecting to theory.8 As noted in earlier reviews, the modeling 
community is not receiving what it needs from the science community 
(McNamara et al., 2011). Candidly, we also observe that many in the 
modeling community do not try very hard to get into the scientific sub-
tleties  because of being more passionate about the programming than 
the science.

work ranged from linguistics to agent- based modeling, and from fieldwork to mathematical 
models. He firmly admonished students that scientists need to engage with real  people in real 
settings to understand who they are and what they are trying to do before drawing generaliza-
tions (Agar, 2013).
8 Related discussion dates back at least to the economist John Maynard Keynes in 1939 (For-
rester and Senge, 1996, p. 16). Statistical data are often not suitable for testing or informing 
causal models. One reason is that an impor tant causal variable may fail a T- test of statistical 
significance  because of measurement- error prob lems (Forrester and Senge, 1996, p. 17). More 
impor tant, if a phenomenon depends primarily on a composite variable, a regression in terms 
of the vari ous Xi might see none of them as impor tant. In the physical sciences, it is common 
for theory to highlight composite variables such as natu ral dimensionless ratios. Some authors 
refer to the importance of using theory to identify “aggregation fragments” (Davis and Bigelow, 
1998).



Difficulties, Challenges, and a Broad Strategy for Next Steps    17

It follows that we see the need for more work on social and be hav-
ior theory that is causal, multivariate, integrative, coherent, and more gen-
eral wherever feasible. This does not mean that we harbor notions of 
some  grand overall theory of every thing (such a theory does not yet 
exist even in physics, much less in the  human domain where it is likely 
implausible).9 Moving in that direction, however, is attractive com-
pared to the current situation.

We elaborate in the following sections, but the improvements 
in theory that we see as necessary  will often be qualitative  because of the 
nature of social- behavioral phenomena. So be it. Ideally, hybrid meth-
ods are desirable, as when quantitative analy sis is strongly informed by 
more detailed case studies and subsequent case studies are informed 
by quantitative research.10

Representing the Richness of the Science

In our view, social- behavioral modeling needs to be much more strongly 
informed in the  future by the strongest features of the related science, 
rather than sometimes settling for what social scientists see as a sim-
plistic gloss.

Need for Multivariate Causal Models

Social- behavioral science makes extensive use of statistical methods, 
and that  will continue for many reasons. For the purposes of the kind 
of research we discuss in this report, however, a premium exists for 
causal models and for models that deal well with uncertainty. Often, 
the models needed  will be multivariate and sometimes nonlinear (see 
discussion in Chapter 4). In such cases, the standard social science 
method of making and testing discrete hypotheses has significant short-
comings, especially when the hypotheses only deal with easy-to-mea sure 

9 Phi los o pher Nancy Cartwright discusses the need to see science as a patchwork (Cart-
wright, 1999), as does anthropologist Mel Konner (Konner, 2003). Even so, we believe that 
within domains a  great deal of unification is pos si ble.
10 See a discussion of the relationship between case studies and theory development pioneered 
by Alexander George (George and Bennett, 2005) and work urging synthesis of qualitative and 
quantitative methods (Sambanis, 2004).
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macroscopic variables while omitting impor tant detailed variables.11 In 
a blistering critique of one version of current methods in the study of 
intervention operations, social scientist Stathis Kalyvas (Kalyvas, 2008) 
observed:

[T]he prob lems of econometric studies are well known: their 
main findings are incredibly sensitive to coding and mea sure-
ment procedures . . .  ; they entail a considerable distance between 
theoretical constructs and proxies . . .  as well as multiple observa-
tionally equivalent pathways; they suffer from endogeneity . . .  ; they 
lack clear micro foundations or are based on erroneous ones . . .  ; 
and, fi nally, they are subject to narrow (and untheorized) scope 
conditions.

Need to Confront Uncertainty

The need to consider uncertainties is commonly accepted and has long 
been noted, sometimes with rueful admission that pro gress in actually 
 doing so has been slow.12 What it means for models to be able to deal 
well with uncertainty, however, is not well understood across the sci-
entific community. That said, much pro gress has been made, and the 
methods can be brought over into social- behavioral work as discussed 
in Chapters 5 and 7.

Subtleties of and Connections Among Model Types

It is generally recognized that many types of models  will continue to be 
needed, with diverse attributes.13 The number of existing types is not 

11 As an example, consider an attempt to find correlates of success (e.g., reducing the number 
of insurgent attacks) in counterinsurgency operations in Iraq and Af ghan i stan. If the analy sis 
looks at numbers of intervention forces versus time but ignores the commander’s (and insur-
gent commander’s) strategies versus time, correlational results may be meaningless. One way 
this might happen is if the counterinsurgency commander becomes more aggressive with 
additional forces, causing more  battles to occur, or if increased intervention forces cause the 
local population to react with alarm  toward the invasion by foreigners.
12 The 2008 NRC report highlighted uncertainty as an issue. An early reference deploring 
the tendency of even sharp analysts to deal with uncertainty is a paper by Edward Quade 
(Quade, 1968) in a book on RAND- style systems analy sis (Quade and Boucher, 1968).
13 The range of models  today is much the same as in the NRC study (Zacharias et al., 2008).
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some random development but the result of diff er ent contexts and pur-
poses of use. The many attributes usually discussed can be appreciated 
by asking  these questions of models:

• Are they qualitative, semi- qualitative, or quantitative?
• Are they static or dynamic; and, if dynamic, do they use simula-

tion (discrete or continuous) or do they use analytic expressions?
• Are they deterministic or probabilistic?
• What formalism do they use (e.g., influence diagrams, cognitive 

maps, causal- loop diagrams,  factor trees, system dynamics, agent- 
based modeling, network modeling)?

• At what scales do they apply and— even at given scale— with what 
degree of abstraction?

What is not well understood is how the vari ous model types, for-
malisms, and scales relate to each other and how they should be used to 
inform or complement each other. Descriptive comparisons exist, and it 
is pos si ble to connect many of them in multimodeling,14 but the under-
lying phenomenological theory (as distinct from software methods) is 
not well developed. Challenges are discussed further in Chapter 4, which 
compares an idealized system view of the real and model worlds and real-
ity versus the ideal.

Some of the questions that arise are: When can models be inte-
grated; when do multimodels make sense; when should one instead use 
one type of model to generate inputs for another; when are models com-
parably valid but largely or entirely incommensurate?

Connecting Theory with Evidence

If theory and both empirical and computational experimentation are 
the pillars of science, as presented in Figure 1.2, it is hardly controver-
sial to say that they should be well connected. Theory should inform 
observation, and experimentation should affect theory iteratively and 

14 Multimodeling refers to modeling in which a number of models, often expressed in dif-
fer ent formalisms, are combined to operate coherently, which requires valid connections 
among the component models (Levis, 2016). Multimodeling may include integrated human- 
interface features (Fishwick, 2004).
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constructively. However, we believe it evident that scientific and ana-
lytic inquiry in the social- behavioral sciences is out of kilter in this 
re spect. The linkages are often not very strong.15

Improving the linkages may prove controversial  because of deep- 
seated differences in philosophy between  those who are data driven 
and  those who are theory driven. We come back to  these  matters in 
Chapters 4 and 5.

Modularity and Composability

Advances in achieving interoperability among models have been a tri-
umph of computer science, significantly due to DARPA investments 
over de cades. Sometimes this is achieved with integrated designs and 
sometimes with multimodel methods or other devices.16 In any case, it 
is now a relatively mature activity.

To achieve meaningful composition is a diff er ent  matter.17 At a 
 simple level, suppose that model B requires an input X, which model 
A is said to provide as an output. A and B can then be connected and 
“run.” Suppose, however, that model A’s variable X has the same label 
as the input to B, but is actually quite diff er ent (e.g., military force 
ratio means something quite diff er ent to a theater commander than 
to the officer in charge of a battalion- level engagement). Or suppose 
that X “means” the same  thing, but is mea sured in diff er ent units. 
Or, more subtle, suppose that model A calculates X using assump-
tions that seemed to the model builder reasonable, but  were actually 
valid only for the context of his immediate work, with model B 

15 As one example, Steven Zech and Michael Gabbay observed in a paper that “the most 
striking feature of social network analy sis on militants is the lack of overlap between the 
theoretical and empirical research” (Zech and Gabbay, 2016).
16 A lit er a ture exists on multimodeling and related  matters (Fishwick and Zeigler, 1992; 
Mingers and Gill, 1997; Kött and Citrenbaum, 2010; Tolk, 2012b; Levis, 2016).
17 An NRC report (National Research Council, 2006) updated initial work (Davis and 
Anderson, 2003), sharpened issues, and improved the language for discussing diff er ent types 
of difficulty (e.g., syntax, semantics broadly, and pragmatics). Some work dealing with prag-
matics occurs within the topic of data engineering (Zeigler and Hammond, 2007). One 
strand of work has sought to unify the subjects of interoperability and composability by 
referring to diff er ent levels of interoperability (Tolk et al., 2013; Taylor et al., 2015).



Difficulties, Challenges, and a Broad Strategy for Next Steps    21

requiring an estimate of X that comes from a diff er ent concept of 
how X comes about.18 In several of the latter cases, A and B can 
be combined and  will run (i.e., they interoperate), but the composi-
tion makes no sense.19 Successful composition depends on the mod-
elers and their understanding of both context and the models to be 
composed. Obviously, it  will be easier to the extent that the separate 
models are transparent, comprehensible, well documented, and veri-
fied. That  will be more feasible to the extent that the right methods 
and technology exist.

Unfortunately, model composition often demands a deeper and 
more subtle understanding of multiple domains than is realized by  those 
 doing the composing. Further, pressures often exist to make the com-
position happen, to do a quick once- over to establish alleged valid-
ity, and to demonstrate its glories. Strong pressures also often exist 
to standardize as much as pos si ble— i.e., to agree on and hold fixed 
the values of tuning par ameters for both component models and rela-
tions among them. All of this is a  recipe for failure when attempting to 
model complex social- behavioral phenomena.20

A related issue is that of model federations. We are less sanguine 
about model federations than was the 2008 NRC report. Indeed, 
we are somewhat negative rather than merely skeptical. Our views 
have been influenced by personal experiences and that of colleagues in 
other organ izations. Two prob lems involve assuring responsibility and 
the dangers of overstandardization as discussed in what follows.

18 Examples of potentially hidden assumptions include rational- analytic decisionmaking, 
system equilibrium in economics, or a flat- earth approximation.
19 See discussions in the lit er a ture (Tolk, 2012b; Yilmaz and Ören, 2006; Yilmaz, 2006b; 
Yilmaz et al., 2007; and Yilmaz and Ören, 2009).
20 We thank Cory Lofdahl for related discussions (see also Lofdahl, 2010). The prob lems 
of dealing with a multiplicity of “tuning par ameters” are hardly unique to social- behavioral 
modeling. They arise, for example, in the modeling of climate change. See Koonin, 2014, 
and the heated debate about the controversial article (most easily found by web browsing). 
The continuing dispute may lead to a “Red Team/Blue Team” review or ga nized by the Envi-
ronmental Protection Agency (Plumer and Davenport, 2017).
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Good Analy sis Requires Taking Responsibility

In our experience, analytic studies that attempt to give good informa-
tion and sometimes advice to se nior leaders require tight control of all 
the analytic components by the analytic team. They must thoroughly 
understand the models, data, uncertainties, and implications of model 
outputs. They are responsible for  doing so. This is altogether diff er ent 
from “demonstrating” a method that combines multiple models and data 
sources. It has certainly proved valuable to compose models in a group’s 
local federation, but  doing so in a meaningful way has required sub-
stantial effort to understand subtleties, make code- level adjustments, 
and ensure validity for the narrow purpose of the study, which in turn 
requires continuity of key personnel and tight working relationships.21 
In contrast, we have observed demonstrations of alleged analytic capa-
bility in which— despite heroic efforts by  those involved— the resulting 
program was at best good enough for the par tic u lar details of the dem-
onstration case and fragile other wise. We are especially leery of large 
multiparty confederations if results are to be used analytically  because 
such confederations inevitably spread responsibility.

A  counterargument is the claim that some of  today’s prob lems are 
too complicated for any one mind to fathom, or even one small team. 
Multidisciplinary efforts are necessary, along with trust. Multimodeling 
and federations then follow naturally. We remain skeptical— especially 
given difficulties when working relationships are constrained by parties 
protecting intellectual property (e.g., by proving black- box component 
models with encrypted “innards”) or when time is short.

The Dangers of Over- Standardization

We have also been influenced by the negative effects of DoD having 
become dependent on large, complicated, and standardized “cam-
paign models” of warfare. In 2011, the DoD disestablished a large 
group responsible for such modeling and analy sis. As discussed in a 
congressionally mandated review, the monolithic, highly standardized 
approach had proved to be a  recipe for overly narrow, incomprehensible, 

21 For examples, see Matsumura et  al., 2001; Steeb et  al., 2011; and a discussion of the 
COMPOEX program (Kött and Citrenbaum, 2010).
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uncertain insensitive analy sis serving policymakers poorly (P. Davis, 
2016). The models themselves  were not the culprit and they could in 
fact be understood by specialists, but the inexorable effect of standard-
ization is often to suppress uncertainty, even when dealing with uncer-
tainty is crucial to analy sis.

To summarize, with some repetition, it is necessary to better 
understand how to achieve meaningful model compositions, but the 
goal should not be “blessed federations” and databases, but the ability 
to compose models appropriately for a given purpose and context, while 
allowing for uncertainty, disagreement, and competition. That is, a 
composition should be “fit for purpose.” This should be much easier 
with community- available libraries with well- vetted modules (including 
competitive modules) available for vari ous aspects of social- behavioral 
theory. A major issue is what  those modules should be and how they 
should be developed, peer- reviewed, and shared.22 Two general admo-
nitions apply:

• No general solution exists for ensuring that a composition is mean-
ingful. This situation  will not change with a new technology.

• It is more reasonable to educate modelers and analysts about sub-
tleties and then to seek relatively general pro cesses and procedures 
by which to validate a composition for a given context and to 
identify methods and tools to help. That is, it is more reasonable 
to seek pro cesses and procedures to assess “fitness for purpose.”

Rethinking Model Validity
The Five Dimensions of Model Validity

Given the difficulties in mea sur ing faithfully the many variables impor-
tant to  human and social be hav ior, and given the difficulty and sometimes 

22 One study illustrated an unusual approach. It began with a factor- tree qualitative model 
based on a review of social science lit er a ture on public support for terrorism. It then mapped 
the  factor tree into a semi- qualitative computational model to use for exploration. This 
required specifying numerous alternative algorithms and other subtleties. This was accom-
plished with a very high-level language, with the expectation that this social science module 
could be peer- reviewed without the diversions of computer- code details. If the model proved 
solid, it could be readily shared, used for multimodeling purposes, or reprogrammed into 
languages more con ve nient to par tic u lar groups (Davis and O’Mahony, 2013).



24   Priority Challenges for Social-Behavioral Research and Its Modeling

the impossibility of predicting CAS be hav ior, it is necessary to rede-
fine “validity” of theories and models. Much discussion has already 
occurred (see Appendix C), and it is time to draw conclusions and move 
on rather than debate the  matters endlessly. Fortunately, it is pos si ble to 
proceed by merely extending the classic concept.

Official definitions are often disappointing, but the DoD’s 
 definition of validation (Department of Defense, 2009) has held up for 
de cades:

Validation: The pro cess of determining the degree to which a model 
and its associated data are an accurate repre sen ta tion of the real 
world from the perspective of the intended uses of the model.23

We propose the following elaboration: A model’s validity should 
be assessed separately with re spect to (1) description, (2) causal expla-
nation, (3) postdiction, (4) exploratory analy sis, and (5) prediction.

 These criteria should be elaborated and better defined in  future 
work, but we have the following meanings in mind:

• Description: identify salient structure, variables, and pro cesses.
• Causal explanation: identify causal variables and pro cesses and 

describe reasons for be hav ior in corresponding terms.
• Postdiction: explain past be hav ior quantitatively with inferences 

from causal theory.
• Exploratory analy sis: identify and pa ram e terize causal variables 

and pro cesses. Estimate approximate system be hav ior as a function 
of  those par ameters and variations of model structure (coarse 
prediction).

• Prediction: predict system be hav ior accurately and even precisely 
(as assessed with empirical information).

We need not elaborate on description or prediction, but the other 
dimensions bear somewhat more commentary. Causal explanation is at 
once a familiar and primitive concept, but is also deep and subtle as is 

23 This DoD definition is consistent with most other thoughtful discussions, such as that in 
the domain of system dynamics (Sterman, 2000).
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discussed in Chapter 5 in the section on causality. Let us elaborate  here 
on postdiction and exploratory analy sis.

Postdiction (sometimes called “retrodiction”) can have the negative 
connotation of after- the- fact rationalization, but we have in mind the 
positive connotation of explaining previously observed system be hav ior 
using theory. Physicist Steven Weinberg uses the example of Einstein’s 
explanation of the observed anomaly in Mercury’s orbit. Weinberg 
describes that as more impor tant and persuasive in science than sub-
sequent predictions (Weinberg, 1994, p. 96ff.). Explaining Mercury’s 
be hav ior was in part persuasive to physicists  because of the theory’s 
elegance.24 Persuasion occurred even though agreement of Einstein’s pre-
dictions with subsequent empirical data was equivocal for years. Geo-
logical science, of course, also depends on postdiction. A more recent 
example might be that economists can persuasively explain the eco-
nomic crash of 2007–2008 by looking at information about the state of 
the economy and central bank policies before the crash— information 
that was available in princi ple beforehand, but that was not adequately 
appreciated at the time.25 In retrospect, the crash was avoidable (Finan-
cial Crisis Inquiry Commission, 2011).

Exploratory analy sis and coarse prediction refer to studying the 
model’s be hav ior over the uncertain space of inputs (also called scenario 
space),26 perhaps to identify regions with “good” and “bad” characteristics. 

24 A pure expression of this comes from the  great physicist Paul Adrien Maurice Dirac, who 
wrote: “The physicist, in his study of natu ral phenomena, has two methods of making pro gress: 
(1) the method of experiment and observation, and (2) the method of mathematical reason-
ing. . . .   There is no logical reason why the second method should be pos si ble at all, but one has 
found in practice that it does work and meets with reasonable success. This must be ascribed 
to some mathematical quality of Nature, a quality which the casual observer of Nature would 
not expect, but which nevertheless plays an impor tant role in Nature’s scheme” (Dirac, 1939). 
Dirac went on to emphasize the importance of mathematical beauty, something he regards as 
no more definable than beauty in art, but something that  people who study mathe matics have 
no difficulty in appreciating. How well this applies to social science remains to be seen.
25 Some individuals  were exceptions, saw the signals, and profited handsomely, as recounted 
in the book and movie The Big Short (Lewis, 2010).
26 The related concepts of exploratory analy sis and exploratory modeling (Davis and Finch, 
1993; Bankes, 1993; Davis, 1994) are core ele ments of analy sis addressing “deep uncer-
tainty,” as discussed  later in this report. As increasingly emphasized in recent work, exploratory 
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The purpose is not to predict what  will happen, but to understand what 
may happen and to estimate the circumstances  under which vari ous 
be hav iors are most likely. But how might one judge validity for such 
purposes? An early suggestion stated:

A model and its case space (databases) is valid for exploratory 
analy sis if the case space represents well the degree of uncertainty 
in inputs and, within that case space, the model is  either struc-
turally valid, behaves in ways adequately consistent with what is 
known empirically, or is based on what appear to be reasonable 
assumptions. As always in a discussion of validity adequacy must 
be judged in the context of the par tic u lar application. (Bigelow 
and Davis, 2003, p. 19)

An example of “coarse prediction” might be using a model to iden-
tify high- risk regions of a system’s state space, without purporting to 
predict precisely what the system would do in that region. For a social 
phenomenon, that characterization of state might involve, for example, 
the fraction of the population with a par tic u lar attitude or be hav-
ior, the efficiency of communications within the population, and the 
existence of “sparks.”

Figure 2.1 illustrates how a model might be characterized in this 
five- dimensional framework. The notional model is said to be descrip-
tive, to have a good sense of the causal variables and pro cesses, to be 
good for postdiction and exploratory analy sis, but to be poor for pre-
diction. Why the latter? Perhaps the values of the key causal variables 
are not known currently— i.e., they are knowable in princi ple at some 
point, but are uncertain currently. This circumstance is common in 
strategic planning and in social science. It is the reason that so much 
social science is expressed in contingent terms. That “wishy- washiness” 
may make decisionmakers unhappy, but predicting the details of  future 
states of the world is often not in the cards. In such cases, “good” theory 
is contingent, not narrowly predictive.

analy sis needs to consider uncertainties in the model itself— i.e., structural uncertainties 
(Davis et al., 2016)— not just the pa ram e ter values of a given model.
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Other models would have very diff er ent spider- diagram charac-
teristics. For example, some models are predictive but not descriptive with 
re spect to causal variables (as when epidemiological models use proxies 
such as temperature and humidity rather than mosquito populations or 
when macroeconomic models predicting next year’s rise in gross domes-
tic product have no obvious relationship to under lying microeconomic 
mechanisms).

Assessing a Model’s Validity in a Context

As has long been understood, validity can only be judged for a purpose 
and context: What is being asked of the model and what are the cir-
cumstances? For example, is the model being asked  whether a policy 
intervention  will have a positive effect or what the magnitude of that 
effect  will be? Is the question being asked when the state of the system 
is near equilibrium and the intervention effects would be marginal and 
captured by elasticities, or is it being asked when the system is “on the 
edge of chaos”?

Figure 2.1
Spider Chart Characterization of a Model’s Validity by Five Criteria
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A related question is  whether the system in question has “station-
ary be hav ior” or  whether its structure or basic relationships are chang-
ing. Weather models  were long considered to be statistically valid, as 
in characterizing once- in- a- century storms. They are no longer valid 
 because the frequency of high- intensity storms is increasing, presum-
ably due to climate change.27 As a second example, classic two- party 
American po liti cal models are no longer valid  because so many indi-
viduals regard themselves as in de pen dent. Further, polarization has 
increased with the disappearance of “moderates.”28

Notional Comparison of Models

Figure 2.2 shows a notional depiction of how some models might be 
characterized using the framework of Figure 2.1. It adds a distinction 
between systems that are stable and systems that are changing (right 
and left sides, respectively, in Figure 2.2). The numbers are notional, 
but the intent is to convey the idea that classic equilibrium theory in 
economics is good when used to deal with a stable world (right side). 
So also, empirical models, such as from machine intelligence or econo-
metrics, can be very predictive in such circumstances, but be poor 
in terms of providing causal explanation. Looking to the left side of 
Figure 2.2, both classes of model are poor when the world is chang-
ing in fundamental ways.29 An agent- based model might do better by 
having adaptive agents representing  causes of major change (e.g., soci-
etal changes of taste, sentiment, or even basic values), but would be 
afflicted by so many parametric uncertainties as to make prediction 
rough at best. A hybrid model (if only we knew how to build it) might 
have the best features of both.

27 Fortunately, weather forecasters understand this  because they routinely get empirical 
feedback about their predictions. Thus, they enjoy a quick, tight, repeated cycle.
28 See polling results by the Pew Research Center. See, e.g., its report from June 12, 2014, 
“Po liti cal Polarization in the American Public.”
29 A related concept is  whether a system’s pro cesses can be regarded as “stationary.” This termi-
nology has a variety of meanings depending on discipline. In statistics, a system is stationary if 
its relevant joint probability distributions are constant. In decision analy sis, an issue is  whether 
the actors’ utility functions (if they exist at all) are constant.
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Discussions of validity, then, can be richer in the multidimensional 
approach. Far more work is needed to turn the vision into a methodol-
ogy. As of  today, no agreement exists on the details of Figures 2.1 or 
2.2— i.e., on how to define the individual dimensions for quantita-
tive or qualitative mea sure ment or how adequately to specify context, 
including what decision is to be aided (Chapter 7).

Differences Between the Physical and Social Sciences

By using the five dimensions of validity we may also see that the differ-
ence between validating models for the physical and social sciences is 
often not as  great as usually claimed. For example, the “fundamental 
laws of physics” are seldom predictively valid for real- world applica-
tions. Rather, as discussed by Nancy Cartwright, they are remarkably 
descriptive and explanatory about idealized systems. When employed 

Figure 2.2
Notional Comparison of Model Validities
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for real- world purposes, they are typically modified and adjusted  because 
the real world departs from the ideal (Cartwright, 1983). That is, con-
text  matters greatly, as it does in the social sciences.

Some General Criteria for Validation

Theorists and modelers have been struggling with the issue of valida-
tion for many years. A good deal of de facto consensus exists at the 
practical level. Some methods apply to each of the five dimensions dis-
cussed above. Our summary is that we make judgments ( whether of 
theories or models) about validity or what might better be called con-
fidence based on the following:30

1. Falsifiability (if a mode cannot be falsified, it fails as meaningful 
science).

2. Roots in deeper theory regarded as valid.
3. Logic (e.g., does the model have internal validity?).
4. Confirmational evidence, especially model successes in cases 

chosen to attempt falsification, but in broad patterns of success.
5. Elegance and logic. Theoretical physicists are famous or notori-

ous for their attention to  matters such as coherence and beauty. 
 Others look for consistency and power of description and 
explanation.

6. Due diligence. Since judgment is involved, a key is  whether we 
applied due diligence in considering all of the foregoing.

We end this discussion of validation with some admonitions for 
sponsors and man ag ers of model- building research. First, we note that 
the issue is, essentially, a  matter of quality assurance. A strong lesson 
from other disciplines is that the prime determinant of quality at the 
end is quality along the way, which is the result of top- notch  people and 
good orga nizational environments. A princi ple that is generally helpful 
is to require clean conceptual models early for peer review, debate, 

30 How  these criteria fit together, and the limitations of each, is discussed by phi los o pher 
Susan Haack (Haack, 2011). She skewers  those “New Cynics” who erroneously go from true 
statements such as “Theories are not implied by their positive instances” to what amounts to 
“All theories are equal” (see pp. 34–35).
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and iteration (see also Chapter 4, “Real ity versus the Ideal”). Represent-
ing the resulting model in a comprehensible language is desirable and, 
in any case, should be accomplished with best practices (e.g., structur-
ing, documentation, and routine verification). Lastly, we note that organ-
izations may seek to validate models for  whole classes of application, 
which is problematic  because validity must be judged by details of how 
it is to be used (e.g., is the model valid for establishing  whether option 
A or option B is superior, in a set of test cases, as characterized by par-
tic u lar mea sures of effectiveness?). Thus, establishing validity is not 
something for specialists; rather, it a core part of the responsibility of 
analysts using models to inform decisions.
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CHAPTER THREE

Broad Strategy for Next Steps

To address the prob lems of earlier sections, we recommend that DARPA 
should define two or three difficult national challenge prob lems for multi
year efforts forcing productive inter  and trans disciplinary work in 
useful directions.

The motivation would be as for other historical “ grand challenges.” 
Examples in mathe matics go back to Euclid and include David Hilbert’s 
twentythree prob lems expressed in 1900. Hilbert asked:

Who among us would not be glad to lift the veil  behind which 
the  future lies hidden; to cast a glance at the next advances of our 
science and at the secrets of its development during  future centu
ries? (Carlson et al., 2006, p. 22)

 Grand challenges help focus minds and energize. Their concrete
ness is part of their allure. We see such challenges as impor tant for 
DARPA’s pursuits in social behavioral research  because the subject area 
is so broad and shapeless: some temporary narrowing could be helpful 
if meeting the challenges would “lift the veil” on impor tant  matters. 
How to choose the right  grand challenges is a  matter for subsequent 
discussion, but some possibilities with national importance include 
understanding and finding ways to  counter:

• Radicalization for terrorism
• Weakening of democracy and national cohesion by foreign infor

mation operations campaigns
• Prospects for stability  after international interventions
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• Be hav iors of populations  after natu ral disasters
• Opioid or obesity epidemics

The gamut ranges from national security topics to  those of a broader 
and more social policy character. A princi ple should be defining prob
lems in such a way as to breed a dynamic, creative, cross pollinating, 
knowledge building culture.

For each such national challenge, DARPA would post concrete 
challenges in five subcategories.1

1. Challenge social behavioral scientists to generate more unifying 
and coherent theories while retaining and sharpening alternative 
perspectives.

2. Ensure that models represent the best theories faithfully, which 
includes addressing shortcomings of past modeling repeatedly 
pointed out by social scientists. This  will often require tending 
to context specific aspects of phenomena and recognizing sto
chastic  factors.

3. Challenge experimenters to find new theory informed ways to 
obtain relevant information and analyze the data— coordinating 
empirical and computational experimentation in a way that 
reflects their comparative strengths and weaknesses and exploits 
new empirical sources.

4. Challenge other theorists and technologists to provide new meth
ods and tools to improve capabilities for the above subcategories, 
including comprehensible visualizations of systems and their 
be hav ior characteristics across the n dimensional system state 
space, and to tailor them to the needs of analy sis in application 
work.

5. Improve and nurture the rest of the ecol ogy needed for overall 
effectiveness (i.e., infrastructure, culture, and governance).

Figure 3.1 reminds us that the challenges apply to all the activities 
within the ecol ogy. Even though most researchers  will be fully occu

1 This approach is diff er ent from that in more typical DARPA challenge prob lems (e.g., get 
an autonomous vehicle to drive a specified distance on a specified road network).
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pied within their part(s) of the ecol ogy, DARPA  will need to be con
cerned about the totality to have a more holistic view.

For each such national challenge taken on, it might be useful 
to construct a kind of virtual social behavioral modeling laboratory 
(SBML), somewhat analogous to the creation of task forces.2 Figure 3.2 
suggests the basic idea; the concept is discussed at more length in 
Appendix A. Briefly, such a “laboratory” would exist for a finite time (e.g., 
five to ten years), during which it would strive for a maximum degree 

2 In contemplating an SBML, we can learn much from transformation efforts in business. 
 These efforts sometimes address many generic issues raised in this report, such as (1) work
ing with stakeholders to understand their concerns; (2) identifying the key physical and 
social phenomena across multiple scales; (3) developing systemic conceptual models (often 
qualitative visualizations) to understand key relationships and discuss with stakeholders; 
(4) parametric modeling; (5) testing; and (6) application. See particularly a review by William 
Rouse (Rouse, 2015) relating to health care systems.

Figure 3.1
The Ecol ogy to Respond to National Challenges
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of sharing and synergism in interdisciplinary activities.3 Some features 
are impor tant to highlight. First, this approach would be dynamic 
and iterative, with routine competition and iteration and with multi
ple strands of work. It would not be an attempt to construct a single, 
monolithic federation of the allegedly correct models with the allegedly 
correct data. Models would be composed as appropriate for research and 
analy sis purposes. Any such compositions would need to be validated 
accordingly as “fit for purpose.” Second, we envision numerous kinds of 
models, including simulation, but also  human gaming, analytic model
ing, and other va ri e ties. Some of the modeling would be qualitative, 
some would be quantitative. Conference discussions would be very 
much about the national challenge, related social science, the degree to 
which modeling represents that science, the quality of data from both 
empirical and computational experimentation, and how to character
ize knowledge to inform decisions about the par tic u lar  grand challenge 
(e.g.,  whether a par tic u lar intervention would reduce the number of 
jihadi recruits or  whether certain doctrinal procedures in disaster relief 
would help or hurt).4 Again, then, a challenge prob lem would force 
boundary crossing, communication, and synthesis.

Another impor tant aspect of the boundary crossing is getting out 
of the laboratory (or office) to become thoroughly familiar with prob
lems “on the ground” and concerns of the vari ous stakeholders that 
would be affected by any interventions. One of the  great strengths of 
a problem focused approach is that it encourages this practice. Some 
of its manifestations may include participative modeling and changes 
in the variables considered by both theory oriented and experiment 
oriented researchers and analysts.5

3 The concept could be described simply as an unusually coherent program, but the term 
“laboratory” conveys the sense of purposeful experimentation on a par tic u lar prob lem.
4 Empirically, American jihadists have diverse backgrounds as discussed in a paper by Brian 
Jenkins (Jenkins, 2017). Such data should inform judgments about intervention.
5 Some related lit er a ture includes an influential book by Bent Flyvbjerg (Flyvbjerg, 2001) 
and related debate (Flyvbjerg, 2004; Laitin, 2003) and a “practical” book by Richard Swed
berg (Swedberg, 2014). The system dynamics lit er a ture emphasizes close interaction with 
stakeholders (Sterman, 2000), and the subject of “collaborative modeling” has become a 
topic in sustainability research and related areas (Olabisi et al., 2015). Stakeholder engage
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A successful SBML approach would foster a new “epistemic cul
ture” (arrangements and mechanisms by which we gain knowledge) 
in social behavioral research:  Those participating would be building 
knowledge in a very diff er ent and more multifaceted way than is cus
tomary within discipline bound inquiry. The result would reflect not 
just scientific knowledge and craft, but also what Aristotle called phro-
nesis (virtuous thoughtful and practical  doing that reflects an under
standing of ethics and situational subtleties). We see such practical doing 
as including the confrontation of uncertainty and expecting to adapt as 
necessary. The word may be Greek, but the ideas endure.6

This concludes our discussion of general approach. Subsequent 
chapters go deeper. First, Chapter 4 discusses broadly how to improve 
linkages among theory, modeling, and experimentation in the course of 
the research cycle. Chapters 5–9 discuss more discrete challenges for sci
ence, modeling, decision aiding, methods, culture, and infrastructure.

ment was a core ele ment in RAND work that supported the development and passage of a 
master plan for Louisiana’s post Katrina efforts (Fischbach, 2010; Groves et al., 2013) and in 
numerous efforts to improve the health care system (Rouse, 2015).
6 The value of phronesis is argued in the philosophical lit er a ture by policy prac ti tion ers 
such as Bent Flyvbjerg (Flyvbjerg and Landman, 2012). How scientific cultures can be quite 
distinct is illustrated by an ethnographic comparison of highenergy physics and molecular 
biology (Knorr Cetina, 1999). Some of the most in ter est ing portions of the book are endnotes 
with post text dialogue between the author and scientists with whom the author had com
municated during her initial research (e.g., pp. 270–290). A vibrant version of the SBML 
approach would encourage what professor of informatics Bonne Nardi discusses  under the 
rubrics of activity theory and distributed cognition (Nardi, 1996).
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CHAPTER FOUR

Tightening the Theory- Modeling- Experimentation  
Research Cycle

A significant obstacle in pursuing the objectives discussed in this report 
is improving linkages among the three pillars shown in Figure 1.2. Before 
describing our suggestions, it is useful to provide background to help 
explain the current state of affairs. This requires a digression into the 
philosophy of science, even though it is doubtful that said philosophy 
helps scientists do their work.1

Background on Differences of Philosophy

Although researchers are usually too busy to be waxing philosophical, two 
reasonably distinct tribes can be observed. The tribes differ in their think-
ing about the nature of science, the scientific method, and the meaning of 
truth. They also use diff er ent methods and have diff er ent conceptions of 
what constitutes good and bad method. Their incentive structures may be 
more about in- discipline activity than prob lem solving. Understanding all 
this  will be an impor tant part of moving forward expeditiously with the 
kinds of national challenge discussed earlier. As one of our team members 
(Gulden) noted ruefully from his own experience, interdisciplinary work 

1 Nobelist and physicist Steven Weinberg writes about this in a chapter entitled “Against 
Philosophy” (Weinberg, 1994). He approves of phi los o pher Ludwig Wittgenstein, who 
remarked that “nothing seems to me less likely than that a scientist or mathematician who 
reads me should be seriously influenced in the way he works” (Weinberg, p. 167). Weinberg 
doth protest too much, since the reader  will find that he has obviously spent a  great deal of 
time reading philosophy.
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in academia can take a very long time: Months and numerous meetings 
may occur before, eventually, participants understand where  others are 
coming from and how to communicate. With this in mind, some digres-
sion into philosophy of science is worthwhile.

The related lit er a ture in question is rich, provocative, and enjoyable 
to review from time to time (not as a steady diet). One impor tant conclu-
sion is that the notion of “scientific method” is a myth. In his seminal book 
on inquiry for the social sciences, Abraham Kaplan quipped:

This book  will contain no definition of “scientific method.” . . .  
 There is no one  thing to be defined . . .  one could as well speak of 
“the method” for baseball. (Kaplan, 1964, p. 27)

Scientific method is ultimately a body of techniques for investigat-
ing phenomena. Application of the techniques is anything but  simple, 
linear, and formulaic. Variations of style are notable. Similarly, how 
science progresses, and how the ideas and theories emerge, is often com-
plex and erratic, which is a theme of Thomas Kuhn (Kuhn, 1970) and 
the philosophical bomb thrower Paul Feyerabend, whose book, entitled 
Against Method, is sometimes paraphrased as “Anything goes!” (Feyera-
bend, 1975).

Susan Haack expresses similar disdain for the notion of scientific 
method, arguing that the methods of science can be seen as criti-
cal common sense (Haack, 2011). That is, the methods are like  those 
we apply routinely but— crucially— are “conducted with greater care, 
detail, precision, and per sis tence” (p. 7). She mentions similar views of 
Albert Einstein and Thomas Huxley and notes that she sees science as 
very much like working crossword puzzles (as did Einstein). She also 
notes the fundamental importance of integrity in scientific research.2

Fortunately, consensus exists on some princi ples if inquiry is to be 
regarded as scientific. The princi ples relate to reproducibility, falsifiabil-
ity, and adherence to certain princi ples of reasoning. Again, the princi ples 

2 Many readers  will have studied the ideas of Karl Popper, Imre Lakatos, and perhaps Paul 
Feyerabend in college. If so, we recommend Susan Haack’s work as a critical review and syn-
thesis with impor tant additions. Along the way, she points out bitingly but humorously con-
tradictions in the thinking of the earlier phi los o phers and how they evolved (Haack, 2011).
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are not unique to science, but they are more assiduously followed in 
science.

Despite  these points of consensus, it is useful to discern two camps. 
Dichotomous discussion is always dangerous, but it highlights differ-
ences due to backgrounds, assumptions, languages, and intuitions. Even 
within our author team we saw the dichotomy, as our academic back-
grounds include theoretical chemistry and physics, engineering, po liti-
cal science and economics, policy analy sis, and anthropology.  Table 4.1 
contrasts the two views, sometimes referred to in shorthand as scientific 
realism and constructivism.3 By and large, physical scientists and engi-
neers lean more  toward View One and social scientists lean more  toward 
View Two.

The dichotomy has implications for social- behavioral modeling. 
The constructivist view would seem to be potentially hostile to the 
notion that modeling even makes sense. At a minimum,  those in its 
tribe tend to be skeptical (often for good reason) about modeling and 

3 See a short article on “Scientific Objectivity” in The Stanford Encyclopedia (Reiss and Sprinter, 
2017).

 Table 4.1
Two Views About Fundamentals

View One (Scientific Realism) View Two (Constructivism)

Real ity exists and science seeks to 
understand it.

Real ity is socially constructed and relative.

Empirical data tells us about real ity. Empirical data is meaningful only through 
one or another interpretation. 
Interpretations vary markedly.

Theories build and expand on each 
other.

Theories supplant each other over time 
(often when adherents of earlier theory die 
off).

With effort, relatively general 
theory should emerge, creating 
increased coherence.

Theories are and  will continue to be 
incommensurate, exquisitely contextual, and 
resistant to generalization.

Science converges  toward truth. Science evolves erratically and should not 
be assumed to be converging on anything, 
much less truth.
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(as noted in  Table  4.1) even the notion of pro gress in science.4 The 
scientific- realism view, in its extreme, can be dogmatic. For example, 
classic economic theory exalts the notion of the rational actor maximiz-
ing subjective expected utility and also the notion that all values can 
be monetized to permit such an optimization. Anthropologists, soci-
ologists, and social psychologists are likely to cringe at such notions.5

 Table 4.2 explains the tack we take. The first column reflects a nay-
sayer view; the second column describes our approach, which we see 
as pragmatic. It preemptively accepts that it would be folly to imagine 
that good social- behavioral modeling can be like normal engineering, 
that it  will lend itself to traditional prediction, that  there is only one 
good way to look at a social system, or that we should anticipate achiev-
ing the kind of control over the system that is pos si ble when dealing 
with the objects of standard engineering.

This operational approach looks like scientific realism, which pro-
vides frameworks for framing issues and moving forward. However, if 
pursued properly it  will address practical and legitimate concerns asso-
ciated with constructivism. This may not satisfy inveterate constructiv-
ists, but we hope that it provides a  middle ground in which they  will at 
least be willing to operate provisionally.

The tack suggested has pre ce dent. The field of system dynamics 
has dealt with soft variables for more than a half  century.6 Also, what we 
regard as good policy analy sis emphasizes that good analy sis must rec-
ognize and honor alternative value frames. Good policy analy sis frames 
the issues so that the varied considerations are all vis i ble and evaluates 
options accordingly. The decisions themselves reflect the criteria that 
 people choose to emphasize and judgments that  those  people make.7

4 Debates on such  matters have been strong within academic anthropology, as discussed by 
Lawrence Kuznar in a book critical of postmodernist thinking and its sometimes- paralyzing 
effects on the field (Kuznar, 2008).
5 So also, modern financial experts such as Richard Bookstaber have moved far beyond 
classic economics in their thinking (Bookstaber, 2017).
6 See Forrester (1963) or a comprehensive textbook (Sterman, 2000).
7 Full objectivity is an aspiration, but a hallmark of science is vigorous pursuit of that aspi-
ration (Haack, 2011, p. 25).
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The next section proceeds in this spirit. It takes a “system view,” 
but not the simple- minded system view that can often be found in model-
ing that purports to address social- behavioral  matters but is actually far 
too mechanistic.

 Table 4.2
Proposed Tack

Initial View Pragmatism

1. Pro gress is an illusion. Let’s work with the illusion.

2.  Every thing is 
contextual, so  
theory is doubtful.

Absolutely, but what are the variables that define 
context? How far can we go in identifying and in some 
cases mea sur ing them, even if roughly?

3.  Truth is an illusion. 
Many truths exist.

Let us assume that truth is multifaceted and appears 
very dif fer ent through alternative lenses. Some  
lenses reflect dif fer ent values. But how far can we go 
in revealing and relating  those dif fer ent facets and 
perspectives? Should we not be able to describe and 
work with all of them?

4.  Theories are 
incommensurate and 
equally “valid” in their 
own way.

Let’s see what theories can be reconciled, combined, 
or related. Perhaps some  will indeed remain 
incommensurate. But let’s see. Some theories  will be 
falsifiable.

5.  Social systems are 
chaotic complex 
adaptive systems; they 
are chaotic and not 
subject to prediction.

A complex adaptive system is not always chaotic; its 
state may variously be relatively stable, potentially 
unstable, or highly unstable to interventions or other 
new events. Even in unstable states, its evolution may 
be constrained to one of some trajectories that can  
be anticipated. We  do not see “prediction” as an 
appropriate term, but we can often anticipate 
possibilities, ascribe some degree of relative likelihood, 
and/or enjoy some degree of control. When?

6.  Systems thinking is for 
engineers; it  does not 
work well for social 
systems in which 
context dominates.

Humility is necessary. Drawing the system’s bound aries 
widely may be essential, by including variables and 
pro cesses that are qualitative or other wise soft. The 
purpose of a system model is often more explanatory 
or exploratory than predictive.a

7.  Uncertainties are 
overwhelming.

Much pro gress has been made in dealing with deep 
uncertainty. Let’s see how far we can get, encouraging 
major ambitions but maintaining humility (see 
Chapter 5, “Dealing Routinely with Uncertainty”).

a Lest this be regarded as a defect, we note that Darwin’s theory of evolution by 
natu ral se lection, one of the most profound of scientific contributions, had  little 
predictive to offer.
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An Idealized System View Relating the Real  
and Model Worlds

Closing the theory- modeling- experimentation gap requires improving 
interactions among social- behavioral scientists on the one hand and 
modelers on the other. The prob lem is implied by the form of the previ-
ous sentence, which distinguishes between scientists and modelers. Why 
are they separate, whereas in other fields they are not? A related chal-
lenge is improving the degree to which theories and models can be com-
prehended, reproduced, debated, and iterated. With  these troublesome 
challenges in mind, we offer an idealized vision to better characterize 
what we would like, so that we can better discuss next steps.

With this background Figure 4.1 depicts a view of the research 
cycle that is useful for our context. Although significantly adapted  here, 
it draws on prior depictions over the de cades, especially by Robert 
Sargent, Bernard Ziegler, and Andreas Tolk.8

Again, Figure 4.1 denotes an idealized way of relating the real and 
model worlds. It comes from a scientific realism perspective but can 
address many constructivist ideas. It anticipates that knowledge building 
 will involve a combination of induction, deduction, and abduction.9 The 
imagery is that a real system exists, which is the social system of interest 
(item 1). Real- world observation and experimentation (item 2) help us 
in abstracting and in forming hypotheses about the system’s ele ments, 
relationships, and pro cesses.  Because theory and modeling are always 

8 Distinctions between conceptual model and implementation are discussed in early papers 
and texts (Sargent, 2010; Zeigler et al., 2000; Sargent, 1984; Zeigler, 1984). Zeigler also 
introduced the crucial concept of “experimental frame,” specifying conditions  under which 
the real and model systems are to be observed and how model results are to be used. More 
recent work has sharpened relationships between system engineering and modeling theory 
(Tolk, 2012a), as well as highlighting a difference between a conceptual model and fully 
specified model (a distinction that many authors choose not to recognize).
9 Deduction is deriving a conclusion by reasoning from premises (e.g., from an accepted 
model); induction is inferring a conclusion by generalizing from par tic u lar instances (e.g., as 
in observing experimental results that suggest patterns); abduction is inference in which sub-
jectively probable conclusions are drawn from a mixture of premises, observations, and more 
uncertain assumptions. Only exceptional models are sound enough to justify depending on 
deduction, but many models are good enough to support “reasonable” abduction. The concept 
of abduction was introduced by Charles Sanders Peirce around 1865 (Peirce and Buchler, 1940).
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Figure 4.1
An Idealized System View of the Real and Modeled Worlds

NOTE: Currently, the yellow items (conceptual and formal models) seldom exist separately. 
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simplifications, we must have par tic u lar objectives in mind when asking 
about the real world or how to model it. We then construct rough- cut 
system theories in our heads to approximate the relevant real ity (item 3). 
Often, alternative notions about the system exist, reflecting diff er ent 
hypotheses, perspectives, or both. This is symbolized in Figure 4.1 by the 
stacking of icons.

Moving rightward, we then construct coherent conceptual models 
(plural) of the system (item 4)— including aspects that are impor tant but 
cannot be easily observed directly. The conceptual models may be com-
binations of essays, listings of objects and attributes, or such devices as 
influence, stock- and- flow, or network diagrams. The next step, which is 
not always feasible or desirable, is to develop a formal model (item 5)— 
 i.e., one that specifies all the information needed for computation of 
model consequences, generating consequences for diff er ent cases by using 
lookup  tables. That is, a specified model must have tight definitions, 
equations, algorithms, or  tables, as needed.

In this idealized image rooted in classic pedagogy, the formal model 
is in de pen dent of programming language or— far more plausible— 
expressed in a very high-level language that is easily comprehended by 
nonprogrammers (i.e., in a week rather than a month). Why? The reason 
is to lay bare the essence of the model without the mind- muddling com-
plications of most computer code and to permit replication, peer review, 
debate, and iteration.  After  those occur, a formal model can (moving 
downward) be implemented in other programming languages as con ve-
nient (item 6).10 Moving leftward, the implemented model can then be 
used with an experimental design to generate model results across the 
n- dimensional space of model inputs. Results of  these computational 
experiments (exploratory analy sis) may (item 7) falsify or add credence 
to earlier beliefs and suggest further hypotheses to enrich system theo-
ries. For example, they may suggest that the system  will show extremely 
bad be hav ior in certain circumstances not previously considered 

10 Recent lit er a ture documents failures to replicate peer- reviewed scientific work (Open Sci-
ence Collaboration, 2015). Although some authors claim that such accounts have been exagger-
ated (Gilbert et al., 2016), surveys indicate considerable concern among scientists themselves 
about replicability.
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(i.e., “if more than roughly 10  percent of the social group . . .  and . . .  
occurs . . .  then very bad  things are likely to happen”). Such impor-
tant computational conclusions should be compared to experimental 
results from the real system, shown at the bottom of Figure 4.1 (item 
8). To do so sensibly requires defining the relevant experimental frame 
as defined earlier— i.e., specifying the conditions  under which the real 
and model systems are to be observed and how model results are to 
be used.11 A model can be considered valid for a par tic u lar applica-
tion in a par tic u lar context if the result of using the model’s outputs are 
adequately close to the result of using the real system’s be hav ior for that 
experimental frame. Or, more precisely, we consider the model valid 
if,  after due diligence in considering available knowledge,12 we believe 
that the model’s outputs are adequately close to that of the real system. 
The cycle continues. Overall, Figure  4.1 conveys a sense of a virtu-
ous research cycle in which theory, model, and implemented model 
(program) are updated.

Figure 4.1 adapts from earlier work13 but differs from earlier depic-
tions in some re spects:

• It is oriented more to science than engineering: “Objectives”  matter 
in developing and evaluating models within science, but the word 
“requirements” does not appear  because research objectives are 
often fuzzy as in “understand what is  going on. . . .”

• It allows for diverse types of models, not just simulations. For 
example, it allows for an economist’s model predicting steady- state 
outcomes. The conceptual model may even be qualitative or even 
graphic.

• It shows theories at pivot points affecting empirical experimen-
tation, computational experimentation, and comparisons. The 
theories inform what experiments should be conducted and how 
results should be analyzed.

11 The term “experimental frame” was introduced by Bernard Zeigler in a 1984 textbook on 
modeling theory, a second edition of which is now available (Zeigler et al., 2000).
12 See Tolk et al. (2013), where  these  matters are discussed and related to the theory of language.
13 The figure benefited from a paper by and discussion with Andreas Tolk (Tolk, 2012b).
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• It refers to plural theories  because more than one may exist— even 
more than one intendedly comprehensive theory reflecting diff er ent 
narratives. This is crucial if we are to reflect the markedly diff er ent 
views of real ity suggested by, say, anthropologists, economists, or 
physicists.14 Sometimes, it means accounting for emotions,  history, 
and sacred values.15

• It takes seriously the separate existence of a fully specified model 
that is  either language in de pen dent or in a very high-level language 
comprehensible to social scientists and their gradu ate students 
without being serious programmers. This is analogous to the clas-
sic concept of representing a model in mathe matics before pro-
gramming, but recognizes that some models are not reasonably 
expressed in mathe matics.

Overall, our intent is to convey a sense of iterative work in which 
theory, model, and program are updated.

Even if we accept that a real system and truth exist, truth is multi-
faceted and subject to interpretation. Some of the differences may be 
only apparent when disciplines use diff er ent frames of reference for 
observing the same phenomena. Or they may be due to differences in 
levels of resolution (by analogy, the laws of thermodynamics or equilib-
rium statistical mechanics in physics). Still  others are more fundamen-
tally incommensurate. As an extreme, it is very difficult to compare 
between traditional Chinese medicine and mainstream medicine.

Real ity versus the Ideal

Real ity and Its Implications

Figure 4.1 represents a kind of ideal, but  actual practice is, to say the least, 
sobering. In practice, models often exist only as computer programs, 

14 Reviewers of the report had differing views, ranging from “ there is a lot more commonality 
than is generally realized” to “yes,  there are distinctly diff er ent perspectives.” The similarities and 
differences are discussed in Haack (2011, p.155ff.), in the chapter “The Same but Diff er ent.”
15 The role of sacred values is described persuasively by Scott Atran and Robert Axelrod 
(Atran, 2010; Atran and Axelrod, 2008). See also Čavojovà, 2018.
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perhaps with some minimal overview in text explaining some aspects 
of the concepts  behind them. Further, researchers do not have Figure 4.1 
in mind. Rather, they often start by programming what they hope is 
a reasonable model, iterating  until they feel satisfied— for good or bad 
reasons. This pro cess is often decried for the lack of documentation, 
but pleading for documentation can be pedantic and lead to dubious 
bureaucratic “solutions.” The better criticism is that

• the current pro cess makes scientific reproduction, comparison, 
debate, review, and iteration difficult and rare.16,17

• the separation of “scientist” from “modeler” is puzzling.

Is a professor of anthropology  really expected to master some large 
and opaque computer program to truly understand and review what 
it purports to describe? How much can that professor truly under-
stand from just some overview essay?18 And why is that professor not 
involved deeply in the modeling itself? In many fields, scientists or engi-
neers do their own modeling. They may enlist specialists to do the more 
complicated programming  after the fundamentals are solid, but  until 
that point they (or closely trusted gradu ate students) are deeply involved. 

16 The embarrassing prob lem of models not actually being shared and reproduced was dis-
cussed in a conference panel (Uhrmacher et al., 2016). The panel’s diagnosis pointed to both 
technical issues and protection of intellectual property. Levent Yilmaz, among  others, has 
suggested directions for technical solutions (Yilmaz, 2012; Yilmaz and Ören, 2013).
17  These prob lems have not gone unnoticed. Uri Wilensky and Bill Rand, for example, have 
proposed standards relating to replication and have illustrated their ideas in replicating an 
agent- based model (Wilensky and Rand, 2007).
18 A special issue is that many anthropologists are skeptical about attempts to translate their 
knowledge into computer models. Some have an antipathy  toward government proj ects 
related to national security or social interventions, which is rooted in anthropology’s favor-
ing cause- no- harm observation rather than intervention and a past history of anthropologists 
contributing to controversial government actions in Vietnam, counterterrorism torture activi-
ties, and the human- terrain- team functions in Iraq and Af ghan i stan. Still other concerns are 
rooted in the role that early anthropology played in justifying racist policies and eugenics in 
the nineteenth and twentieth centuries (Konner, 2003). Lawrence Kuznar discusses some of 
the moral dilemmas in his book on the field of anthropology (Kuznar, 2008). Wikipedia’s 
article on  Human Terrain Teams has extensive pointers to the original lit er a ture and media 
items debating the issues.
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This is very diff er ent from “cooperating with” a gradu ate student from 
a modeling department (e.g., computer science, simulation, operations 
research) who needs an applied topic to use in demonstrating some 
method. Where is the gradu ate student’s primary allegiance, and how 
deeply does the student get into the science?

Moving  Toward the Ideal

It would be ridicu lous to imagine that modelers and simulationists  will 
“get religion” and adopt the construct of Figure 4.1 if it is interpreted to 
mean a linear pro cess that moves in steps from rough theory to concep-
tual model to fully specified model to program. That would be fighting 
technology and might undercut the quality of modeling by deferring the 
creative parts. By programming from the outset and generating out-
puts to be compared with knowledge, the modeler can evolve his or her 
concepts quickly rather than comprehending “correctly” every thing up 
front.19 Nonetheless,  there is much to be said for the ideal represented 
in Figure 4.1. We see some options for narrowing the gap between cur-
rent real ity and the ideal suggested.

Options
1. Live with what we are  doing, but work harder (demand better 

documentation,  etc.).
2. Strongly encourage use of modeling/programming systems that 

impose or strongly encourage rigorous and explicit procedures 
making the models comprehensible and “tight” to  those familiar 
with the systems.20

19 An analogy exists between this prob lem and the tension between the extremes of design- 
first programming and code- it- up- and- see programming in software development. The opti-
mum is usually in between: “forcing” the modeler/programmer to do some explicit design 
first, then reviewing the concept but allowing early entry into the stage of rapid prototyp-
ing, followed by review and iteration. Careful discussion of such  matters and risk- related 
trade- offs can be found in the work of software engineer Barry Boehm (Boehm and Hansen, 
2000). Dangers in bootstrap- creative pro cesses include poor design and a combination of 
conformation, anchoring, and motivational biases.
20 As one example, the Discrete Event Simulation System (DEVS) promotes good practices 
within its domain (Zeigler et al., 2000). As another example, it is common now to use the Uni-
versal Modeling Language (UML) in object- oriented modeling (Blaha and Rumbaugh, 2005).
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3. Do the modeling initially in a high-level and comprehensible 
 language.

4. Do better and more explicit conceptual modeling by using a tool 
kit that includes, as appropriate, diagrams, input/output lists, 
level- of- resolution breakdowns, and key equations or pseudo-
code.21 Give up on mere mortals being able to understand imple-
menting programs.

5. Improve the comprehensibility and the norms for construction 
of computer models so that, with only moderate special train-
ing, the scientist’s gradu ate student can comprehend, review, and 
debate efficiently. Many con temporary students already have sig-
nificant programming skills.

 Table 4.3 illustrates how such approaches might be compared. 
 Doing a sounder comparison would require tightening the concepts and 
conducting experiments. Consider just some of the empirical questions:

• What kind of high- level depictions (diagrams,  tables, pseudocode, 
 etc.) actually speed and improve communication? Is  there a distri-
bution across  people (e.g., with some  people picking up diagram 
information faster and  others learning better from  tables)?

• How can content be effectively communicated with the vari ous 
“high-level” methods (e.g., diagrams may or may not include 
information on algorithms).

• How many methods are necessary for the tool kit of someone 
attempting to do interdisciplinary work? The high- level methods 
for understanding agent- based models are likely always to be dif-
fer ent from  those for understanding system dynamical models and 
network models. Must all researchers be multilingual? How hard 
is that to achieve, if high- level versions exist for all?

• How much does the professor of anthropology  really need to 
understand about model details before it is acceptable for him or 
her to trust gradu ate students to attend to additional details? In 

21 That might not be very diff er ent from what has been urged in agent- based modeling by 
Volker Grimm and associates (Grimm et al., 2010), but the tool kit would have to be broad 
enough to embrace other modeling styles (Uhrmacher et al., 2016; Yilmaz et al., 2007).
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 Table 4.3
Comparing the Dif fer ent Approaches

(Cell value shows notional assessment of the option (column) for achieving objective (row).

1. Status quo 
(complex 
programs plus 
overview essay)

2. Tighten by 
using rigorous 
procedures

3. Use high- level 
language,a perhaps for 
operations or perhaps 
only for a specification 
model that runs

4.  Settle for 
comprehensible 
conceptual models 
and data sets

5. Improve 
norms for 
documentation, 
coding, and 
standardization

Reproducibility Very poor Very good Very good Good Good

Communication Marginal to poor Moderate Very good Good Moderate

Peer review 
and debate

Very poor Moderate Very good Good Moderate

Composability Poor, time 
intensive

Very good Good, still difficult Often good, often 
treacherous

Good

Reuse Very poor Very good Good, perhaps with 
reprogramming

Good in multimodel 
approaches

Good

Ease of 
verification and 
tests pf internal 
validation

Very poor Very good Very good N.A. Good

a Possible candidates: Some readers might think of Vensim, Analytica, Netica, or NetLogo, rather than C++, R, Fortran, or Python. 
 Others might disagree (e.g., suggesting Python).
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the natu ral sciences, scientists sometimes personally conduct exper-
iments to affirm conclusions of their own laboratory; so also, 
anthropology professors sometimes go to the field personally to 
check on student observations.22

• If the ecol ogy of applied model building, comparison, and itera-
tion is good enough, how impor tant are model details per se? Some 
argue that the related pro cess of knowledge building and applica-
tion is more impor tant.  Others are skeptical  because model out-
puts are indeed used to inform decisions.

Such questions could be addressed in experiments and open pub-
lications, allowing the market to reach subsequent judgments. Within 
a given program, a narrow range of choices might be mandated for a 
degree of standardization (see Appendix A).

For all the approaches sketched in  Table 4.3,  there is also need for 
better education of consumers of model- based research and analy sis. 
 These consumers come from a range of backgrounds that often do not 
prepare them well for dealing with computationally intense analytic 
work. We see it as another empirical question: What mechanisms can 
mitigate  these prob lems efficiently (e.g., one- week courses, a semester 
or one- year course, online courses,  etc.)? Much experience exists but, 
to our knowledge, the effectiveness of existing methods has not been 
mea sured well.

If a more solid empirical basis existed for answering the ques-
tions above, then professional socie ties could be very useful in reviewing 
options, formulating and promulgating good practices, and educat-
ing scientists, modelers, and consumers of modeling and analy sis. For 
example, socie ties could hold special workshops, tutorials, and short 
courses and issue sense- of- the- society reports. Many historical pre ce-
dents exist for such activities.

22 Members of the author team had personal experiences seeing such expressions of scientific 
integrity during their gradu ate school years— experiences with lasting effects on their own 
practices as researchers.
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CHAPTER FIVE

Theory and Its Modeling

Having discussed the meta prob lem of better relating the three pillars of 
science in Chapter 3, let us now discuss selected challenges for theory 
and modeling.

Assimilating Modeling Better into  
Social- Behavioral Science

An odd feature of  today’s social- behavioral (SB) research is that scien-
tists and modelers are often dif er ent  people in dif er ent departments.1 
One consequence has been that the scientists who have not yet bought 
into the power of computational science and simulation modelers in 
par tic u lar see themselves as specialists who apply their tools to such 
prob lems as arise without necessarily being impassioned by the science 
itself. In many other areas of science and engineering, the subject- matter 
 people do their own modeling  because (1) modeling is merely a tan-
gible manifestation of the theory they are thinking about, rather than 
something dif er ent in kind; (2) being responsible for the applications, 
they want to fully understand the models and data brought to bear; 
and (3) they have found it pos si ble to “pick up” the skills needed for at 
least the initial modeling during which core concepts are developed.2

1 In this discussion “modeling” refers to causal modeling of phenomena rather than use of 
statistical packages.
2 It is not unusual to rely on modeling and programming specialists when  going beyond 
relatively  simple prototypes. Neither Boeing, which counts on products with embedded 
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The worst- case version of social- behavioral modeling, which we 
have seen and heard  others complain about, is when modelers speak only 
casually to scientists, go of and build their computer models, and then 
go back to the scientists asking them to “fill in the blanks” and esti-
mate pa ram e ter values. The scientists may cooperate, but they loathe the 
situation  because they believe that they should have been involved early, 
before the model’s structure, character, and variables  were determined.3 
Although we have seen better practice, this horror story is apparently not 
rare in social- behavioral work. The issues we raise  here are not unique to 
SB modeling and simulation.

What options exist for closing the gap between scientists and mod-
elers? With some exceptions, departments of social- behavioral research 
have not enthusiastically embraced computational modeling, but—if 
they do— how should they proceed? Possibilities include:

• Form cooperative proj ects in which the modelers are from other 
departments (e.g., a department of computer science, operations 
research, or even simulation per se).

• Develop modeling expertise in their own professors and gradu ate 
students.

• Take an interdisciplinary (or what some call a transdisciplinary) 
approach with close cooperation, so the scientists fully understand 
the model and the modelers thoroughly engage with the “real” 
science issues, not just building a model of some notional ideal-
ization.

• Pursue a hybrid approach.

DARPA and other government agencies can afect  matters by, for 
example, demanding credible tight teaming in proposals. That may not 
be enough to move from multidisciplinary work to the kind of inter-
disciplinary work needed. In our experience, the best interdisciplin-

software, nor a team of high- energy physicists that counts on complex computer analy sis to 
interpret faint data, can aford to depend on amateurish software.
3 This lament was first expressed to the se nior author by former RAND colleague Kim 
Cragin, a cultural historian and counterterrorism expert.
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ary work is sometimes characterized by participants coming to have a 
degree of disdain for specialist credentials and with every one “getting 
in each other’s knickers.” The SBML approach described in Chapter 3 
would encourage the cross- cutting.

Assuring That Modeling Is Faithful  
to Subtleties of Theory

As mentioned in Chapter 2, a chronic prob lem with social- behavioral 
modeling has been that modelers often gloss over some of what the sci-
entists regard as impor tant. Many reasons for this exist: complexity of 
the real phenomena, shortcomings in current modeling and analy sis 
tools, mea sure ment difficulties, data availability, and hours in the day. 
Nonetheless, for the purposes of forward- leaning research, we see the 
following as especially impor tant:

• A premium should exist for causal multivariate modeling even if 
statistical “models” are easier.

• Models should include the variables regarded as most impor tant 
to understanding the phenomenon,  whether  those variables are 
“hard” or “soft.”4

• Where proxies must be used when connecting with data, that 
should be a separate step that maintains visibility of the “real” vari-
ables.

 Example: Fear might be the real variable in some context; panic- 
laden speech or text ing in social media might be one mea sur able 
indication of fear, but the extent of fear could be much greater than 
inferable from observation of speech and writing.

4 Soft variables can also be represented in statistical analy sis and machine learning if one 
bothers to try, as illustrated in articles by computer scientist Lise Getoor and students (Far-
nadi et al., 2017). A recent book edited by Colette Faucher has a number of chapters describ-
ing eforts to make artificial intelligence agents that represent subtleties of culture (Faucher, 
2018). The chapters include applications to, for example, health care, teaching Australian 
Aboriginal knowledge, enriching virtual characters, dealing with when beliefs and logic are 
in contradiction, and representing innovation.
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• Models should include all variables necessary to diferentiate impor-
tant time sequences, such as scenarios.

 Example: Historical behavioral patterns may be quite dif er ent 
from  future patterns in the wake of traumatic events.

 Example: One model may apply to a nationally representative 
population sample, but a very dif er ent model may apply to a 
subset of shadowy  people with  family ties to a par tic u lar ideology.

• Defining context may even require including troublesome variables, 
such as aspects of personal, cultural, and world- event histories,5 
and background cultural narratives.6

• Representing dif er ent perspectives must include confronting cases 
in which beliefs bear  little relationship to scientific theory or logic 
(Čavojovà, 2018).

• Modeling should represent the dynamic nature of social- behavioral 
systems by recognizing, for example, the creation and disappear-
ance of social units (not just strength of allegiance to them) and 
the creation and disappearance of macroscopic pro cesses, flows, 
and concepts. In social- behavioral science,  these are sometimes 
seen as emergent rather than “baked in.” This relates to the idea of 
variable structure simulations (Uhrmacher and Zeigler, 1996; Mehl-
hase, 2014).

All of this could be a  recipe for overcomplicated modeling that 
would be impossible to work with efectively. An overarching consid-
eration is how to modularize and simplify when dealing with one or 
another level of detail and with one or another time scale. It  will be 
necessary to make substantial advances in subjects such as multiresolu-
tion, multiperspective modeling and in coherently relating models that 
use dif er ent formalisms and levels of detail currently.7 The last item 

5 It is not always appropriate to assume Markov pro cesses. Results may show what is called 
“path dependence.”
6 Considerable lit er a ture exists on the importance of narratives and how to think about 
them (see Halverson et al., 2011; Eyre and Littleton, 2012; Corman, 2012).
7 An in ter est ing aspect of multiscale work is the regularities that occur at dif er ent scales in 
organ ization, structure, and dynamics for diverse complex systems. See the review by Geof-
frey West (West, 2017).
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is particularly impor tant  because social science  will continue to need 
a diversity of models. If the ultimate textbook is eventually written, it 
is unlikely to be a coherent masterpiece such as Euclid’s, but rather a 
complex web connecting numerous theories and solutions.8

 Toward Multivariate Causal Models

As noted in Chapter 2 (in the section on “Need for Multivariate Causal 
Models”), a premium exists on causal models  because they provide 
explanation and the ability to deal with circumstances dif er ent from 
 those previously observed. Also, they are often necessary to aid in 
debate and decisionmaking  because  those making the decisions want 
to reason about cause- efect relationships, uncertainties, and conflicting 
considerations.

Causality

The concept of causality is fundamental: It is built into the very structure 
of  human languages and treated as a given in much scientific discussion. 
It is distinguished from mere correlation. Upon inspection, the concept 
is deep and the subject of considerable debate by phi los o phers, among 
 others.9 We see causal explanations as fundamental to understanding 
phenomena and to rational planning.

8 See page xv of the compelling book on this perspective by anthropologist and behavioral 
biologist Melvin Konner (Konner, 2003).
9 Mathematician Joseph Halpern distinguishes between “general causality” and “ actual 
causality” (Halpern, 2016).  Whether a relationship between two variables is causal depends 
on the model. A variable X may be a cause of a result R in model M1 but not model M2. 
Perhaps M2 is just “wrong” (its builder overlooked the role of X), but it may instead be that 
M2 represents a dif er ent but valid view of the world. Another theme in Halpern’s book 
(especially Chapter 3) is that ascribing causality depends on assumptions about what is 
“normal.” Such  matters loom large in law when considering  whether an individual or com-
pany is legally responsible for some prob lem.

Phi los o pher Nancy Cartwright also has a perceptive discussion of causality and its subtle-
ties (Cartwright, 2004). She has famously written about how the laws of physics “lie” in that 
they pertain to idealized systems, not the real world. They inspire context- specific formula-
tions, but  those details of context are crucial—as they are in social science (Cartwright, 1983).
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Admittedly, however, it is necessary to recognize the following:

1. Efects often have multiple  causes, with efects often being the 
result of nonlinear interactions among  those causal  factors. It 
seldom makes sense to ask  whether B is caused by A, but rather 
 whether A is one of the causal influences on B.

2. Feedback efects are common in systems; they may be small 
and occur on relatively long time scales, but they can instead be 
large, immediate, or both.  Because of feedback efects, it may 
be somewhat arbitrary  whether one or another perspective of 
causality is more apt.

3.  Because of feedbacks,  simple cause- efect relationships may be 
misleading, and it may be impor tant to think about “balances” 
rather than  simple cause- efect pairs and about dif er ent regions 
of the system’s state space where relationships are dif er ent. 
This type of thinking is familiar in ecol ogy, where populations 
rise and fall, sometimes dramatically,  unless balances exist in 
predator- prey and other relationships.

4. All of  these items make the pro cesses of verification and valida-
tion more challenging.

It is increasingly common  today for even  those researchers who 
are focused on data analy sis to recognize the importance of discovering 
causal relationships rather than being satisfied with correlations. This 
has been the case for some years with econometricians (Angrist and 
Pischke, 2009), but is increasingly true more generally, due in part to 
the methods introduced by Judea Pearl for inferring causality from data. 
Pearl’s seminal book on causality is the primary source for his thinking 
(Pearl, 2009b), but in a shorter paper he notes (Pearl, 2009a, p. 4):

A useful demarcation line that makes the distinction between asso-
ciational and causal concepts crisp and easy to apply, can be for-
mulated as follows. An associational concept is any relationship 
that can be defined in terms of a joint distribution of observed 
variables, and a causal concept is any relationship that cannot be 
defined from the distribution alone. Examples of associational 
concepts are: correlation, regression, dependence, conditional in de-
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pen dence, likelihood, collapsibility, propensity score, risk ratio, odd 
ratio, marginalization, conditionalization, “controlling for,” and so 
on. Examples of causal concepts are: randomization, influence, 
efect, confounding, “holding constant,” disturbance, spurious 
correlation, faithfulness/stability, instrumental variables, interven-
tion, explanation, attribution, and so on. The former can, while 
the latter cannot be defined in term of distribution functions.

This demarcation line is extremely useful in causal analy sis 
for it helps investigators to trace the assumptions that are needed 
for substantiating vari ous types of scientific claims.  Every claim 
invoking causal concepts must rely on some premises that invoke 
such concepts; it cannot be inferred from, or even defined in 
terms of statistical associations alone.

To abstract from Pearl’s description, we cannot  really deal with 
issues such as influence, efect, confounding, holding constant, inter-
vention, and explanation without causal models.

Multivariate Aspects and Nonlinearity

Typically, good causal models  will need to be multivariate  because efects 
are not caused by individual discrete  factors, but rather by combina-
tions. The  factors may contribute linearly, but often do not. In mathe-
matical terms, to understand some efect E, a theory may characterize 
E as a function of all of the contributing variables, i.e.,

E = E (X1, X2, . . .  Xn).

This is very dif er ent from a theory that postulates a series of dis-
crete hypotheses, such as

E ∼ X1
E ∼ X3
E ∼ X5,

i.e., that E should increase with increasing values of X1 and X3 and 
with  decreasing values of X5. If one  were to test this type of theory 
empirically, one would use a linear regression in the three variables and 
look to see if the coefficients of the three variables  were sizable and 
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statistically significant. If the empirical coefficients proved statistically 
insignificant, it would seem that the hypotheses  were falsified and that 
the three variables  were not impor tant to E. It might be, however, that 
the three variables are significant, as are the omitted variables X2, X4, X5, 
 etc., but that the functional form is nonlinear and— for the conditions 
of testing— the efects of the three variables are being obscured. For 
example, suppose that the functional form is such that for large values 
of X4 (the only ones for which data exists), E does not change with X1, 
X3, and X5.10

Dealing Routinely with Uncertainty

To represent the richness of the science, Chapter 2 proposed distinguish-
ing among validity for description, explanation, postdiction, explor-
atory analy sis and coarse prediction, and classic prediction. A related 
issue is how to think about model- based analy sis. When uncertain-
ties abound, dif er ent attitudes about analy sis are needed. This is espe-
cially true where deep uncertainty exists. In early years, system analysts 
used the terms “real uncertainty” or “scenario uncertainty” to mean the 
same  thing. An example of non- deep uncertainty would be playing the 
game of craps in an honest casino. Results are uncertain, but the odds 
are well understood. Even stock- market investments can be regarded 
as straightforward for the long term if one believes that the statistics of 
the past are roughly right looking forward. In contrast,

Deep uncertainty is the “condition in which analysts do not know 
or the parties to a decision cannot agree upon (1) the appropriate 

10 As an example, suppose United Nations forces intervene to stabilize some troubled coun-
try. The extent of foreign aid may be irrelevant to results  because intervention forces are 
insufficient to provide even a modicum of security or  because the government being assisted 
is so deeply corrupt as to divert nearly all aid to private accounts. As a contrasting example, if 
the size of the intervention force  were large enough, adding still more forces would prob ably 
not improve prospects (and might even reduce them  because of reactions to foreign pres-
ence), while more economic and po liti cal aid might prove valuable. Both examples illustrate 
efects of nonlinearity, as discussed in a volume reviewing social science for intervention 
operations (Davis, 2011).
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models to describe interactions among a system’s variables, (2) the 
probability distributions to represent uncertainty about key par-
ameters in the models, and/or (3) how to value the desirability of 
alternative outcomes.” (Lempert et al., 2003)

We discuss analy sis  under deep uncertainty in Chapter 7. The 
recommended analy sis, however, requires models that  will support 
exploratory work that considers uncertainties in many dimensions (an 
n- dimensional uncertainty space, or scenario space). If models can 
be  expressed as rather  simple formulas, this is not a prob lem. With 
more complicated models, such as the simulations often used to inves-
tigate be hav ior of complex systems, the usual approaches to model 
design make such uncertainty analy sis very difficult or impossible. The 
curse of dimensionality proves overwhelming, and the tendency is then 
to fall back to using the model for only a few cases.

As computer scientist Steven Bankes discussed in a seminal 1990s 
paper, it follows that we need to design models and platforms diferently 
to go about what he called exploratory modeling (Bankes, 1993). By that 
time, that had already begun to happen (Davis and Winnefeld, 1983), 
but in subsequent years numerous developments proved feasibility and 
practicality. Many dif er ent methods and mechanisms have been used, 
but a cross- cutting princi ple is that one needs simpler models (fewer 
in de pen dent variables) for exploration and richer models to go more 
deeply into specific and contextually subtle issues as needed. This may 
require multiresolution modeling or multiresolution families of models 
(Davis, 2003).

 Going Beyond Simulation: Using a Portfolio  
of Modeling Methods

Social- behavioral scientists already use numerous analytical methods 
that can be seen as types of models.11 Often, however, modelers 
think immediately of simulation modeling— i.e., of modeling that 

11 Meta phors can be seen as models (Konner, 2015). So also, when  people refer to sensemak-
ing they are essentially constructing models (Madsbjerg, 2017).
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generates predicted be hav iors of the system over time.12 This includes 
system- dynamic, agent- based, and other commonly used methods. 
The ambition of being able to simulate system be hav iors and thereby 
inform options for influencing  those systems has been an ideal for 
many years.13

Despite our enthusiasm for and experience with simulation, it 
is preferable for a social- behavioral research program to use a wider 
portfolio of models and tools. We mention a few of them  here: 
(1)  analytical models (think of them, roughly, as formula models), 
(2) equilibrium or steady- state models that require computational 
solution, (3) knowledge- based simulation, (4) game theory, and 
(5)  human exercises.

1. Analytical models abound in social sciences. They include clas-
sic economic models based on rational actors, textbook- level 
game theory, and epidemiological models (e.g., the SIR model 
that focuses on the susceptible, infected, and recovered classes 
of individual in a population afected by a disease).14

2. Equilibrium or steady- state models are impor tant in physics, 
chemistry, and physiology, among other subjects.15

3. “Knowledge- based simulation” (KBSim) is not well known but 
was designed for “Beyond What- If Questions?” A model can be 
designed as a rule- based simulation and then used not to ask 

12 The dictionary definition of “simulation” is broader, but associating simulation with the 
generation of be hav ior over time fits the most common usage in the modeling and analy sis 
communities.
13 Examples include early work on system dynamics (Forrester, 1963), the  later work of 
Dietrich Dörner, better known in Eu rope than in the United States (Dörner, 1997), and 
agent- based work on artificial socie ties (Epstein and Axtell, 1996).
14 SIR models refer to susceptible individuals, infected individuals, and recovered individuals. 
Some versions can be solved analytically; some require numerical solution.

A number of authors have written on how to weaken assumptions about strict rationality. 
Some have come from anthropology (Hruschka, 2010), some from economics (Della Vigna 
and Malmender, 2006), and some from such other fields as po liti cal science. An in ter est ing 
example is modeling decisionmaking based on initial “rational” thinking, followed by heuris-
tics that represent subsequent results of social interactions (Rahimian and Jadbabaie, 2016).
15 See related comments by Herbert Simon (Simon, 1990).
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about a result (What if . . . ?) but rather “ Under what circum-
stances  will the result be ___?” This depends on “backward 
chaining” inference, as is pos si ble with the programming language 
Prolog.16

4. Game theory models and related simulation are often power-
ful, sometimes for finding optimal strategies in many domains. 
Game theory methods can then be compared with  those of more 
descriptive models, highlighting aspects of bounded rationality 
and other real- world considerations (Pita et al., 2010).

5.  Human exercises are a form of modeling. Consider a military 
war game or a commercial version of a war game. Players have 
a finite set of permitted moves; the “rulebook” (or an adjudica-
tion team) determines the results of the vari ous player moves 
and other events. The game proceeds over time. Such human- 
in- the- loop simulations often have major advantages over usual 
computer simulations  because the  humans are less constrained, 
more creative, and ultimately more complex (with multiple  factors 
afecting their actions, including competition, emotion, and 
judgments about their adversaries). To the extent that social- 
behavioral modeling sometimes sufers by being inadequately 
realistic, gaming would be one mechanism for complementing 
and/or testing.17

Figure 5.1 shows just some of the many modeling types that are 
mentioned. The left side of the figure comes from an NRC report; all of 
the methods shown are quantitative. We have added boxes on the right 
to remind us of dif er ent forms.  These lists are by no means complete.

16 DARPA’s programs in artificial intelligence sponsored work of this character in earlier 
years (Rothenberg, 1989; Rothenberg and Narain, 1994).
17  Human gaming is a broadly applicable method (Schwabe, 1994) used in many domains, 
including business (Herman and Frost, 2009) and domestically oriented policy analy sis. A 
recent professional- society workshop was devoted to war gaming (Pournelle, 2016) and its 
relationship to modeling and analy sis (Davis, 2017). Readers may be more familiar with 
recreational games, including massively multiplayer online games (MMOGs) (see Zacharias 
et al., 2008). The concept of “serious games” is now well recognized (Zyda, 2007; National 
Research Council, 2010).
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Figure 5.1
A Similarity Network of Modeling Methods

SOURCE: Adapted from NRC report (Zacharias et al., 2008, p. 93).
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 Toward Greater Generality, Synthesis, and Coherence

Issues

Perhaps the biggest challenge for representing social- behavioral science 
in models is that current theories tend to be fragmented and to lack 
the coherence needed for modeling. An objective, then, is to encourage 
research to integrate and synthesize, to move  toward clumps of more 
general and coherent theory. This should cross bound aries not only of 
current social and behavioral sciences, but also neurophysiology. Some 
of the obstacles include economic incentives, academic incentives (e.g., 
 will the work be valued by  those who vote on tenure decisions?), and 
the well- known difficulties of interdisciplinary work.18 Let as assume, 
however, that  these can be overcome (if the incentives exist in the form 
of exciting challenges and research grants).  Doing so is outside the scope 
of this report, but subsequent sections discuss issues of scale and per-
spective, reconciling models across type, formalism, and scale; synthe-
sis by putting the pieces together; synthesis through multiresolution 
modeling; integration by transformation function; and coordination 
rather than integration.

Scale and Perspective

One challenge  here is the need for models or model families that deal 
with multiple scales of detail and/or alternative perspectives (e.g., 
individual- centric versus culture- centric), which are sometimes called 
in the lit er a ture (Davis and Bigelow, 1998; Yilmaz et al., 2007) mul-
tiresolution, multiperspective models (MRMPM).19 The phrase “or 
model families” is impor tant  because building alternative resolution 
levels into a single model can be useful to a point, but produces an overly 

18 Some unusual examples of cross- cutting work involve neuroeconomics (Zak, 2012) and 
an anthropologist’s study showing how biological, economic, and  family circumstances work 
together to cause lifelong prob lems for  children (Lende, 2012). Psychologists have studied 
within- individual variability of personality, drawing on a biologically based theoretical 
framework (Read et al., 2017). An early example used system dynamics to consider interna-
tional issues related to climate, trade, and globalization (Lofdahl, 2001).
19 In some lit er a ture, multiresolution modeling refers to modeling only at a detailed level, 
but then generating displays at lower resolution. That is not our meaning.
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complicated model if too many options exist. It is then better to have 
separate models for dif er ent levels (or perspectives) and to have well- 
established relationships among them, as in integrated hierarchical vari-
able resolution models (IHVR) (Davis and Hillestad, 1993).

Pro gress requires that the relationships among model types be 
better understood, more rigorous, and more con ve nient. It is rather 
striking at this point (2017) that  little work has been done to relate 
system dynamics and agent- based models except in “stapled together” 
versions of multimodels or in laudable individual studies to see how such 
models compare (Rahmandad and Sterman, 2008).20

Where is the analogue to the relationship between statistical molec-
ular physics and thermodynamics? Or the analogue to understanding 
the phases and phase transitions of CAS as we understand phase tran-
sitions in fluids? Also, why is it that we have difficulty knowing which 
social science theories are merely equivalent repre sen ta tions and which are 
somehow incommensurate? Why is it that the usual assumption is that 
agents are microscopic and that system dynamics is highly aggregated 
and idealized?

Speculatively, might we not expect that in- depth theoretical work 
using both agent- based models (ABMs) and system dynamic (SD) models 
in a par tic u lar prob lem area would lead to in ter est ing conclusions or sug-
gestions. Possibilities include:

1. Revised SD models that have more structure to reflect macroscop-
ically the consequences of factions and perhaps better repre sen ta-
tion of “frictional efects” due to microscopic interactions being 
less than perfectly efficient.

2. Stochastic SD models that represent some  matters with probability 
distributions with basis in ABM- level work, including multimodal 
distributions.

3. ABMs with more aggregate- level agents.

20 Considerable information and inspiration on such  matters can be drawn from biology, 
as in discussions by Jessica Flack about multiscale phenomena in nature— e.g., pigtailed 
macaque social organ ization and management (Flack, 2012). Flack also has a remarkable 
discussion about how moral systems in primates can be seen as an aggregation of building- 
block systems (Flack and de Waal, 2000; Flack et al., 2005).
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Consider Figure 5.2, a schematic of a multiresolution model or 
 family of models. One can choose to work at any of the levels indicated, 
choosing inputs and outputs appropriately. In designing the structure 
of each, however, one might look to models of greater and lesser resolu-
tion for guidance. Similarly, if setting pa ram e ter values at a given level, 
one might use information from exercising models of greater or lesser 
resolution to help do so. To be somewhat less abstract, suppose one 
is building and tuning a model at the intermediate level. The tuning 
should be consistent with credible aggregate information from the next 
level up (e.g., the sentiment of the crowd ). It should also be consistent 
with what can be understood from exercising the lowest- level (highest- 
resolution) model. For example, if the intermediate model only recog-
nizes two factions even though dozens exist microscopically,  those two 
factions should be seen as aggregations of smaller ones. Would the 
aggregation be  simple or the result of influence weighting, or what?21

The goal in working with multiresolution families and related 
data should be to build self- consistent models at dif er ent levels— i.e., 
models that make the best use of all relevant knowledge. This is 
in contrast with imagining that macrolevel models and their pa ram e ter 
values should be derived solely bottom-up. The pure bottom-up notion, 
popu lar in Defense Department viewgraphs over roughly fifty years, 
is fundamentally flawed. As an analogue, thermodynamics is now 
understandable and derivable from molecular- level statistical mechan-
ics, but the values of impor tant macroscopic par ameters must still be 
determined empirically—in part  because the theoretical work neces-
sarily makes approximations that are not always accurate, much less 
precise. Further, the theoretical derivations have often been strongly 
informed by knowing what thermodynamics- level laws are empirically 
valid (i.e., theoretical work has benefited from empirical hints).22

21 This issue is discussed as an example of how moving from a qualitative model to a com-
putational model requires specifying algorithms that require empirical information, not just 
logic (Davis and O’Mahony, 2013). In the meantime, recognizing alternative logics can be 
useful for uncertainty analy sis.
22 A reviewer commented that this paragraph illustrates that theories and models in phys-
ics are more analogous than sometimes realized. In par tic u lar, they come about from a 
combination of bottom-up and top- down reasoning and observation, rather than a strictly 
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If Figure 5.2 envisions representing phenomena at dif er ent reso-
lutions, an entirely separate issue is representing phenomena through 
dif er ent perspectives.

In physics, an example might be describing motion in a rotat-
ing coordinate system rather than a rectilinear coordinate system. In 
that case, the alternative perspectives or repre sen ta tions are equivalent. 
In contrast, in social- behavioral modeling, we may be concerned about 
representing dif er ent worldviews, scientific frameworks, or narratives 
(e.g., an individual- centric framework or a culture- centric framework). 
 These may or may not be mere translations of each other.

Reconciling Models Across Type, Formalism,  
Resolution, and Perspective

It may seem incongruous to have competing theories and models. Surely, 
one must be right (or none of them). Or perhaps not. This is a deep issue 
in the social sciences, but not uniquely  there (think of the wave- particle 
duality of quantum mechanics). To be sure, some models may be falsi-
fied and discarded; some may possibly be “valid” but are found to be 
not useful. Nonetheless, we  will often find ourselves with competing 
models and no clear relationships among them. Improving on this state 

deductive approach starting with first princi ples. Further, the pa ram e ter values of the laws of 
physics (e.g., Maxwell’s equations) depend on context. It is not just social scientists who are 
sensitive to contextual  matters!

Low resolution

• Inputs and outputs
 at each level

• Each level informs both
 higher and lower levels

High resolution

SOURCE: Adapted from National Research Council, 1997, and Davis and Bigelow, 1998.
RAND RR2208-5.2

Figure 5.2
Multiresolution Models
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of afairs is nontrivial, but in- depth study might indicate any of the 
following:

1. The models are separately valid but describe dif er ent facets of 
the system.

2. The models are separately valid and equivalent, describing the 
same phenomena with dif er ent terminology or formalisms, or 
through dif er ent lenses (recall rectangular and rotating coordi-
nate systems in physics).

3. The models may apply to dif er ent contexts (i.e., applying to 
dif er ent portions of the system’s state space).

4. The models disagree, perhaps with some overlap, and ulti-
mately represent conflicting frameworks that may or may not be 
resolvable.

What can be done when we encounter such issues? We discuss 
some possibilities in the following subsections.

Synthesis by Putting the Pieces Together

In some instances, the chaos of conflicting social science theories is prob-
ably due to disciplinary and personal parochialism. It should then be 
pos si ble to achieve qualitative synthesis with a conceptual model that 
includes all the variables ( factors) highlighted by the competing theo-
ries, acknowledging that be hav iors  will be due to all of  these variables 
and attempting to understand the larger function that describes be hav ior. 
When using such a general theory, dif er ent  factors can be seen natu-
rally as being more and less significant to an outcome as a function of 
context. A de cade ago, arguments about “the” root cause of terrorism 
 were highly fragmented in this way (Figure 5.3), with separate researchers 
studying such diverse  causes as deprivation, insanity, and nationalism. 
A DoD- sponsored study by RAND accomplished a qualitative syn-
thesis using the factor- tree methodology (Figure 5.4), which makes it 
easy to understand that dif er ent  factors are more impor tant in dif er-
ent cases (Davis and Cragin, 2009). Thus, it is foolish to argue about 
which of the “theories” in Figure 5.3 is correct (although some have 
been falsified, as with research showing that terrorists are not particu-
larly afflicted with  mental illness). Rather, the more general qualitative 
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Figure 5.3
Starting with a Grab- Bag of Competing Theories for the Root  
Cause of Terrorism

theory of Figure 5.4 sharpens the meaning of “Well, what  matters most 
depends on context.” A  later study sought to qualitatively validate a 
 factor tree for public support of terrorism. It corroborated this expecta-
tion by showing that the relative significance of  factors varied greatly 
for cases involving al Qaeda, the Turkish PKK (Kurdistan Workers’ 
Party), the Nepalese Maoists, and the Taliban (Davis et al., 2012). In 
pictorial terms, this was indicated with  factor trees (akin to Figure 5.4) 
with some arrowed lines being much thicker than  others.

Synthesis Through Multiresolution Theory

In some instances, a multiresolution theory may allow synthesis. It is 
likely that a properly designed system dynamical theory should often 
be consistent with and be more useful in analy sis than the appropri-
ately aggregated results of relatively microscopic, bottom-up, agent- based 
 modeling theory. Many of the arguments for why this  will not be true 
are flawed  because of simplistic versions of both types of theory. A 
theory expressed in systems dynamics, for example, need not assume 
homo geneous systems and may instead recognize a number of distin-
guishable macroscopic entities. So also, a correct aggregate depiction of 
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Figure 5.4
Synthesis by Putting Pieces Together
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a phenomenon (i.e., a system dynamics theory motivated from experiments 
with an agent- based model)  will typically not assume  simple averaging. 
Rather, the aggregate- level consequences of more microscopic complex-
ity may be reflected in, for example, (1) coefficients and terms reflecting 
mean consequences of complex nonlinear interactions and (2) a stochastic 
model in which key variables are represented by distribution functions.23

So also, a correct aggregate model might represent alternative path-
ways corresponding to alternative emergent phenomena in a bottom-
up view. Is this so fundamentally dif er ent from chemistry theory that 
recognizes phase transitions and uncertainties about when transitions 
 will occur (e.g., by recognizing uncertainties about  whether appropri-
ate catalysts  will exist or  whether adequate stirring exists in circum-
stances that might other wise see phase changes)? Although it is common 
to associate the emergence phenomena of complex adaptive systems 
with systems having sentient agents, similar nonlinear phase- changing 
emergent phenomena have long been observed in physical systems (Bar- 
Yam, 1997; Nicolis and Prigogine, 1977).

Integration by Transformation Functions

In some instances, separate theories may be consistent and mutually 
understandable if merely we know the transformation functions (a 
Rosetta stone would be a meta phor). Just as a physicist can move readily 
from a rectangular to a rotating coordinate system, it may also be pos-
si ble for some social science theories to be mapped into one another 
well. The meta phor  here might be of computer languages. Initially, pro-
grams written in functional versus procedural languages might seem 
incommensurate, but they might both represent the same phenomena 
equivalently.

As one well- known example, suppose that a first theory of decision 
assumes a rational actor and expresses itself in mathe matics. Suppose a 

23 It is common to use stochastic models microscopically and then assume that more aggre-
gate models should be deterministic. That is frequently not the case, however. As a  simple 
example, aggregate models of weather may predict tomorrow’s probability of rain, snow, ice, 
or no precipitation. When tomorrow’s temperatures may be anywhere in the range of 20–35 
degrees, we do not want forecasters to tell us “the” prediction by saying, “Oh, tomorrow  will 
be rainy at 33 degrees.”
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second theory is expressed only in essay format and refers to religiosity, 
passions, and allegiances (more of a norms- based theory). When applying 
 these to the question of why an individual becomes a suicide bomber in 
the name of jihad, it may at first appear that the rational- actor theory 
is simply wrong. It can be argued, however, that the action is rational 
if merely one uses the terrorist’s utility function, which emphasizes nei-
ther individual survival nor materialism but instead gives  great weight 
to the jihadi cause on behalf of “ brother Muslims” worldwide, the reli-
gious obligation for jihad, and the conclusion that only suicide bombing 
works as a tactic  because jihadis lack conventional power. In this case, 
the rational- actor formalism can be made to work— explaining terrorist 
choices as to when and  whether to use suicide bomber tactics. The trick 
is transforming “soft” discussion of motivations into the mathematical 
language of rational- actor theory. Economists sometimes refer to this 
extension of theory as allowing for altruistic utilities.24

In other cases, no such transformation is sensible. Some indi-
viduals, for example, behave in ways that should be considered irratio-
nal. Attempting to infer a utility function by revealed preferences is then 
problematic  because no stable utility function exists, perhaps  because of 
temporary efects of emotion, exhaustion, or illness (National Research 
Council, 2014, pp. 335–337).

Coordination Rather Than Integration

In some instances, it is almost certain that alternative social science 
theories  will remain incommensurate to at least a significant degree. 
For example, in modeling the leader of an adversary nation, a political- 
science model might look at crude power- balance considerations, a 
cognitive model might attempt to represent the results of the adver-
sary’s reasoning “as though” the reasoning was intendedly rational but 
afected by misperceptions, and a psychiatric model might draw on 
the leader’s history from the womb through adulthood to anticipate 

24 See, for example, Berrebi and Lakdawalla, 2007; and Berrebi, 2009. The potential for 
being able to map between seemingly dif er ent theories is described in a companion paper 
(Nyblade et al., 2017) drawing highlights from the theoretical lit er a ture in social- behavioral 
science. The importance of addressing the adversary’s perceptions and values dates back at 
least to Robert Jervis (Jervis, 1976).
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be hav ior.25 Some synthesis- by- knocking- heads- together would be pos si-
ble, but it is unclear how far such synthesis could proceed. It might be 
better merely to recognize the dif er ent models, characterize where one 
might be particularly better than  others, or allow decisionmakers to 
synthesize in their own heads, drawing on information that is not con-
tained in the separate models (e.g., impressions from personal meetings 
or special intelligence).

Improving Scientific Practices

A real ity frequently discussed informally is that social- behavioral com-
putational modeling sufers in part  because it often does not exhibit 
classic characteristics of good science such as reproducibility, compre-
hensibility, peer review, and iteration. Even when  counterexamples appear 
to exist, questions arise about  whether “reproducibility” amounts only 
to  running a computer code and verifying that, yes, if we run the same 
model we get the same results (no, that is not what reproducibility means 
in science). Also, when one group adapts aspects of another group’s com-
puter code, how much does that say about how well the groups under-
stood and critically assessed claims about the basic science? Such issues 
are among the reasons for the less- than- overwhelming ac cep tance of 
computational social science in the broader scientific community.

The issue of reproducibility has been discussed seriously in profes-
sional settings, as in a conference working group or ga nized by Adelinde 
Uhrmacher of the University of Rostock (Uhrmacher et al., 2016). Some 
of the prob lems identified relate to the perceived need to protect intel-
lectual property and are unlikely to go away or be easily resolved. Other 
prob lems are at least potentially amenable to solution with improved 
methods and technology, as discussed by Levent Yilmaz and Tuncer Ören 
of Auburn and Toronto universities (Yilmaz and Ören, 2013).

25 The U.S. Central Intelligence Agency (CIA) has long done behavioral profiling of foreign 
leaders, which has included psychiatric interpretations (Post, 2008).  Simple cognitive modeling 
has been applied to Saddam Hussein (Davis, 1994) and, more recently, to North  Korea (Davis, 
2017). One well- developed strand of political- science modeling stems from the work of Bruce 
Bueno de Mesquita (Bueno de Mesquita, 1983; Bueno de Mesquita, 2010; also see Abdollahian 
et al., 2006).
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In our view, the prob lems of comprehensibility, peer review, and 
the like have to some extent been denied by computational social sci-
entists  because they are wedded to computer programming and see it 
as a natu ral fact of life that such programs are not very comprehensible 
to nonprogrammers (why should they be?). Be that as it may, we antici-
pate replicability crises in computational social science.

As suggested earlier, it should also be a major goal to ensure that 
models are comprehensible and debated in depth by social- behavioral 
scientists.
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CHAPTER SIX

Experimentation

Many other challenges exist for experimentation.  Here we discuss a 
selected number meriting special attention.

Theory- Informed Experimentation

As discussed throughout our report, it is particularly impor tant— for 
the purposes of DARPA’s efforts—to increase the emphasis on multi-
variate causal theory. This implies that an experimental effort ( whether 
empirical or computational) should be theory- informed if it is to be 
useful in evaluating or influencing theory.

Mathematically, some of the prob lems are due to the data analy sis 
requiring 1:n mappings (i.e., disaggregation). The only easy approach 
assumes uniformity, but that may be misleading.1 Another funda-
mental prob lem is missing data. If scientists know that the strength of 
a phenomenon depends on vari ous contextual  matters, but information 
about that context is missing in the empirical data, what then?

What does it mean to suggest theory- informed approaches? This 
is a general prob lem in science, but one that has more specific implica-
tions in social- behavioral work. It also means confronting some dis-
agreements of paradigm. Many data analysts believe empirical analy sis 
should be pure, untainted by theory.  Others believe that the focus 
should be on that which can be mea sured well, even if other variables 

1 As an example, if the average appeal of ISIS propaganda to teen agers is very low, what 
should be assumed about the distribution of risk- taking propensities among teen agers?
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might be of interest. Still  others are strongly concerned about not allow-
ing more variables than can be shown to have statistical significance 
from finite data. A theory- informed approach, then, may encounter 
re sis tance. We offer three observations  here.2

Urging a Theory- Informed Approach Is Not Radical

First, focusing on testing and improving theory is not  really so radical. 
Indeed, one of the most cited of statisticians, George Box, long ago argued 
forcefully for using empirical analy sis to test and inform theory improve-
ment, rather than to infer some “pure” empirical expressions. He discussed 
such  matters in a paper entitled “Statistics for Discovery” (Box, 2000), 
which suggests the kind of tight loop between causal theory and empiri-
cal data highlighted in Figure 3.1. Po liti cal scientist Philip Schrodt, in a 
well- known paper, identified “seven deadly sins of con temporary quanti-
tative po liti cal analy sis” (Schrodt, 2013), some of which would clearly be 
mitigated by informing the regression specification with theory, if such 
theory exists.3 The theory we have in mind here will typically be causal, 
multivariate, and perhaps systemic in character, rather than in the nature 
of a hypothesis or even a linear sum of discrete hypotheses.

To Inform with Theory Is Not to Impose a Theory

Second, it is impor tant to recognize that a “theory- informed approach” 
should not undercut empirical work by imposing a theory. A theory- 
informed approach should be one that “gives theory a chance” by 
ensuring that the specification used to define the statistical analy sis 
includes terms representing theory, or fragments of theory, while also 
including terms of a more common nature (e.g., terms linear in the easy- 
to- measure variables, an error term, and perhaps one or more interaction 
terms). If the theory term proves to have significant statistical explana-

2 The theory- empiricism divide has been a concern for many years. An in ter est ing and percep-
tive discussion of it in the domain of po liti cal science occurred in a workshop of the National 
Science Foundation (see particularly Appendices B and C) (Po liti cal Science Program, 2002).
3 Although we merely mention the point to avoid digression on a contested point, we take 
the view that empirical analy sis is never theory- free as sometimes claimed. For example, the 
statistician referring to Occam’s razor and using linear regression is making assumptions 
about the  actual nature of the phenomenon.
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tory capability, that  will tend to confirm the theory; if that does not 
occur, then nothing is lost: The result can then be a regression relationship 
with no obvious relationship to theory. This approach has been called 
motivated metamodeling in past work and has been used in a number of 
studies (Bigelow and Davis, 2003). Note that in this approach it should 
be pos si ble to have routine competition between data- driven and theory- 
informed approaches.

Connections Exist with Multiresolution Modeling

Third, we see a strong relationship between the challenges  here (inform-
ing data collection and analy sis) and the need for multiresolution model-
ing as described earlier. Figure 6.1 shows a notional relationship among 
variables that might be suggested by theory: The effect E in the phenom-
enon of interest is “caused” by more than a dozen variables (m, n, . . .  z). 
If the experimentalist is told to think about fifteen in de pen dent variables 
when analyzing data, the response might be to quit talking to the theo-
rist. However, theory is actually claiming that only m, n, and o have 
impor tant effects. Lower- level variables manifest their effects through 
them. Can m, n, and o be estimated well enough to make compari-
sons with observations of E? Note that in the hy po thet i cal theory, some 
causal connections are discounted (the dashed lines), some are stron-
ger than  others (darker), and some might be ignored for approximate 
work except to require the inclusion of an error term. Unfortunately, 
most current software for generating influence diagrams, causal- loop 
diagrams, fuzzy cognitive maps,  etc., does not allow making such vis-
i ble distinctions, even though they are natu ral to point out in looking 
at data.4 As a result, the diagrams are often far more complicated than 
they need to be.

Relationships vaguely like  those of Figure  6.1 occur in many 
domains. The intermediate variables m, n, and o may be akin to, say, 
frictions or efficiencies. Ultimately, they might be complex functions of 
lower- level causal variables predictable in princi ple, but—as a practical 

4 An example was using  factor trees to interpret information in case studies of public sup-
port for terrorism. As expected, the same  factor tree applied in diff er ent contexts but with 
the  factors having diff er ent relative strengths (Bigelow and Davis, 2003).  Those  factors could 
also change over time as the government and insurgents sought new ways to attract support.
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 matter— they have to be empirically mea sured. An example in behav-
ioral work might be the “fixation of belief” in psy chol ogy, a concept 
suggested by Charles S. Peirce in the late  nineteenth  century (Peirce, 
1877). A corollary of this example is that empirical work  will require 
simplified theory if it is to be theory informed in a realm of difficult- 
to- measure variables. In the social- behavioral realm, methods such as 
 factor trees and fuzzy cognitive maps may prove useful in providing such 
simplified models.5

Other Issues

Estimating Difficult- to- Measure Variables

Giving increased emphasis to causal theory implies the need for empir-
ical work to address variables that are soft and difficult or impossible 
to mea sure. The difficulties are well known to social scientists generally 

5 Examples of both are included in articles of a special issue (volume 14, no. 1) of the Journal 
of Defense Modeling and Simulation (Davis and O’Mahony, 2017; and Osoba and Kosko, 2017).

Figure 6.1
Multiresolution Modeling and Variables of Empirical Analy sis
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(Nyblade et al., 2017), but “ doing better” is more easily demanded than 
accomplished. A rethinking is necessary about what should be accom-
plished and how. It is also imperative that the data sought be “close to 
the ground” in many instances or  else impor tant subtleties  will be lost, 
a point made by Richard Davis, among  others (R Davis, 2016).

Speed, Tailoring

It is predictable that compelling reasons  will exist for fast analy sis to sup-
port judgments and decisions in minutes or days, rather than months 
and years. Further, as occurs  after terrorist events or warning of terror-
ist attacks, it  will sometimes be necessary to quickly collect and pro cess 
data tailored to the par tic u lar issue and context. The pro cess of assess-
ing needs, designing data or experiments, collecting, and analyzing 
may again need to be remarkably fast by the standards of past years and 
ordinary pro cesses. Technology  will prob ably permit this if the methods 
and data structures are in place.

Joint Planning for Empirical and Computational Experimentation

Accepting that the three pillars supporting science are theory and both 
empirical and computational observation and experimentation, it fol-
lows that planning of experiments should change radically so that both 
mechanisms are used and that priorities for both are set jointly. This 
may be a phased pro cess:

1. In the first phase, empirical information is needed to test the 
approximate validity of the models. Since only limited empirical 
information is plausible, it  will be necessary to establish priori-
ties. Modelers  will often know where their models are most and 
least solid. For example, if the model generates phase diagrams 
of the system showing context regions with diff er ent degrees of 
stability, the modelers may be far more confident that the dif-
fer ent phases exist than where their bound aries are. “Tipping 
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points” may be inherently empirical, but theory and models may 
predict where to look for them.6

2. In the second phase,  after models have been shown to have rea-
sonable validity for exploration, they may suggest contexts that 
would be especially favorable for a contemplated intervention. 
Empirical data might then be crucial to check results in more 
detail than before,  because a degree of fine- tuning is necessary 
and/or  because even model predictions depend sensitively on 
some variables that can be mea sured.

Concepts for how to go about this type of  thing are well devel-
oped in certain domains of engineering, where organ izations ultimately 
depend on the model to inform their decisions and therefore must use 
testing efficiently to validate their model.7 Some nice examples exist 
also in social science, as in work using empirical data on primate con-
flict and Monte Carlo modeling to infer decisionmaking strategies being 
used, a kind of inductive game theory (DeDeo et al., 2010). Another 
example involves a data- driven, agent- based modeling framework (with 
an embedded theory of consumer choice) in connection with machine 
learning used to understand the adoption of solar energy (Zhang et al., 
2016).

It is well to end this section by observing that if the pro cess of knowl-
edge building and sharing is often more impor tant than the individual 
artifacts (i.e., individual versions of par tic u lar models), then attention 
must be paid to the knowledge- building ecol ogy and the health of 
interactions among researchers and analysts, who use models and simu-
lation but are ultimately responsible for providing insights and advice 
and for building cumulative comprehensible knowledge. To illustrate 

6 Agent- based modeling in economics, for example, may highlight instabilities that may 
(or may not) lead to market collapses, such as occurred in the late 1990s and in 2007–2008 
(Bookstaber, 2017).
7 As one example, when the U.S. Air Force developed the Peacekeeper intercontinental bal-
listic missile (ICBM), it recognized that establishing the intended accuracy and reliability 
empirically would have required very large numbers of test flights at varied ranges, azimuths, 
and so on. Instead, it focused on validating a model by using a moderately small number of 
flight tests (~20) (see U.S. General Accountability Office, 1989).
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the point, anyone responsible for policy analy sis that makes use of mod-
eling is aware that “the” models used in a given analy sis are seldom 
off- the- shelf. Rather, the analytic team knows how to craft variants of 
model and data suitable to addressing the par tic u lar questions at issue. 
Such at- the- time crafting is a distinctive feature of first- rate analytic 
organ izations.

New Sources and New Technology

One of the most impor tant developments in the last de cade bearing on 
social- behavioral science is the burgeoning of new data sources, such as 
 those associated with social media (e.g., Twitter, Facebook) and what 
is just beginning in the era of the Internet of Every thing (IoE). Social 
media data and IoE data streams are current examples of newer data 
streams in the growing data ecosystem. They augment and improve on 
traditional sources of behavioral data like ethnographies and surveys. 
Other sources include cellular data rec ords, satellite imaging, GPS traces, 
smartgrid usage reports, point- of- sale transactions data, and health 
rec ords.

Such data streams are accessible singly, in curated platform bun-
dles from iOS, Android, Twitter, and the National Oceanic and Atmo-
spheric Administration, or even from third- party data aggregation and 
embellishment ser vices. Most of  these new data streams offer new and 
nonoverlapping perspectives on  human be hav iors. The data ecosys-
tem  will continue to grow, motivated by the need for data to inform 
accountability or intelligence functions. Access to  these streams  will 
also most likely continue to grow, subject to financial,  legal, or policy 
constraints.

In parallel, machine learning and related versions of artificial- 
intelligence research have advanced greatly as described in a companion 
paper (Osoba and Davis, forthcoming). This includes the development 
of methods for fusing data sets, methods for combining knowledge 
and models, methods for rendering new data streams more behaviorally 
informative, or methods for directly modeling social be hav ior.  These 
artificial intelligence/machine learning AI/ML developments, com-
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bined with many items in the MITRE report of results of DoD’s ear-
lier  Human, Social and Culture Behavior Modeling (HSCB) program 
(Egeth et al., 2014), are highly relevant.  Table 6.1 shows some of the 
chapters and their emphasis (Jima and Lakkaraju, 2014).

Exploratory Research and Analy sis

Classic experimental work in science uses a laboratory allowing control 
of variables with experiments holding most variables constant while sys-
tematically varying  those  under study. Some social- behavioral research 
has benefited from such laboratories (e.g., in psychological experiments, 
including  those of the heuristics- and- biases school that originated with 
Daniel Kahneman and Amos Tversky). Other research has used ran-
domized control  trials (RCT), which are often thought to be the gold 

 Table 6.1
New Methods and Technology in a Recent Review of Sensemaking

Citation Subject

Elson et al., 2014 Frameworks and methods for data collection

Brashears and Sallach, 2014 Modeling techniques

Ryan, 2014 N- dimensional visualization for big data

Irvine, 2014 Transforming heterogeneous data into 
sociocultural patterns

Sanfillipo et al., 2014 Discovering behavioral patterns

Fricker et al., 2014 Effects of visualization and data analy sis on user 
understanding of phenomena

Gabbay, 2014 Distinctions among pro cessing for forecasting, 
understanding, and detecting

Lustick, 2014 Visualizations for understanding

Sliva, 2014 Methods to assist course of action development

Yost, 2014 Visualization

Elsaesser et al., 2014 Computational models for forecasting

NOTE: All citations refer to chapters in Egeth et al. (2014).
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standard for statistical studies. Still other research has done its best to 
extract relationships from history and other poorly controlled data. All 
such methods have been exhaustively described elsewhere and need no 
review  here.

What we do wish to highlight is a diff er ent approach, one that 
applies primarily to computational experimentation. This is the approach 
of exploratory analy sis (also called exploratory modeling).

In a sense, exploratory analy sis is common in computational social 
science, if what is meant is  running large numbers of cases and seeing 
what can be observed. What is less common, so far, is a kind of theory- 
informed experimentation in which data analy sis looks for patterns sug-
gested by theory or fragments thereof, or in which machine search is 
used to discover patterns that may then be the basis of inferring mean-
ingful causal relationships. Such exploratory analy sis has been con-
ducted for roughly twenty years with re spect to climate change. We are 
also seeing exploratory computational experiments to understand epi-
demiological aspects of potential epidemics, sometimes as a function of 
vaccination efforts (Dorratoltaj et al., 2017). That work was also used to 
suggest a variety of practical adaptive strategies.

Some applications have been attempted in more social- behavioral 
settings, such as research by RAND and Lawrence Livermore National 
Laboratory on trader be hav iors in the security industry (Dreyer 
et al., 2016), and in the analy sis of data from massively multiplayer 
online games (Jima and Lakkaraju, 2014). Other applications of agent- 
based modeling in electric- power networks are connecting phenomena 
at diff er ent scales, something of considerable interest to economists as 
well as regulators (Tesfatsion, 2018).

A promising and impor tant method referred to as summariza-
tion has been demonstrated with large multiagent simulations (Parikh 
et al., 2016). Such methods  will be crucial in making sense of explor-
atory research with computational methods.
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CHAPTER SEVEN

Modernizing Model- Based Decision Aiding

The Decision- Aiding Aspect of the Challenge

In describing our overall approach in Chapter 3, we identified analy sis 
and decision aiding as a distinct topic, as suggested also in an earlier 
workshop that noted the importance of seeing SB models and model-
ing through dif er ent lenses (see also Figure 1.1, which is adapted from 
McNamara et al., 2011). Our study was unable to address related issues 
in depth, and they  were not discussed in the study’s workshops, but 
we deemed it impor tant that the report comment on the  matter, albeit 
tersely.

 Great strides have been made over the last twenty-five years related 
to model- based analy sis for complex prob lems, and some of the cor-
responding lessons need to be assimilated in conceiving and nurturing 
research on social- behavioral modeling.  These lessons have implications 
for the building of models and their testing (verification, validation, and 
accreditation), design and conduct of analy sis, and communication of 
insights to decisionmakers. We focus  here exclusively on pro gress in 
dealing with uncertainty. The importance of  doing so was mentioned 
earlier in Chapter  5  in the section “Dealing Routinely with Uncer-
tainty,” but we elaborate  here. As before, we focus on the prob lem of 
deep uncertainty.
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Deep Uncertainty

Repeating the definition from Chapter 5:

Deep uncertainty is the “condition in which analysts do not know 
or the parties to a decision cannot agree upon (1) the appropriate 
models to describe interactions among a system’s variables, (2) the 
probability distributions to represent uncertainty about key par-
ameters in the models, and/or (3) how to value the desirability of 
alternative outcomes.” (Lempert et al., 2003)

The prob lems of deep uncertainty are not unique to the social- 
behavioral realm. In DoD’s planning of  future military force struc-
tures, “scenario space methods”  were developed to encourage looking 
for force capabilities that are “flexible, adaptive, and robust” (FARness) 
so that in  actual crises and conflicts ( actual scenarios) the capabilities 
 will prove apt, despite the  actual scenarios departing markedly from 
expectations.1 In the study of climate- change efects, water- resource 
planning, and other social prob lems, similar methods have come to be 
called methods for “robust decisionmaking” (RDM).2 A new and vibrant 
international organ ization, the Society for Decision Making  Under Deep 
Uncertainty (DMDU), now exists (www.deepuncertainty.org) and in 
November 2017 held its fifth annual meeting at Oxford University. 
The name of the society is telling. The term “Decision Making” con-
veys a core intent: The society and its members’ research is not just 
about modeling, but about informing policy- level decisions at vari ous 
levels (city, state, nation, and globe).

Such work involves a shift of analytic paradigm: Instead of attempting 
to optimize some outcome (subject to many dubious assumptions), the 

1 See a review of RAND work on uncertainty analy sis, primarily in the national security 
domain (Davis, 2012), which includes pointers to lit er a ture from the early 1980s onward.
2 See especially Lempert et al., 2003. See also www.rand.org/topics/robust-decision-making 
.html. In Eu rope, a center of vigorous research has been Delft University of Technology in 
finding “dynamic adaptive policy pathways” for crafting robust strategies (Haasnoot et al., 
2013). Our discussion  here also draws on informal pre sen ta tions by Jan Kwakkel and Robert 
Lempert at the November 2017 meeting of the Society for Decision Making  Under Deep 
Uncertainty (DMDU).

http://www.deepuncertainty.org
http://www.rand.org/topics/robust-decision-making.html
http://www.rand.org/topics/robust-decision-making.html
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preferred strategy is one that  will do “adequately” across the range of rea-
sonable assumptions that constitute deep uncertainty. That is, one seeks 
strategies that are flexible, adaptive, and robust (i.e., that  will accommo-
date changes in an objective or goal, that  will accommodate unexpected 
circumstances, and that  will deal adequately with initial shocks). Leaders 
in the society come from the United States, United Kingdom, Nether-
lands, New Zealand, and quite a number of other countries, and from 
organ izations such as laboratories and research  houses (e.g., RAND) and 
universities, but also the World Bank and other government offices.

Princi ples and Lessons Learned

Vari ous authors contributing to modern knowledge of how to conduct 
and communicate analy sis have their own preferred phrases and lists, 
but some princi ples are worth expressing:3

• Exploratory analy sis should be the core of work in supporting eval-
uation of pos si ble strategies. Exploration should consider both
parametric and structural uncertainties (i.e., uncertainties in the
values of model variables and the models themselves). Exploration
should be as comprehensive as pos si ble, not restricted to traditional
one- variable- at- a- time sensitivity analy sis while holding most model
inputs constant.

• So- called best- estimate predictions are of  little interest given deep
uncertainties. Optimizing strategy based on best- estimate pre-
dictions is often seriously counterproductive. The goal should be
to find strategies that are “flexible, adaptive, and robust”— i.e., to
support “robust decisionmaking.”

• Strategies should be conceived from the outset so as to be adaptive
over time as the  actual  future unfolds.

3 What follows draws on a number of sources, including the se nior author’s work in defense 
applications (see Davis, 2014 and references therein), the work of RAND colleagues associated 
with robust decisionmaking (RDM) methods (Lempert et al., 2003) and www.rand.org /topics 
/robust-decision-making.html, and Eu ro pean researchers and analysts, notably Marjolijn 
Haasnoot and Jan Kwakkel (Haasnoot et al., 2013) and Erik Pruyt (Pruyt and Islam, 2015).

http://www.rand.org/topics/robust-decision-making.html
http://www.rand.org/topics/robust-decision-making.html
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• In many (if not most) cases, the purpose of decision support and 
decision aiding should be to facilitate learning about a prob lem and 
courses of action, rather than as something identifying the allegedly 
“right” decision.

 Table 7.1 summarizes  these princi ples by drawing contrasts.

Implications for Analy sis Outputs and Communication

Such work involves a dif er ent kind of analytic output: Instead of 
asking a model for what  will happen if . . .  , or asking the model to 
identify the optimum strategy, we want to see how outcomes  will vary 

 Table 7.1

Shifts of Approach

From To Comment

Predict  future. Explore and understand 
pos si ble  futures (e.g., with 
well- chosen scenario sets).

Predicting is often a 
counterproductive goal.

Act on prediction 
(optimize for it).

Seek flexible, adaptive, 
and robust strategies.

Seek hedged strategy  
that  will work adequately 
across as much of 
uncertainty space as is 
feasible and affordable.

See strategy as once and 
for all.

Expect and plan for 
appropriate adaptations.

This should include 
illustrating “adaptive 
pathways” with both 
continuous and discrete 
changes.

Hand analy sis over the 
transom to inform 
decisionmakers.

Work with decisionmakers 
in interactive settings that 
help them learn and enrich 
their intuition.

This can include 
interactive simulations, 
 human exercises, and an 
analogue to “flight 
simulators.”

Expect decisionmakers to 
believe model results.

Expect decisionmakers  
to learn sensibly from 
modeling and interactions 
with models, but to be 
appropriately skeptical 
about any predictions.

Good top- level 
decisionmakers have 
typically used analy sis this 
way. Mid- level man ag ers 
often claim to the 
contrary that predictions 
are what they need.
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Succeed if
circumstances

are right

Figure 7.1
Outputs of Analy sis: Region Plots Indicating When a Given Strategy 
 Will Succeed or Fail

as assumptions are changed. That is, the outputs needed are more like 
“region plots” or “trade- of plots.” Figure 7.1 is an example. In this 
display, outcome is represented by color (or the equivalent number) 
rather than position on the y axis. The x and y axes represent the most 
impor tant in de pen dent variables. The chart indicates that the strategy 
being evaluated  will fail if the point (x, y) is anywhere in the red area 
(9), succeed in the green area (1), and be impossible to predict in the 
yellow area (5), where results would depend on all the details and per-
haps random efects.

Figure 7.1 would be useful for a  simple prob lem, but what if the 
number of in de pen dent variables is larger? Visualization is a prob lem.

Figure 7.2 shows an analy sis indicating outcome as a function of 
five uncertain variables X, Y, Z, Q, and R. Looking at the bottom right, 
for example, the region in which X is very high and Y is very low, one 
sees that results are very bad  unless Z is very high (9). Results in this 
corner do not depend on R or Q. Similarly, in the top left corner, results 
are very good in de pen dent of the variables R, Z, and Q. Thus, a strategy 
with very low value of X and very high value of Y is robustly good. By 
having four charts such as Figure 7.2 on each of two pages, one can show 
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results of exploring over eight variables. Analogous information- dense 
summaries can be constructed with complex  tables. In  either case, the 
result is to allow visualization of analy sis over a significantly multi-
dimensional space.

Fortunately, a considerable lit er a ture of “visual analytics” now exists, 
as well as power ful tools such as Tableau (see www.tableau.com for an 
instructive overview). Several chapters of a MITRE book discuss visu-
alization methods in some detail (Egeth et  al., 2014). Visual methods 
play prominently in the work of  those in the DMDU. See particularly 
related work on robust decisionmaking from RAND (www.rand.
org/topics/robust-decision-making.html) and the Technical Univer-
sity of Delft in the Netherlands.

When one is dealing with a sizable number of in de pen dent vari-
ables, it is also pos si ble to use modern data- mining methods so that 
the computer searches to find patterns indicating what combinations 
of in de pen dent variables drive results in portions of the n- dimensional 
space with substantially dif er ent outcomes. A set of methods that has 
proved power ful is referred to as “scenario discovery” by RAND col-
leagues (Lempert et al., 2006). It uses the Patient Rule Induction Method 
(PRIM) data- mining algorithm developed by Jerome Friedman and 
Nicholas Fisher at Stanford (Friedman and Fisher, 1999).

In any case, the admonition we ofer  here is that it is not enough to 
acknowledge that uncertainties exist (but then ignore them). Instead:

• Model- based analy sis should routinely use the methods of explor-
atory analy sis and routinely report consequences of both structural 
and parametric uncertainty.

• In planning contexts, such analy sis should routinely identify strat-
egies that hedge well against uncertainties— i.e., applying what 
has been called the FARness princi ple and encouraging RDM.4

4 See Davis, 2014, for discussion in the context of higher- level defense planning. This report 
also recommends a version of the admonitions  here as a new ethic for analysts, one  going well 
beyond the princi ple that analysts should identify the assumptions on which their analy sis 
depends.

http://www.tableau.com
http://www.rand.org/topics/robust-decision-making.html
http://www.rand.org/topics/robust-decision-making.html
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The implications are profound for the SBML. They mean identi-
fying the plausible range of alternative model structures, the plausible 
ranges of input data, and finding ways to conduct the corresponding 
multidimensional analy sis— not as an afterthought, but routinely.
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CHAPTER EIGHT

Methods and Technology

This chapter is short  because the syntax of most items is simply “How 
in the  future can we do better at . . . ?” This question refers to the chal-
lenges acknowledged earlier. With this said, we add some discussion in 
what follows.

Capacity for Multidimensional Uncertainty Analy sis

Every one  favors being able to do uncertainty analy sis, but no cur-
rent consensus exists on how to do it, why it is not easy, and why new 
tools are needed. An impediment is familiarity with normal sensitivity 
analy sis, something students learn in first- year calculus if not earlier. 
Sensitivity analy sis is pos si ble with more or less any model. A model is 
like a function F(x, y, z). One can ask how F changes if x is changed 
from X1 to X2. It is also easy to draw a chart showing F versus x with 
y and z held constant. So where is the prob lem? The prob lems are 
that (1) the methods of  simple sensitivity analy sis do not scale well 
to multiple dimensions; (2) many variables may be statistically corre-
lated even if they are mathematically in de pen dent; (3) no useful base 
cases may exist around which to do minor excursions; (4) be hav ior of 
the system may change dramatically only for certain combinations of 
multiple variables, as when a system becomes unstable; (4) the usual 
programming languages and modeling platforms do not make multi-
dimensional uncertainty analy sis easy; and (5) modeling platforms 
for which it is easy are not well suited to some kinds of modeling and 
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data analy sis.1 Nonetheless, much is known about exploratory analy sis 
 under deep uncertainty.2

We should also note again at this point that exploratory analy sis 
should consider uncertainties in model structure, not just the values of its 
par ameters. This poses additional prob lems for modeling platforms if they 
are to support uncertainty analy sis broadly. Dealing with model uncer-
tainty is a long- standing prob lem, but much can be done, as illustrated 
in recent work on heterogeneous information fusion (Davis et al., 2016).

Visualization of multidimensional uncertainty has also been 
studied, as in conveying complex spatial information with animation 
(Ehlschlaeger et al., 1997) or in representing multiple statistics (Ehl-
schlaeger, 2002).

Variable- Structure Simulation and Emergence

Several of the major concerns that social scientists have with current- 
day simulation modeling are that the models treat as inputs impor tant 
features of phenomena that are emergent in impor tant real settings. This 
includes what agents exist and are impor tant, what relationships exist 
among them, what “ideas” (e.g., memes) become the object of attention 
and social momentum, and even what value structures are at work.

If modeling is to do better on such  matters, it must address an old 
topic that has been mentioned for decades— what is sometimes called 

1 As an example, the Analytica platform is excellent for exploratory analy sis (Davis et al., 2016), 
but is not suitable for agent- based or discrete- event modeling. Vensim and Stella are specialized 
for system dynamics, but are not well suited to multidimensional uncertainty analy sis and are 
again not suitable for agent- based modeling. Some other platforms have broader capabilities but 
are currently quite expensive. We are not aware of an up- to- date review on such  matters.
2 See Chapter 5 (“ Toward Multivariate Causal Models”) and related research being done 
at Delft University (Pruyt and Kwakkel, 2014; Pruyt and Islam, 2015), but the methods and 
tools are still relatively young and sometimes require a degree of virtuosity with program-
ming and data- handling tools. Visualizations and other expressions of output are not yet 
adequate. We observe that, despite initial promises about  doing uncertainty analy sis, it is 
common for proj ects to end up with only minimal levels  because the programming language 
and/or the programs they have written are unsuitable. What might have been built in from 
the start is very difficult to build in as an afterthought.
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variable- structure simulation. Further, new thinking and tools  will be 
needed to manage the resulting capabilities once they exist.

How best to go about such challenges is unclear. Much can be 
done in some cases by building in all necessary structure at the outset 
and allowing ele ments of the structure to be turned on or off as the 
system evolves, or for groupings to come and go. This approach occurs in 
dynamic network analy sis (Breiger et al., 2003; Carley, 2006). It was also 
used in 1980s- era “analytic war gaming” with alternative aggregate- 
level agents representing the top leadership of the Soviet Union and 
United States, each of which also had alternative war plans. As the sim-
ulation proceeded, war plans could be changed and the analyst could 
decree a change of leadership mindset (i.e., the analyst could say, “Sup-
pose that a coup occurs and the Red agent changes character. What 
then?”).3

Levent Yilmaz and Tuncer Ören have written on related  matters, 
sometimes using the terminology of self- aware simulations (Yilmaz, 
2006a; Yilmaz and Ören, 2009). Sometimes it is referred to as  allowing 
“reflection” in simulations (Uhrmacher et  al., 2002). Some cross- 
platform work has been reported (Mehlhase, 2014).

Knowledge Management and  
Heterogeneous Information Fusion

A broad concern is that while a  great deal of knowledge about social- 
behavioral  matters exists, even a  great deal of knowledge specifically 
 relevant to social- behavioral modeling, it exists in many diff er ent com-
munities and is expressed in diff er ent specialized terminology and 
forms (e.g., essays, maps, survey data, data from laboratory experi-
ments, and computer models of varied types, in diff er ent languages). 
We have mentioned some of this earlier, when acknowledging sharp 
differences between, say, the narratives of anthropologists and econo-
mists, but the overall challenge is bigger and multifaceted. It is becom-
ing even bigger in the Internet of Every thing (IoE) era. We are in the 

3 See Davis, 1989, and documents cited therein.
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early stages of learning how to manage the knowledge effectively and 
how to combine the many forms of information. We mention only two 
examples of prior work  here, so as to whet the appetites of readers.

A survey paper on intrusion detection addresses many of the 
more generic issues (Zeuch et al., 2015). It describes relevant modern 
technologies and expresses optimism: “Overall, both cyber threat 
analy sis and cyber intelligence could be enhanced by correlating security 
events across many diverse heterogeneous sources” (p. 1). Although 
the paper is more about empirical data than theory or modeling, 
much in the paper should apply to the challenges of social- behavioral 
modeling.

Another study was a basic research effort on how to fuse hetero-
geneous information ranging from human- source accounts to digital 
rec ords when some of that information may be ambiguous, contradic-
tory, or even the result of deliberate deception (Davis et al., 2016). The 
purpose of the research was improving the ability both to detect indi-
viduals who pose a terrorist threat and to exonerate  those falsely accused. 
The authors envisioned a human- in- the- loop approach, rather than the 
more commonly studied automated methods. They saw it as essen-
tial to represent subjective judgments, including bimodal probabilistic 
judgments, and to then anticipate se nior  human analysts applying a 
mix of art and science to sharpen assessments. They saw intermediate 
output for an individual along  these lines:

This individual is prob ably not a threat, but  there is a distinct prob-
ability that he is and we lack the information to know that. We 
need information on his capabilities and accesses as a priority. It 
is also pos si ble that the adverse information on him is misleading, 
since it is all based on two sources of data that, upon reflection, 
are correlated and could be the result of false accusations. Thus, we 
need further information about the accuser.

The platform used built-in capability for uncertainty analy sis 
about both model structure and pa ram e ter values. Heterogeneous 
fusion was accomplished with several competing algorithms (e.g., 
a quasi- Bayesian method and an entropy maximizing method), and the 
data used for each was treated as uncertain. If results agreed, analy sis 
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could stop; if they disagreed, then  human analysts would need to go 
deeper, sometimes  going back to original data to better assess which 
methods  were more credible in the specific case. The authors also con-
sidered briefly how alternative narratives could be brought to bear 
(essentially as meta- level models causing  human analysts to interpret 
data differently).

Composability

The challenges of model composability  were discussed in Chapter 2. 
Although pro gress has been made as noted in earlier citations and a 
recent review from a computer science perspective (Levis, 2016), the 
deeper issues are resistant to mathematical or technological break-
throughs. Researchers have to understand the models to be composed, 
the assumptions that underlie them, the contexts (regions of their state 
spaces) in which they  will be exercised, and the purpose of the com-
position. The prob lems are diff er ent in degree from  those in the well- 
developed lit er a ture on component- based software engineering and dif-
fer ent in type from  those discussed in some other engineering- oriented 
papers (Szyperski, 2002). This said, the prob lem may be “impossible in 
princi ple but more tractable in practice.” In a given study, researchers 
can address the issues, as some have done in multimodeling experiments 
in recent years that addressed complex po liti cal, military, and economic 
interactions in simulated intervention operations (Lofdahl, 2010) and 
connecting agent- based network models and a system- dynamic- style 
model (Carley, 2012; Levis et al., 2010). It seems that  great advances 
could be made with a combination of (1) a concept of best practices, 
(2) methods that or ga nize thinking about composition, (3) modular 
development with better documentation and comprehensibility, and 
(4) technology that facilitates following the best practices, including sys-
tematic testing across the relevant state space and documenting as much 
as pos si ble assumptions that other wise would merely be in the head of 
the modeler/programmer.

Among the considerations in improving the ability to compose 
models as needed for a par tic u lar effort  will be the need to develop 



102   Priority Challenges for Social-Behavioral Research and Its Modeling

accessible and community- vetted libraries of lower- level modules. This 
suggestion is rather unexceptionable given the  great value that mod-
elers worldwide see in libraries for algorithms and other  matters. For 
the domain of interest in this paper, however, the libraries should 
have additional characteristics:

• The “taxonomy” of modules should make sense from a scientific 
perspective.

• The modules should be comprehensible, designed for uncertainty 
analy sis, and peer- reviewed (not for being “definitive,” but rather 
for  doing well what they do).

• Competitive versions of the same modules are needed to represent 
alternative theories, alternative perspectives, and alternative tech-
niques.

• Ideally, the “controlled” version of a given module should be 
expressed  either in a language- independent manner (e.g., logic, 
mathe matics, pseudocode) or in a very high- level language that 
makes comprehending theory easily pos si ble.

As discussed in earlier sections, much can and should be done to 
improve the comprehensibility of models, which  will in turn enable 
peer review and debate among scientists who need not be good program-
mers. Related improvements can also be made in reproducibility and 
shareability. Many good ideas on the  matter have been suggested, but 
much remains to be done.4

Theory- Informed Empirical and  
Computational Experimentation

We have discussed the need for more theory- informed experimen-
tation (see Chapter  6, “Exploratory Research and Analy sis”), but 
how to do so is a  matter very much in its infancy. The value of the 

4 Volker Grimm and associates have suggested a protocol for documenting agent- based 
models. This is the Overview, Design concept, Details (ODD) protocol. It seems to have 
broad applicability (Grimm et al., 2010).
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computational experimentation was anticipated well by Joshua Epstein 
some years ago:

The agent- based computational model is a new tool for empirical 
research. It offers a natu ral environment for the study of connec-
tionist phenomena in social science. Agent- based modeling pro-
vides a power ful way to address certain enduring— and especially 
interdisciplinary— questions. It allows one to subject certain core 
theories— such as neoclassical microeconomics—to impor tant 
types of stress (e.g., the effect of evolving preferences). It permits 
one to study how rules of individual be hav ior give rise—or “map 
up”—to macroscopic regularities and organ izations. In turn, 
one can employ laboratory behavioral research findings to select 
among competing agent- based (“bottom up”) models. The agent- 
based approach may well have the impor tant effect of decou-
pling individual rationality from macroscopic equilibrium and 
of separating decision science from social science more gener-
ally. Agent- based modeling offers power ful new forms of hybrid 
theoretical- computational work;  these are particularly relevant to 
the study of non- equilibrium systems. (Epstein, 1999)

In subsequent years, Epstein has pursued this agenda in ways that 
do indeed cross disciplines and provide vision of how to construct more 
coherent theory, as suggested in his Agent Zero work (Epstein, 2014). 
Agent Zero, although deliberately  simple, is endowed with distinct 
emotional /affective, cognitive/deliberative, and social modules. Further, 
it is informed by several disciplines, including modern neuroscience.

Many pitfalls exist. In par tic u lar, as described by Robert Axtell and 
colleagues, the usefulness of the exploratory computation pos si ble with 
agent- based models depends on the reasonableness of the elementary 
logic written into the agents. Axtell laments the state of affairs in that 
regard and yearns for better insights from the social- behavioral scien-
tists. What is needed are theory- informed “specifications” that can be 
used to define agent characteristics in ABM work.

Given results of computational experiments, how might they be 
analyzed and displayed for better comprehension? And how might 
that be theory informed? Based on work with which we are more or 
less familiar, we see the need for a combination of analytic artistry and 
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systematic method. In our own work, which has relied more on visual 
search, multiresolution theory and modeling has made it pos si ble to 
anticipate patterns and then verify or falsify them with visual search 
of outcome data (Davis et al., 2007). In colleagues’ work on applica-
tions of robust decisionmaking (RDM), machine methods have proved 
power ful in finding meaningful patterns in a pro cess that the authors 
call scenario discovery (Groves and Lempert, 2007; Popper et  al., 
2010). Success, however, depends in part on giving the machine theory- 
informed hints about the variables to use in looking for patterns.  Those 
hints can be much better with even a qualitatively expressed multireso-
lution theory.

Interactivity, Gaming, and Related Visualization

Many advances have occurred in recent years with re spect to interactiv-
ity in simulations and using  human gaming (or other  human exercises) 
for serious exploration and prob lem solving. Visualization is an impor-
tant ele ment of most such work.5

Other

Among the many other issues, we mention without elaboration:

1. How do we make the best use of modern data sources, which 
are sometimes massive, sometimes sparse, and often riddled with 
subtle correlations?

2. How do we infer likely causal relations from only partially con-
trolled observational data?

5 Examples are Michael Zyda’s work on serious games (Zyda, 2007); William Rouse’s 
work using modeling and simulation to inform and work directly with leadership of vari ous 
organ izations (Rouse and Boff, 2005), including health care organ izations (Rouse, 2015); 
and “explorable explanations” (Hart and Case, undated), such as animated ways to study 
Thomas Schelling’s model of how segregation may occur due to on- the- margin preferences 
(Schelling, 1971).
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3. What should output look like— along the way during research 
and,  later, when informing decisionmakers or the public? How 
can communication be improved when dealing with multidimen-
sional issues, balancing depth and breadth, and using cogni-
tively effective mechanisms? Solutions  will presumably include 
depictions of outcome metrics in n- dimensional space, but com-
prehensible versions are as difficult to design as, say, “intuitive” 
interfaces for complex personal digital devices.6

6 An in ter est ing effort of this type has involved exploratory computational experimentation 
on cyberwar issues, intended to be useful to military cyberwarriors (Dobson and Carley, 
2017). Another effort uses qualitative modeling to inform discussion and displays for  human 
war games and other exercises (Davis, 2017).
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CHAPTER NINE

Infrastructure, Culture, and Governance

To complete our walk through the ecostructure indicated in Figure 1.2, 
this chapter touches on issues of infrastructure, culture, and gover-
nance.  These topics deal less with research than with management, but 
we see it as crucial for the overall DARPA effort to do its part in achiev-
ing major shifts:

1. Change the cultural and intellectual mindset from one that sees 
model- based analy sis in terms of narrow point predictions and 
optimization (akin to engineering) and move  toward analy sis of 
wicked prob lems and development of robust strategies. Change 
the nature of demands for analy sis and its products accordingly.

2. Consistent with this change, encourage a mindset of adaptive 
strategy, which requires monitoring and adaptation, rather than 
a single decision and implementation.

3. Encourage a mindset that sees “ human terrain” as complex, 
dynamic, and heterogeneous, rather than as something to be 
characterized definitively in databases.

Another  whole class of issues involves the ethics of ensuring pri-
vacy and re spect for  human rights.

Infrastructure

The relevant ele ments of infrastructure include (1) vigorous academic 
and private- world research programs in numerous institutions in the 
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United States and other countries, (2) related funding, and (3) mech-
anisms for interaction. It includes having laws, regulations, fund-
ing strategies, and relationships that encourage the right balances 
among, for example, openness, sharing, and protection of  intellectual 
property.

Cultural Mindsets

Mismatches currently exist— among both recipients of research and 
the researchers themselves— between what is sought and what should 
be sought in describing knowledge and informing reasoned decision-
making. Mindset changes are needed, especially in the domain of 
social- behavioral issues.  Table 9.1 summarizes them.

 These changes in mindset would be consistent with a large body 
of modern research in the decision sciences and applications to plan-
ning prob lems.

 Table 9.1
Cultural Mindset Changes

From To

Seeking narrow point predictions 
and optimization (akin to 
engineering)

Seeking analy sis of wicked prob lems and 
development of robust strategies

Seeking  a simple once- and- for- all 
strategy

Seeking explic itly adaptive strategies that 
require routine monitoring and adjustment

Seeking “ human terrain” with solid, 
fixed data

Seeing the “terrain” as complex, 
heterogeneous, and dynamic—in structure, 
not just attribute values

Predicting and acting Exploring and proceeding with adaptation 
expected

Using unvalidated models or using 
generically validated models to 
inform par tic u lar impor tant 
decisions

Deemphasizing “generic” validation and 
elevating the importance of analysis- specific 
validation

Receiving and acting on model- 
generated answers

Interacting with models to understand 
systems and phenomena, including 
relationships, possibilities, and potential 
adaptations
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Governance and Ethics, Privacy, and Civil Liberties

Results from a Workshop on Ethics and Privacy

Another  whole class of issues involves the ethics of ensuring privacy 
and re spect for civil liberties. It is to be expected that many ele ments 
of research  will involve data collection and data analy sis, some of 
which could— without strong, well- conceived protections— cause dif-
ficulties and, in some instances, violate the intentions of law. DARPA 
intends to maintain and help establish the highest standards on such 
 matters, but to do so  will require continued analy sis and innovation, 
and perhaps promulgation of suitable laws. This was the subject of 
a previous workshop. The summary from that workshop (Balebako 
et al., 2017) stated that:

The RAND study team identified six impor tant topics to con-
sider for reducing prob lems related to privacy and harms caused 
by misuse of personal data, ranging from how individuals are 
notified of data use, to how to deter harms arising from data use. 
The topics  were how to:

• Ensure meaningful user notice and choice.
• Provide usable and accurate access control.
• Anonymize data.
• Validate and audit data algorithms to avoid inadvertent harms.
• Challenge and redress data harms.
• Deter abuse.

Looking across  these six issues, we had three main observations:
Developing solutions to prevent harms caused by misuse of 

personal data is difficult, complicated, and beset by tensions (no 
 simple divide exists between “good guys” and “bad guys”).

The challenges of and potential solutions to data harms 
are interrelated. For example, providing mechanisms for redress are 
intertwined with increasing transparency about how data are used.

Single- approach solutions are unlikely to be effective. Deci-
sionmakers should adopt a portfolio approach that looks for mixes 
of incentives, education, market solutions, and related technolo-
gies, government regulations, and standards. The either-or fallacy 
should be avoided: It is evident that, in most of the prob lem areas, 
a mixed approach is necessary for success.
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The report goes on to identify priority topics for attention and 
action.

More General Ethical Reasons for Caution

Much more research is needed to better understand the scope of chal-
lenges involving ethics, privacy, civil liberties, and the sometimes- 
insidious ways that increased but imperfect knowledge (and related 
modeling) can be used in counterproductive and sometimes terrible 
ways. As one example, earlier periods in the study of anthropology 
promoted ideas that we now recognize as outrageously racist as well 
as scientifically wrong (Konner, 2003). As a modern example, social 
science empirical research has generated statistical models that pre-
dict the probability that a criminal defendant  will commit further 
crimes, something used by courts in deciding on incarceration. Even 
if the software and under lying data  were accurate and precise (which 
is unlikely), moral and ethical issues loom large when applying the 
aggregate- level model to individuals. The under lying prob lems are 
deep: For example, optimizing the model to ensure comparable pre-
dictions of  future crime for  people of diff er ent races leads to unfair-
ness of outcomes (with error rates being greater for one race than 
another).1 Learning how to construct algorithms with fairer outcomes 
is an impor tant research topic, not only in criminal justice but in 
many applications of social science that could be supported by social- 
behavioral models.2

1 We thank Dr. Laura McNamara, one of the reviewers of our draft report, for this exam-
ple. A related technical paper discusses a fairness criterion for supervised- learning applica-
tions (Hardt et al., 2017). A news article describes the larger policy debate and its dilemmas 
(Angwin and Larson, 2017).
2 See also a book that excoriates bad use of modeling that the authors believe has seriously 
misinformed environmental policies (Pilkey and Pilkey- Jarvis, 2007). The primary culprits are 
said to be quantitative modelers who have an almost religiously fanatic outlook on the veracity 
of their models. In contrast, they observe, qualitative models are assessed much more positively.



Infrastructure, Culture, and Governance    111

Final Comments

This report has described what we see as priority challenges for social and 
behavioral modeling. Some of the obstacles to pro gress reflect inherent 
challenges: Social systems are complex adaptive systems; they often pose 
“wicked prob lems”; and even the structure of social systems shows emer-
gent be hav ior. Other obstacles reflect disciplinary norms and practices, 
mindsets, and very difficult scientific and methodological challenges.

We recommend an overall strategy that is more prob lem focused 
than usual work so as to force interdisciplinary efforts and encour-
age breakthroughs. Identifying a small number of national challenges 
and then confronting each of them in separate strands of work could 
prove effective. This could be accomplished with what we have called 
 virtual social- behavioral modeling laboratories that would cross dis-
ciplinary and methodological bound aries as necessary to address the 
concrete prob lems.  Doing so might encourage a new style of knowl-
edge building.

For each national challenge prob lem, we discussed challenges in 
six groups:

1. Improving the research cycle by tightening links among theory, 
modeling, and experimentation.

2. Seeking more unifying and coherent theories while retaining 
alternative perspectives and confronting multidimensional uncer-
tainty from the outset.

3. Invigorating experimentation with modern data sources that are 
increasingly informed by theory- observation iteration.

4. Modernizing ways to use social- behavioral models for analy sis to 
aid decisionmaking, in par tic u lar by drawing on lessons learned 
from other domains about using models to assist planning  under 
deep uncertainty.

5. Challenging theorists and technologists to provide related meth-
ods and tools, since existing ones are inadequate and often 
counterproductive.

6. Nurturing the rest of the ecol ogy (notably infrastructure, gover-
nance, and culture) needed for overall effectiveness, and  doing 
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so in a way that adheres to the highest standards with regard to 
ethics, privacy, and responsible use of model- based analy sis 
to inform policy decisions that may have profound effects.

The report’s ten- page summary mirrors the structure of the full 
report but can be read as a stand- alone.
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APPENDIX A

Social and Behavioral Modeling Laboratories

Introduction

Chapter 3 of the main text sketched the concept of social and behav-
ioral modeling laboratories (SBMLs) as a mechanism for advancing 
knowledge. This appendix describes in greater detail an illustrative 
design for an SBML approach. Although merely illustrative, it attempts 
to address the multiple facets of such an approach concretely, thereby 
illuminating what would be involved.

SBMLs would be a way to produce meaningful and lasting pro gress 
and of gaining insight into the ways in which social media and other 
communication media interact with society. The concept is not one of 
having some centralized, official, single simulation in a government com-
puter somewhere, but rather creating an improved distributed ecol ogy to 
facilitate cross-  and interdisciplinary work and to develop an evolving col-
lection of accepted, broadly applicable, modular components and related 
pieces of research to formalize, advance, and combine models from across 
the social sciences. The research would occur in academia, national lab-
oratories, and other private and commercial research organ izations. We 
anticipate dif er ent SBMLs for dif er ent challenge prob lems.

 The SBMLs would include distributed platforms for researchers 
to use in  running experiments “in silico” and comparing with empiri-
cal information and theory. This could help understand, interpret, and 
provisionally predict (with uncertainties) social outcomes that could 
in turn be used to guide investment, assess strategy, and formulate inter-
ventions. SBMLs would also allow for  human gaming and hybrid sim-
ulations in which  people and models would be used interchangeably. 
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The SBMLs would provide a way for social science ideas to be formal-
ized, tested, debated, competed, and to evolve. In other words, they 
would enable better and more rigorous advancement of the science, not 
just applications of the science.

A Social- Behavioral Modeling Laboratory (SBML)

If an SBML is to operate as a decentralized modeling environment, it 
 will depend on incentives and governance to maintain focus and quality. 
This section outlines practical princi ples for setting and maintaining this 
environment.

The National Research Council (Zacharias et al., 2008, pp. 356–
369) made recommendations for military- sponsored modeling research 
that provide a solid foundation for the governance of an SBML. 
It identified both prob lem categories and areas for research (see this 
report’s  Table 1.2 for the main themes from the 2008 NRC report).

The NRC also laid out a high- level roadmap for recommended 
research. This roadmap is based on the idea of “use- driven research” as 
described by Donald Stokes in a book that challenged Vannevar Bush’s 
stark contrast in 1945 between basic and applied research. Stokes drew 
in part on Louis Pasteur’s work for inspiration: Pasteur’s work was both a 
quest for fundamental understanding and very useful (Stokes, 1997). Use- 
driven research strikes a balance between basic and applied research— 
seeking answers to practical prob lems while at the same time continually 
coming back to fundamental questions of why some methods work and 
 others do not.

This pro cess (and the strategy we suggest in Chapter 2) would be 
driven by a version of use- driven work, one in which “challenge prob-
lems” guide each funding and development cycle. The chronology over 
a period of time might be as in  Table  A.1. The challenge prob lems 
would guide specification of the uses to which models would be put 
and the criteria for judging their success. At the end of a given fund-
ing cycle, a model’s built-in response to the challenge would be evalu-
ated to gauge its utility in addressing the question. This might result 
in further model development, new modeling tools, new social science 
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or modeling theory, and refinement, expansion, and clarification of the 
challenge question for use in further funding cycles.  After a funding 
cycle has been formally evaluated, a new funding cycle would address 
previous shortcomings.

The challenge- problem approach is well suited to the development 
of SBMLs. Early challenge prob lems would provide contexts for devel-
oping behavioral frameworks and demonstrating modular approaches 
within  these frameworks. Funding calls would make this criterion 
explicit, and proposals would be evaluated as much for their ability to 
demonstrate understanding of, and commitment to, the development 
of workable frameworks as they would be for substantive expertise and 
ability to make pro gress on the social science prob lem itself.

The NRC further recommended that the funding agency hold 
annual conferences for funded researchers geared  toward learning about 
the challenge prob lem and becoming familiar with data sets that might 
be relevant to the prob lem.  After the first year,  these conferences would 
be coupled with validation workshops with both modelers and repre-
sentative users (perhaps the same  people) who would be in a position 

 Table A.1
Pos si ble Chronology of Events in the History of a Social-Behavioral 
Modeling Laboratory

Year One Subsequent Years All Years

Statement of challenge   
prob lem

Enriched challenge 
statement

Workshops and 
conferences for:

Call for systematic 
approaches to the 
challenge prob lem 
producing framework, 
modules, system platform, 
and prototype application

Call for systematic 
approaches 
encouraging use or 
extension of existing 
frameworks and 
modules

Discussion
Dissemination
Validation
Reflection
Scientific advisory board
Comparison and debate 

of specific frameworks 
and modules

Results, review, conclusions Calls for modules 
implementing specific 
social science theories 
for existing 
frameworks

Calls for models that 
make use of existing 
frameworks and 
modules (if mature, 
may be handed off to 
other agencies)
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to evaluate how useful the developed models are, given their intended 
purpose. Feedback would help formulate the challenge prob lems and 
funding priorities for the next annual cycle.

Implementing the Use- Driven Cycle

While the 2008 NRC report describes the use- driven research cycle at 
a high level, the details of its implementation would be critical to suc-
cess. The pro cess requires leadership that would digest the results of 
funded research along with general pro gress in the field, generate new 
challenge questions, and maintain high quality. This is likely to require 
experienced DARPA staf and scientific advisory boards. The advisory 
boards might function much like the program committee of a scientific 
conference. A subset of the board would provide peer review on each 
proj ect well before the validation workshop so that researchers would 
have time to address comments. This would ensure that the work pre-
sented at the workshop had face validity coming in, thus freeing the 
workshop participants to focus on deeper issues relating to fitness for 
purpose, conceptual scope,  etc.

Soon  after the validation workshop, the advisory committee would 
meet with DARPA staf to digest the presented work, identify pro gress 
made in the current cycle, point out shortcomings and challenges that 
the work has brought to light, suggest new areas of inquiry that have 
emerged, and develop a candidate set of challenge prob lems for the next 
cycle. This pro cess would likely benefit from seeding by DARPA staf, 
who might begin the meeting with thoughts on  these items based both 
on the pre- workshop review and the pre sen ta tions and discussions of 
the workshop itself.

 After this advisory committee meeting, DARPA staf would trans-
form the material from the workshop into a challenge prob lem and 
set of funding priorities for the next cycle.  These would be embedded 
within specific funding calls that would be put out as soon  after the 
validation workshop as is practical.

Given the lead time for review before the workshop, and the time 
it would take to digest workshop proceedings and generate new funding 
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calls, a one- year cycle would not be workable. Instead, funding should 
be granted over vari ous time frames ranging from one to three years, 
depending on the type of call. We anticipate three general types of call: 
Frameworks, Applied Models, and Module Development. We also antic-
ipate the need to address explic itly issues of pro cess, timeliness, and the 
building of scientific and craft knowledge with the intent of achieving 
the kind of vibrant, productive “epistemic culture” that partly motivates 
our concept of SBMLs.

Illustrative Challenge Prob lems

Challenge prob lems should be specific enough to focus research yet 
broad enough to allow for strongly interdisciplinary work. Preferably, 
they should focus on issues that pres ent current and real challenges to 
policymakers, where  there is reason to believe that computer- driven 
modeling  will be useful and where pro gress to date has not been ade-
quate enough to drive solid decisionmaking.

Examples of useful challenge questions:

• What drives  people to commit violent extremist acts, and how can 
appeals be reduced?

• Why have United States politics become so polarized and what, if 
anything, might be done to mitigate prob lems?

• What changes in the U.S. economy and social fabric may be 
brought about by the widespread adoption of driverless cars?

• As evidence mounts about human- induced climate change and its 
potentially catastrophic impacts, what kinds of changes to norms, 
attitudes, and governance might develop as a response?

• When international interventions are necessary in the wake of civil 
wars, how can they best be managed?

• How should governments prepare for managing be hav iors of 
populations  after natu ral disasters?

• How can federal and state governments best deal with the current 
opioid and obesity epidemics in the United States?
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Behavioral Frameworks

Framework calls would request the development of frameworks (mod-
ular architectures) for representing social be hav ior at one or a set of 
levels of abstraction. As discussed in the main text, it is anticipated that 
no single modular architecture would be able to encompass all relevant 
prob lems. However, it seems plausible that a curated set of such archi-
tectures might provide coherence without overly limiting the range of 
conceptual expression.1

Criteria for evaluating framework proposals would include the 
degree to which a proposed framework is extensible to cover a broad 
range of uses, the extent to which it facilitates modular behavioral repre-
sen ta tion, and the extent to which it can be grounded in established 
science (including both cognitive/behavioral science and computer sci-
ence). Behavioral framework deliverables should include at least one 
(and likely more than one) demonstration model that makes use of the 
framework, demonstrates its utility, and can serve as a paradigm for 
 future proj ects that use the same framework.

 These calls would likely have a relatively long funding cycle—at 
least three years. This would allow time to do substantial work, includ-
ing both social science and software engineering. It would also enable 
the researchers that develop a framework to collaborate with other funded 
researchers, working  under other types of calls, who would make use of 
the framework in succeeding cycles.

Module Development

Module development calls would pres ent focused, one- year funding 
opportunities aimed at translating established social science into reus-
able modules within the behavioral frameworks outlined above. Some 
of the calls would be aimed not at producing fundamentally new sci-
ence, but rather on the difficult task of translating accepted social science 

1 One example of a nascent framework is that of “Agent Zero,” as described by Joshua 
Epstein (Epstein, 2014).
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observations and theories into functional, well- documented models that 
can be used by other researchers within the SBML context.

Criteria for evaluating proposals and proj ects would include the 
expertise of the proj ect team in both the relevant social science and infor-
mation technology realms, the potential breadth of applicability of the 
proposed module or modules, and the extent to which the proposal inte-
grates with and makes good use of the behavioral framework it seeks 
to extend.

The deliverable for module development proj ects would include 
the conceptual model, a specified model, and software code represent-
ing the module; thorough documentation and linkages to published 
work in social science; and at least one demonstration model using the 
module in a manner consistent with behavioral framework of which 
it is a part. This demonstration model would be expected to illustrate 
a documented pattern from the social science lit er a ture but would 
not necessarily be expected to contribute to new knowledge in social 
science.

Module development calls would not be issued  until the SBML 
had produced at least one workable framework— prob ably not earlier 
than year three of its existence. Modules, as envisioned  here, would 
be extensions of an existing framework that add to its capabilities by 
incorporating established social science into the framework. Thus, the 
framework needs to exist and be reasonably well understood before such 
a call would make sense.

Applied Models

Once one or more behavioral frameworks have been demonstrated and 
at least a handful of modules are in place, calls can be made for applied 
work that uses the frameworks and existing modules to address cur-
rent questions in social science.  These models are the ultimate aim of 
the SBML proj ect, but they should rely strongly on the framework 
and module libraries created in response to the framework and module 
calls.  These proj ects would respond directly to the current challenge 
question and may bring together vari ous strands of new and existing 
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social  science research in the form of models within the simulator envi-
ronment.  These proj ects would be expected to make substantive contri-
butions to  either social science or operational capability.

Funding duration for  these calls would prob ably not be less than 
two years, thereby allowing funded researchers to participate in more 
than one cycle of validation workshop and feedback. Sustained inter-
action with the SBML ecosystem would be essential to building the 
community of scientists and modeling prac ti tion ers to drive real pro-
gress. Applied proj ects would likely maintain their focus on the chal-
lenge question  under which they  were funded over the multiple years 
of their funding. This would make for a mix of challenge questions 
being addressed in each validation workshop, as the question would be 
updated or changed at the beginning of each funding cycle. The result-
ing limited mix of focus areas should help to sustain the generality of 
the simulator work program.

Criteria for evaluating proposals and proj ects would include not 
only the proj ect’s contribution to scientific understanding and oper-
ational capability, but also the extent to which the proj ect makes use 
of— and extends— one or more of the behavioral frameworks. Applied 
models should ideally make use of some existing behavioral modules 
and also produce new modules that are, themselves, potentially reus-
able by  future researchers.

Mechanisms for Quality Control

It is expected that researchers would find ways to improve and/or extend 
 these modules. If managed well, this would have the potential to pro-
duce steady incremental pro gress. If managed badly, this pro cess could 
result in chaotic changes, inconsistent models, and muddled repre sen-
ta tions of theory. Improvement of existing modules should be encour-
aged, but all changes should be reviewed for quality and consistency 
with established theory.

The maintenance of a high- quality repository  will require a degree 
of governance. Procedures should be developed for documenting all 
changes to existing modules. This should include the conceptual model, 



Social and Behavioral Modeling Laboratories    121

the specified model (if separate), as well as the implemented code itself 
(and code- level comments), but also an explanation for the changes and 
citations to relevant lit er a ture that provides the ideas under lying the 
changes. Changes to modules should be reviewed as part of the prepa-
ration for the annual validation workshop. If pos si ble, the author of 
the original module and of the framework of which it is a part should 
be consulted as well. If,  after this peer- review pro cess, the changes are 
found to be valid and to improve on the functionality of the module, 
the modified module should be placed back into the system as the stan-
dard module for that aspect of social be hav ior.

In software development, major eforts are often made to preserve 
backward compatibility in the face of such changes— ensuring that any 
changes in functionality are limited to new method calls but do not 
afect existing ones (except for coding errors, which should simply be 
fixed). Backward compatibility may not be required in this case. Older 
models might continue to use the modules that they  were designed 
with, but new models would tend to use the latest community- accepted 
versions.

Repositories

 Because work would be distributed among funded researchers, facilitat-
ing reuse and extension would require repositories for models and data. 
A repository would contain several types of items: conceptual model, 
specified model (if separate), code, social science data, formal metadata, 
and descriptions (research notes, journal articles,  etc.). The repository 
would document the pro gress of the SBML proj ect, manage model code, 
perform version control, and allow researchers to browse and under-
stand frameworks, modules, and models. The repository would also be 
designed to facilitate discussion, allowing for the posting of comments 
on the vari ous items it contains.

If well designed, the repository would be a major part of the fabric 
of the social and behavioral modeling community. While it is conceiv-
able that the repository would be publicly viewable, it is more likely 
that it would be open only to  people affiliated with the SBML proj ect. 
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That said, it might be wise to provide access to a broad range of trusted 
researchers,  whether or not they are working on an actively funded 
proj ect.

Use of the frameworks, modules, and models stored in the 
repository might be licensed  under a “copyleft” scheme resembling 
the GNU General Public License (GPL), with an impor tant varia-
tion. Whereas the GPL requires that any derivative products be pro-
vided to the public  free of charge  under the same GPL license, the 
SBML license would require that all derivative products be provided 
back to the repository  free of charge. This would encourage a range of 
computational social scientists to use, improve, and build the simula-
tor codebase, as well as expose the models to more rigorous scientific 
scrutiny.

A given repository could make use of a number of existing tools 
for content management and version control. In addition to document 
and discussion management (which might be accomplished with a host 
of commercial of- the- shelf or open- source systems), the repository 
would need to host a code base that might involve code written in a 
large number of languages. This could be accomplished through the 
use of an open- source version control system (e.g., Git).

To remain clean and useful, a repository would require curation 
and maintenance. This task might be conducted by DARPA staf or 
be contracted out to a competent party, such as a national labora-
tory with continuity of relevant capability. It would be essential that 
the repository not become cluttered or out of date. While researcher- 
generated, bottom-up content would be the primary driver of the 
repository, it would take strong top- down management to ensure that 
proj ects are presented and documented in a consistent way. One way 
to encourage this would be to make the repository the primary source 
for deliverables on the proj ects. The peer reviews conducted prior to 
the annual validation workshops would, for example, be conducted 
based solely on the materials that the researcher had placed in the 
repository. This would encourage the development of norms and 
standards for documentary materials, thereby allowing clear under-
standing and evaluation of each piece of research that was part of the 
SBML environment.
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Conclusion

The SBML concept outlined  here includes some inherent tensions. In 
a challenge- problem approach (a kind of use- driven approach), the pre-
mium is on advancing knowledge relevant to the prob lem and its solution. 
However, one purpose of an SBML would be to promote a degree of stan-
dardization and reusability.  These purposes could be at odds. Balancing 
them would be a challenge in itself. We are influenced by the unfortunate 
example of campaign modeling in the Department of Defense.  Great pro-
gress was made in standardization and dissemination of standard models 
and databases, but a consequence was major obfuscation of uncertainty 
and a failure to address clearly and convincingly the prob lems on which 
policymakers wanted to focus. The result,  after many years, was that poli-
cymakers disestablished major ele ments of the campaign- modeling enter-
prise. This was very controversial, with good arguments on both sides, 
but it illustrates the dangers that can befall modeling activities when they 
overemphasize standardization. One of us (Davis) reviewed this  matter in 
a congressionally mandated study (P. Davis, 2016).

If  these tensions can be successfully managed, we believe that an 
SBML approach along the lines presented  here has the potential to 
create a set of multiresolution, data- rich social and behavioral labora-
tories that promote both cooperation (through openness of code and 
documentation) and competition (through funding and recognition) 
among social scientists, and that  these laboratories would ofer a new and 
useful method for pulling together existing advances in computational 
social science into a rich contextual environment and making that 
environment available to enable further advances. We suggest that this 
environment should not take the form of a monolithic model of every-
thing, or even of a closed modeling environment. Rather, we have out-
lined the design of a more standards- based modeling and simulation 
ecosystem that uses behavioral frameworks to coordinate modular 
components into useful models.  These frameworks, and conceptual, 
specified, and implemented modules and models would be developed 
in a structured funding cycle with peer review and annual valida-
tion workshops to ensure that the work reflects accepted social science 
knowledge and has been done in a way that  will maximize the ability 
of  future researchers to reuse and build on past work.
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APPENDIX B

Definitions

Official Definitions

The DoD’s official definitions are (Department of Defense, 2009, 
pp. 9–10) as follows:

Model. A physical, mathematical, or other wise logical repre sen ta
tion of a system, entity, phenomenon, or pro cess.

Simulation. A method for implementing a model over time. (Exam
ples: a federation, distributed interactive simulation, combina
tions of simulations).

Validation. The pro cess of determining the degree to which a model 
or simulation and its associated data are an accurate repre sen ta tion 
of the real world from the perspective of the intended uses of the 
model.

Verification. The pro cess of determining that a model or simulation 
implementation and its associated data accurately represent the 
developer’s conceptual description and specifications.

Other Definitions

The official definition of “simulation” is confusing and only one of many 
across communities. A simpler definition suitable to this report is as 
follows:
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A “simulation model” is a model that describes the be hav ior of a 
system over time. A simulation is the act of executing a simulation 
model— i.e., “ running it.” The mechanism for  doing so is some
times called a “simulator” (e.g., generic software for driving vari
ous simulation models).

Other confusing terms include “internal validity” and “external 
validity.”  These terms are common in some branches of science, but have 
numerous definitions across sources. We use them to refer to  whether 
a specific study is done “right,” with sound conclusions given the study’s 
assumptions and context, and  whether the conclusions generalize 
beyond that narrow context, respectively.

 Table B.1
Other Definitions

Term Meaning

Abductive A type of inference that interprets information in terms 
of the explanation that seems best pragmatically.

Explanation In statistical analy sis, a model’s explanation capability 
refers to the fraction of the variance of data associated 
with the explicit terms of the regression equation; in 
causal analy sis, a model’s explanation capability is  
the degree to which the model gives a credible and 
understandable causal story with which the data is 
consistent. The two meanings may be at odds: A 
statistical model may explain the observed data very 
well but be regarded as having no explanatory power 
from the viewpoint of causal theory.

Exploratory analy sis (EA) Analy sis based on generating model outputs over the 
entire n- dimensional space of the model’s inputs, 
including model structure.

Exploratory modeling 
(EM)

Used synonymously with EA.

Multiresolution modeling 
(MRM)

Modeling that allows the user to make inputs at 
alternative levels of detail with acceptable degrees of 
consistency; may be accomplished in a single model or 
with a  family of models.

Multiresolution, 
multiperspective 
modeling (MRMPM)

Modeling that includes MRM and alternative 
perspectives, as when model structure changes with 
narrative or coordinate system.

Robust decisionmaking 
(RDM)

A par tic u lar method for finding “robust strategies” that 
should do well across the plausible range of input 
assumptions.
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Internal and external validity do not correspond to verification and 
validation of model based study, and the relationships between the two 
terminologies are prob ably not resolvable without major changes of 
definition. In the modeling, simulation, and analysis (MS&A) realm, 
“verification” refers to  whether a computer program correctly represents 
the model being used (for the context of use). Using such a verified pro
gram does not imply internal validity test, however,  because the model 
itself might be mathematically or other wise logically wrong. Establish
ing internal validity, then, covers some of what is involved in establish
ing model validity. However, a statistical analy sis may be regarded as 
internally valid even though the statistical analy sis is mis- specified. For 
example, the statistical analy sis might treat X, Y, and Z as in de pen dent 
variables, but the theory might argue that Q = (X + Y + Z) is the suit
able in de pen dent variable. Statistical analy sis might conclude that X, 
Y, and Z each have modest effect, whereas— with the theory informed 
specification— Q would be shown to have a moderate or large effect.





129

APPENDIX C

Validation

A considerable lit er a ture exists on model verification and validation 
(V&V), much of it developed originally for the U.S. Department 
of Defense1 but with extensive generalizations to other modeling 
domains.2 We discuss only validation, supplementing material in the 
main text (Chapter 2, “Rethinking Model Validity”). Verification is 
also very impor tant, but that is recognized and we see the challenges as 
technical rather than scientific or analytic.

Most of the relevant lit er a ture on validation focuses on physical sys-
tems and has a heritage in engineering (Youngblood et al., 2000; Pace, 
2004). What people usually have in mind when referring to validation is 
establishing that predictions of a system’s per for mance are “close enough” 
to mea sure ments on the per for mance of a real physical system (e.g., perhaps 
with 10  percent for some class of experimental conditions). More careful 
discussions emphasize that “close enough” must be judged in a well- defined 
“experimental frame” that specifies all relevant variables of circumstance, 
including how results  will be used (Zeigler, 1998; Zeigler et al., 2000).

The DoD’s definitions are (Defense Modeling and Simulation 
Coordination Office, 2016):

• Verification: the pro cess of determining that a model or 
 simulation implementation and its associated data accurately 

1 DoD maintains a website on best practice for what DoD refers to as verification, valida-
tion, and accreditation (VV&A). See also Thacker et al., 2004.
2 An entry to the classic lit er a ture for predictive models is an NRC study (Adams and 
Hidden, 2012) that deals with complex physics and engineering models. An earlier NRC 
study addressed environment- related models (Whipple, 2007).
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represent the developer’s conceptual description and specifica-
tions.

• Validation: the pro cess of determining the degree to which a model 
or simulation and its associated data are an accurate repre sen ta-
tion of the real world from the perspective of the intended uses of 
the model.

• Accreditation: the official certification that a model or simulation 
and its associated data are acceptable for use for a specific purpose.

Insightful discussions of validation have long appeared in the 
system dynamics lit er a ture, although usually in the language of estab-
lishing “confidence.” Jay Forrester and Peter Senge discussed tests for 
building confidence. They write pithily that:

It is pointless to try to establish that a par tic u lar model is useful 
without specifying for what purpose it is to be used. (Forrester and 
Senge, 1996, p. 8)3

The authors  were also explicit about the many types of use to which 
models can be put. For example, they refer to pattern prediction— i.e., 
 whether a model generates qualitatively correct patterns of  future 
be hav ior relating to periods, phases, or changes (Forrester and Senge, 
1996, p. 23) or  whether the model reports on the potential for events 
to occur, such as rapid depletion of a resource or rapid rise in prices of 
some commodity (p. 24). Especially relevant is anticipating surprise 
be hav iors (p. 26). When this occurs with system models, it sometimes 
identifies risks to the real system that had previously not been recog-
nized. Forrester and Senge had in mind what we have called exploratory 
analy sis and coarse prediction in our report. A model may be valuable 
for  those even if it does not make accurate and precise predictions.

A more recent paper from the system dynamics lit er a ture muses 
about how SD models are not always accepted and suggests distinguish-
ing them on a  simple scale that amounts to assigning them a qualitative 

3 Such early papers demonstrate how long the issues have been recognized. A better modern 
source is John Sterman’s comprehensive textbook (Sterman, 2000), including its candid dis-
cussion of how models can be “protective” (covering up) or “reflective” (p. 858).
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type of validity— i.e., describing “levels of evidence” supporting the 
model (Homer, 2014).

Model validity has also been discussed in the context of dealing 
with “soft” models and with models used for what RAND has variously 
called exploratory modeling and exploratory analy sis (Davis and Finch, 
1993; Davis, 1994; Bigelow and Davis, 2003; Bankes, 1993). Such analy-
sis is crucial for planning strategies intended to be flexible, adaptive, and 
robust (FARness) (Davis, 2014) or, in alternative language, seeking to 
aid robust decisionmaking (RDM) (Lempert et al., 2006). In the latter 
usage, “robust” is shorthand covering the several attributes.

A 2011 workshop at Sandia National Laboratories had much to say 
about validation, particularly about the need to recognize that, at least 
in social- behavioral modeling, one should not look to models specifi-
cally for prediction, forecasting, or other synonyms (McNamara et al., 
2011). A background paper by Jessica Turnley reviewed the issue and 
had some delightful language at the end relating exploratory analy sis 
to the reading of  great lit er a ture:

Our argument is based on the claim that computational social 
models are inherently unable to be used for predictive purposes in 
the same way that models of physical and many biological phenom-
ena can. Ethical issues, the complex nature of the socio- cultural 
domain, the nature of the data, and the inherent time scales of 
the phenomena  under consideration severely constrain the types, 
breadth and depth of experiments we can conduct to ascertain pre-
dictive capability. At best, computational social models can rely 
upon the (proxy) validity of the narrative theory upon which they 
are based.

That said,  there are other means of ascertaining goodness. 
All computational models are built with a use in mind. If we 
broaden our thinking and consider ways other than prediction to 
use computational social models, we  will begin to realize alterna-
tive means of assessing their goodness.

The question of degree of isomorphism to the “real world” 
(or target domain) may become moot. Just as we continue to 
read Goethe although we never expect to actually meet Faust, so 
might we build and use computational social models although 
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Figure C.1
Spider Charts for Multifaceted Characterization of Model Validity
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we never expect to actually live in the  future any one of them 
“predicts.” Although not accurate, computational social models 
can still be useful— and, even better, true. (Turnley, 2011, pp. 
241–254)

In recent times, Dean Hartley and Stuart Starr studied how to con-
duct VV&A, and then describe results for DoD models addressing 
po liti cal, military, economic, social, infrastructure, and information 
issues (PMESII). They introduced a categorical scale (from uncodified 
to fully validated) and then applied it separately to the PMESII com-
ponents of the models in question. Figure C.1 is an example (Hartley, 
2010, p. 330). The message from the examples is that, for the models in 
question, most rated poorly on substantive grounds (perhaps 1 on a 1–5 
scale), but some did well in “practical” ways, such as user- friendliness 
and shareability. The study did not intend to break new ground in under-
standing what validity means, but rather to show how  simple and sub-
jective mea sure ments, along with impor tant distinctions, could lead to 
multifaceted model assessments understandable at a glance.
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APPENDIX D

Participants in Workshops

A workshop on science and modeling of social and behavioral issues was 
held in RAND’s Santa Monica, California, office on April 3–4, 2017, 
combining what had previously been planned as two separate work-
shops.  Table D.1 lists the participants. Their backgrounds or current 
research involve at least the following areas: anthropology, chemical 
physics, complexity sciences, computer science physics, communica-
tion, control and dynamical systems, economics, geography, industrial 
and systems engineering law, mathe matics, history, behavioral biol-
ogy, electrical engineering, law, po liti cal science, psy chol ogy, sociology, 
social systems science, and technology. Most cross disciplines.

 Table D.1
Participants in Workshop on Social- Behavioral Modeling and Simulation

Name Affiliation

Karyn Apfeldorf Areté Associates

Robert Axtell George Mason University

Matthew Brashears University of South Carolina

Kathleen Carley Car ne gie Mellon University

Steven Corman Arizona State University

Paul Davis RAND and Pardee RAND Gradu ate School

Richard Davis Artis Research & Risk Modeling

Simon DeDeo Car ne gie Mellon and the Sante Fe Institute

Charles Ehlschlaeger U.S. Army Corps of Engineers

Joshua Epstein Johns Hopkins University

Dana Eyre SoSACorp
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 Table D.1—Continued

Name Affiliation

Jessica Flack Sante Fe Institute

Michael Gabbay University of Washington

Lise Getoor University of California, Santa Cruz

Timothy Gulden RAND

Ali Jadbabaie Mas sa chu setts Institute of Technology

Brian Jenkins RAND

Melvin Konner Emory University

Bart Kosko University of Southern California

David Krakauer Sante Fe Institute

Kiran Lakkaraju Sandia National Laboratories

Alexander Levis George Mason University

Corey Lofdahl SoSACorp

Christian Madsbjerg ReD Associates

Lynn Miller University of Southern California

Kent Myers Office of the Director or National Intelligence

Benjamin Nyblade University of California, Los Angeles

Angela O’Mahony RAND and Pardee RAND Gradu ate School

Osonde Osoba RAND

Edward Palazzolo Army Research Office

Jonathan Pfautz Defense Advanced Research Agency

Hazhir Rahmandad Mas sa chu setts Institute of Technology

William Rand North Carolina State University

Stephen Read University of Southern California

William Rouse Stevens Institute of Technology

Philip Schrodt Parus Analytics

Katharine Sieck RAND

Amy Sliva Charles River Associates

Samarth Swarup  Virginia Tech

Leigh Tesfatsion Iowa State University

Andreas Tolk MITRE

Rand Waltzman RAND

Levent Yilmaz Auburn University

Michael Zyda University of Southern California
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Abbreviations

We have tried to minimize dependence on acronyms in this report, but 
the  table below shows the ones that appear.

Acronym Meaning
ABM agent- based modeling
CAS complex adaptive systems
DARPA Defense Advanced Research Proj ects Agency
DoD Department of Defense
EA and EM exploratory analy sis and exploratory 

modeling (roughly synonymous)
FARness flexibility, adaptiveness, and robustness
HSCB  Human, Social and Culture Behavior 

Modeling
IoE Internet of Every thing
M&S modeling and simulation
MRM and multiresolution modeling; multiresolution,  
 MRMPM  multiperspective modeling
MS&A modeling, simulation, and analy sis
NRC National Research Council
RDM robust decisionmaking
SB social- behavioral
SBML social- behavioral modeling laboratory
SD system dynamics
V&V and VV&A verification, validation, and accreditation
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