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ABSTRACT

Data availability often becomes a major hindrance to the development of human centric, computer-vision based
technologies, as a large amount of data is usually required for algorithm training and validation, especially when deep
learning is used to develop algorithms. Synthetic data which are produced by modeling and simulation could be used
to expand and/or supplement real world data which are otherwise not available. While human activity modeling and
simulation has achieved success in creating synthetic environments for simulation based training and virtual reality,
whether it can be used to generate synthetic data which satisfy requirements for machine learning is yet to be proved.

In this paper, using human activity modeling and simulation to generate synthetic human activity data for machine
learning is investigated. The needs for synthetic data are identified from the perspective of human centric, computer-
vision based technology development. The basic requirements of synthetic data are defined in light of machine
learning. Factors that contribute to the fidelity and applicability of synthetic data are analyzed. In particular, two
factors related to human activity modeling and simulation, bio-fidelity and variability are investigated.  Several
modeling and simulation tools and game engines (e.g., 3dsMAX, Unity, and NVIG) are used for data generation, and
their performances are compared and evaluated. Synthetic full motion videos are generated in electric-optical and
infrared modes and tested by machine learning algorithms. The testing results along with examples of synthetic
imagery are illustrated in the paper.

Keywords: human activity, modeling and simulation, synthetic image, synthetic full motion video, machine learning
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INTRODUCTION

Data availability often becomes a major hindrance to the development of human centric, computer-vision based
technologies, as a large amount of data is usually required for algorithm training and validation, especially when deep
learning is used to develop algorithms. Synthetic data produced by modeling and simulation (M&S) could be used to
expand and/or supplement real world data which would be otherwise not available. While human activity M&S has
achieved success in creating synthetic environments for simulation based training and virtual reality, whether it can
be used to generate synthetic data which satisfy requirements for machine learning (ML) is yet to be proved.

The usage of synthetic data is not novel and has been explored in various contexts. Nonnemaker and Baird (2009)
utilized synthetic data generated via parameter space interpolation in training handwriting classifiers. The classifiers
trained with synthetic data performed equally or better than their counterparts trained with real data. Keskin et al.
(2011) achieved a high level of accuracy when recognizing hand gestures backed by a random decision forest (RDF)
trained using synthetic data designed to account for unseen gestures within the target application space. Synthetic data
was generated through extrapolating, interpolating, and randomizing components of a set of manually positioned 3-D
hand model base gestures. Shotton et al. (2011) developed high levels of accuracy when estimating 3-D positions of
body joints using an RDF with synthetic and real data. Motion capture data was recorded using humans in varying
poses and with varying attributes and synthetic depth imagery is generated based upon those initial positions combined
with various parameter perturbations. Danielsson and Aghazadeh (2014) and Ullah and Laptev (2012) used synthetic
training data in other human related recognition tasks such as improvements to human pose estimation from images
and human action estimation from videos.

Fanelli et al. (2011) used synthetic, neutral expression, 3-D face patches to train a RDF for effective human head pose
estimation. Similarly but with a deep convolutional neural network (DCNN), Peng et al. (2014) determined that when
trained using public 3-D models in addition to real data, a DCNN was mostly invariant to missing minute details such
as texture or pose when used for a specific task. The authors also determined that when trained for generic
classification using real images the DCNN performed better when the added synthetic data contained such details.
Validated on two different datasets, Zhang et al. (2015) described a method of modifying synthetic data to more
closely resemble observed data, decreasing the drift between both. The method established a classifier learning process
that benefited from both observed and synthesized data. Ros et al. (2016) generated a synthetic collection of diverse
urban images, named SYNTHIA with automatically generated class annotations. They used SYNTHIA in
combination with publicly available real-world urban images with manually provided annotations. They conducted
experiments with DCNNSs that show how the inclusion of SYNTHIA in the training stage significantly improves
performance on the semantic segmentation task.

These investigations indicate that synthetic data is viable for training despite detail differences in some applications
and the details may play a critical role in some instances. Synthetic data is also shown to have utility as a sole training
input as well as an additive data source. Synthetic training data can be useful and applicable and provide many benefits
when modified to appropriately account for real data characteristics and application specifics. Experimentation is
necessary to determine applicability and to identify methods of modifying artificial input data or the underlying
algorithms to maintain target performance when using natural data. A single, generic, nominal methodology for
evaluating applicability and optimizing synthetic training data does not currently exist.
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In this paper, using human activity M&S to generate synthetic human activity data for machine learning is investigated.
The needs for synthetic data are identified from the perspective of human centric, computer-vision based technology
development. The basic requirements of synthetic data are defined in light of ML. Factors that contribute to the fidelity
and applicability of synthetic data are analyzed. In particular, two factors related to human activity M&S, bio-fidelity
and variability are investigated. Several M&S tools and game engines (e.g., 3dsMAX, Unity, and NVIG) are used
for data generation, and their performances are compared and evaluated. Synthetic full motion videos (FMVs) are
generated in electric-optical (EO) and infrared (IR) modes and tested by ML algorithms. The testing results along with
examples of synthetic imagery are illustrated in the paper.

NEEDS AND REQUIREMENTS FROM MACHINE LEARNING

From the machine learning perspective, basic requirements for synthetic images are as follows.

o Fidelity: The models used to generate synthetic images should provide representation of the real world with
sufficient fidelity. Synthetic images should contain image features that are the same as or similar to those
embedded in real world images so that these features can be learnt or utilized by ML.

e Compatibility: Synthetic images should be beneficial by themselves and when combined with limited amounts of
real world examples.

e Variability: Data variability and volume are key in order to reap the benefits of the discriminating power of ML
(deep learning in particular).

e Computational efficiency: In order to effectively integrate into the streamlined ML workflow, a synthetic image
generation (SIG) tool should be able to generate synthetic images at sufficiently high computational efficiency.

For supervised learning, which is the main format of machine learning, annotating or truthing needs to be performed
on the data to obtain the ground truth information. Data annotating or truthing by human is labor extensive, especially
for images and full motion videos (FMV) and is prone to human errors. When computer algorithms are required to
utilize multi-modal sensor data, the problem become more pronounced. This is because (a) The availability of real
world multi-modal sensor data is much more restricted; (b) The synchronization of different modalities is often hard
to achieve; (c) The annotation becomes more onerous; and (d) The fusion of multiple modality real world data is still
a challenging task.

APPROACHES
Technology Exploration

From the sources of commercial off-the-shelf (COTS) and government off-the-shelf (GOTS) and open source, we

have identified a list of the state-of-art software tools and systems that are commonly used for M&S and games.

e 3D modeling tools: Blender (open source), 3dsMax (COTS), Maya (COTS), VIPRS (GOTS);

e Game Engines: Unity (open source), VBS 3 (COTS), CryEngine (COTS), Unreal Engine (COTS), MetaVR
(COTS), NVIG (IR image generator, GOTS);

e  Multi-modal sensor modeling tool: DIRSIG (GOTS, http://dirsig.org/index.html)

e  Atmospheric radiation modeling tool: MODTRAN (GOTS, http://modtran.spectral.com/).

These existing tools and packages could potentially be leveraged to meet many of these requirements; however, none
of them meets all requirements stated above and can provide full capabilities for SIG oriented to ML. In this paper,
we focus on the SIG of two most common sensor modalities, EO and IR. We chose to use 3dsMax and Unity for EO
image generation and NVIG for IR image generation. We realize that while the tools being selected can be used to
generate synthetic images with certain level of fidelity, none of them are essentially based on physics or first principles.
Therefore, we are performing another study to utilize physics or first principle based M&S tools, such as Digital
Imaging and Remote Sensing Image Generation (DIRSIG). The details of this study will be reported separately.

SIG Procedure

In this paper, we focus on the SIG of EO and IR. We developed a procedure for SIG as follows.
1. Scenario Storyboarding: Based on the requirements for a given project, a storyboard is created to outline what
a scenario will look like and identify the assets required to meet those requirements. Assets include but are not
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limited to (a) Environment (e.g., terrain, street, buildings, trees, and vegetation); (b) Objects (e.g., vehicles and
weapons); (c) Human subjects (e.g., human shape models, cloth and other body wear, and carrying objects); (d)
Clutters (e.g., discarded tires and trash cans).

2. Asset Aggregation and Composition: Pull together assets that meet the requirements for a given scenario
storyboard. During asset aggregation moving objects are also linked to the required animation files and path
information. All required assets can then be added together to create the synthetic scenario. Sensor metadata
(position, resolution, orientation, etc.) is used to define the imaging scenario environment.

3. Raw Data Generation: The user starts the animation and rendering begins. As the animation progresses, images
are generated based on the imaging sensor parameters and the predetermined motions of the assets in the scene.
Ground truth information on the location and attributes of the assets are automatically generated and output for
each frame in the form of JSON files.

4. Post Processing: In order to better simulate real-world atmospheric effects, post processing of the imagery can
be performed. Image filters can be designed with the help of atmospheric modelling tools, such as MODTRAN,
to better mimic these effects.

Factors Considered

Many factors contribute to the fidelity and applicability of synthetic data, including material properties, sensor physics,
environmental and atmospheric effects when SIG is based on first principles. For human activity synthetic image
generation in particular, two factors related to human activity M&S are bio-fidelity and variability. Besides, for
synthetic images to be used for ML, ground truth data need to be provided. In the flowing, we will describe our efforts
made to improve the bio-fidelity and variability of human activity M&S, to address atmospheric effects, and to develop
plug-ins for automatic ground truthing.

1. Biofidelity
The biofidelity of human activity modeling relies on true body shape and true body motion. High biofidelity can be
attained through activity replication (Cheng et al., 2012). Activity replication is replicating a human activity that was
recorded from a human subject in a laboratory using 3-D modeling. Technologies that are capable of capturing human
motion and 3-D dynamic shapes of a subject during motion are not yet ready for practical use. Data that can be readily
used for 3-D activity replication are not currently available. Alternatively, a motion capture system can be used to
capture markers on the body during motion and a 3-D body scanner can be used to capture the body shape in a pose.
Based on the body scan data and motion capture data, M&S techniques can be used to build a digital model to replicate
a human activity in 3-D space. In the paper by Cheng et al. (2012), open-source software was used for activity
replication. MeshLab (http://meshlab.sourceforge.net/ ) was used to process 3-D scan data, OpenSim
(http://opensim.stanford.edu/ ) was used to derive skeleton models and the associated joint angles from motion capture
data, and Blender (https://www.blender.org/ ) was used to create an animation model that integrates body shape and
motion. Figure 1 shows the models created for four activities (jogging, limping, shooting, and walking) at a particular
frame. Note that activity replication can be done using commercial modeling tools (e.g., 3dsMax and Unity which are
used in this paper).

Figure 1. Replication of a subject in four activities: limping, jogging, shooting, and walking

2. Variability
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The data sets collected at the Air Force Research Laboratory (AFRL) 3-D Human signatures Laboratory (3DHSL)
have been used to create a human activity model library that provides a larger variability of human shape and motion
(Camp et al., 2013). The variability can be further expanded by human shape morphing and human motion mapping.

» Morphing As soon as the point-to-point correspondence is established among shape models, one shape can be
gradually morphed to another by interpolating between their vertices or other graphic entities. In order to create a
faithful intermediate shape between two individuals, it is critical that all features are well-aligned; otherwise, features
will cross-fade instead of move. Figure 2 illustrates an example if shape morphing from one male subject to a female
subject (Cheng et al., 2009). Using morphing, new models can be created that resemble to the models being morphed
and still provide high biofidelity.

» Motion Mapping It is desirable to map the motion from one subject to another, because it is not feasible to do motion
capture for every subject and for every motion or activity. By assuming that different subjects will take the same key
poses in an action or motion, one approach is mapping joint angles from one to another, as shown in Figure 3 where
motion is mapped onto 3dsMax biped models (Cheng et al., 2012). Note that since the pelvis is usually treated as the
reference segment, the hip joint center vertical location needs to be adjusted to reflect the variation of subject size in
order to ensure appropriate contact between the feet and the ground. While motion mapping may be fairly natural and
realistic, it may not be able to provide sufficiently high biofidelity, because the differences between human bodies and
the interaction between human body and boundaries are ignored.

EEbb._me38
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Figure 2. Morphing from one subject to another

Figure 3. Mapping the captured motion into a group
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3. Atmospheric Effects
According to radiometry, the spectral content of a target image is a function of the illumination spectrum and the
reflectivity spectrum, which must pass through the atmosphere to get to the sensor. Depending on the path length,
atmospheric effects can be a negligible or dominant factor. In cases where atmospheric effects are dominant, the image
quality can be deteriorated in many ways, including loss of signal level and loss of resolution.

MODTRAN is an atmospheric radiative transfer model developed by Spectral Sciences Inc. and AFRL. MODTRAN
has been extensively validated and it serves as a standard atmospheric band model for the remote sensing community.
In MODTRAN, the atmosphere is modeled as stratified (horizontally homogeneous), and its constituent profiles, both
molecular and particulate, are defined either using built-in models or by user-specified vertical profiles. The spectral
range extends from the UV into the far-infrared (0 — 50,000 cm-1), providing resolution as fine as 0.2 cm-1.
MODTRAN solves the radiative transfer equation including the effects of molecular and particulate
absorption/emission and scattering, surface reflections and emission, solar/lunar illumination, and spherical refraction.
Additionally, the MODTRAN model allows a sensor to be placed on the ground looking up to space in any direction.
Integrating the observed radiance from several angles effectively computes the down-welled radiance under the given
weather conditions.

While MODTRAN can be utilized to simulate atmospheric effects, in this paper we chose to apply two simple methods
on the raw synthetic images in the post-processing process. One is applying an image filter from Adobe Premier, the
other is using a random “Rayleigh” atmospheric model.

4. Ground Truth Data

Ground truth data is composed of labeled features such as foreground, background, and objects or features to
recognize. The labels define exactly what features are present in the images, and these labels may be a combination
of on-screen labels, associated label files, or databases. In order to generate ground truth data of synthetic images
automatically, which is one of benefits of SIG, we have developed independent software modules which are used as
the plug-ins to respective 3D modeling tools and game engines. These include the plug-ins for 3dsMax, Unity, and
NVIG, as shown in Figure 4. With the plug-ins, when images are generated from these tools, ground truth data are
generated automatically and provided along with synthetic images. The ground truth data are presented in a JSON-
based format that they can be readily utilized by ML.

Bz B % mMEDT & S8-

(a) 3dsMax (b) Unity “ (©) NVIG
Figure 4. Plug-ins for automatic ground truth data generation

CASE STUDIES AND EVALUATION
EO Image Generation
In developing computer vision based technologies for human detection and characterization, we performed SIG to
provide data required for ML. A real world image, as shown in Figure 6(a), was selected as the reference. We used

3dsMax to create a 3D model to replicate the scenario and to generate synthetic images, as shown in Figure 5. Using
the 3D model created in 3dsMax, synthetic images are also generated using Unity, as shown in Figure 6.
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(b Filtered
Figure 5. Images generated from 3dsMax

(a) Reaimagery S (b) Uty output

(c) “Hand-crafted” atmosphere (d) Random “Rayleigh” atmosphere
Figure 6. Real world image and the images generated from Unity

Comparing Figure 5(a) and Figure 6(b) with Figure 6(a), we can find that the raw or original images generated from
image generators (3dsMax and Unity) are quite different from the real image in terms of color appearance. This can
be due to the lack of atmospheric effects on the original synthetic images. Therefore, we applied image filters on the
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raw images to improve their color appearance, as shown in Figure 5 (b) and Figure 6 (c) and (d). We performed image
analysis to determine color spectrum distribution of the real image and synthetic images to evaluate the effects of
different type of filters on the image color distributions.

IR Image Generation

We chose to use NVIG to generate IR images. An example is show in Figure 7 where (a) is a real world IR image,
(b) is the synthetic IR image in white hot mode, and (c) is in the synthetic IR image in black hot mode.

(@) IR image from real world

(b) Synthetic IR image—white hot (c) Synthetic IR image—black hot
Figure 7. Synthetic IR images to mimic real world image

Testing and Evaluation in ML

It can be challenging to quantitatively assess the quality of synthetic imagery. One significant goal of our work is to
aid in the training of ML algorithms on real world data. In many cases, an algorithm is utilized in an environment that
is different from the training environments. In these cases, synthetic imagery can lower the risk of failure, either by
specifically generating data that is very close to the target environment or by generating data from a very large set of
environments that most likely includes the target environment. We focus here on the first case.

We selected 11 short clips from a particular aerial data collection and divided them into training and testing sets of 8
and 3 clips, respectively. All the clips were taken over the same region, but from different times, angles, and zoom
levels. We used 3ds Max, Unity, and Adobe Premier to model the scene/environment and atmosphere, as shown above.
We trained a region proposal network (RPN) to detect pedestrians with the real and synthetic training data sets and
compared the results. We tuned the hyper-parameters of the training process and network configuration on a different
set of real aerial data and used the same hyper-parameters for both the real and synthetic training. Results, shown in
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Figure 8, show a drop when moving from real to synthetic training, but the method shows promise, as this outperforms
the same algorithm when trained on dramatically different real data.
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Figure 8. Performance evaluation of synthetic EO images

We also performed the same experiment on IR data, using NVIG as the engine. Here, we have both white hot and
black hot collections, divided into training and test partitions in similar fashions to the EO clips. As can be seen above
in Figure 7, the synthetic IR data was not as convincing as the synthetic EO data. In the NVIG data, the people are
always the “hottest” objects in the scene and saturate the sensor. That does not hold in the real data, shown in Figures
9(a) and 9(b). Figures 9(c) and 9(d) show that performance is essentially zero when trained on synthetic data, while

Figures 9(e) and 9(f) show that training on real data yields a significantly better solution.
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Figure 9. Performance evaluation on synthetic IR images

DISCUSSION

Based on the investigations we performed on SIG and results presented in this paper, the following observations are

in order.

1. Regarding synthetic EO image generation, either 3dsMAX or Unity can be used to meet basic requirements.
Using ray tracing, 3dsMAX produces images with high quality; however, it requires substantial time for image
generation. On contrary, Unity can produce images at much higher rate; however, its image quality is lower. Table
1 shows the comparison of computational efficiency between 3dsMax and unity. The simulations were performed
on a high-end personal GPU workstation.

2. The original images produced by 3dsMAX and Unity lack the color variation induced by atmospheric effects.
Applying filters on the original images can reduce the differences of color appearance between synthetic images
and real images. However, there are many unknowns about image filtering, which leads the post-processing of
raw images remains as the process of trial and error. This can lead to images that look correct to the human eye
but are totally different in computed color space.

3. Atmospheric effects need to be and can be addressed more rigorously. For instance, MODTRAN, a widely used
atmospheric radiation propagation model, can be plugged into Unity to simulate the effects caused by atmosphere,
including weather, time of day, and geo-location.

4. Regarding synthetic IR image generation, whereas NVIG can meet minimum requirements, it is not based on
physics or first principles. Therefore, the fidelity and level of details of human IR images generated from NIVG
are limited, which reduces the performance of algorithms trained with synthetic IR images.

The bio-fidelity of human models contributes to the fidelity of synthetic images. For the images from aerial platforms
with low resolution, the importance of human body features diminishes. However, for the images from ground stations
with high resolution, human body features matter to ML algorithms. Since an integrated 3-D model is to be used to
generate synthetic images from any view angle at any distance with varying resolutions, it is important for human
models used in the integrated 3-D model to have high bio-fidelity. When human motion information is utilized by ML
for human detection and identification, human activity recognition, and patter of life analysis, synthetic images based
on true human motion will help improve the performance of ML algorithms. The contents of real world images often
lack the desired human variability in gender, age, ethnicity, body shape, and clothing for ML. This shortage can be
remedied by utilizing a large variety of human models in SIG. One example is the identification of adult versus child
in our development of human detection and characterization technology. Since real world data is not available for ML,
we have used synthetic images with adult and child models populated in the scene.

Synthetic image generation is often limited to single sensor modality and not human-focused. In order to develop ML
algorithms for image related problems (e.g., human threat detection and recognition), a high-fidelity M&S tool is
needed to generate synthetic, multi-modal sensor datasets. One of such tool is DIRSIG, a first-principle based sensor
modeling and simulation tool that has been actively developed at the Digital Imaging and Remote Sensing (DIRS)
Laboratory at Rochester Institute of Technology (RIT) for two decades. It is designed to generate passive broadband,
multi-spectral, hyper-spectral low light, polarized, active laser radar, and synthetic aperture radar datasets through the
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integration of a suite of first-principles based radiation propagation modules. However, DIRSIG lacks sufficient
variability, usability, and speed which are required for SIG oriented to ML.

Table 1. Comparison of computational efficiency between 3dsMax and Unity
Tool | Per frame—wi/o truthing | Per frame— w/ truthing
3dsMax ~40 (s) ~55 (s)
Unity ~30 (ms) ~1.5 (s)

CONCLUSIONS

The study of this paper shows that synthetic data which are produced by M&S could be used to expand or supplement
real world data which are otherwise not available. The existing M&S tools or game engines, such as 3dsMax and
Unity, can be used to generate synthetic EO images that meet basic requirements of machine learning. Raw synthetic
images need to be further processed with filters to include the color variation induced by atmospheric effects. Synthetic
IR image generation presents more challenges and requires more advanced IR image generator. Investigations are
needed to test and evaluate the bio-fidelity and variability of human activity M&S from ML perspective.

An integrated, effective software system for SIG is desired by the ML community. Such a SIG system can be integrated
into the ML pipeline and become a handy tool at a ML researcher’s disposal. It would (a) expedite the ML process
which may otherwise be hindered by data availability; (b) simplify the ML process by reducing or eliminating the
time required for data annotation; and (c) enable ML to be usable for those problems that lack real world data.
Synthetic images and videos can be used by ML for a wide range of problem domains that include but are not limited
to (a) image, object, and scene classification; (b) object detection and localization; (c) image captioning and visual
questioning and answering; and (d) video captioning and activity classification.
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