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ABSTRACT

This research advanced understandings of online disinformation and the alternative media
ecosystem that catalyzes and shapes it spread. Using an interpretative, mixed-method
approach to the study of “big” social data, we examined online disinformation and other
information operations in two contexts: 1) within the conversations surrounding the conflict in
Syria and 2) within the politicized discourse about #BlackLivesMatter in the U.S. In the first
context, we found that the Russian-government media apparatus is integrated into the
“alternative” media ecosystem that functioned to support Russia’s political (and military) goals
in Syria. We also noted that information operations connected to Russia (and other state and
non-state actors) were intermingled with more “organic” online political activists—suggesting a
strategy of targeting, infiltrating, and shaping online activism towards their strategic goals. In
the second context, we again found that Russian information operations targeted political
activist groups—on both the political “right” and “left” of the #BlackLivesMatter conversation in
2016—by impersonating Americans. Reflecting a possible strategy of amplifying discord,
Russian agents enacted caricatures of American citizens and participated in the
#BlackLivesMatter Twitter conversation, including through the sharing of incendiary content.
Interestingly, though they diverged in their enacted stances on BlackLivesMatter, Russian
“trolls” converged in attacking “mainstream” media and supporting the election of then-
candidate Donald Trump—through direct support on the right, and by advocating for “never
Hillary” positions on the left.

GOALS

Broadly, this research sought to advance our understanding of online disinformation and the
alternative media ecosystem that catalyzes and shapes it spread. We aimed to reveal both the
structure and dynamics of this “system” and to shed light on the content, tactics, and
motivations behind the flow of information. Our initial goals were to:



1) To apply our methods of examining online misinformation (see Maddock et al., 2015)
towards identifying multi-dimensional signatures of disinformation spreading online

2) To uncover the structure and tactics of the alternative media ecosystem that mediates
disinformation—i.e. by mapping the social media communities and network of domains
that create, host, remix, and share this content and revealing the linkages between
social media accounts, communities, web domains, authors, etc.

3) To reveal common disinformation trajectories—i.e. analyzing and conceptualizing how
information moves across these different structures and how the structures shape those
trajectories.

4) To identify and distinguish between the ecosystem’s emergent vs. orchestrated
properties—i.e. to address whether this information is primarily spread by financial
opportunists producing content to drive ad revenue, or by political actors orchestrating
the spread of specific stories by seeding content on specific sites.

RESULTS

We conducted extended research into online disinformation and other information operations
in two contexts: 1) within the conversations surrounding the ongoing conflict in Syria and 2)
within the politicized discourse about #BlackLivesMatter in the U.S.

Information Operations and the Syrian Civil War: The Case of the “White Helmets”

In one line of research, we studied the persistent campaign targeting the “White Helmets”
humanitarian response organization. Within this campaign, the White Helmets (WH) are
accused of A) being a Western propaganda construct; B) working with or being terrorists; and
C) being “crisis actors” who stage events such as chemical weapons attacks. This campaign
intersected with information operations seeking to A) undermine investigations into the use of
chemical weapons by Assad’s Syrian government; and B) challenge and undermine the activities
of the U.S., U.K., and other NATO partners in the region. These information operations are
connected (within our data) to the Russian government-funded media apparatus, Syrian
government officials and government-funded media, Iranian government-funded media, and
other non-state political organizations in the region.

Our seed data for this investigation were approximately 1,000,000 tweets collected between
May 2017 and May 2018. Our research examined the tweets themselves along with networks
of accounts that posted (and reposted) these tweets. We also analyzed the URL links within the
tweets, the articles those linked to, and the domains that hosted those articles. We then
explored four separate (though related) aspects of this conversation.

1. The Structure of the Alternative Media Ecosystem

We first examined the structure of the alternative media ecosystem. We built a “domain
network graph” that revealed the websites (or domains) that are most cited within the “White
Helmets” conversations. Our graph grouped domains together using tweet-sharing patterns—
domains are connected and grouped together when the same author posted tweets with



embedded links to both domains (e.g. one tweet linking to 21stCenturyWire and another
linking to RT.com). This network graph revealed A) an alternative media ecosystem (similar to
previous research on online disinformation) that generates and amplifies narratives criticizing
the White Helmets; B) how Russian-government media were integrated into this alternative
media ecosystem.
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Figure 1. Domain Network Graph of “White Helmets” Twitter Conversation. In this graph,
nodes are domains. Nodes are sized by the number of tweets linking to that domain. Edges are
created when the same user shares tweets linking to both domains. Edges are sized by the
number of different users who post tweets linking to both domains. Colors show
“communities” of domains with similar edges. This image shows two distinct clusters of web
domains, one (blue, right) that was largely supportive of the White Helmets and another (red,
left) that was consistently critical of the White Helmets. The most active domains are shown
here (though later analysis reveals other domains that were less visible initially due to link
shortening).

2. Content-Sharing across Domains within the Alternative Media Ecosystem

Next, we explored content sharing across these domains. In previous work, we had noted that
the same articles sometimes appeared across different domains in the ecosystem. To
systematically assess this phenomenon, we calculated article similarity (using a TF-IDF metric)
for every article linked to in our initial White Helmets dataset (May 2017 - Sept 2017). We then
created a network graph demonstrating how content is shared across domains in the
alternative media ecosystem. This analysis demonstrated widespread content sharing (copied-
and-pasted articles) across seemingly ideologically diverse websites within the alternative
media ecosystem—or “echo-system”. It also showed how the Russian-government media
apparatus was integrated into this echo-system.
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Figure 2. Content Sharing Patterns across Domains in the White Helmets Twitter Conversation
Figure 2 shows content sharing practices across the domains in the White Helmets
conversation. Nodes are domains. Again, they are sized by the number of tweets. Edges
represent cases where the same article appeared (with a high level of similarity) in both
domains. Edge thickness represents the number of highly similar articles shared by the two
domains. Colors represent structural “communities” (determined by the Louvain method). The
pink cluster reflects sharing of a single AP article (reporting in a sympathetic tone on the
murder of seven White Helmet volunteers) across many “mainstream” media domains. The
blue cluster shows diverse and persistent sharing (multiple articles) across a heterogenous
cluster of alternative media, clickbait, and government-funded websites. This content was
highly critical of the White Helmets, reflecting a number of different narratives that function to
discredit them and dampen sympathy for them and their cause.
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Figure 3. Content Sharing Patterns within the Alternative Media Ecosystem. Figure 3 is a close
up on the blue and yellow clusters from above. Here, accounts are colored by their degree (how
many different domains that they share content with). This graph reveals how a network of
seemingly ideologically diverse websites participate in content-sharing of the same or highly
similar articles that spread anti-WH narratives that align with the goals of the Russian and
Syrian governments.

Across this ecosystem—or “echo-system” —we see the same articles, dressed up in different
wrappers. A close inspection of this graph reveals domains hosting websites for disaffected U.S.
veterans, “uprooted Palestinians”, anti-war “activists”, anti-imperialist think tanks, explicitly
anti-Semitic hate sites, alt-right “patriot” sites, and a multitude of sites dedicated to conspiracy
theorizing on various topics. The structure and information-sharing practices described here
have potentially interesting motivations and effects. On one hand, they function to bring
ideologically distinct (and in some cases seemingly oppositional) domains together around
common narratives and perspectives. This gives the appearance of a diverse set of people
converging around the same ideas—i.e. a sense of false triangulation. It is also possible, and
even likely, considering what we know about historical strategies and what we’ve seen in other
cases like the BlackLivesMatter conversations in the US (described below), that these content
sharing practices include information operations that intentionally micro-target specific
communities with strategic narratives (through websites designed to speak to different
audiences).



During the time period we examined, there was much higher volume—in terms of tweets and
articles—among the networks of accounts and domains that sought to challenge and discredit
the White Helmets. This activity was supported by an “alternative media echo-system”
including a large number of diverse websites that fill their pages by re-posting content from
other domains in the network. This ecosystem included a number of seemingly ideologically
diverse websites—including sites like MintPressNews, VeteransToday, TruePatriot,
JewWorldOrder—that repeatedly shared the same articles (often word for word). Russian
government funded media outlets were integrated into this ecosystem, acting as a source for
some content, and amplifying other content in multiple ways. This perspective provides insight
into the mechanisms of information operations—and specifically Russian disinformation
operations. It also demonstrates integration, but not necessarily coordination, between
Russian-Government media and an array of alternative media websites.

We published these findings as a peer-reviewed conference paper (Starbird et al., 2018) here
(http://faculty.washington.edu/kstarbi/Starbird-et-al-ICWSM-2018-Echosystem-final.pdf) and
as a blog (https://medium.com/@katestarbird/content-sharing-within-the-alternative-media-
echo-system-the-case-of-the-white-helmets-f34434325e77).

3. Information Operations within Online Activist Communities

In ongoing work examining tweet accounts (and the patterns of retweeting between those
accounts), we are examining how the “information operations” around the White Helmets are
integrated into online “activist” communities. This work conceptualizes the community of
accounts that works to criticize the White Helmets as a form of online political activism that
includes government media, government representatives, journalists, undercover “agents” of
governments and non-state organizations, as well as sincere political activists. This work has
implications for how we identify online information operations—including how we distinguish
between information operations and sincere political activism.

The first manuscript from this aspect of the research (Wilson et al., 2018) has been accepted to
the CSCW 2018 conference and will be published as a journal paper in the PACM.

4. The Role of Undermining and Bridging Narratives

We are also enumerating the many narratives that are used to challenge the White Helmets
and conceptualizing these as reflecting (at least) two types of narratives: undermining
narratives and bridging narratives. Undermining narratives are not meant to establish a
common understanding of an event, but are instead designed to discredit, confuse, or
otherwise undermine existing understandings. We see this in the conversations challenging the
White Helmets in the immediate aftermath of chemical weapons attacks. These conversations
function to confuse the situation—to deflect responsibility from the Syrian government and
onto the White Helmets. The second type of narrative we see, bridging narratives, are designed
to connect narratives about the White Helmets to other strategic narratives (anti-U.S., anti-
NATO, anti-Western media). In this way, these conversations about the White Helmets seek to
discredit them and, by connecting them to other groups or ideologies, to discredit those. Our



work on narratives is still in progress. We aim to submit something for publication in the
coming months.

Russian Information Operations within #BlackLivesMatter Discourse

In a related line of research, we examined the activities of paid "trolls" from the Russian
Internet Research Agency (RU-IRA) in the online discourse surrounding "Black Lives Matter"
during 2016. We had previously collected a dataset of tweets that had terms related to
shooting events and terms related to Black Lives Matter (including BlackLivesMatter,
BlueLivesMatter, and AllLivesMatter). Through structural analysis, we found that conversation
to be structured into two very distinct online communities—one left-leaning and supportive of
BlackLivesMatter; the other right-learning and critical of the BlackLivesMatter movement.
When Twitter released a list of known "troll" accounts from the RU-IRA (associated with
Russian information operations), we cross-referenced that list with accounts that were
participating in the BlackLivesMatter conversation. Significantly, we found that RU-IRA trolls
were integrated into both ‘sides’ of that conversation. A first paper with these findings was
published as a workshop paper in January 2018. We later conducted an extensive qualitative
analysis of the activities of those accounts within that conversation to better understand how
Russian information operations intersect with political and social divisions in the U.S.
Interestingly, that analysis reveals that though they diverged in their enacted stances on
BlackLivesMatter, RU-IRA “trolls” converged in attacking “mainstream” media and supporting
the election of then-candidate Donald Trump—through direct support on the right, and by
advocating for “never Hillary” positions on the left.

Left-leaning ) nght-leaning

Figure 4. Retweet Network Graph for #BlackLivesMatter Twitter Conversations after Shooting
Events in 2016. We collected tweets using the Twitter Streaming API, tracking on terms related
to shooting events, from Jan 2016 to October 2016. We then scoped to tweets that also
contained Black Lives Matter terms (BlackLivesMatter, BlueLivesMatter, AllLivesMatter). Nodes
are Twitter accounts. Nodes are connected by edges (invisible here) that represent a retweet of
one account by another. The structure of the graph uses a “ForceAtlas” functionality that pulls



together nodes that are connected and repels nodes that are not connected. The graph reveals
a bipartite structure that reflects the divided nature of the conversation. Left-leaning, pro-BLM
accounts are on the left. Right-leaning, anti-BLM accounts are on the right. We then cross-
referenced accounts from the Russian Internet Research Agency (RU-IRA)—they are in orange
and retweets of those accounts are the orange edges featured here. This graph demonstrates
that RU-IRA accounts were active on both sides of the BLM conversation. In a few cases, they
were highly retweeted and among the most influential voices in the conversation.

One first full-length paper from this research (Arif et al., 2018) was recently accepted for
publication. We have also published two workshop papers related to this research (Stewart et
al., 2018a; Stewart et al., 2018b).

This study strengthens the view of information operations as being integrated into—and in
many cases difficult to disentangle and differentiate from—authentic online activism. This
perspective complicates strategies by platform designers and policy makers alike to
problematize and address the problem of disinformation and manipulation online.

RESEARCH PRODUCTS AND REFERENCES

This work has been disseminated through public talks, private conversations, research papers,
workshops, poster presentations, and blogs.

We published three papers based on this research:

1. Tom Wilson, Kaitlyn Zhou, and Kate Starbird. (Forthcoming). Assembling Strategic
Narratives: Information Operations as Collaborative Work within an Online Community.
To Appear in PACMHCI. 2, Computer-Supported Cooperative Work (CSCW 2018).

2. Ahmer Arif, Leo G. Stewart, and Kate Starbird. (Forthcoming). Acting the Part:
Examining Information Operations within #BlackLivesMatter Discourse. To Appear in
PACMHCI. 2, Computer-Supported Cooperative Work (CSCW 2018).

3. Kate Starbird, Ahmer Arif, Tom Wilson, Katherine Van Koevering, Katya Yefimova, and
Daniel Scarnecchia. (2018). Ecosystem or Echo-System? Exploring Content Sharing
across Alternative Media Domains. In Proceedings of 12th International AAAI Conference
on Web and Social Media (ICWSM 2018), Stanford, CA, (10 pages).

We have two workshop papers:

4. Leo G. Stewart, Ahmer Arif, and Kate Starbird. (2018). When Bad Actors Adhere to
Group Norms: Extended Abstract. In Proceedings of the 2018 CHI Conference on Human
Factors in Computing Systems (CHI’18). ACM, New York, NY, USA, Article 4, 4 pages

5. Leo G. Stewart, Ahmer Arif, and Kate Starbird. (2018). Examining Trolls and
Polarization in a Retweet Network. MIS2 Misinformation and Misbehavior Mining on the
Web. Workshop held in conjunction with WSDM 2018. Los Angeles, CA. Feb 9, 2018.



We also wrote a public-facing blog:

https://medium.com/@katestarbird/content-sharing-within-the-alternative-media-
echo-system-the-case-of-the-white-helmets-f34434325e77

The Pl has given numerous presentations derived in all or part from this research in academic
and public venues:

2018 CRAW Conference at Snowbird. Invited Keynote Talk: Muddied Waters: Online
Disinformation during Crisis Events. July 17, 2018. Snowbird, Utah.

Fake News and Misinformation: Mini Lecture Series, Office of the Provost, University of
Washington. Invited Talk: Muddied Waters: Online Disinformation during Crisis Events.
April 18, 2018. Seattle, WA.

College Park Scholars Speaking Series, University of Maryland. Invited Talk: Muddied
Waters: Online Disinformation during Crisis Events. April 9, 2018. University of
Maryland, Baltimore, MD.

Contentious Narratives Conference. Invited Talk: Contested Narratives in Conflict:
Online Discourse about the “White Helmets” in Syria. April 2, 2018. Washington DC.

Carnegie Melon University. HCIl Crowdsourcing Seminar. Invited Talk: Muddied Waters:
Online Disinformation during Crisis Events. March 19, 2018. Carnegie Melon University.
Pittsburg, PA.

Exploring Media Ecosystems Conference, MIT Media Labs. Invited Talk: Muddied
Waters: Online Disinformation during Crisis Events. March 5, 2018. Cambridge, MA.

Harvard Kennedy School & Shorenstein Center on Media, Politics, and Public Policy.
Fake News and Misinformation Series. Invited Talk: Muddied Waters: Online
Disinformation during Crisis Events. March 1, 2018. Harvard University, Cambridge, MA.

Women'’s University Club. Invited Talk: Finding “Fake News” in Times of Crisis: Online
Rumors, Conspiracy Theories, and Disinformation. February 21, 2018. Seattle, WA

Stanford Brown Institute for Media Innovation. Invited Talk: Muddied Waters: Online
Rumors, Conspiracy Theories and Disinformation in the Context of Crisis Response.
February 13, 2018. Stanford University. Stanford, CA.

Stanford Center for International Security and Cooperation. Invited talk: Muddied
Waters: Online Rumors, Conspiracy Theories, and Disinformation in the Context of Crisis
Events. January 29, 2018. Stanford University. Stanford, CA.

Santa Clara Ethics Center and the High Tech Law Institute, IT, Ethics, and Law Series.
Invited talk: Online Rumors, Conspiracy Theories, and Disinformation: Informatics and
Civil Discourse. January 26, 2018. Santa Clara University. Santa Clara, CA.



Epistemology for the Real World: Navigating in an Archipelago of Alt-Epistemology and
Alt-Truth Conference. Invited Talk: Muddied Waters: Online Rumors, Conspiracy
Theories and Disinformation in the Context of Crisis Response. January 19, 2018.
University of Washington. Seattle, WA.

Stanford Center on Democracy, Development, and the Rule of Law (CDDRL). Seminar.
Online Disinformation during Crisis Events. November 16, 2017. Stanford University.
Stanford, CA.

Michigan Interactive and Social Computing (MISC) Talk: Muddied Waters: Online
Rumors, Conspiracy Theories and Disinformation in the Context of Crisis Response,
October 24, 2017. University of Michigan.

College of Engineering Lecture Series, University of Washington. Finding ‘Fake News’ in
Times of Crisis: Online Rumors, Conspiracy Theories, and Disinformation. October 26,
2017. Seattle, WA.

Redmond Library. Public Talk. In a Crisis: Online Rumors, Conspiracy Theories, and “Fake
News”. October 9, 2017. Redmond, Washington.

Bainbridge Public Library. Series on Fake News: The News Media’s Latest Challenge.
Talk: Finding ‘Fake News’ in Times of Crisis: Online Rumors, Conspiracy Theories, and
Disinformation. September 30, 2017. Bainbridge, WA

Swissnex San Francisco. Crisis Code: Humanitarian Protection in the Digital Age. Panel on
Humanitarian Threats in the Age of Cyberwar. Online Rumors, Conspiracy Theories and
Disinformation in the Context of Crisis Response. September 27, 2017. (Remote
presentation). San Francisco, CA.



‘313705490 SI NOILId3 SNOIAIHd

L00C O3a ‘288 INHO4 ad

8102 ‘LT 1snbny

d3INoIs 3Lva ‘p

A A

JHNLVYNDOIS "2

Jabeue suonelsadQ [enus)

L q

VA Bl[3pV

(1eruuy 8ippiyy ‘38414 “1s€7) TVI0I440

HOLOVHLINOO9NS/HOLOVHLNOD @3ZIHOHLNY 40 ANVN ‘e

‘payiodai usaq aney ,SUOUBAU|

109lqng,, ||e 1eyl pue pamojjo} usaq aAney sainpadsoid yons jey) , ‘suonuanuj 193lqng,, Jo ainsojasip Ajpwil pue uonesynuapi ydwoud 10y sainpasoud sey Aried Buniodas ayy eyl Ajnaao |

NOILVZINVOHO L1404dNON| X |

10 ssaNISNG TIVINS _

_ ((a1e1dosdde se x) ;41 pasnbai 10)y) HOLOVHLINOJENS/HOLOVHLINOD Ag 1HOd3Y 40 NOILYOIHILYID "L

NOILVYII4ILH3D - 1l NOILO3S

NOILITdINOD

Q3aLvINILST (2) auvmy (1)

‘9

R
(GAWWAAAA) S31VA LOVHLINOO9NS

(S)LOVHLNOO9NS H3IANN
Q3INH0443d 39 OL ¥HOM 40 NOILdIHOS3ad

(WWAAAA)
Jiva (@)

H3aNNN
asnv1o (L)

9 a

P
«S1HDIY LN3L1Vd. 4vd

(S)43gInNNN

9po, apnjoy,
10VHINOD9NS (8p02 diz apnouf) $S3HAAY

(S)40.LOVHLNOD4ANS 40 INVN

(a1e15 05 , "8U0N, #) HOLIVHLNODIENS/HOLOVHLNOD A9 AIAYVMY SLIVHLINOD4ANS "9

(asneja , s1ybly Jusied, e buiuieruo)) SIOVHINODIENS - Il NOILO3S

NOILVYIITddV LN3L1Vd 40 S3IHL|

NNOD NDIFHOAL (2)

NOILNIANI 40 F1LIL (L)

(P02 diz 3pnjdul) YIA0TdING 40 SSIHAAV (2)

(8p0Q diz 3pnjdul) YIA0TdING 40 SSIHAAV (2)

H3IAO01dING 40 FNVN (9)

H3IAOTdING 40 VN (9)

(1en1uy 8ippiyy “1s4i4 “1se7) HOLNAANI 40 JNVN (e) (2)

(1en1uy 8ippiyy “3sii4 “1se7) HOLNAANI 40 JNVN (e) (L)

@371 38 TIIM NOILVOITddV LNILVd V HOIHM NI SIIMLNNOD NOIIHO4 a310313 6

HO.LOVHLNOO9NS/HOLOVHLINOD A9 IAOTdINT LON (S)HOLNIANI 40 HIAOTdINT 4

3UON

ON (9) S3A (8)

ON(q) | S3A () | ON(A) | S3A (e)

‘9

NDI3HOA4 (2) S3LVY.LS QILINN (L)

(X) 4331440 DNILOVHLNOD OL
Q3a4vMYO4 LNINNDISSV HO
LNINNYLSNI AHOLVINHIANOD

P
(X) SNOILYOI1ddV IN3L1Vd
3714 OL NOILD3T3

‘2
439NN LN3Lvd
4O "3IFANNN TVIH3IS
NOILVIITddV LN3LVd
‘439INNN 34NSOTISIa

(SINOLLN3ANI 40 F1LIL

(1emuy SjppIN “1SHid “15eT)
(S)MOLNIANI 40 (S)ANVN

(9115 0s , ‘auop,, ) HOLOVHLNOJDEINS/HOLOVHLNOD Ag A31HOd3Y 39 OL A3HINO3Y .SNOILNIANI L23rdns.. 'S

SNOILN3ANI LO3rdns - | NOILDO3S

TETOBTOC  ©°L 9] 100,702 1020.T0z |E CLVD™9DLBO VIV\ IIHEDS
. LY6SE X0g ‘IN 8AY UAPjooig £Eeh

T0LOLTOZ WO ® f qrseswes|, 2Lv6SE ooIg €€
(AWNAAAA) OIMAd ONILHOCIY ¥ | 31va QHYMY P (8po2 diz apnjoul) SS3YAAY "4 | ALVA AHVMY P (80D dizZ 8pnjouj) SSIHAAY 'q
N d | X[ weaLN e 086¢-T-.T-¥TO00N T se awes 0862-T-.T-¥TO0ON uolbuiysepn Jo Alsianiun
(1020 180d34 40 3dAL € HIFNNN LOVHINOD 2 | HOLOVHLNOD JNIHd LNIWNYIAOD 40 VN ‘B2 YIFINNN LOVHINOD 0 HOLOVHLNOOSNS/HOLOVHLINOD 40 FNVN “&'L

pue Buns|dwoo pue ‘papaau eiep ayl b

‘4301440 ONILIOVHLNOD IHL Ol INHO4 d3131dINOD NHNL3Y 'SS3HAAV SIHL Ol INHO4 d3L131dINOD HNOA NdN.L3d LON Od 3Isv3ald

*Jaquinu |0J1U0d GO P!eA Ajluaiino e Aejdsip 10U S80p 11 JI UOIIBUIIOLUI JO UOI109]|00 B Yyum A|dwod o1 Buljie) oy Ayjeuad

Aue 01 193lgns aq |jeys uosiad ou ‘me| Jo uoisiroid Jaylo Aue Buipuelsylimiou jeyl aleme aq pjnoys siuspuodsay ‘ZOEH-20Z2Z VA ‘Uoibuily ‘0z 91Nng ‘AemybiH sineq uosiayar GLZ 1 ‘(G600-0006) siioday pue suoijesadQ UOIEBWIOLU| JOf 91BI0108IIJ
‘s90IA19G slalienbpeaH uolBulysep) ‘esuaje jo juswiiedaq 01 ‘usaping ayl Bulonpas o) suollsabbns Buipn|oul ‘UollBWIOUI JO UOIID8[|0D SIYl JO 10adse Jayio Aue Jo 81ewilse uaping siyl Buipiebal sjuswwos puag

‘uollewsojul Jo UuOoI108||0d a8yl mr__>>w_>0\_

ujuieluiew pue Buusyleb ‘seoinos eiep Bunsixe Buiyosess ‘suoioniisul Buimalael 1oy swil oyl Buipnjoul ‘esuodsal Jad Unoy | aBelaAB 0} PLleWIISe S| UOIIRWIOLUI JO UOIIDS||0D SIYl 104 uaping Bunuodas ongnd ay|

#00C ‘L€ 190 sa/dx3
G600-0006 ON N0
panosddy wioH

(y2BQ UO SUO0I}INIISU| 88S) (9SNe[) 1oeslu0y , SIYbIY 1Udled, 01 Wensind)

S1OVHLNOD49NS ANV SNOILN3IANI 40 1HOd3Y




	sf298_N00014-17-1-2980_Starbird
	FinalReport-document-final
	Kate Starbird
	Ahmer Arif
	Tom Wilson
	ABSTRACT
	GOALS
	RESULTS
	Information Operations and the Syrian Civil War: The Case of the “White Helmets”
	1. The Structure of the Alternative Media Ecosystem
	2. Content-Sharing across Domains within the Alternative Media Ecosystem
	Figure 2. Content Sharing Patterns across Domains in the White Helmets Twitter Conversation
	3. Information Operations within Online Activist Communities
	4. The Role of Undermining and Bridging Narratives
	Russian Information Operations within #BlackLivesMatter Discourse
	RESEARCH PRODUCTS AND REFERENCES

	CO160748_DD882_-_N00014-17-1-2980_PI_Starbird (1)_Patent Report_Signed

	1_REPORT_DATE_DDMMYYYY: 14-08-2018
	2_REPORT_TYPE: Final
	3_DATES_COVERED_From__To: 1 Jul 2017 - 31 Jan 2018
	4_TITLE_AND_SUBTITLE: Technical Proposal: Understanding the Structure and Dynamics of Disinformation in the Online Information Ecosystem
	5a_CONTRACT_NUMBER: 
	5b_GRANT_NUMBER: N00014-17-1-2980
	5c_PROGRAM_ELEMENT_NUMBER: 
	5d_PROJECT_NUMBER: 
	5e_TASK_NUMBER: 
	5f_WORK_UNIT_NUMBER: 
	6_AUTHORS: Catharine (Kate) Starbird
University of Washington
Human Centered Design and Engineering
Box 352315
Seattle, WA 98195-2315
(206) 221-8178 / kstarbi@uw.edu

	7_PERFORMING_ORGANIZATION: University of Washington / Grant & Contracts Division
4333 Brooklyn Ave NE
Seattle, WA 98195-0001 / USA
	8_PERFORMING_ORGANIZATION: 
	9_SPONSORINGMONITORING_AG: Office of Naval Research
Human & Bioengineered Systems
875 N. Randolph Street
Arlington, VA 22203-1995
	10_SPONSORMONITORS_ACRONY: 
	1_1_SPONSORMONITORS_REPOR: 
	12_DISTRIBUTIONAVAILABILI: Approved for public release; distribution unlimited
	13_SUPPLEMENTARY_NOTES: 
	14ABSTRACT: Using a mixed-method approach to the study of “big” social data, we examined online disinformation and other information operations in two contexts: 1) within the conversations surrounding the conflict in Syria; and 2) within the politicized discourse about #BlackLivesMatter in the U.S. In the first context, we found that the Russian-government media apparatus is integrated into the “alternative” media ecosystem that functioned to support Russia’s political (and military) goals in Syria. We also noted that information operations connected to Russia (and other state and non-state actors) were intermingled with more “organic” online political activists—suggesting a strategy of targeting, infiltrating, and shaping online activism towards their strategic goals. In the second context, we again found that Russian information operations targeted political activist groups—on both the political “right” and “left” of the #BlackLivesMatter conversation in 2016—by impersonating Americans. Reflecting a possible strategy of amplifying discord, Russian agents enacted caricatures of American citizens and participated in the #BlackLivesMatter Twitter conversation, including through the sharing of incendiary content.
	15_SUBJECT_TERMS: disinformation; information operations; political propaganda; computational propaganda; online activism; social media; Twitter
	a_REPORT: U
	bABSTRACT: U
	c_THIS_PAGE: U
	17_limitation_of_abstract: UU
	number_of_pages: 
	19a_NAME_OF_RESPONSIBLE_P: Rebecca Goolsby
	19b_TELEPHONE_NUMBER_Incl: 703-588-0558
	Reset: 


