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PREFACE 
This final report was submitted by the University of Dayton Research Institute (UDRI) under 
Cooperative Agreement FA8650-10-2-2934, sponsored by the U.S. Air Force Research 
Laboratory, Aerospace Systems Division, Wright-Patterson AFB, OH. Mr. Robert W. Morris, Jr. 
and Mr. Donald K. Minus of AFRL/RQTF were the Contract Monitors during the performance 
period. Dr. Dilip R. Ballal and Dr. Steven Zabarnick of the Energy & Environmental 
Engineering Division of UDRI were the Principal Investigators. This report covers work 
performed during the period December 11, 2009 to September 30, 2016. 

The authors would like to acknowledge the support and encouragement of the AFRL Fuels and 
Energy Branch and Turbine Engine Division Leadership, including: Mr. Miguel Maldonado, Dr. 
Tim Edwards, Mr. Bob Morris, Mr. Donald Minus, Mr. Edwin Corporan, Dr. Chris Bunker, Ms. 
Milissa Griesenbrock, Dr. Donald Phelps, Dr. Oscar Ruiz, Dr. Robert Hancock, and Dr. Chuck 
Cross.  

This material is based on research sponsored by the Air Force Research Laboratory under 
agreement number FA8650-10-2-2934. The U.S. Government is authorized to reproduce and 
distribute reprints for Governmental purposes notwithstanding any copyright notation thereon. 
The views and conclusions contained herein are those of the authors and should not be 
interpreted as necessarily representing the official policies or endorsements, either expressed or 
implied, of Air Force Research Laboratory or the U.S. Government. 
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1 EXECUTIVE SUMMARY 

This report is a compilation of highlights of research accomplishments completed under 
Cooperative Agreement No. FA8650-10-2-2934, “Fuels and Combustion Technologies for 
Aerospace Propulsion,” with the Air Force Research Laboratory, Aerospace Systems 
Directorate, Turbine Engine Division. This report covers work performed during the period 
December 11, 2009 to September 30, 2016. Research efforts covered a wide range of topics 
toward development of advanced fuels and combustion systems. These efforts included Analysis, 
Analytical Measurement, and Diagnostics Technologies for Fuels, Additives, and Combustion 
Processes; Advanced/Alternate Fuels Development, Evaluation, Demonstration, and 
Management; Advanced, Affordable Fuel/Combustion Additive Technologies; Support of 
Alternative Fuel Development; Materials Compatibility; Modeling and Simulation; Technology 
Integration and Demonstration for Thermal Management and Fuel System Operability, 
Supportability, and Maintainability. 
 



2 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 

2 INTRODUCTION 

2.1 Background 
The University of Dayton is pleased to submit this final report to the Air Force Research 
Laboratory, Aerospace Systems Directorate, (AFRL/RQTF), under Cooperative Agreement No. 
FA8650-10-2-2934, “Fuels and Combustion Technologies for Aerospace Propulsion.” The goal 
of this program was to investigate and evaluate advanced (conventional and alternative) fuels 
and combustion technologies for aerospace propulsion systems. This research has extended the 
technology base for development, validation, and fielding of alternative (synthetic) jet fuels, high 
heat sink fuels, low-temperature fuels, fuel-additive material compatibility, mitigating biological 
contaminants, modeling and simulation of fuels and combustion processes, reduced emissions of 
gaseous and particulate matter, and technology integration for optimizing thermal management 
systems for use in 21st century aircraft and weapons systems. 

This program was comprised of seven component areas: (1) Analysis, Analytical Measurement, 
and Diagnostic Technologies for Fuels, Additives and Combustion Processes; (2) 
Advanced/Alternate Fuels Development, Evaluation, Demonstration, and Management; (3) 
Advance Affordable Fuel/Combustion Additive Technologies; (4) Support of Alternative Fuel 
Development; (5) Materials Compatibility; (6) Modeling and Simulation; and (7) Technology 
Integration and Demonstration for Thermal Management and Fuel System Operability, 
Supportability, and Maintainability. 

Here we highlight the research accomplishments during the program (Sections 3.1 to 3.7); 
summarize subcontract programs used to augment the research effort (Section 3.8); provide 
copies of journal publications that show the most important research successes achieved during 
the research period (Appendices A to AA); and provide a list of publications, presentations, 
honors, and awards during the performance period (Appendix BB). 
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3 HIGHLIGHTS OF RESEARCH STUDIES 

3.1 Analysis, Analytical Measurement, and Diagnostic Technologies for Fuels, 
Additives, and Combustion Processes 

3.1.1 GCxGC Hydrocarbon Type Determination for Comprehensive Fuels Analysis 

A hydrocarbon type analysis method using the GCxGC system was developed and used to 
examine alternative fuels, blends, high temperature thermally stressed fuel samples, thermal 
oxidative stressed fuel samples, combustion samples, samples from chemical processing streams 
and biological samples. The system was first used to compare to existing hydrocarbon type 
speciation techniques such as ASTM D2425 and ASTM D6379 for conventional jet fuels 
(Striebich et al., 2011). Because the technique is excellent at measuring aromatics accurately 
while speciating alkylbenzenes and naphthalenes, it was used for several research studies into the 
effect of aromatics in jet fuel (DeWitt et al., 2012a; DeWitt et al., 2013a; DeWitt et al., 2014). 
The technique is used to conduct comprehensive analyses (analyses of all parts of the fuel) and 
so it has been widely used as a hydrocarbon type determination (Striebich et al., 2014a) and for 
general analytical work for alternative fuels analysis because of its use of flame ionization 
detection (FID) with consistent response factors (Corporan et al., 2012; Corporan et al., 2013a; 
DeWitt et al., 2014). Hydrocarbon type analysis is also useful for determination of whole fuel 
changes and cracked product analysis for endothermic work (DeWitt et al., 2013), off-line 
supercritical decomposition (McMasters et al., 2012), and fuel processing studies (Robota et al., 
2012). Next, because of its quantitative and qualitative abilities, GCxGC has been used in 
tracking the activity of microbes as they consume jet fuel hydrocarbons in water/fuel mixtures 
which simulate fuel tank contamination (Gunasekera et al., 2013; Gunasekera et al., 2014; 
Striebich et al., 2014b). Most recently, GCxGC is being used in conjunction with solid-phase 
extraction to separate, identify, and quantify the important components of the polar fraction of jet 
fuels (Shafer et al., 2015). 

3.1.2 GCxGC (SPE) Polar Species Identification and Quantitation 

The link between heteroatomic (polar) species in fuels and thermal stability continues to drive 
research into developing improved methods for quantifying polar species in fuels. The GCxGC 
(with FID/MS) method developed (Shafer et al., 2015) employs an initial solid-phase extraction 
(SPE) step to effectively separate and concentrate the polar fraction of the fuel. The SPE 
procedure had been used previously; however, it was refined to yield a more complete 
separation. This coupled with the capability of the GCxGC to separate the polar species enables 
quantitation of the major polar species (phenols, anilines, indoles carbazoles, etc.) using the FID. 
Other polar species that were previously found mainly in alternative fuels (ketones, alcohols, 
aldehydes, etc.) can also be quantified by this method. Polar sulfur-containing species, as well as 
those containing both sulfur and nitrogen, have been shown to be among the more detrimental to 
thermal stability. These types of compounds are typically very difficult to detect with the 
GCxGC-FID/MS system. Within the last year a GCxGC-MS system has been developed at 
University of Dayton’s Shroyer Park Center with increased mass spectral sensitivity that has the 
capability to identify more of these “atypical” compounds. 
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3.1.3 Biofuels Evaluation 

An extensive analytical effort has been performed on approximately 200 biofuel samples from 
nearly 30 different companies as part of the “Alternative and Experimental Jet Fuel and Jet Fuel 
Blend Stock Evaluation” program, which included the “DARPA Biojet” program. The initial 
(Tier I) evaluations of the experimental biofuels included hydrocarbon type composition by 
ASTM D2425 (and GCxGC beginning in late 2011), normal alkanes composition and 
chromatographic comparison by GC-MS, thermal stability by QCM, as well as specification tests 
for a few key properties conducted by the Air Force Petroleum Agency (AFPA). Upon “passing” 
the initial evaluations, larger samples of the experimental fuels were subjected to the second tier 
of evaluations (Tier II) as neat samples and/or blends with a representative JP-8. Additional 
testing as part of the Tier II evaluations included phenolic polars quantitation by HPLC (and 
other polars identification by SPE/GC-MS), metals by ICP-MS, low-temperature Scanning 
Brookfield viscosity, initial material compatibility testing (three materials), and full specification 
testing. The results of this testing along with comparisons to representative fuels were reported in 
over 120 Technical Memoranda during the 7-year period. Four of the hydroprocessed esters and 
fatty acid (HEFA) synthetic paraffinic kerosenes (SPKs), formerly referred to as hydroprocessed 
renewable jets (HRJs), were produced in sufficient quantity for the full certification process 
(AFRL-RQ-WP-TR-2013-0108). The certification process followed was initially developed for 
Fischer-Tropsch –SPKs (AFRL-RQ-WP-TR-2013-0124). 

3.1.4 Analysis of Engine Emissions and Research Combustors for Hazardous Air 
Pollutants (HAPs) 

Aircraft turbine engines are a significant source of particulate matter (PM) and gaseous 
emissions in the vicinity of airports and military installations. Hazardous air pollutants (HAPs) 
(e.g., formaldehyde, benzene, naphthalene and other compounds) associated with aircraft 
emissions are an environmental concern both in flight and at ground level. Therefore, effective 
sampling, identification, and accurate measurement of these trace species are important to assess 
their environmental impact. This effort evaluated two established ambient air sampling and 
analysis methods, U.S. Environmental Protection Agency (EPA) Method TO-11A and National 
Institute for Occupational Safety and Health (NIOSH) Method 1501, for potential use to quantify 
HAPs from aircraft turbine engines. The techniques were used to perform analyses of certified 
gas standards and the exhaust from a T63 turboshaft engine (Anneken et al., 2015; Cain et al., 
2012; Cain et al., 2013, Corporan et al., 2010). Test results show that the EPA Method TO-11A 
(for aldehydes) and NIOSH Method 1501 (for semivolatile hydrocarbons) were effective 
techniques for the sampling and analysis of most HAPs of interest. This technique was also used 
to support combustion studies in HAPs emissions for the Well Stirred Reactor (WSR) system for 
traditional and alternative fuels (Blunck et al., 2012). 

3.1.5 Use of High Performance Liquid Chromatography- Mass Spectrometry (HPLC-MS) 
to Investigate Fuel Polars 

Our experiences in the analytical laboratory have been most often related to gas chromatography 
because the overwhelming majority of compounds in jet fuel are amenable to this technique. 
However, some compounds in jet fuel, due to their low concentration or polarity, may be better 
analyzed by HPLC-MS with Electrospray Ionization (ESI). In this cooperative agreement, we 
have purchased, installed and operated a HPLC-MS with ESI to examine, identify and quantify 
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the trace polar components in jet fuel. This method was described and a variety of jet fuels were 
examined (Adams et al., 2013). In addition, this technique has been combined with derivatization 
methods to examine the difficult components of the important polar fraction of fuel with regards 
to additives, sensitivities, etc. (Johnson et al., 2012). It was important to develop this technique 
because while the polar fraction can be adequately analyzed using conventional GC-MS, 
GCxGC, and specific detectors, HPLC may be more likely to identify acid or basic components 
which may not be able to be transported through a gas chromatographic column.  

3.1.6 Analytical Support of the Assured Aerospace Fuels Research Facility (AAFRF) 
Operations 

We conducted regular monitoring of AAFRF operations, which included examination of waxes, 
liquid fuel products and gases that were released. Generally, waxes were analyzed by dilution in 
carbon disulfide or some other suitable solvent and by using a high temperature GC system with 
a cold, on-column inlet and flame ionization detector (FID). A high temperature metal column 
with metal connector and retention gap “pre-column” was used so that the GC oven temperature 
could be programmed to 410 C, which allowed the elution of compounds up to C90 carbon 
number. Fuel range samples were examined on a more conventional GC with a HP-5MS column 
and traditional split-splitless injector and FID, using hydrogen carrier gas, which provided more 
resolving power to separate complex mixtures. Gas analysis to support AAFRF operations 
included both the micro GC system and the more traditional GC systems which included a 
molecular sieve column for hydrogen, methane, air and other fixed gases (thermal conductivity 
dectection - TCD), and a Poraplot column for C2-C6 gases, using an FID. The micro GC system 
could be operated on-line while the traditional gas analysis system was used off-line using 
sampling bags and injection of samples using gas phase syringes. 

In addition to supporting AAFRF operations, research was conducted on small scale reactor 
systems to investigate catalysts and processes which could then be scaled up to larger systems like 
the AAFRF. Several studies of alternative fuel sources were performed involving algae to diesel 
fuel schemes as well as isomerization studies (Robota et al., 2012; Robota et al., 2013). 

3.1.7 Hydrocarbon Decomposition by Microbes 

Air Force fuel systems can be contaminated by bacteria, fungi, and other microbes, creating 
operational problems with filters, materials degradation, fuel pump degradation and a decline in 
overall fuel system cleanliness. In order to understand the degradation of hydrocarbons and the 
organisms that consume them, we used GC, GC-MS and GCxGC to measure individual 
hydrocarbon concentrations with and without bacteria as a function of time. We have studied this 
degradation in small systems (less than 8 mL), and up to a five L bioreactor with varying 
concentrations of bacteria, mineral media, and jet fuel. These studies aided the investigation of 
transcriptomics for Pseudomonas aeruginosa, for which we identified genes that were activated 
when certain hydrocarbons (n-alkanes) were consumed (Gunasekera et al., 2013; Gunasekera et 
al., 2014). We also investigated many different types of bacteria, each with tendencies to 
consume different components in jet fuel. For example, Marinobacter hydrocarbonoclasticus 
was very adept at consuming light aromatics (toluene, ethylbenzene, etc.) (Striebich et al., 
2014b) while Pseudomonas putida could consume naphthalene and 2-methylnaphthalene quickly 
and nearly completely (Striebich et al., 2015). Bioreactor experiments involving the hydrocarbon 
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monitoring of biological activity also show that a competition exists between bacteria using the 
same resources; inhibition of the growth of one bacteria was caused by the immediate growth of 
another (Striebich et al., 2015). These studies have allowed biological researchers to understand 
how the microbes function in a fuel tank system, so that any contamination may be better 
controlled. 

3.1.8 Development of a Leco GCxGC-TOFMS with Thermal Modulation 

UDRI has been involved in two-dimensional gas chromatography for the past 15 years, including 
Multidimensional GC with a linear actuating modulator (Striebich et al., 2014a). Since these 
initial studies, we have purchased a flow modulated GCxGC as described above. Recently, 
however, we have been able to acquire a LECO GCxGC-Time of Flight Mass Spectrometer 
(GCxGC TOFMS) system. This two year old system was not being used and so was provided to 
us for use as a second GCxGC on which to conduct research using a reverse-phase column 
combination (polar primary column, non-polar secondary column) with thermal modulation. This 
instrumentation is fairly large so it was deployed on the UD campus with additional space for a 
larger computer system, liquid nitrogen access, gas generators and bottles, etc. In December 
2015, this room was completed and the GCxGC was installed and operated. Since that time, 
contributions have been made for identification of polar components in SPE samples, field 
storage stability problems, and general analysis of existing fuels. While no publications have 
resulted from this effort as yet, several are planned including comparisons of thermal modulation 
with flow modulation, as well as publications in the area of the analysis of polar fuel 
components. 

3.1.9 Alternative Fuels Analysis using GCxGC (DLA sponsored project)  

The alternative aviation fuel specifications that are approved, or in development, have more 
compositional constraints than current specifications. In addition, the on-going fit-for-purpose 
testing results in data for properties where the petroleum jet fuel baseline is lacking or poorly 
known (e.g., isentropic bulk modulus). The ultimate goal of this effort was to link fluid 
composition (hydrocarbon class distribution) with properties and performance. The effort was 
divided in three tasks as follows: Task 1 – Characterization of hydrocarbon class composition of 
JP-5/8, Jet A and alternative fuel blendstocks and blends; Task 2 - Fit-for-purpose baseline 
determination; and Task 3 – Trace impurity technique evaluation and baseline determination 

The role of UDRI in this program was to conduct various methods for aromatic content (ASTM 
D1319, D5186, and D6379), hydrocarbon composition (D2425 and GCxGC), and hydrogen 
content (D3701, D7171, and GCxGC), as well as total and reactive sulfur analysis (GC-FPD). 

In general, good interlaboratory reproducibility was seen for the aromatic and hydrogen content 
methods. The D2425 method showed reasonable interlaboratory agreement, as well as general 
agreement with some of the GCxGC data for the petroleum-derived fuels. D2425 is not as useful 
as GCxGC for quantifying the saturated hydrocarbon sub-classes, because it does not distinguish 
between normal and iso-paraffins, and it does not identify conventional cycloparaffin sub-classes 
(i.e., monocycloparaffins, dicycloparaffins, and tricycloparaffins). These results were carefully 
documented for more than 25 different bio-derived fuels. GCxGC was found to be practiced 
differently in each laboratory, and while the UDRI GCxGC was confidently and accurately used 
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to perform hydrocarbon type analysis, GCxGC quantitation from other laboratories were less 
successful at precise and accurate quantitation of the composition of these fuel samples.  

3.1.10 Detection and Mitigation of Microbiological Contamination in Fuel 

Microbial growth in fuel is a significant concern to fuel users. Alkanes and aromatic compounds 
in fuel can serve as rich carbon sources for microbial proliferation. Microbial growth in fuel can 
deteriorate fuel quality and has been linked to tank corrosion, fuel pump failures, filter 
plugging, injector fouling, topcoat peeling, and engine damage. The Environmental 
Microbiology Group in the Energy & Environmental Engineering Division (EEE) at UDRI 
recognizes this need and has performed extensive research in biological contamination in 
biodiesel and other alternative fuels during this effort. UDRI has developed rapid detection 
assays to track microorganisms in fuel. Multiple bacterial species have been isolated from 
contaminated fuels and the environments exposed to fuel. The Environmental Microbiology 
group at UDRI is a leading laboratory in this area, supporting military and commercial aviation 
by evaluating microbial contamination of fuel systems and developing mitigation techniques. 

3.1.10.1 Rapid Detection Methods 
During this contract period, our laboratory has developed methods to enumerate fuel-degrading 
bacteria in contaminated fuel samples/tanks using culture and culture-independent methods. We 
have developed highly sensitive molecular biology tools (e.g., quantitative polymerase chain 
reaction - qPCR) to enumerate bacterial and fungal cells. We have designed broad range probes 
to detect bacterial and fungal load in contaminated fuel samples. Primers with broad interspecies 
specificity have been designed and have been used to determine bacterial loads in fuel samples. 
The qPCR methods developed by our group can be used to estimate 16S rDNA copy numbers of 
all the bacteria including complex, fastidious microbial communities growing in fuel that cannot 
be estimated by plate count methods. In addition organisms’ specific probes have been designed 
to detect specific bacteria or bacterial sub-groups such as sulfate-reducing bacteria (SRB) or 
bacteria responsible for alkane degradation using alk genes specific primers. We have evaluated 
a number of contaminated fuel samples from the Air Force /Army and have estimated microbial 
loads on these samples. Multiple bacterial and fungal species have been isolated and their 
identities were confirmed by sequencing 16S/18S rRNA genes. Additionally, their fuel 
degradation profiles were characterized by gas chromatographic analyses (Striebich et al., 
2014b). 

3.1.10.2 Genomics and Transcriptomic Approach to Detect Novel Targets for Biocide Development 
We have employed advanced genomic and transcriptomic technologies to characterize the 
transcriptional response of bacteria in the presence of fuel (Gunasekera et al., 2013; Brown et al., 
2014). We initiated a whole genome approach using Affymetrix microarray chips of the P. 
aeruoginosa PAO1 strain to study the transcriptional profile of the fuel degrading strain P. 
aeruginosa ATCC 33988. Transcriptional profiling has revealed that P. aeruginosa ATCC 
33988 required multiple adaptive mechanisms to proliferate in fuel-containing environments 
(Gunasekera et al., 2013). Additionally, we investigated fuel specific transcriptomic differences 
between fuel adapted ATCC 33988 and fuel less-adapted PAO1 in order to ascertain the 
underling mechanisms utilized by the ATCC 33988 strain to proliferate in fuel. Using microarray 
techniques and bioinformatics tools we have identified candidates of genes responsible for fuel 
adaptation. One example of a uniquely induced gene in ATCC 33988 is a homolog of PA5359 in 
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the PAO1 strain. Differentially expressed genes and novel genes discovered using this 
methodology have been used as targets to control bacterial growth. In addition to microarray 
techniques, in collaboration with Lawrence Livermore National Laboratories (LLNL), we used 
ribosome profiling and proteomic technology to identify differences in gene expression that 
allow the P. aeruginosa 33988 isolate to grow more rapidly in normal alkanes than the closely 
related strain PAO1. 

Knowledge of the genome sequences of microorganisms degrading bacteria enable us to 
understand how the genetic information determines the degradation of fuel and what type of 
microbial adaptive mechanisms support surviving the harsh environment. During this work, we 
have sequenced complete genomes of Pseudomonas aeruginosa ATCC 33988 (Brown et al., 
2013), Gordonia sihwensis Strain 9 (Brown et al., 2014), Rhodovulum sp. Strain NI22 (Brown et 
al., 2015), Pseudomonas frederiksbergensis SI8 (Ruiz et al., 2015a), and Nocardioides luteus 
(Brown et al., 2016). Sequencing several microbial genomes of bacteria helped to understand the 
underlying mechanisms that are involved in hydrocarbon degradation. Metagenomic sequencing 
of 16S rDNA sequences allowed differentiation of microorganisms into different subgroups and 
functional classes (Ruiz et al., 2016). High-throughput sequencing methods, such as 454 
pyrosequencing have been applied to investigate the microbial diversity and expressions of 
specific genes in these microbial communities. Our metagenomic studies helped to differentiate 
taxonomic groups to their ecological functions and monitor structural and functional community 
shifts in different aviation and diesel fuels under varied conditions (Ruiz et al., 2016). 
Experiments using both conventional and alternative fuels with larger scale bioreactors were also 
conducted to confirm the results observed in small scale experiments. Sulfate-reducing bacteria 
(SRB) in fuel tanks have been receiving increasing attention because they not only degrade fuel, 
but also play a role in metal corrosion. Our group has carried out preliminary experiments to 
understand the growth of SRB in fuel in the presence of other aerobic bacteria. 

3.1.10.3 Biocidal/Biostatic Additive Development and Testing 
The need for novel biocides against fuel contaminants has been emphasized by the Air Force. 
Our lab, in collaboration with the Brown University (Providence, RI) has discovered novel di-
peptides against fuel contaminating bacteria. Dipeptides can block efflux pumps in bacterial cell 
membranes, thereby inhibiting the cell’s ability to remove toxic substances, causing cell death. 
We have screened a wide range of antimicrobial peptides and found several di-peptides that are 
highly effective against bacteria contaminating jet fuel. The other biocide types that we tested in 
our laboratory were Protegrins (PG-1). Protegrins are small proteins with potential antimicrobial 
activity against microbes found in a fuel environment. Our lab has evaluated the minimal 
inhibitory dosage of antimicrobial peptides for various fuel contaminants. We are studying the 
efficacy of these peptides with various organisms, as a function of fuel composition, test 
conditions, and additive concentration. These new biocides appear to be effective at much lower 
concentrations than currently used additives, offering the potential of reduced additive costs and 
minimal negative impact on fuel properties. In addition, we tested biocide delivery mechanisms 
(such as carrier solvents) to fuel water layer without affecting fuel composition. We also 
extended our research to develop cost-effective methods to produce large quantities of 
antimicrobial peptides using microorganisms and plants. With this objective in mind, our 
laboratory has cloned the PG-1 gene into bacterial plasmids. In collaboration with University of 
Pennsylvania, we have tested commercially produced plant derived protegrins. These plant 
derived protegrins were effective against a number of fuel contaminants.  
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3.1.10.4 Graphene oxide-based nano-filters to remove bacteria from fuel 
We have demonstrated that graphene oxide (GO) does not have antibacterial properties, instead 
GO supports bacteria to attach and proliferate (Ruiz et al., 2011). However, silver-decorated GO 
(Ag-GO) in the form of free-standing films and coatings were shown to be antimicrobial against 
Gram positive and Gram negative bacteria. The solubility of GO in water is highly dependent on 
the degree of surface functionalization imparted during oxidation. Based on these findings, our 
group has developed a GO based filter to remove water and bacteria from jet fuel (Ruiz et al., 
2015b), providing a new tool to prevent fuel biodeterioration. One unique feature of the designed 
nano-filter is that it allows fuel filtration at a high flow rate. We have procured a patent on this 
technology (US patent No. 20140199777). 

3.1.11 Bench Level Raman Investigation Spectroscopy of Fuels 

Bench level fuel diagnostics are of great interest and the ability to test small quantities of fuel is 
quite attractive. Our group has successfully built a custom Raman system that will be used to 
investigate bulk properties, on the order of ones of percent, of classes of compounds. The current 
configuration includes a 785 nm excitation, which fixes the problem of the 532 nm background 
fluorescence issue. We have also mocked up a surrogate to mimic what a thermal background 
would look like to the instrument. Using a commercial spectrometer, we found that the thermal 
background became a serious issue around 325 °C and then switched to using a monochromator 
and a sensitive detector, along with a lock-in amplifier to successfully overcome the thermal 
issue. We demonstrated that the bench level set up works quite well for both stressed and non-
stressed fuels. Future work will include locating a more sensitive detector, conducting Raman 
gas cell studies, and miniaturization/simplification of the system. 

3.1.12 Home-built Supersonic Quadruple (Suzie Q) Mass Spectrometer Applications 

A significant effort has been made in developing applications for the Suzie Q mass spectrometer 
(Extrel CMS, Pittsburgh, PA). Because this instrument is modular, allowing one to easily change 
the reaction and sample introduction chamber, it results in an instrument that is powerful (both in 
sensitivity and the information generated) and extremely versatile. This versatility has allowed us 
to perform experiments beyond that which was initially conceived for Suzie Q as opportunities 
have arisen; from monitoring hydrogen production produced by E. coli bacteria, to performing 
nanoparticle-catalyzed methanol oxidation experiments at high temperatures. Each of these 
studies has required the development of a home-built reaction chamber to be interfaced to the 
instrument. 

The primary purpose of this instrument and the focus of much of its operating time, has been the 
study of endothermic fuels and fuel precursors under supercritical conditions for the purpose of 
more accurately understanding the kinetics of endothermic fuel breakdown at flight conditions. 
Our long-term goals are to use the knowledge obtained about detailed reaction mechanisms and 
intermediate identification to improve simulations and better predict the performance of 
proposed endothermic fuels for high speed flight. This instrument is unique in that by separating 
intermediates and quenching further reactions as they are transferred via molecular beam for 
detection, these fragile and short-lived species can be detected before molecule(radical)-
molecule collisions induce further reactions, therefore giving an accurate description of the 
various species produced across the high-temperature and high-pressure supercritical regime. 
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Our initial efforts were focused on developing the reaction and sample introduction chamber to 
be interfaced with the Suzie Q mass spectrometer. The operating parameters for supercritical 
reactions will require heating of the sample to ~900 °C and compressing it to pressures up to 75 
atm. To withstand the extreme conditions, a custom built, high-pressure nozzle from Lenox 
Laser featuring a 3 μm diameter flow orifice to generate the molecular beam for transfer of the 
intermediates to the instrument was purchased. In addition to the previously mentioned high 
pressure nozzle, we have constructed and operated a heated, effusive source to induce pyrolysis 
of the endothermic fuel precursors at reduced pressures by recording data sets and monitoring 
kinetics of pyrolysis as samples are heated to 900 °C at reduced pressures (1.3×10-7 atm). Our 
initial focus was on the pyrolysis of simple, straight-chained hydrocarbon surrogates such as 
hexane, ethane, and dodecane, all of which have been well studied and provide comparison for 
our results. These sets of data will be used for comparison of the rate of hydrocarbon cracking 
once the supercritical inlet is operating. 

We have concluded our survey of the gas-phase pyrolysis dynamics of n-hexane and its branched 
analogs as a function of pyrolysis temperature in isolation and upon exposure to a variety of 
boron nitride and graphene oxide-based catalysts. We have used our high-pressure supercritical 
pyrolysis source to investigate hexane pyrolysis under supercritical conditions. The results are 
compared with those previously obtained under gas-phase conditions. Our preliminary 
supercritical results seemed to indicate an interesting fluid density-dependence of the pyrolysis 
kinetics. Also, we have now observed a number of reaction intermediates/products not seen in 
the gas phase experiments. Using our accelerated measurement capability, we have completed a 
series of experiments examining the pyrolysis of supercritical dodecane and hexane fluids. We 
have captured the in-situ speciation data for the two fluids from room temperature up to ~800 °C. 
The preliminary overlap (or sometimes non-overlap) between theoretical predictions and our 
experimental observations suggests that these data will be able to further our understanding of 
the supercritical pyrolysis chemistry under investigation. 

3.2 Advanced /Alternative Fuels Development, Evaluation, Demonstration, and 
Management 

3.2.1 Planning, Construction, and Operation of the Assured Aerospace Fuels Research 
Facility (AAFRF) 

The Air Force has previously committed to using alternative (non-petroleum-derived) fuels in 
existing and future aircraft. This commitment consisted of two goals: (1) qualifying all its assets 
to use a 50/50 blend of conventional/alternative fuels by the year 2011 and (2) being prepared to 
cost competitively acquire 50 percent of the Air Force’s domestic aviation fuel requirements via 
an alternative fuel blend (derived from domestic sources produced in a manner that is “greener” 
than fuels produced from conventional petroleum) by the year 2016. 

In order to meet these goals, work was performed to understand the characteristics of fuels 
produced from alternative sources and the variables that impact their characteristics. To produce 
research quantities of fuel, UDRI worked with Battelle Memorial Institute to design, build, and 
operate an Assured Aerospace Fuels Research Facility to produce quantities of alternative jet 
fuels and jet fuel components for testing. The upgrader Sample Preparation Unit (SPU) was the 
first unit brought online. 
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The SPU at the AFRL Assured Aerospace Fuels Research Facility (AAFRF) was designed to 
meet a critical government and industry need to produce alternative fuels in research quantities 
(10-50 gallons per day). This meets a market need between small testing amounts produced in a 
laboratory and larger quantity production using pilot-scale production plants.  

The facility was purpose-built for the production of fuels. It features a modular design to 
accommodate a variety of processing methods, is highly instrumented for maximum data 
generation and analysis, and boasts a suite of excellent safety features. Potential fuel feedstocks 
for use in the facility include, but are not limited to, coal-derived waxes and liquids, camelina, 
salicornia, palm, jatropha, soy, algae, waste animal fats, and other renewable resources.  

The SPU is rated for high temperature/high pressure hydrogen use. The sample preparation bay 
is highly configurable to accommodate a variety of processing systems, including the ability to 
operate up to four fixed-bed reactors in series, parallel, or independently. The facility has three 
distillation columns for intermediate and fuel product separation. The modular nature of the 
facility allows test rigs to be added and integrated into the facilities’ processing, instrumentation, 
and control systems. 

The facility is extensively instrumented, including mass flow measurements on all streams. The 
data is essential for the optimization of production techniques as well as the design of large-scale 
production facilities. The AAFRF boasts an array of safety features, including six H2 detectors at 
key locations, integrated ventilation and facility alarms, remote H2 storage, an O2 sensor on the 
vacuum column, and full audio/video monitoring. 

The system is capable of fully recycling materials and catalysts in a manner similar to large-scale 
manufacturing. Catalytic transformation processes include gaseous-gaseous feeds and liquid-
gaseous feeds, and oligomerization projects are possible. 

The system was used for a variety of programs during the Cooperative Agreement period. These 
programs included upgrading of Fischer-Tropsch waxes to specification jet fuels, conversion of 
renewable crude to jet fuel, and production of variable fuel compositions for evaluation of 
composition to performance relationships. 

3.2.2 Assembly and Study of Atomic & Molecular Clusters via Helium Droplet Beam 
Methods 

We have brought online a new and exciting capability to investigate atomic and molecular 
clusters. These are materials in which ones-tens of atoms/molecules are assembled into a cluster, 
often with sub-nm size, and typically exhibiting extremely strong quantum effects. We have 
constructed a helium droplet beam instrument which allows us to assemble and study virtually 
any cluster imaginable. This capability follows on earlier work by Will Lewis in this area. 
Briefly, a beam of helium droplets is formed and then directed through various “pickup cells” 
that dope the droplets with atoms/molecules of interest. Owing to the low temperature (0.4 K) 
and liquid nature of the droplets, any dopant species picked up tend to be frozen into a cluster 
inside the droplet. Due to the fact that helium is a very weak “solvent” the properties of the 
cluster are virtually unchanged from those of an isolated gas-phase cluster. The real beauty of the 
technique is that by controlling the pressure in the pickup cells (or temperature in the case of 
ovens) the number of atoms/molecules picked up can be controlled with single-atom precision. 
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Additionally, because the low temperature of the droplet typically prevents rearrangement of the 
cluster as it is assembled, the order of the pickup cells can be used to control which species will 
be used to form the interior of the cluster and which will be attached to the exterior. Via these 
methods, we can assemble virtually any cluster imaginable. We will use this new capability to 
investigate novel clusters. 

We have successfully assembled Cn carbon clusters from n=2 to n=13 and we have developed 
two different experimental procedures for producing these clusters: one which was based upon a 
pulsed laser, and allows time-dependent measurements to be made, but the signal-to-noise ratio 
resulting from the low duty cycle of these experiments was marginal. Another which was based 
upon CW-laser heating that yields much improved signal-to-noise. We have used the two sources 
to study the cluster assembly process in detail. The latter precludes time-dependent 
measurements but offers much higher signal-to-noise ratios for steady-state measurements. 
Modeling was also performed to better understand the structure and energetics of the clusters 
produced.  

Additionally, we have examined the reactivity with H2 and H2O reaction partners (no reactivity 
was observed) and ethylene. These fundamental studies will support development of mechanisms 
for fuel pyrolysis and combustion. We also examined clusters composed of Al atoms and organic 
molecules in support of advanced aluminized fuel programs. While not conceptually different 
from carbon-fuel studies, stable operation of the aluminum evaporation ovens is easier to 
achieve. 

We also added mid-IR spectroscopy capability to our existing instrument in order to allow 
spectroscopic interrogation of the structure and vibrational dynamics of the species formed. We 
have added a tunable quantum cascade laser head and the associated optics and diagnostics to the 
instrument. We have a total of five laser heads yielding a spectral range of roughly 1700-2400 
cm-1. 

These efforts are detailed in journal publications (Thomas et al., 2015; Lewis et al., 2012; Lewis 
et al., 2014). Future work includes improving the stability of the carbon evaporation source 
(stable operation for several hours is necessary) and studying various chromophores, metal 
clusters, and other novel fuel based novel structures via the mid-IR spectroscopy method. 

3.2.3 Algae Carbon Sequestration and Biofuel Generation 

Microalgae are known for their high photosynthetic efficiency and high lipid content. Therefore, 
microalgae have the potential to be used to feed CO2 and other gases (NOx, SOx etc.) from flue 
gas emitted from various combustion sources to reduce greenhouse gas (GHG) emissions and 
generate biomass that can be used for biofuel. However, the prevailing weather conditions (solar 
insolation and its duration and temperature) at the geographical location of the system affects 
microalgae growth and hence the carbon capture efficiency. Thus, it is necessary to evaluate 
systems at conditions relevant to their operating environment.  

Given the potential benefits, the Air Force was interested in evaluating and developing algae 
biomass production systems to minimize GHG emissions from its boilers at WPAFB, OH and to 
generate biofuel in an effort to reduce its carbon footprint. Therefore, this effort involved 
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designing and building an outdoor facility suitable for operating and evaluating photobioreactors 
throughout the year, including cold weather conditions.  

Under this effort, a 10,000 sq ft outdoor facility was constructed that includes a 2,000 sq ft 
greenhouse that can be used as a staging area, as well as to house support systems. The facility is 
fenced and gated. Compacted gravel covers most of the open area with a 10 ft wide driveway to 
the greenhouse and the greenhouse flooring asphalted. The total power supplied is 350 kVA at 
480 V of which 75 kVA is available as 120/208V service with GFCI receptacles placed at 
selected locations throughout the facility. A power monitoring system monitors all circuits fed 
from the panels for process energy consumption. A boiler (450 kBtu/hr) and chiller (350 
kBtu/hr) with multiple connection locations also provide the necessary heating and cooling for 
operation during cold and warm weather conditions. A compressor feeds air distribution 
manifolds distributed throughout the facility up to 110 CFM of air at 120 psi. Non-potable water 
is provided to the facility and multiple drainage points connect to the sewer line. The green 
house and the open area are well illuminated. Propane gas heating is available to the green house 
for winter operation.  

Since the completion of the facility buildup under this effort, it has been used to build and 
evaluate a modular pilot scale photobioreactor system designed by UDRI for algae biomass 
production complete with all required support systems. The facility also serves as a place to 
evaluate other algae biomass production related technologies. 

3.3 Advanced, Affordable Fuel/Combustion Additive Technologies 

3.3.1 Improvements in Fuel System Icing Inhibitor Use 

UDRI performed extensive work related to the use of Fuel System Icing Inhibitor (FSII) 
additives in military aviation fuels. FSII, a mandatory additive in JP-5 and JP-8, is used to 
prevent solidification of free water in the fuel and to provide protection against microbial growth 
in fuel systems. We performed detailed analytical and experimental studies and directly 
supported full-scale flight testing to identify if required anti-icing and biostatic capabilities could 
be maintained at lower additive dose concentrations (DeWitt et al., 201l; DeWitt et al., 2013b). 
Studies completed under a prior cooperative agreement with AFRL/RQTF provided the basis for 
the specific efforts performed. We completed experimental studies to investigate the effect of 
temperature and concentration on FSII partitioning between aqueous and fuel phases (West et al., 
2014). We completed large scale component studies to verify FSII efficacy at reduces dose 
concentrations. We evaluated the impact of reduced FSII concentration on the ASTM D5006 
quantitation method (DeWitt et al., 2013c). We provided critical support to B-52 Flight Testing 
of reduced FSII levels with elevated total water content performed at Edwards AFB Flight Test 
Center, including developing the analytical and fuel preparation methods used, developing the 
flight test plan, and on-site direct support during the flight tests. These efforts resulted in the 
successful reduction of the JP-8 minimum FSII use limit to 0.04% by volume (in USAF T.O. 
42B-1-1), and the JP-8 procurement range to 0.07-0.10% by volume (in MIL-DTL-83133H). The 
reduced FSII limits have resulted in an immediate cost savings for DoD (estimated > $5M 
annually) and a potential reduction in the frequency of Fuel Tank Topcoat Peeling (FTTP). 
UDRI has provided extensive support to AFRL and AFPA efforts to obtain concurrent 
reductions in FSII use and procurement limits in NATO and ASIC fuel specifications.  
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UDRI performed extensive efforts to improve the understanding of the effect of FSII on FTTP 
occurrences in integral aircraft fuel tanks. We performed basic and applied experimental studies 
to improve the understanding of the effect of operational conditions (e.g., temperature, 
concentration) on FTTP (Zabarnick et al., 2010). We identified an alternate FSII, TriEGME, 
which could provide equivalent anti-icing performance with reduced propensity for FTTP 
(Zabarnick et al., 2011). Flight testing was performed with TriEGME for further demonstration 
of capability. UDRI provided extensive support to the USAF Coatings Technology Integration 
Office (CTIO) and various SPOs regarding the compatibility of varying topcoat formulations 
with FSII. This included a recent study to directly support the KC-46 SPO (West et al., 2016).  

3.3.2 Spectroscopic Interrogation of Energetic Materials Incorporating Metal 
Nanomaterials 

We have begun a collaboration with researchers at AFRL/RWME to characterize the full-scale 
performance of metal nanoparticle-based energetic materials. Such work has traditionally been 
quite challenging due to the short timescales associated with energy release (reaction is generally 
complete on μs-ms timescales), the lack of methods to reliably measure temperatures on those 
timescales, and the sheer complexity of the chemistry occurring. Recently we have developed 
and published spectroscopic methods to remotely measure temperature and follow reaction 
dynamics of selected species on sub-microsecond or longer timescales. These methods allow us 
to monitor the time-evolution of chosen species within the overall chemical dynamics of the 
system and to correlate these measurements with the energy release process. We first applied our 
spectroscopic methods to explosives incorporating oxide-passivated materials. 

High explosives experiments were conducted on RDX charges incorporating energetic 
nanomaterials, including those developed at RQTF. The experiments were jointly sponsored by 
RQTF and RWME. Temperatures and chemical dynamics were characterized as a function of 
time and space following detonation, and indicated the RQTF-developed nano-aluminum 
released energy faster than any other known metal nanoparticle (Lewis et al., 2010; Lewis et al., 
2011). In fact, the energy release was so rapid we could only estimate a lower bound for the rate. 
From these exciting results, we prepared two manuscripts which have now been published 
(Lewis et al., 2013a; Lewis et al., 2013b). Our current efforts are focused towards examining the 
chemical dynamics of these materials on the detonation timescale. Future work will involve 
explosive compositions that include organically-passivated materials instead. Additionally, we 
are working to further develop our time-resolved methods to include spatial resolution. 

3.3.3 Synthesis of Novel Alanes for Energetic Nanoparticles 

Current commercially available alanes, such as N-dimethylethyl alane are highly unstable and 
pyrophoric at ambient conditions. In principle, however, it may be possible to improve the 
stability of the alane complexes by changing the ligands used to stabilize the complex. If 
successful, the payoff would be the development of a reasonably stable (and safe to handle and 
transport) liquid with high hydrogen and aluminum content. As an example, N-methylpyrrolidine 
(NMP) has been used as a Lewis base to synthesize moderately stable alane complexes. The 
alane-NMP complexes, AlH3•NMP, AlH3•(NMP)2 and AlH2Cl•(NMP)2, can be prepared by 
varying the LiAlH4/AlCl3 ratios in the presence of NMP in an argon filled glove box. In addition, 
other Lewis bases, such as triazoles and imidazoles can also be used in synthesis of moderately 
stable alane complexes (Li et al., 2010). 
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Figure 1. Alane-NMP complexes 

3.3.4 On-demand Hydrogen from Al Nanoparticles 

The development of technologies that would lead to production of safe and environmentally 
friendly hydrogen gas is required in order to use it as a future energy source. This can be 
achieved by an aluminum-water reaction. However, most of the commercially available Al 
nanoparticles have an aluminum oxide shell around the active Al core and it prevents the 
reaction between Al and water at ambient conditions. To overcome this problem and facilitate 
the generation of hydrogen, researchers have applied various reaction-promoting schemes. These 
have included the use of a strong base, application of high temperature, and activation of 
aluminum metals. However, our Al core-shell nanoparticles react with water without any 
promoters to produce hydrogen at room temperature. Therefore, these novel aluminum core-shell 
nanoparticles might be a potential candidate for providing power based on hydrogen without 
requiring the direct storage of large quantities of hydrogen; one needs only to add water to 
produce hydrogen on demand, where and when needed (Bunker et al., 2010). 

3.3.5 Synthesis of Metal Decorated Graphene Oxide 

Graphene oxide (GO) attracted much recent attention due to its excellent electrical, mechanical, 
and thermal properties, as well as its wide range of promising applications. For the preparation of 
GO, graphite powder is oxidized under harsh conditions to yield readily exfoliated GO. In our 
lab, we used modified Hummer’s method to synthesize GO from expanded graphite powder 
which was obtained from Asbury Carbons Industries. GO, synthesized in our lab, was 
characterized using transmission electron microscopy (TEM), thermogravimetric analysis 
(TGA), differential scanning calorimetry (DSC), Raman spectroscopy, and x-ray diffraction 
(XRD) techniques to evaluate the quality of the sample. Furthermore, the GO synthesized in our 
lab was decorated with metal nanoparticles such as Ag and Au. In an effort to decorate GO with 
Ag nanoparticles, we used a sonochemistry method which has a number of advantages, such as 
simplicity, shorter reaction time, and ease of scale-up compared to existing methods. In a typical 
procedure of Ag decoration of GO (Ag-GO) using sonochemistry, GO was mixed with Ag 
acetate in dimethyl formamide and sonicated for 10 minutes active time. After sonication, the 
sample was allowed to cool for a few minutes and transferred to a round bottom flask. DMF 
solvent was removed using a rotary evaporator and the Ag-GO sample was washed with water, 
ethanol, and acetone, respectively to remove unreacted Ag acetate. This Ag-GO sample was also 
characterized using the aforementioned techniques and results confirmed the GO sheets are well 
decorated with Ag nanoparticles (Figure 2). 
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Figure 2. GO sheets synthesized from modified Hummers method (left), Ag decorated GO (middle) and GO columns as fuel 

filters (right). 

 

3.3.6 Diesel Hybrid-Altitude Testing 

ISR aircraft power systems are faced with a difficult mission profile. Aircraft takeoff and climb 
at very high engine loads, and then are required to throttle down to a relatively small percentage 
of full load for cruising and loitering. Spark ignited internal combustion engine efficiency suffers 
at part load operation due to pumping losses of the air throttling mechanism and poor air-fuel 
mixing. There can also be reliability issues that arise, such as spark plug fouling from low load 
operation in an SI engine. Spark ignited engines tend to be chosen for their high power density. 
Diesel engines tend to be more efficient, especially at part load, but suffer from poor power 
density, as diesel engines are more sturdily built to handle much higher peak pressure in-
cylinder.  

A power system was investigated to utilize a diesel engine, sized for cruising load, as the primary 
sustained power source for an aircraft, with an electric motor and battery pack to provide takeoff 
and climbout power. Both series and parallel hybrid configurations were considered, and a 
parallel system was chosen for early stage research. Parallel hybrid systems tend to be lighter 
weight, with just one motor/generator, as the engine and motor/generator are mechanically 
coupled and the single motor/generator can have a dual function. A theoretical airframe was 
selected to generate a paper model for cruise power and takeoff/climbout power requirements.  

Using an available 70 hp eddy current dynamometer test stand, a mechanically injected, 20 hp 
diesel engine was selected (from the farm equipment market) and mounted to the test stand. A 34 
hp brushless dc motor was coupled, via a synchronous toothed belt, parallel to the engine, and 
both could feed power to the dyno. Power was successfully generated with the engine and 
electric motor to simulate takeoff and climb conditions. A load bank was used to absorb 
electrical power generated from the engine. Current and voltage were measured, and a reduction 
in dynamometer power was observed as the resistance of the load bank was lowered, generating 
more electrical power.  

Another aspect of this project was to observe the effects of altitude on a small diesel engine. An 
altitude chamber was designed and built, using a centrifugal supercharger (driven by electric 
motor) as an air pump to draw a lower pressure, to correspond with given altitudes, in a shared 
intake and exhaust plenum. Increasing power reductions were observed with increasing altitude 
with a naturally aspirated engine.  
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Finally an investigation of small turbochargers was conducted to select an appropriately sized 
turbocharger to turbo-normalize the diesel engine. Turbo-normalization is the use of a 
turbocharger to return intake pressures to sea level conditions and regain power at altitude. The 
system was not designed to boost the engine power rating. Turbocharger compressors do 
generate heat, so an increase in intake air temperature was expected and observed. Testing was 
conducted at increasing altitudes with three small turbochargers, before one turbocharger was 
selected for its lower exhaust backpressure characteristics. Specific fuel consumption was 
measured over a suite of engine speeds, loads, and altitudes, and brake specific fuel consumption 
(BSFC) maps were generated. General trends showed large increases in BSFC at higher altitudes 
with a naturally aspirated engine configuration, while the turbo-normalized engine only showed 
slight increases in BSFC trends with increasing altitude that could be attributed to increased 
intake air temperatures. It was worth noting that some medium load points showed improved 
BSFC. This change was attributed to being in a more efficient part of the turbocharger 
compressor map as turbocharger speeds climbed with increasing pressure differential over the 
turbine section. 

3.3.7 Pulsed Spark Plug 

The goal of this work was to verify claims of faster, more complete combustion of fuel in a spark 
ignition engine using a pulsed power spark plug. The pulsed power spark plug had an integrated 
capacitor inside the plug which was intended to be used to deliver more spark energy to the 
combustion chamber to initiate fuel/air combustion. The pulsed plugs did not require any 
additional electronics to function, and were intended to be used as a drop-in replacement for 
regular spark plugs. 

The stated claims of faster, more complete combustion, and reduced cycle-to-cycle variation in 
combustion were to be tested on a Rotax 914 four-cylinder, turbo-normalized, port-fuel-injected, 
spark ignition four-stroke engine using 87 Octane rated gasoline. This engine spends most of its 
operating life at medium to heavy cruise conditions at medium to high engine speeds. 

Combustion analysis used in-cylinder pressure to monitor combustion phasing and heat release, 
as well as cycle-to-cycle variation to determine if any consistent changes could be seen in 
combustion properties. Also, specific fuel consumption and engine loading were monitored. 

Results showed a small (~1%) fuel consumption decrease at the lower speed set point, while a 
1% increase at the higher speed set point. Combustion phasing suffered with the pulsed plugs, 
compared to regular spark plugs, in that landmark burn durations (0-10%, 10-90% mass fraction 
burned) and CA50 (50% mass fraction burned) location were extended by up to 2° crank angle 
and CA50 was pushed further into the expansion stroke by 2°. A re-configuration of engine 
spark timing maps could reposition the in-cylinder pressures to the most mechanically 
advantageous crank angle, but that was outside the scope of this testing. 

Pulsed spark plug technology is intended to improve combustion efficiency at engine idle and 
low load cruise conditions. At those conditions, very little in-cylinder gas motion is available to 
promote thorough mixing, and efficiency can suffer. Additional ignition energy could very well 
improve flame development and reduce cycle-to-cycle variations at these low load conditions. 
As engine speeds climb and in-cylinder motion and mixing increases, the benefits of adding 
ignition energy are less apparent and in the case of this engine testing, without altering ignition 
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timing maps, combustion durations were unchanged at medium engine load and speed, and 
impacted negatively at higher engine speeds. An aircraft operates mostly at medium to high 
engine loads and speeds, so any advantages from pulsed plugs would likely not be seen. 
Furthermore, with unaltered ignition timing, a small increase in fuel consumption was seen at the 
higher engine speed. This was likely due to a small lengthening of flame-development angle and 
rapid-burn angle, which reduced the ability of the engine to convert heat and pressure into 
mechanical work. At this time continued study of pulsed plugs for use in an aircraft application 
is not recommended.  

3.3.8 Unleaded Avgas 

The Air Force utilizes leaded avgas (100LL) to fuel the MQ-1 Predator UAV to help carry out its 
mission. There are several problems with using 100LL: 1) a future ban on lead in avgas from the 
EPA, 2) there is only one supplier of the octane-enhancer additive tetraethyl lead (TEL), 3) lead 
deposits can decrease performance, increase maintenance, and shorten engine lifetime and 4) its 
costs outside the continental US are quite high. One solution to solving these problems is to find 
an unleaded high-octane replacement fuel that is lower in cost. This solution would align with 
USAF’s Energy Strategic Plan in multiple ways. First, it could improve resiliency by negating 
the need for TEL and avoiding a ban on 100LL. Second, it could reduce demand by providing a 
solution that consumes less fuel. Third, it could ensure supply by utilizing a renewable fuel. The 
objective of this project was, therefore, to find an available low-cost unleaded fuel that is suitable 
for operation in the MQ-1 engine. 

Two domestic (100-octane: 100SF and G100UL) and two international (91-octane: 91UL and 
91/96UL) fuels were identified that could potentially meet this objective. These fuels were tested 
on a Rotax 914F engine at the Small Engine Research Laboratory. Numerous data were collected 
to determine and compare the fuels’ performance and combustion in the Rotax 914F. Results 
showed that the lower-octane fuels could not provide the necessary power at high engine speeds 
(4500 – 5800 rpm), while the 100-octane fuels provided power similar to 100LL. It was also 
determined through this investigation that one of the fuels (100SF) showed instability during 
cold-starting; this caused engine hardware damage during testing. Concerning combustion 
performance, all four fuels were observed to exhibit very similar combustion characteristics. 
Only the 100SF fuel exhibited combustion instability at 4500 rpm that could limit engine load. 

A cost analysis of the data shows that cost savings is linearly dependent with flight hours, 
increases with engine speed for all fuels, and is higher for the high-octane fuels than the low-
octane fuels. Excluding fuel transportation costs, the unleaded 100-octane fuels could provide an 
estimated $5-10 million in annual savings at operation levels of 100,000 to 150,000 flight hours. 
A cost analysis of results from a recent investigation into utilizing engine operational changes 
was also done for comparison purposes. Under a certain combination of adjustments in the 
equivalence ratio, ignition timing and using dual spark ignition with an 87 AKI mogas, engine 
power similar to normal operation with 100LL be reached. Although the fuel consumption is up 
to 30% higher under these conditions, fuel cost savings similar to G100UL could be attained. 

The next steps taken to solve the problems associated with 100LL depend upon the route chosen 
by the USAF. Either G100UL or the combination of engine operation changes at maximum 
indicated specification fuel consumption (ISFC) may be used to provide similar power out at a 
reduced operational cost. Both require further steps to implement. Material compatibility and 
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certification testing with G100UL are needed to further ensure its feasibility. Engine operation 
changes require certification testing, approval, and time to make necessary changes. All of the 
four options available have the ability to solve the problems associated with 100LL and save the 
USAF millions of dollars annually. 

3.3.9 Diesel/Hydrogen Engine Testing 

To increase the fuel efficiency of compression ignition internal combustion engines at low loads 
and cruise conditions, hydrogen can be used to extend the lean operability limit of combustion.  

A test cycle was developed to test a 2.2 liter Ford “Puma” turbodiesel, high pressure common 
rail engine under a variety of engine speed and load conditions (up to half of the baseline engine 
load) at Revolve Technologies in England. The test plan included steady-state data points 
following the test cycle for engine parameters (temperatures, pressures, speeds, torque), in-
cylinder pressure data for pressure rise rate, and emissions data (gaseous emissions, smoke 
opacity, and particulate matter). The test stand engine was set up to use a dual-fuel approach with 
varying ratios of gaseous hydrogen being injected in the intake manifold to pre-mix with the 
incoming combustion air and liquid diesel fuel injected via the stock direct injectors. An on-
board dry-cell hydrogen generator was used to investigate if significant efficiency gains can be 
demonstrated to justify the energy investment of the dry-cell hydrogen generator. 

Testing was canceled after approximately one year from the start of testing after multiple engine 
failures and test cell problems were encountered. Revolve Technologies internally decided the 
project was exceeding the provided funding and decided to no longer support the work with time 
and resources. It is clear that diesel pilot injection timing, hydrogen port injection timing, and 
overall equivalence ratio are extremely important and it is likely that one of these characteristics 
being too far out of range in the Revolve test facility could have contributed to the engine 
damages sustained. Too high of an equivalence ratio with hydrogen-air can cause uncontrolled 
combustion in pre-mixed end gas (knocking) that could cause in-cylinder damage that may have 
been contributing to the smoking engine and rough running. They did mention that intake 
manifold variations could have contributed to intake flow dynamics that could be creating 
undesirable combustion characteristics in one or more cylinders.  

Few conclusions are able to be drawn for this work due to the incomplete nature of the testing. 
However, the literature review conducted concurrently with this testing did show that at lower 
engine loads, and especially from an emissions point of view, the addition of hydrogen can 
reduce particulate emissions by promoting more complete oxidation of soot, reduce NOx 
emissions if the air-hydrogen-diesel equivalence ratio is kept low enough to stay away from the 
NOx formation threshold temperature, and obviously reduce CO2 and CO production due to the 
lack of carbon in hydrogen. It is more difficult to make any conclusions about thermal efficiency 
as some research shows slight decreases in efficiency due to faster heat losses and extension of 
ignition delay, but that is not to say that an engine couldn’t be thoroughly optimized to take 
advantage of different combustion timing characteristics to regain some of these losses. 
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3.4 Support of Alternative Fuel Development 

3.4.1 ‘General’ Support of Alternative Fuels Efforts 

DoD, FAA, and commercial interest in the certification and approval of alternatively (non-
petroleum) derived fuel blends for aviation applications has continued since the 2006 
certification of the B-52 for use of Fischer-Tropsch derived Synthetic Paraffinic Kerosene (SPK) 
as a blending feedstock. UDRI has continued to support these efforts by performing basic to 
applied research which has provided a significant basis for the certification and approval of new 
alternative fuel chemistries. We have collaborated with AFRL/RQTF to improve the 
understanding of fuel composition to performance (Corporan et al., 2011a; Corporan et al., 2012; 
DeWitt, 2014), including the effect of aromatics on thermal-oxidative stability characteristics of 
SPKs (DeWitt et al., 2014). We have performed extensive combustion and emission evaluations 
of alternative fuels and blends (Corporan et al., 2013a), including the first on-wing emissions 
measurements of a C-17 operated with a Hydroprocessed Renewable Jet (HRJ) fuel blend 
(Corporan et al., 2011b). The UDRI and RQTF team has supported the FAA National Jet Fuel 
Combustion Program (NJFCP) by performing detailed combustion and emission studies using 
the new Elevated Pressure Combustor (EPC) facility at AFRL. Overall, these efforts continue to 
improve the understanding of the complex relationships between fuel composition and 
performance and assist with identification and certification of future alternative fuel chemistries.  

3.4.2 The Performance and Emissions Characteristics of Heavy Fuels in a Small, Spark 
Ignition Engine  

This research was conducted in pursuit of the DoD’s plan for the universal use of a heavy, low 
volatility hydrocarbon fuel, and the increased interest in bio-derived fuels for small Unmanned 
Aircraft Systems (UAS’s). Currently a majority of small UAS’s use small spark ignition engines 
for their high power densities. Typically, these systems use commercial off-the-shelf power 
plants that are not optimized for fuel efficiency. Increased fuel efficiency is being pursued 
alongside the ability to utilize military heavy fuels. A test stand using a 33.5 cc four-stroke, spark 
ignition, air-cooled, single cylinder engine was constructed. Research was conducted to establish 
the feasibility of converting the existing system to utilize JP-8 with the stock mechanical 
carburetion. The stock carburetion had difficulty maintaining a consistent air/fuel ratio across the 
entire engine operating range. To resolve this, an electronic fuel injection system was developed 
to gain greater control over fuel mixture. An air-assisted electronic fuel injector was sourced 
from a scooter and adapted to work with the 33.5 cc four-stroke engine. An aluminum injector 
mount was designed and machined and electronic controls were employed. Sensors on the valve 
train and crankshaft were developed as control signals for the injection system. The injector was 
characterized for flow rates and droplet size. 

The test stand consisted of a small dynamometer coupled to the engine. Servo throttle actuation 
was designed and the throttle position was monitored with a throttle position sensor. The air-
assisted injector was supplied with regulated shop air, and the fuel pressurized using regulated 
nitrogen. A fuel flowmeter and mass air flowmeter monitored equivalence ratio. Work was done 
to facilitate smooth measurement of unsteady air flow intrinsic to single-cylinder engines. 

Performance testing showed a decrease in brake specific fuel consumption (BSFC) while 
utilizing the injection system for the baseline fuel (Avgas 100LL), as greater mixture control 
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(closer to stoichiometric) was realized. The engine was started using gasoline. Heavy fuel testing 
showed the ability to achieve required torque values at certain engine speeds. JP-8 was tested on 
the carbureted engine and fuel injected engine, showing a decrease in BSFC over baseline 
(carbureted avgas) with the carburetor and a further decrease in BSFC for the injected system. 

Biofuels that were tested were plant-based Camelina (carbureted and injected) and a UDRI 
grown and extracted algae-based fatty acid methyl ester (FAME) biofuel blended with D2 diesel 
in a 20% algae/80% diesel blend. Performance results for the Camelina showed a decrease in 
BSFC for the carbureted engine and the largest decrease of all the test fuels for the injected 
Camelina fuel. The algae blend showed less decrease in BSFC than the 100% diesel fuel. 

Emissions data were recorded as well. The injection system demonstrated less CO emissions for 
the injected fuels over the carbureted fuels due to closer to stoichiometric mixtures. Similarly, 
unburned hydrocarbon emissions decreased when injection was employed. NOx emissions were 
higher for the fuel injected engine, as peak NOx emissions will typically occur at slightly lean 
conditions and the injected fuels were closer to peak NOx emission conditions (Groenewegen et 
al., 2011; Groenewegen, 2011).  

3.5 Materials Compatibility 

3.5.1 Tier II & III Material Compatibility Evaluations 

UDRI performed Tier II material compatibility testing on 65 candidate alternative fuels and fuel 
blends with aromatic contents from up to 24.8% using a series of unique small-sample test 
methods developed with AFRL (Graham and Minus, 2013). Overall, these tests showed that a 
considerable variety of fuels were likely to be compatible as neat fuels or as fuel blends with 
materials that have been in service with conventional petroleum-derived jet turbine fuel. These 
tests also suggested that fuels high in cycloparaffins could exhibit acceptable seal-swell character 
with little or no aromatics. This observation became a specific topic of investigation through a 
program supported as part of the Boeing Company’s participation in the FAA’s CLEEN program 
(Graham et al., 2013b).  

3.5.2 The Effect of Aromatic Type on the Volume Swell of Nitrile Rubber in Selected SPKs 

A barrier impeding the full adoption of synthetic paraffinic kerosenes (SPKs) as alternative fuels 
is their compatibility with fuel system materials, particularly seals and sealants. As-produced 
SPKs are composed of normal, branched, and cyclic paraffins resulting in fuels that are relatively 
inert with respect to their interactions with polymers. This contrasts with conventional fuels 
which can show significant solvent character in the form of swelling and softening polymeric 
fuel system materials. There is concern that exposing materials that have been in service with 
conventional fuel to an alternative fuel may cause them to shrink, harden and fail. The most 
acute concern is for O-rings which rely on their size and resiliency to perform their function. In 
this study the volume swell of nitrile rubber was measured using six reference JP-8 fuels, four 
SPKs and 11 aromatic species/mixtures (Graham et al., 2011). The aromatics were selected to 
examine the influence of molar volume, polarity, and hydrogen bonding on their performance as 
swelling promoters. It was found that hydrogen bonding had the largest effect followed by 
polarity and molar volume. Furthermore, it was found that the same rules apply to the SPK itself 
with lighter fuels providing a higher baseline volume and this characteristic had a significant 
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effect on the minimum treatment level. Overall, it was found that within the boiling range of jet 
fuel the individual effects of molar volume and polarity are relatively subtle and the ability to 
introduce hydrogen bonding is limited. The most effective fuels combine these factors by 
minimizing molar volume and maximizing polarity and hydrogen bonding. 

3.5.3 The Volume Swell of a Self-Sealing Fuel Tank Material 

The effect of alternative fuels on the performance of self-sealing fuel tank materials continues to 
be an active topic of discussion due in part to the uncertainty associated with conventional 
ballistic testing. In this study an improved method of measuring the volume swell of self-sealing 
materials using the optical dilatometry was developed and this new technique was used to 
compare the volume swell as a function of time of a self-sealing material in a JP-4 (10.5% 
aromatics), two JP-8 fuels (10.9% and 20.3% aromatics), and an FT fuel (0% aromatics). This 
study is significant as prior research suggested that the primary factor controlling the rate of 
volume swell of this type of self-sealing material is the molar volume of the fuel components and 
not necessarily a molecular characteristic specific to aromatics such as polarity or hydrogen 
bonding, though it should be noted that the aromatics have relatively small molar volume as 
compared to the alkane fraction of jet fuel. The issue of JP-4 versus JP-8 is significant in that 
while the aromatic specification of the two fuels is the same, the aromatics found in JP-4 can be 
smaller and lighter than those found in JP-8 suggesting that the volume swell of self-sealing 
materials may be higher in JP-4 as compared to JP-8 despite the fact that the two fuels may have 
the same aromatic content on a volume basis. This is significant in that most of the present 
experience-base with self-sealing fuel tanks is based on earlier work with JP-4 and the 
performance of some alternative fuels may appear to be inferior while in fact they may compare 
well with the current JP-8 fuels. The results of this study showed that the volume swell of the 
self-sealing material used in this study gradually increased with the aromatic content of the test 
fuel. Furthermore, the volume swell of this material in the JP-4 used in this study is higher than 
that observed for the JP-8 with a similar level of aromatics. This suggests that the volume swell 
of JP-8 in general may be lower than what has been historically observed for JP-4. Furthermore, 
this study showed a weak dependence on the aromatic content and that this dependence may be 
linked to the lower molar volume of the aromatic molecules, which in turn allows them to 
penetrate the self-sealing material faster than the larger alkane molecules found in jet fuel. 
However, this effect was quite small, indicating that the use of alternative fuels should have a 
limited impact on the performance of self-sealing materials. 

3.5.4 Evaluating the Influence of Alternative Fuels on the Performance of Static O-ring 
Seals 

A significant concern related to the widespread use of alternative jet turbine fuels is that the low 
aromatic content typical of these fuels could cause O-ring seals to shrink and fail. To moderate 
this effect, alternative fuels must be blended with conventional fuels at levels of no more than 
50% and with a final aromatic content of at least 8%. A growing body of operational experience 
has demonstrated that this practice is effective and fuel leaks have not been observed. However, 
there is a lack of engineering data on safety factors associated with the current practice. In this 
study a large scale test rig was used to evaluate the influence of alternative fuels on the 
performance of example variable- and fixed-cavity flexible fuel couplings (Graham et al., 
2013c). Briefly, the fixed-cavity fuel couplings proved to be very robust with few fuel leaks 
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being observed despite being subjected to an extreme fuel-switch from a JP-8 with 17.2% to an 
IPK with 0.5% aromatics. Using witness o-rings as a guide, it was estimated that leaks began to 
occur in the nitrile rubber o-rings seals as their compression dropped below approximately 6%. 
This is well beyond the nominal end of service life of static o-ring seals (~12% compression) and 
near the nominal end of service life of dynamic o-ring seals (~6% compression). This suggests 
that the presently specified limit of at least 8% aromatics provides sufficient volume swell to 
ensure the adequate performance of o-ring seals until they approach the end of their normal 
service life (Graham, 2014). 

3.5.5 A Comparison of the Volume Swell of Nitrile Rubber in JP-5, JP-8, and Jet A 

JP-8 is often considered to be identical to Jet A, in a materials compatibility sense, with the 
exception of the JP-8 additives. Jet A has been used as a blending stock for fuels submitted for 
Tier II material compatibility analysis. Given that it is often assumed that the behavior of JP-8 
will be nearly identical to Jet A it was considered valuable to establish the validity of this 
assumption. In the course of studies for the U.S. Air Force and the Boeing Company there was 
an opportunity to compare the volume swell of nitrile rubber in JP-8 and Jet A. Furthermore, data 
was obtained on the volume swell of JP-5 through a separate study for the U.S. Navy. To provide 
a preliminary comparison of the overall volume swell behavior of these three fuels data was 
obtained on a single reference population of a nitrile rubber O-ring material whose plasticizer has 
been extracted. The results of this study showed that the volume swell character of JP-5 is 
essentially identical to JP-8 over the range of composition used here. This is likely a 
consequence of the fact that JP-5 is a narrower distillation cut than JP-8 so that the loss of the 
relatively high swelling lighter fraction is balanced by a reduction in the lower swelling heavy 
fraction. In contrast, there is a small offset of approximately 1.4% between the JP-8 and Jet A 
and small difference in slope. This is likely a consequence of the absence of the fuel additive 
DiEGME in the Jet A. Specifically, it has been previously shown that DiEGME typically 
contributes approximately 0.5%-1.0% to the volume swell of elastomers in JP-8. Furthermore, 
the solubility of DiEGME in these elastomers tends to decrease as the aromatic concentration 
increases. This results from the fuel becoming an increasingly favorable solvent for DiEGME as 
the aromatic concentration in the fuel increases. Overall, these results show that the volume swell 
character of JP-5 is essentially identical to JP-8, while the volume swell character of Jet A is 
slightly lower. The difference between JP-8 and Jet A is unlikely to have serious consequences 
for the performance of O-ring seals, but it is important to recognize this difference when 
comparing the volume swell of elastomers aged in Jet A against reference populations aged in 
JP-8. 

3.5.6 The Influence of Fuel Composition on the Physical Properties of Polymeric 
Materials 

In the absence of chemical reactions, the effects of fuel composition on the physical properties of 
fuel system polymers have a common root in how the absorbed fuel molecules influence the 
interactions between adjacent polymer chains. Since the changes that occur in the physical 
properties of fuel system polymers have a common root, they should be related to each other. For 
example, as a polymer absorbs fuel its volume increases, modulus decreases, glass transition 
temperature decreases, elongation increases, etc. Since the changes in physical properties are 
related, they should change proportionally to each other, meaning that if the objective is to show 
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that the physical properties of fuel system polymers lie within their normal range of behavior 
when exposed to an alternative fuel, it is not necessary to measure all of the relevant physical 
properties, but only one representative physical property. Volume swell is a particularly 
attractive physical property as it is easy to measure and reflects the overall exchange of 
components between the material and fuel. In this study the volume swell of nitrile rubber was 
measured in 12 JP-8 fuels with 10.9% to 23.6% aromatics and an SPK with 0% aromatics 
(Graham and Minus, 2013). It was demonstrated that changes in volume swell correlated with 
changes in modulus and the glass transition temperature, illustrating that fuels that exhibit 
volume swell within the normal range would also exhibit modulus and glass transition 
temperatures that are within the normal range, and that volume swell could be used as a 
relatively simple screening tool for assessing the material compatibility of alternative fuels. 

3.5.7 The Influence of the Molecular Structure of Paraffins on the Volume Swell of Nitrile 
Rubber 

It has been noted that the volume swell of nitrile rubber soaked in aromatic-free fuels such as 
SPKs tend to be less than the value predicted by extrapolating the volume swell measured in JP-8 
to 0% aromatics. This behavior tends to reduce the volume swell character of fuel blends made 
with these SPKs making it more difficult to prepare fuel blends that exhibit seal swell character 
that is comparable to a low aromatic JP-8. Consequently, the objective of this study is to 
investigate the influence of the molecular structure of paraffins on the volume swell of fuel 
system polymers using nitrile rubber as a model system. Briefly, it was found that the solubility 
and volume swell of cycloparaffins was higher than that of a comparable linear or branched 
alkane. It was also found that the solubility and volume swell of cycloparaffins increased as the 
ring size increased, and decreased as the size of alkyl pendant groups increased. The substitution 
position of alkyl groups on the ring did not have a significant effect. These results are thought to 
be a consequence of the limited conformations of cycloparaffins as compared to linear and 
branched alkanes. This gives the cycloparaffins a slightly more compact structure and a small 
degree of polarity not found in linear and branched alkanes. This gives cycloparaffins a seal 
swell character that is intermediate between linear and branched alkanes and aromatics. It is the 
absence of cycloparaffins from alternative fuels such as SPKs that gives than a volume swell 
character that is lower than expected based on extrapolating the volume swell of JP-8 to 0% 
aromatics. The volume swell character of cycloparaffins suggests that it should be possible to 
formulate a fuel that is low in aromatics and high in cycloparaffins that exhibits acceptable seal 
swell character (Graham et al., 2013b). 

3.5.8 Material Compatibility of Alternative JP-5 and F-76 Fuels 

A statistical approach to assessing the basic material compatibility of alternative JP-5 and F-76 
fuels was demonstrated by comparing the volume swell of candidate HRJ-5 and HRD-76 fuels 
with a range of conventional fuels (Graham, 2012). The HRJ-5 fuels exhibits volume swell 
character towards nitrile rubber O-rings and common sealants were significantly below the 
normal range for the reference fuels indicating that the neat fuels are likely to be incompatible 
for use interchangeably with JP-5. However, these fuels may be compatible with fluorosilicone 
and fluorocarbon O-ring materials. It was also found the 50% blends of these HRJ-5 fuels with 
JP-5 may be compatible for use interchangeably with JP-5 and the materials used here, though 
caution is warranted with nitrile rubber and common sealants until operational experience 
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indicates otherwise as the volume swell of these materials was near the lower limit of the normal 
range as measured in the reference fuels. Similarly, it was found that the neat HRD-76 fuels are 
likely to be incompatible for use interchangeably with F-76 and nitrile rubber O-rings and 
common sealants, though these fuels are likely to be compatible with fluorosilicone and 
fluorocarbon O-ring materials. It was also found that 50% blends of these HRD-76 fuels with F-
76 are likely be compatible for use interchangeably with F-76 and the materials used here. It was 
also found that JP-5 is likely to be compatible for use interchangeably with F-76 and the 
materials used here. Analysis of the fuel absorbed by the test materials show that the HRJ-5 fuels 
were challenged by a lack of any swelling promoters including cycloparaffins. Furthermore, the 
molecular weight of these fuels is skewed heavy, further reducing their volume swell character. 
The HRD-76 fuels also lacked any significant swelling promoters. However, the HRD-76 fuels 
were lighter than the reference F-76s, giving them seal swell character that was higher than the 
expected value for an F-76 with 0% aromatics. This tended to lift the volume swell character of 
the F-76 fuel blends resulting in a more favorable overall volume swell character of the 50% 
HRD-76/F-76 fuel blends. 

3.6 Modeling and Simulation 

3.6.1 Experimental and Modeling Studies of Heat Transfer, Fluid Dynamics, and 
Autoxidation Chemistry in the Jet Fuel Thermal Oxidation Tester (JFTOT) 

Modern military aircraft use jet fuel as a coolant before it is burned in the combustor. Prior to 
combustion, dissolved O2 and trace heteroatomic species react with the heated fuel to form 
insoluble particles and surface deposits that can impair engine performance. For safe aircraft 
operation, it is important to minimize jet fuel oxidation and resultant surface deposition in 
critical fuel system components. ASTM D3241 “Standard Test Method for Thermal Oxidation 
Stability of Aviation Turbine Fuels,” defines the standard test method for evaluation of the 
thermal oxidation stability of aviation turbine fuels. The JFTOT is a thermal stability test that 
measures the tendency for fuel to form deposits via heated tube discoloration and/or an increased 
pressure drop across an outlet filter. It is used to discriminate between fuels of poor and 
acceptable thermal stability. However, the fluid dynamics, heat transfer characteristics, extent of 
oxidation and corresponding deposition that occurs in the JFTOT is not fully understood. An 
improved understanding of these JFTOT characteristics should help in the interpretation of 
conventional and alternative fuel thermal stability measurements and provide important 
information for fuel thermal stability specification enhancements and revisions. In this effort, the 
JFTOT was modified to include a bulk outlet thermocouple measurement and a downstream 
oxygen sensor to measure bulk oxygen consumption. Tube deposition profiles were measured 
via ellipsometry. External tube wall temperatures were measured via pyrometry and a 
computational fluid dynamic (CFD) with chemistry simulation was developed. The experimental 
temperature measurements show that the cooling of the outlet bus bar creates a wall hot zone 
near the center of the tube length. A direct relationship was found between the bulk outlet 
temperature and JFTOT set point temperature with the bulk outlet less than the set point 
temperature by 60 to 85 °C. Several fuels were tested at varying set point temperatures with 
complete oxygen consumption observed for all fuels by 320 °C; a wide oxygen consumption 
range from 10 to 85% was measured at a set point temperature of 260 °C. The CFD simulations 
demonstrated the importance of complex, three-dimensional fluid flows on the heat transfer, 
oxygen consumption, and deposition. These three-dimensional simulations showed considerable 
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flow recirculation due to buoyancy effects which resulted in complex fuel residence time 
behavior. An optimized chemical kinetic model of autoxidation with a global deposition 
submechanism was able to reproduce the observed oxidation and deposition characteristics of the 
JFTOT. Simulations of deposition were of the right order of magnitude and matched the deposit 
profile of comparable experimental ellipsometric deposition data. This improved CFD with 
chemistry simulation provides the ability to predict the location and quantity of oxygen 
consumption and deposition over a wide range of temperatures and conditions relevant to jet fuel 
system operation (Sander et al., 2015). 

3.6.2 Modeling and Simulation Studies Supporting the Air Force Jet A Conversion 
Program 

With recent increases in jet fuel prices, there is potential for significant cost savings for the Air 
Force if Jet A can be used instead of JP-8 for aircraft operating in and departing from the 
CONUS. As a consequence, the Air Force Jet A Conversion Program was implemented to 
convert from JP-8 to Jet A in CONUS. One important issue was the difference in specification 
freeze point between JP-8 and Jet A. Jet A has a maximum specification freeze point of -40 °C 
while the maximum specification freeze point of JP-8 is -47 °C. Although an aircraft may not 
require a fuel with a freeze point of - 47 °C to avoid in-flight fuel freezing, the Air Force had 
been using JP-8 as the primary fuel for nearly all aircraft and Jet A as an approved alternate fuel 
for many aircraft. In order to support the Jet A Conversion Program, modeling and simulation 
studies were performed to determine the operational impact of Jet A specification fuel on B-52, 
KC-135, B-1, and F-15 aircraft and to determine relevant fuel temperatures for challenging 
missions. A second goal was to determine the impact of Jet A specification fuel on LC-130, 
C-5M, and CV-22 operations and to also determine relevant fuel temperatures for challenging 
missions associated with these aircraft. It was assumed that the aircraft would either be operating 
in, or departing from, CONUS bases. 

Numerical simulations of aircraft fuel temperatures for a given mission used upper atmosphere 
weather data to include the effects of cooling at altitude. In addition, ground weather 
temperatures were used to establish the initial fuel temperature in the simulations. Statistical 
models were used to generate upper atmosphere and ground weather information. The Air Force 
Fuel Temperature Prediction Program (Boeing, 2005) that was previously developed by Boeing 
was used to calculate fuel temperatures for an aircraft flying along a specified flight path. 
Computational fluid dynamics simulations of the flow and temperatures in a B-52 tank together 
with fuel temperature measurements there provided additional validation of the Air Force Fuel 
Temperature Prediction Program. With regard to the KC-135, F-15, B-1, LC-130, and CV-22, 
the use of Jet A was found to not have a significant operational impact. In addition, this study 
found that the B-52 flight manual cold weather procedure was conservatively adequate for the 
missions provided in avoiding fuel freezing potential. However, use of the actual, measured Jet 
A freeze point was recommended for the B-52 in northern regions. The greater speed of the C-
5M offered by improved engines did not provide sufficient ram air heating to offset the lower 
static air temperatures at high altitudes under challenging cold weather conditions (Briones et al., 
2014). 
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3.6.3 Modeling and Simulation Studies Supporting the Navy Jet A Conversion Program 

The Navy has been using JP-8 as its primary fuel at a majority of CONUS Naval Air Stations. 
There is potential for substantial cost savings for the Navy if Jet A can be used instead of JP-8 
for aircraft operating in and departing from CONUS. Jet A has a specification freeze point that 
is 7 oC higher than that of JP-8. UDRI performed a modeling and simulation study to determine 
the potential operational impacts of using Jet A for flights under challenging, cold weather 
environments for the EA-6B, MV-22, and P-3 flight vehicles. Another goal was to determine 
relevant fuel temperatures for challenging missions. It was found that the use of Jet A would not 
have a significant operational impact on the platforms examined. In addition, the missions 
studied could avert Jet A freeze potential by monitoring the total air temperature (TAT) and 
avoiding situations where the TAT approaches the specification freeze point of Jet A (Chiasson 
and Ervin, 2014). 

3.6.4 Hypersonic Modeling Summary 

The internal component temperatures of a hypersonic vehicle concept were investigated. A 
notional hypersonic vehicle outer mold line and approximate internal component locations were 
provided by the customer. Boundary layer recovery temperatures and convection coefficients 
were also provided. A conduction/convection model was generated in ANSYS FLUENT to study 
the transient response of internal component temperatures for the duration of the mission profile. 
Also, 1-D spatial simulations were performed based on transient heat equations with simple one-
step time marching. Both modeling techniques were able to provide component lifetime 
estimates based on historical knowledge of the operating environment. 

3.6.5 Bluff-body Stabilized Turbulent Premixed Flames 

Afterburners are used to meet requirements for rapid increase in thrust for take-off and climb. 
This additional thrust producing device provides the demanded extra thrust for these aircraft 
operations for short durations without significant penalties in weight and engine complexity. 
However, the specific fuel consumption, noise, and static and dynamic instability during 
augmentation is substantially higher than that achieved during non-augmented operation. 
Therefore, it is important to study flame stabilization and lean blowout past flameholders in 
order to address dynamic and static instability, respectively. We performed a numerical 
campaign (Briones et al., 2011a) to shed light on the blowout for bluff body stabilized turbulent 
premixed flames. Our analyses demonstrated that flow past the flameholder leads to a symmetric 
shear layer containing a turbulent flame (exhibiting a concave shape at the wake). This flame is 
attached to the trailing edges of the flameholder. This region exhibits the greatest turbulent flame 
speed, and thermal expansion increases the flow velocity downstream of the concave-like flame 
region. Baroclinic torque is the largest source of vorticity. Nevertheless, thermal expansion can 
act either as a source or a sink. A reducing equivalence ratio forces the flame to propagate 
downstream, where von Kármán vortices extinguish the flame. The baroclinic torque and 
prevailing Strouhal number are reduced, while drag increases and stretching becomes the major 
source of vorticity. At sufficiently low equivalence ratio the flame blows out globally and the 
wake further shrinks. Stretching is the only contributor to vorticity near the wake after blowout 
(Briones et al., 2011b). Finally, a trade-off between static and dynamic stability is evident during 
the blowout process (Briones and Sekar, 2012). 
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3.6.6 Trapped Vortex Cavity (TVC) Ultra Compact Combustor (UCC)  

Conflicting challenges of improving gas turbine engine performance, increasing durability, 
reducing engine weight, and lowering emissions, while maintaining cost, need to be overcome 
for developing advanced combustor technologies. The ultra-compact combustor (UCC) attains 
significant length reduction by incorporating high pressure turbine inlet guide vane (IGV) 
components into the domain of the combustor as well as using a trapped-vortex cavity (TVC) 
recessed from the core flow to help stabilize the flow. Reducing the combustor length results in 
engine weight reductions that improve engine thrust-to-weight ratio. Moreover, the systems level 
approach of a UCC has the potential for significant total pressure loss reduction between the 
compressor exit and the turbine rotor inlet. Due to the importance of the TVC-UCC, numerical 
simulations were performed. The results (Briones et al., 2015c) indicated that the effect of 
combustion on the flow field is to diminish mainstream flow entrainment into the TVC cavity 
while distorting the single dominating recirculation flow obtained under non-reacting conditions. 
Flow spillage from the TVC appears to penetrate deeper into the mainstream flow under reacting 
flow conditions. Thermal gas expansion spreads more flow in the spanwise direction than for the 
non-reacting flow condition. Multiple partially premixed turbulent flames are present in this 
combustor within thickened-wrinkled flamelets and thickened flames regimes. The effect of flow 
injection site on the cavities was also addressed (Briones et al., 2010a). The effect of adding 
protuberances at the trailing edge of the TVC and IGV designs (Briones et al., 2011c; Briones et 
al., 2010b) were also explored. 

3.6.7 High-g Cavity (HGC) Ultra Compact Combustor (UCC) 

The HGC and TVC differ primarily in the manner in which fuel and air are injected in the 
recessed cavity. In the HGC-UCC, air is injected inwards along the outer wall of the recessed 
cavity at an angle to the tangent of the cavity outer wall surface, leading to a bulk circumferential 
flow within the cavity. This bulk swirl in the cavity generates a high centrifugal force that acts as 
a buoyant-like force on the flame. Therefore, the effect of centrifugal force on flame propagation 
velocity of turbulent premixed flames was numerically examined in a constant volume setup 
(Briones et al., 2015a). It was found that the flame propagation velocity increases with 
centrifugal force. It reaches a maximum, then falls off rapidly with further increases in 
centrifugal force. However, the centrifugal force does not substantially increase the turbulent 
flame speed as suggested by previous experimental investigations. Thus, the flame propagates 
faster due to the action of Rayleigh-Taylor instability and thermal expansion, which increase the 
pressure inside the test case. The effect of circumferential cavity (CC) air injection angle and 
CC-to-main stream flow rate were also studied (Briones et al., 2015b). The potential centrifugal 
force achieved under real combustor operation in an engine would be no more than 2000 g’s with 
the smallest jet angle and largest CC-to mass flow ratio. The numerical results did not suggest 
that the turbulent flame speed increases with centrifugal force, which is consistent with the 
former study.  

3.6.8 Effusion Cooling Modeling 

Modern gas turbine combustors operate at fuel lean conditions in order to reduce 
environmentally harmful emissions. Consequently, a large amount of air is used for the fuel 
injection system, reducing the availability of the coolant air for the combustor dome and liner 
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cooling. This still represents a substantial amount of the combustor total air. Therefore, high-
fidelity analyses of combustor performance must consider effusion cooling. Practical effusion 
cooling models are nearly non-existent in the community. Thus, a novel parallelized, automated, 
and predictive imprint cooling model (PAPRICO) was developed for modeling of combustor 
liners using Reynolds-averaged Navier-Stokes (RANS) (Briones et al., 2016). The methodology 
involves removing the film and effusion cooling jet geometry from the liner while retaining the 
cooling hole imprints on the liner. The PAPRICO can operate under two modalities, viz., two-
sided and one-sided. For the two-sided PAPRICO model, the imprints are kept on the plenum 
and combustor sides of the liner. For the one-sided PAPRICO model, the imprints are retained 
only on the combustor side of the liner and there is no need for a plenum. The PAPRICO model 
neither needs a priori knowledge of the cooling flow rates through various combustor liner 
regions nor specific mesh partitioning. The imprint mass flow rate, momentum, enthalpy, 
turbulent kinetic energy, and eddy dissipation rate are included in the governing equations as 
volumetric source terms in cells adjacent to the liner on the combustor side. Additionally, the 
two-sided PAPRICO model includes corresponding volumetric sinks in cells adjacent to the liner 
on the plenum side. A referee combustor liner was simulated using PAPRICO under non-
reacting flow conditions. The PAPRICO results were compared against predictions of non-
reacting flow results of a resolved liner geometry, against a combustor liner with prescribed mass 
and enthalpy source terms (simplified liner) and against measurements. The investigation 
concluded that PAPRICO can qualitatively and quantitatively emulate the local turbulent flow 
field with a reduced mesh size. The simplified liner fails to emulate the local turbulent flow field. 

3.6.9 National Jet Fuel Combustion Program (NJFCP) Referee Combustor 

The NJFCP is pursuing numerical techniques and high fidelity physical models that can account 
for blowout sensitivity to fuel properties. Several simulations were performed and the outcomes 
of these non-reacting flow simulations were in agreement with the measurements in terms of 
mass flow splits. Several reacting flow simulations using RANS/FGM/PAPRICO models were 
performed on the referee combustor. The numerical simulations were compared against 
measurements, which include mass flow rate splits through various combustor regions, tunable 
diode laser absorption spectroscopy (TDLAS) temperature, and thermocouple temperature on the 
combustor liner. This comparison in terms of mass flow splits is acceptable for both the mesh 
resolved regions and the model cooling jet regions (i.e., dome, forward liner, middle liner, 
downstream liner, aft liner, and side liner cooling flows). Discrepancies are most importantly due 
to (1) nonlinearity of the flow field solution (total flow rate through combustor is not equal to the 
sum of individually measured flow rates through combustor regions), and (2) the lack of viscous 
losses through cooling jets in PAPRICO. Simulations generally overpredicted the pressure drops, 
which might be due to RANS and its associated (two-dimensional) wall functions ineffectiveness 
in predicting viscous boundary layer and flow separation. The predicted line-averaged density-
averaged temperature marginally underpredicts the time-averaged TDLAS measured 
temperature. Plausible explanations are the following: (1) Steady RANS lacks fluctuating scalars 
for converting Favre-average to time-averaged quantities; (2) the TDLAS weighted absorption 
spectrum is not linear; and (3) the spray model is over-simplified.  
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3.6.10 Turbulent Flow, Heat Transfer Deterioration, and Thermal Oxidation of Jet Fuel 

As part of an active cooling system, heat is rejected to flowing fuel under conditions of high 
surface temperatures and large heat fluxes relative to those found in conventional gas turbine 
engines. Computational fluid dynamics simulations can be used to simulate the flow, heat 
transfer, and fuel chemistry within fuel system cooling passageways. The standard k-ε turbulence 
model with the standard wall function, renormalization group k-ε model with an enhanced wall 
function, and the shear stress transport k-ω model were evaluated for their ability to represent 
turbulent fuel flow and heat transfer under high heat flux and flow rate conditions. The 
renormalization group k-ε model with an enhanced wall function provided the greatest fidelity in 
representation of turbulent thermal and flow behavior studied in heated tube experiments 
conducted at supercritical pressure. Moreover, the renormalization group k-ε model with an 
enhanced wall function allowed reasonable simulation of heat transfer deterioration, which was 
more likely for flow conditions involving a large heat flux with low mass flux rate. As the fuel 
was heated from the liquid to the supercritical phase, the viscosity temperature dependence was 
the primary transport property leading to heat transfer deterioration. A pseudo detailed chemical 
kinetic mechanism was used to study the effect of high heat flux and flow rate on dissolved O2 
consumption together with a global submechanism for the simulation of thermal-oxidative 
surface deposition. The deposition submechanism developed previously for low heat flux 
conditions provided reasonable agreement between normalized, measured, and simulated deposit 
profiles (Jiang et al., 2013). 

3.6.11 Effects of Flow Passage Expansion or Contraction on Jet Fuel Surface Deposition 

The vast majority of previous flow studies of jet fuel autoxidative deposition have been 
performed using straight cylindrical tubing of a constant diameter despite the fact that real 
aircraft fuel systems and nozzles contain complex flow passageways. As a result, the role of this 
complex flow environment and the resulting changes in heat transfer and flow on fuel 
oxidation/deposition chemistry are poorly understood. In the current work, experiments and 
computational fluid dynamics (CFD) modeling were performed for jet fuel flowing through 
heated tubes that have either a sudden expansion or contraction to study the effect of flow path 
changes on fuel oxidation and deposition. The experiments were conducted under isothermal 
wall (205 ºC), laminar flow conditions with monitoring of the outlet dissolved O2 and post-test 
measurement of the surface carbon profile. The fuel flow rate was varied to study the role of 
residence time and oxidation extent on deposition near the geometry change. The CFD model 
includes a chemical kinetic mechanism, which was used to simulate the autoxidative deposition 
chemistry. With an expansion, the peak deposit occurs in the wide secondary tube. The CFD 
simulations show increased deposition caused by a recirculation zone after the flow expansion. 
For the contraction, increased deposition occurs at the beginning of the narrow secondary tube 
(Jiang et al., 2012). 
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3.7 Technology Integration and Demonstration for Thermal Management and Fuel 
System Operability, Supportability, and Maintainability 

3.7.1 Thermal Management-Phase Change Heat Transfer Studies 

Although complex, phase change heat transfer has many thermal management applications and 
will likely be important for thermal management systems onboard future advanced aircraft. The 
goal of our thermal management research was to further the fundamental understanding of heat 
and mass transfer during liquid/vapor phase change and the key physical mechanisms that limit 
thermal transport across solid/liquid/vapor interfaces. The research was conducted in two stages. 
The first stage concerned the study of evaporating microdroplets, and the second focused on 
evaporating thin liquid films. 

In the first stage, evaporating microdroplets on a variety of surfaces were studied. Since the 
relatively small diameter of a microdroplet (diameter in the range 70-100 microns) captures 
effects such as curvature but also minimizes the effect of bulk fluid motion, microdroplets were 
selected for study. In addition, the small size tends to reduce the computational effort required to 
simulate the fluid mechanics within the drop and surrounding air. Moreover, this size range of 
droplets had not yet been extensively studied by previous researchers. In this work, it was found 
that for evaporation (phase change occurring at the liquid/vapor interface) the thermal resistance 
is dominated by the liquid/vapor interface and solid surface nano-features would not significantly 
improve the heat transfer rate. Significant progress was made developing reduced order models 
of the dynamic drop profile during impingement. In addition, it was found that the high 
resolution numerical models gave better agreement with experiment when droplet depinning was 
included. The largest drawback was the uncertainty of the independent variables that determine 
the accommodation coefficient used in the model of evaporation from the free liquid surface 
(Briones et al., 2010b; Briones et al., 2012; Putnam et al., 2012). 

The physical behavior of evaporating thin liquid films of normal alkanes on silicon wafer 
substrates was studied in the second stage of this research. The laboratory effort involved the 
creation of a cell in which a reproducible thin film of either n-octane or n-heptane was formed. In 
this context, the thin films ranged from 10-20 nanometers thick in the non-evaporating adsorbed 
film region to several hundred micrometers thick in the intrinsic meniscus region. Measurements, 
both static and transient, were independently performed using both white light reflectometry 
(Hanchak et al., 2013) and also a Shack-Hartmann wavefront sensor (Hanchak et al., 2016a). The 
modeling portion of the thin liquid film research concerned the creation of a numerical model to 
predict the associated heat transfer and evaporation profiles. As the liquid film is very much 
longer than its height, a CFD analysis would have been difficult. Instead, a 1-D lubrication-type 
equation set was developed that included liquid transport, heat transfer from the solid substrate, 
and evaporation physics based on kinetic theory. The simulations, both static (Hanchak et al., 
2014) and transient (Hanchak et al., 2016b), were successful in matching the experimental thin 
film profiles. The simulations were used to gain insight into the characteristics of the thin film 
that are not so easily measured, such as the evaporation mass flux profile and the particular form 
of the intermolecular attraction between the liquid and solid. 
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3.7.2 Emissions Program 

An improved understanding of the complex relationships between fuel chemical and physical 
properties and the corresponding combustion performance is critical to optimizing fuel 
formulations and identifying acceptable operating regimes. Fuel properties can impact engine 
design and operation, and affect the corresponding exhaust emissions produced during 
combustion. Historically, aviation fuel properties have been relatively consistent, with a small 
variance depending on crude type and refining process used. However, it is expected that the 
variability of properties for future aviation fuels will increase due to the potential increase in use 
of non-conventional crude sources (e.g., tar/oil sands, heavy or sour crude) and development of 
alternative (e.g., bio- or synthetically derived) fuels. Understanding the impact of fuel properties 
and combustion conditions on the corresponding gaseous and particulate matter (PM) emissions 
is an important need to ascertain combustion performance and potential environmental impact. 
The PM emissions of interest include both the total mass and aerosol characteristics (particle 
number density and distribution). Regulations for aircraft engines currently exist for trace 
gaseous emissions and total soot emissions (e.g., smoke number); however, the Environmental 
Protection Agency (EPA) has recently announced an “endangerment finding” that emissions 
from certain types of plane engines contribute to pollution that results in climate change and 
creates health risks. This notice may result in future regulatory limits for aircraft emissions. 
Therefore, an improved understanding of the effect of fuel properties on the resulting emissions 
characteristics is needed to identify favorable fuel compositional properties. 

UDRI continued to collaborate with AFRL Fuels and Energy Branch to perform work related to 
the sampling, measurement and quantitation of gaseous and PM emissions from research 
combustors and turbine engines. Characterization of PM emissions is difficult as there is no 
existing standard methodology for extractive sampling and quantitation. We used and enhanced 
the capabilities of the Turbine Engine Research Transportable Emissions Laboratory (TERTEL) 
to study the effects of fuel properties on the corresponding emissions characteristics. The 
TERTEL was used for many in-house studies performed utilizing the Elevated Pressure 
Combustor (EPC) Facility and T63 Turboshaft Engine Facility at WPAFB, and several in-field 
measurement campaigns. One specific in-field campaign was the Alternative Aviation Fuel 
Experiment (AAFEX)-II study, a NASA-led campaign to characterize the emissions from 
CFM56 engines of a NASA DC-8 aircraft at Palmdale, CA operated with Hydrotreated 
Renewable Jet (HRJ) and Fischer-Tropsch derived fuels. The quality of the effort was recognized 
by receipt of 2012 NASA Group Achievement Award. The fuels used for these various studies 
ranged from 2-component surrogate mixtures to broad-distilling petroleum- and alternative-
derived fuels (Corporan et al., 2011a; Corporan et al., 2011b; Klingshirn et al., 2012; Corporan et 
al., 2012; Cain et al., 2013; Corporan et al., 2013a; Corporan et al., 2015a; Corporan et al., 
2015b). The data obtained in these efforts have been used to improve the understanding of fuel 
property to performance relationships and to support the development of computational 
modeling tools. The latter include efforts being performed under SERDP sponsored programs 
and the FAA sponsored National Jet Fuel Combustion Program (NJFCP).  

UDRI investigated various methodologies for sampling and conditioning combustor and turbine 
engine exhaust for improved quantitation of PM emissions. We performed studies to evaluate 
various downstream dilution techniques (as opposed to probe-tip dilution) for sampling PM 
emissions (Corporan et al., 2011b; Corporan et al., 2013b). Under a SERDP funded program, we 
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designed and constructed a Dilution Chamber (DC) to condition engine exhaust to simulate the 
corresponding mixing and dilution as the exhaust moves downstream of the engine exit plane. A 
follow-on Environmental Security Technology Certification Program (ESTCP) program was 
awarded for testing and demonstration of the DC for comparison of emission samples collected 
10-30 meters downstream of the exhaust exit plane. We successfully tested the DC using the T63 
engine facility at RQTF and on-wing of a C-17 aircraft at WPAFB (Corporan et al., 2016). 
Further work will be performed with the DC to determine the overall applicability and potential 
for use in varying applications. We evaluated the impact of sampling conditions on instrument 
measurement efficiency (DeWitt et al., 2012b) We developed and evaluated various analytical 
techniques and methodologies for quantifying trace emissions, including Hazardous Air 
Pollutants and unburned hydrocarbons, and for determining the phase of carbon in soot 
emissions (Anneken et al., 2015; Klingshirn et al., 2016). Quantitation of these trace constituents 
assists with developing correlations between fuel properties and performance. 

3.7.3 Shock Tube Combustion Emissions Studies 

Studies were performed with the UDRI heated shock tube facility to investigate the effect of fuel 
composition on the corresponding ignition and basic combustion performance over a wide range 
of reaction conditions. Studies focused on characterizing the impact of fuel properties on the 
corresponding ignition delay times. A broader goal was to determine if these ignition 
characteristics can correlate to combustor operational parameters such as lean blow out limits. 
Studies were conducted with conventional petroleum-derived fuels, alternatively-derived fuels of 
varying composition, and model compounds. Studies were performed with the fuels fully pre-
vaporized to focus on chemical effects on ignition. Ignition delay times for eight formulated 
fuels including a conventional jet fuel (JP-8), a coal-derived Fisher-Tropsch (FT) from Sasol, a 
biodiesel-like jet fuel, an alcohol-to-jet fuel (GEVO ATJ) and four bio-jet fuels derived from 
corn grain, canola, and soy were measured over a temperature range of 1000 to 1600 K, a 
pressure of 18 atm and equivalence ratio of 0.5. In addition, the following jet fuel surrogate 
compounds were evaluated: n-heptane, n-dodecane, 2,2,4,6,6-pentamethylheptane, 2,6,10-
trimethyl-dodecane, m-xylene and an n-dodecane/m-xylene blend (77%/23% by volume). 
Experimental results at the high temperatures showed an indiscernible difference between the 
ignition delay times for JP-8, FT, biodiesel and the four bio-jets, which were also very similar to 
those of n-heptane, n-dodecane, 2,6,10-trimethyldodecane and the n-dodecane/m-xylene blend 
under the same conditions. However, GEVO ATJ exhibited longer ignition delay times at higher 
pre-ignition temperatures. The ignition delay times of m-xylene were significantly longer under 
identical conditions whereas 2,2,4,6,6-pentamethylheptane exhibited ignition delay times similar 
to GEVO ATJ (Balagurunathan et al., 2011; Flora et al., 2015a).  

Additional hydrocarbon classes were investigated as surrogate components for jet fuels. 
Methylcyclohexane (MCH), a commonly used surrogate to represent the monocycloparaffin 
fraction in jet fuels, was tested over pre-ignition temperatures of 975 to 1800 K, pressures of 2 
and 20 atm, equivalence ratios of 0.5 and 1, and argon concentrations of 93% and 98%. It was 
observed that the equivalence ratio significantly affected the ignition delay time. For the lower 
argon concentration (Ar = 93%) and higher pressure (P = 20 atm), at lower temperatures (T < 
~1150 K) ignition delay times were shorter for rich conditions when compared to leaner 
conditions. An opposite trend was observed at the higher temperatures (T > ~1150 K). In 
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addition, longer ignition delay times were observed at the lower pressure (P = 2 atm) and higher 
argon concentration (Ar = 98%) (Nagulapalli et al., 2012). 

To understand the effect of chain branching on ignition and increase the ignition database for 
branched alkanes, the ignition delay behavior of n-pentane, iso-octane, 2-methylheptane and 
2,2,4,6,6-pentamethylheptane was investigated. Mixtures of fuel/O2/Ar were studied at lean (Φ = 
0.5) and stoichiometric conditions at pre-ignition pressures of 2 (excluding iso-dodecane) and 
16.4 atm over a range of 950 to1580 K for a fixed argon concentration (93%). An impact of 
equivalence ratio was observed at low pressure (all fuels) and at high pressure (2-methylheptane 
only) above approximately 1150 to 1250 K: ignition delay time decreased as Φ decreases. 
Branching effects were clearly seen at low pressure: ignition delay was lengthened by chain 
branching. However, these effects were attenuated at high pressure; ignition delay was 
approximately the same for all four fuels tested, and longer delays were only observed above 
1350 K for branched heptanes (Flora et al., 2015a; Flora et al., 2011). 

Structural upgrades were performed on the shock tube to enhance operating and experimental 
capability. In particular, a novel shock tube driver configuration was implemented allowing the 
variation of dwell time while maintaining the same pre-ignition temperature and pressure, as well 
as achieving longer dwell times for the investigation of low temperature combustion chemistry 
(Flora et al., 2015b). Using the upgraded system, ignition delay times were measured over the 
pre-temperature range 650 to 1100K, at a pressure of ~13 atm at stoichiometric equivalence ratio 
and air-like conditions (Ar = 79%) for five alternative jet fuel surrogates: n-dodecane/n-heptane, 
n-dodecane/iso-octane, n-dodecane/methylcyclohexane, n-dodecane/m-xylene, and n-
dodecane/n-hexadecane. The lower temperature conditions may have more direct applicability to 
ignition/light-off in larger-scale combustors. Experimental results show a negative temperature 
correlation behavior of ignition delay time for all the surrogate mixtures in the pre-ignition 
temperature range of 860 to 740 K. In particular, quantitative differences in ignition delay times 
were observed in this region. The m-xylene surrogate showed the longest ignition delay times, 
and a potential correlation of mid-low temperature ignition delay times with single species DCN 
was also observed. These results are significant in that they demonstrated that chemical 
composition may have a potential impact on combustor light-off and ignition. Future studies will 
be performed to determine if correlations exist between the shock tube results and EPC 
operation. 

3.7.4 Best Practices for Fuel System Contamination Detection and Remediation 

Fuel contamination is a broad term commonly applied to a material that causes a fuel to fail 
Quality Assurance (QA) testing when found in sufficient concentration. The Department of 
Defense, commercial airlines, NATO, ASME and other organizations provide guidance on 
periodic product sampling and testing to ensure that the quality of fuel is not degraded before 
aircraft fueling. Guidance for contamination identification, however, is quite limited. The goal of 
this study was to propose "Best Practice" procedures to perform when fuel contamination is 
suspected. Current published guidance from DOD, USAF, US Army, and US Navy was 
examined to catalog procedures for quality assurance testing and testing results that are 
compatible with fit-for-purpose fuel. The process of identifying a contamination source and the 
extent of contamination was not spelled out in any detail in any existing government 
documentation. Electronic records from the AFTAT (AF Test and Analysis Tool) database were 
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examined for instances of QA test failures. Case studies requested from the Army and Navy fell 
into the same categories as AF failures with no discernable long term trends. Wright-Patterson 
AFB, Jacksonville NAS, Fort Rucker AHB, and Barksdale AFB were visited to view normal 
field sampling operations and document potential areas of emphasis for sampling guidance. 
Taken together, these installations represented multiple fueling sites, various levels of bulk 
storage, helicopter operations, pipeline deliveries, tanker deliveries, fleet refueling, F-24 and JP-
5 fuels. In order to assist laboratory identification of particulate contaminants, a list of all fuel 
wetted components in DOD fuel delivery and storage systems was assembled. Polymeric and 
elemental composition of various fuel handling and pumping hardware was derived from data 
contained in the Air Force Civil Engineer Support Agency (AFCESA) HRJ Fuel Study. A 
generic response plan was proposed using basic crisis management principals along with 
sampling, analysis, and reporting direction to field and laboratory personnel in dealing with 
unknown contaminants. Partial results of this study were presented at various meetings, 
(Vangsness, 2014; Vangsness, 2015a; Vangsness, 2015b; Vangsness, 2015c), while the complete 
report is awaiting public release by DLA Energy (Vangsness, 2015d). 

3.7.5 Electrolyzer Development  

The purpose of this project was to develop a highly efficient electrolyzer. Initially, we had 
proposed to use Nickel Iron (NiFe) nano powder coated electrodes. However, as soon as the 
project was initiated, we found that the material was no longer available. Therefore, we searched 
for alternative materials, such as NiFe metal alloys and electro-plated electrodes. The project was 
initiated with a bench scale 1"x1" single cell electrolyzer to evaluate numerous electrode 
materials described above for their efficiency. The cell design, such as the electrode gap, and 
gasket design, and the selection of gas separation diaphragm and gasket materials were also 
evaluated using the bench scale unit cell. It was found that one type of NiFe alloy, Nickel 36 
(Inver®) was highly efficient at splitting water and generating hydrogen (H2). It was also found 
that a narrow electrode gap design can help to improve the efficiency. After initial evaluation, 
the system was scaled up gradually by increasing the electrode surface area and the number of 
unit cells. We eventually developed a commercial size electrolyzer which had a 2.5 kg/day H2 
generation capacity. The system was further examined for its efficiency and durability. Over a 
70% thermal efficiency was achieved under practical operation (2.5 kg/day H2 generation rate) 
using the high heating value (HHV). Even though the efficiency had been maintained over 70% 
during the week long operation, some gasket deterioration and electrode surface contamination 
was observed. Although we successfully achieved the initial goal by developing the commercial 
scale electrolyzer, further evaluation and improvement are recommended to develop a turnkey 
system. 

3.7.6 Aluminum to Hydrogen 

One method of producing on-demand hydrogen for fuel cells is through the use of aluminum 
which reacts with water under certain conditions to produce hydrogen. This process can be used 
for applications as small as portable handheld devices, on-board generation for vehicles, or as 
large as a hydrogen refueling center. However, the utilization of aluminum for generating on-
demand hydrogen is critically dependent on the control of the rate of hydrogen generation from 
the reaction. Therefore, experiments with micron and nano-sized aluminum powder were 
conducted and the effects of particle size, reagent quantities, temperature and solution 
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concentration on the hydrogen generation rate and total yield were analyzed and quantified to 
determine methods to control the reaction rate. Regression models were developed and yield and 
rate predictions were confirmed. In general, aluminum nanoparticles were found to have poorer 
hydrogen yields, but marginally faster reaction rates as compared to micron particles (Ahmed, 
2010). The efforts were later extended to larger pieces from waste aluminum cans collected from 
recycle bins and the effect of the paint and liner layers in the cans were evaluated. The work 
undertaken served as the basis for subsequent efforts to develop and build a full-scale waste 
aluminum to hydrogen system for demonstration. 

3.7.7 SERDP Team Effort 

The cooperative agreement FA8650-10-2-2934 covered two Strategic Environmental Research 
and Development Programs (SERDP): WP-1577 (partially) and WP-2145 (fully).  

The primary objective of WP-1577 was to aid the DoD in meeting current and future National 
Ambient Air Quality Standards (NAAQS) PM2.5 regulations by establishing the fundamental 
science base needed to develop and validate accurate soot models for realistic fuels. This 
program focused on understanding the fundamental effects of fuel chemistry and pressure on 
soot production and burnout, and on evaluating soot models as well as combustion chemistry 
mechanisms needed for accurate soot predictions. 

The approach involved strongly coupled, mutually supportive experimental and simulation 
efforts conducted in concert with other members of the SERDP Soot Science Team. The 
approach included a series of well-controlled laboratory experiments that methodically 
progressed in complexity in a way that supports a systematic analysis and interpretation of 
results. State-of-the-art soot models and detailed chemical mechanisms for hydrocarbon fuels 
have been integrated into a unique simulation code called UNICORN. The results and 
accomplishments include establishing a database for soot emissions in shock tube, co-flow 
diffusion flames, opposed jet flames, centerbody flames, and swirl stabilized flames. Fuels 
investigated included: ethylene, m-xylene, dodecane, and a surrogate JP-8, developed in 
collaboration with the SERDP Soot Science Team. Detailed chemical kinetics models for 
ethylene and the JP-8 surrogate fuels with PAH chemistry up to pyrene were also developed in 
conjunction with the SERDP Soot Science Team. UNICORN simulations were used to interpret 
experimental results and evaluate the detailed soot and combustion chemistry models in the 
different experiments. A Sooting NETwork of Perfectly Stirred Reactors (SNETPSR) model for 
estimating the emissions of actual combustors was further developed in this program. The model 
incorporates the detailed chemical model for the JP-8 surrogate, which can also simulate 
paraffinic alternative fuels. This model can be used as a design tool for developing low-sooting 
gas turbine combustors. This program advanced the ability to develop and evaluate models for 
predicting soot emissions from gas turbine combustors through the creation of a validation 
database for a surrogate JP-8 and alternative fuels, and through the creation and validation of 
chemical kinetic models for the surrogate fuels. 

The objectives of WP-2145 were to: (1) establish the scientific base needed to develop accurate 
models for PM, CO, NOx, total UHC and individual HAPs emissions from military gas turbine 
engines burning alternative fuels and (2) establish a science-based methodology for selecting 
practical alternative fuels that minimize emissions. Similar to WP-1577, the research approach 
involved mutually supportive, tightly-coupled experimental and computational efforts. A series 
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of well-controlled laboratory experiments were designed and conducted that systematically 
progress in complexity in a way that permits collective analysis of the data to develop a 
fundamental understanding of the production of emissions from burning alternative fuels under a 
wide range of conditions. Experimental facilities being used in the program included: a well-
stirred reactor in which chemical kinetics are the controlling process; shock tube experiments 
focusing on kinetics at realistic pressures; premixed and non-premixed co-flow flame 
experiments with dependence on kinetics and molecular diffusion at variable pressure; and two 
combustor test rigs - a model combustor at Penn State and the Referee Combustor at WPAFB, 
which included the composite effects of all the processes occurring in a gas turbine combustor 
operated at pressure including spray atomization, vaporization, diffusion, turbulent mixing, 
stretch, kinetics, and turbulent/chemistry interactions. In parallel to the experimental efforts, 
computations were performed for each of the experiments, except the Referee Combustor and the 
T-63 engine. The well-stirred reactor and shock-tube are modeled using the commercial 
CHEMKIN/SHOCKIN software package whereas UNICORN was used to simulate the co-flow 
flames and the model combustor at Penn State. To achieve the objective of evaluating and 
developing accurate models for predicting emissions from alternative fuels, a set of alternative 
fuels with known chemical kinetics is required. A set of test fuels comprised of pure 
components, for which chemical kinetic mechanisms exist, was used to cover a range of 
compositions expected in future alternative fuels. The compounds selected to represent each of 
the major classes of alkanes present in alternative fuels were: n-heptane, iso-octane, and methyl-
cyclohexane, and fuel aromatics was represented by m-xylene. A m-xylene/n-dodecane mix 
served as a simple surrogate for jet fuel and the combustion studies provided direct experimental 
evidence of the effects of changing jet fuel composition on emissions.  

The findings from the experimental and modeling work conducted in this program support the 
following statements when comparing the binary mixtures of paraffinic compounds 
representative of alternate fuels to the m-xylene fuel, which is a surrogate for JP-8: 

• Effects on NOx, CO and total hydrocarbons were small, generally 10% or less. 

• Effect on PM emissions was substantial, with reductions in PM emissions by one order of 
magnitude. 

• Low molecular weight components of UHC emissions were not strongly affected. 

• Some high molecular weight UHC species increased in concentration depending on the 
fuel composition, e.g., benzene emissions were higher for the m-xylene fuel and the 
methyl-cyclohexane fuel. 

• Unique UHC species were present for some of the fuels, e.g., iso-butene for the iso-
octane fuel and toluene for the m-xylene fuel. 

In addition to these specific findings on alternative fuel effects, the program led to three major 
insights that advance the state of the art understanding of engine emissions: 

• The experimental work in the T-63 engine and the Referee Combustor demonstrated that 
substantial fractions (30 to 50%) of the UHC emissions can be traced to unreacted fuel. 
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This finding means that the composition of any fuel directly affects the UHC emissions, 
including emissions of HAPs that are present in the fuel. 

• The experimental and modeling studies conducted to understand the linear behavior in 
UHC emissions at low power led to the important new insight that UHC emissions form 
in a gas turbine combustor when reacting premixed fuel-air mixtures are quenched. Thus, 
the emissions are not determined by reaction kinetics alone, but rather by coupling of 
chemical kinetics, fluid mechanics, and flame extinction processes. Furthermore, multiple 
quenching mechanisms can lead to UHC emissions including mixing to very lean fuel-air 
ratios, quenching due to flame propagation into regions of low fuel-air ratio, and flame 
stretch. Accurate modeling of the emissions from a gas turbine combustor will require 
that each of the multiple quenching mechanisms be modelled accurately. The current 
program included modeling and simulations of quenching via mixing. 

• The experimental and modeling work related to chemical effects on PAH and soot 
formation led to substantial progress toward resolving the longstanding issue within the 
combustion community related to modeling the effect of aromatic species on soot 
concentration and the spatial distribution of soot. Enhanced PAH reactions in the 
chemical kinetic mechanism and improvements in the soot model to track particle size 
distribution led to substantially improved ability to predict soot concentrations and 
distributions in all of the co-flow flames. 

In addition to these fundamental insights the program also made the following important 
fundamental contributions: 

• The kinetic model with detailed PAH chemistry that was developed in this program is a 
major contribution from this work because it was a critical element in the advancement of 
the soot modeling capability. Development of this model was not a part of the original 
program design, but became necessary when kinetic model development within the 
combustion community did not evolve as quickly as anticipated. In addition, the 
modeling studies have demonstrated that this mechanism captures many key trends in 
gas-phase emissions from gas-turbine engines.  

• The data base from the various experiments made using the same set of test fuels is a 
unique resource for researchers who are simulating gas turbine combustion because of the 
breadth of chemical and physical processes encompassed across the experimental devices 
and because of the wide range of experimental conditions used. 

The key findings and contributions from this program have substantially extended the 
fundamental knowledge required to evaluate a science-based methodology for selecting 
alternative fuels based on their emissions characteristics (Roquemore et al., 2012).  

3.8 Subcontracted Programs 
UDRI employed substantial subcontracting efforts when a particular expertise was needed to 
augment research programs. The decision to retain subcontractors was made in consultation with 
the AFRL project leadership. Below are briefly summarized the primary subcontracting tasks 
employed during the cooperative agreement period. Additional technical information on these 
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efforts are included in technical reports and publications listed in the list of publications 
(Appendix BB). 

Aerodyne Research Inc. – A primary goal of this work was to establish a science base that can be 
used to develop gas turbine combustion models for alternate fuels that can accurately predict 
emissions. Another goal was to establish a science base methodology for selecting practical 
alternative fuels that minimize emissions. The subcontractor provided support for the 
development of a science base for hydrocarbon (HC) emissions from aircraft engines using 
alternative fuels. This support consisted of consultation and advice for planning alternate fuel 
experiments, making measurements of HC species in different burners used in the program, 
interpreting results, and providing ideas for a general methodology for estimating emissions from 
alternative fuels. 

Battelle Memorial Institute – Battelle was tasked with the design and operation of the Aerospace 
Advanced Fuel Research Facility at AFRL. The upgrading unit was designed to convert feed 
wax (or other alkane hydrocarbons) to fuel, hydrotreat seed and plant oils as well as 
hydrogenating oxygenated bio-oils produced by a variety of other processes. The actual jet fuel 
fraction was separated and collected in a product recovery unit based on naphtha fractionation 
followed by vacuum distillation of the jet-fuel fraction. Larger molecules were recycled to the 
front end of the process for further conversion.  

Boeing Company – The goal of this program was to provide technical support for modeling of 
fuel tank temperatures during long-duration flight to support the Jet A CONUS conversion 
program. Boeing developed a program to assist airlines in conducting route planning on long 
range polar flights, where fuel temperatures could approach the freeze point of Jet A. This 
program was modified to accept more general fuel tank and fuel system information. The 
program was used to evaluate the C-17 fuel system and fuel temperature during simulated 
aircraft missions. The C-17 was utilized as a validation airframe for this program and based on 
the successful correlation of the data; other older aircraft in Air Force inventory were modeled 
and successfully analyzed without costly flight testing. The study developed potential fuel 
temperature profiles for the F-15, B-52, B-1, and KC-135 when operating out of CONUS 
airbases utilizing Jet A in support of the aircraft fleet. Boeing Research and Technology 
conducted the collection of this data and support of this study utilizing the expertise of Boeing 
Defense, Space & Security. 

Clemson University – The goal of this program was to develop methodologies for the synthesis 
and characterization of reactive nanomaterials, such as nanoscale aluminum particles and related 
energetic composites. Work was performed in the exploration of new materials and technical 
approaches toward the development of renewable energy sources, such as hydrogen generation-
storage and more effective harvesting of solar energy. This subcontractor was also tasked with 
improving our understanding of the photoexcited state properties of carbon dots as relevant to 
their energy conversion and storage functions, thus to guide the further improvements and 
technological developments. 

Creare Inc. – This program was used to develop novel tools for modeling and analyzing ignition 
in combustion systems. The approach involved breaking up the overall ignition process into three 
sub-processes: (1) the igniter spark process, (2) local ignition, and (3) propagation. All three sub-
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processes are highly complex and deserving of significant investigation. The program focused on 
developing a sub-model for local ignition. 

GE Aviation, Honeywell Aerospace, Rolls-Royce, United Technologies Research Center, and 
Williams International – The primary gas turbine engine manufacturers were enlisted to provide 
support to the steering committee of the FAA’s National Jet Fuel Combustion Program. The 
objective of this program is to reduce the cost of ASTM D4054 qualification of alternative fuels 
for use in gas turbine engines. This objective is to be achieved by developing and demonstrating 
a new streamlined evaluation methodology to assess combustion risks associated with alternative 
fuels, eliminating or reducing the need for component/engine tests, and defining a methodology 
for evaluating fuel effects on combustion. This subcontractors provided the following support to 
the program: 

• Perform program management type tasks including program planning and execution, 
support of steering committee (and any sub-committee) tasks, travel, internal cost 
accounting and contracts administration.  

• Aid in the selection coordination of test fuels, and identifying fuel properties. 
• Establish a streamlined methodology for evaluating test fuels.  
• Aid in the kinetics, surrogates, and model development and validation by University team 

members: including support of planning and execution of basic and advanced combustion 
tests, definition of the tests to be performed and development of procedures, data 
reduction.  

• Aid in atomization test planning and execution and model development. 
• Aid in the development of a vaporization model. 
• Aid in the design, fabrication and testing of a referee single-cup combustion rig; define 

instrumentation and test procedures as necessary to generate combustor operability and 
emissions data for model validation; testing on-site and provide data reduction.  

• Aid in model and tools generation and validation. 
 

Georgia Tech Research Corporation – This program investigated the application of small-scale 
combustors in the generation of syngas (SG) containing large concentrations of hydrogen and 
carbon monoxide (without soot) while burning Jet A in fuel-rich mixtures. The dependence of 
the composition of the generated SG was studied as a function of equivalence ratio, loading and 
temperature of the combustion process, and the configuration/design of the combustor. The 
subcontractor investigated the effect of the addition of SG on Jet A ignition in flowing vitiated 
air-fuel mixtures. The dependence of the ignition process was studied as a function of the 
composition and temperature of the SG, the composition and temperature of the vitiated air-fuel 
mixture, and the momentum ratio and relative orientations of the SG and vitiated air-fuel 
streams. 

Lockheed Martin Aeronautics – The goal of this program was to provide technical support for 
modeling of fuel tank temperatures during long-duration flight to support the Jet A CONUS 
conversion program. The subcontractor provided aircraft fuel tank geometry, system operating 
characteristics, and relevant data to evaluate low fuel temperature characteristics of the P-3 
aircraft. They supported UDRI modeling of the P-3 based on the Lockheed Martin supplied 
geometry data and system operation. The input provided was used in a modeling effort 
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performed by UDRI to help identify fuel freeze point issues that could result from unrestricted 
operation of the P-3 aircraft from CONUS bases using Jet A fuel. 

Northrop Grumman Technical Services – The goal of this program was to provide technical 
support for modeling of fuel tank temperatures during long-duration flight to support the Jet A 
CONUS conversion program. The subcontractor helped identify fuel freeze point issues that 
could result from unrestricted operation of the EA-6 aircraft from CONUS bases using Jet A 
fuel. They provided aircraft fuel tank geometry, test data, and system operating characteristics to 
evaluate low fuel temperature characteristics of this aircraft. They supported UDRI modeling of 
the EA-6 based on supplied geometry data and system operation. This support also included 
assistance with the Northrop Grumman fuel tank model previously developed for the Air Force. 
They also provided fuel temperature data cold fuel temperature related information on the EA-6 
aircraft. 

Pennsylvania State University – A primary goal of this work was to establish a science base that 
can be used to develop gas turbine combustion models for alternate fuels that can accurately 
predict emissions. Another goal was to establish a science base methodology for selecting 
practical alternative fuels that minimize emissions. The subcontractor designed experiments that 
to provide insight into the formation of unburned hydrocarbons (UHC), hazardous air pollutants 
(HAPs), non-volatile particulate emissions (PM), carbon monoxide (CO), and oxides of nitrogen 
(NOx) emissions as a function of alternate fuel properties. They also performed experiments 
using laboratory flames and model combustors burning selected alternate fuels at pressures up to 
five atmospheres.  

Princeton University – The goal of the effort was to formulate surrogate mixtures to simulate the 
chemical and prevaporized combustion characteristics of a specific JP-8 fuel. The JP-8 of interest 
should have properties typical of flight line fuel. Testing of these surrogate mixtures and the 
specific petroleum-derived JP-8 in the same experimental venue(s) provided evaluation data of a 
solvent-blending approach to develop cost-effective surrogate fuels. One fuel surrogate blend 
was to be comprised to meet the target JP-8 prevaporized combustion property targets (H/C ratio, 
Derived Cetane Number (DCN), Threshold Sooting Index (TSI), Average Molecular Weight 
(MW ave) while having a distillation range consistent with a typical JP-8 fuel, while the second 
would be formulated to maintain the same prevaporized combustion prope1iy targets, but with a 
bi-modal distillation range. Additionally, a four component surrogate mixture composed of n-
dodecane, iso-octane, n-propyl benzene, and 1,3,5-trimethyl benzene was be determined to 
replicate the prevaporized combustion property targets of the specific JP-8 fuel sample. 

Saint Louis University – This subcontract was created for the study of new methods for the 
stabilization of small (< 20 nm) of aluminum nanoparticles (Al NPs). The subcontractor 
developed a complete thermodynamic model to describe the size-dependence of the reaction 
enthalpy of pyrophoric nanostructure oxidation. They studied the stabilization of Al NPs to build 
upon new reaction methodologies of direct epoxide polymerization on the nanoparticle core. 
They also studied the possibility of direct stabilization of Al NPs with pure hydrocarbons. 

United Technologies Research Center – A primary goal of this work was to establish a science 
base that can be used to develop gas turbine combustion models for alternate fuels that can 
accurately predict emissions. Another goal was to establish a science base methodology for 
selecting practical alternative fuels that minimize emissions. The subcontractor identified 
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alternative fuels to be used in study of emissions. The subcontractor assembled full chemistry 
models for identified alternative fuels and these emissions models included chemistry for: 
unburned hydrocarbons (UHC), hazardous air pollutants (HAPs), non-volatile particulate 
emissions (PM), carbon monoxide (CO), and oxides of nitrogen (NOx) emissions. They used 
CHEMKIN-based codes and perfectly-stirred reactor codes to evaluate emissions models with 
data collected by other members of the Air Force Alternate Fuel Emissions Team. They 
estimated the accuracy of the models and identified chemical reactions that contribute to the 
errors.  

University of Texas at Austin – The goal of this program was the development of parametric 
models of greenhouse gas emissions of fuel processing based on Fischer Tropsch processing 
conditions. They performed life cycle analysis of greenhouse gas emissions for the processing of 
Fischer-Tropsch fuels made from natural gas, coal, and coal - biomass mixtures. The greenhouse 
gas emission estimates were compared to a petroleum baseline fuel. The estimates indicated that, 
at least for some FT fuels, the greenhouse gas footprints can be made comparable to, or lower 
than, the greenhouse gas footprints of petroleum based fuels. However, there were significant 
uncertainties in the greenhouse gas emission estimates. The two largest uncertainties in the 
greenhouse gas emission estimates were (1) the method of addressing indirect impacts of 
biomass production, and (2) the yields of synthetic paraffinic kerosene (SPK) from the coupled 
Fischer-Tropsch synthesis/upgrading reactions. 
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In recent years, the fuel system icing inhibitor (FSII) diethylene glycol monomethyl ether (DiEGME) has
been implicated in an increasing incidence of peeling of topcoatmaterial in the ullage space of integral wing
tanks in the B-52 and other military aircraft. Work has indicated that, for the combination of DiEGME in
JP-8 fuel, the icing inhibitor additive can concentrate in the tank ullage and condense at elevated
concentrations on cooled tank walls. These high concentrations of DiEGME cause swelling and
subsequent peeling of the epoxy-based topcoat. Here, we report on detailed studies of the compatibility
of DiEGME and FSII replacement candidate triethylene glycol monomethyl ether (TriEGME) with BMS
10-39 fuel tank topcoat material. Tests were designed to simulate fuel tank wall exposures with subsequent
topcoat degradation measured by icing inhibitor uptake analyses and pencil hardness evaluations. The
lower volatility of TriEGME relative to the JP-8 fuel components results in it being less able to concentrate
in the tank ullage and promote topcoat failure, as compared to DiEGME. This was confirmed with lower
additive levels measured in the ullage, condensed vapors, and the exposed topcoat material. The pencil
hardness of topcoat material exposed to fuel vapors was significantly improved upon changing from
DiEGME to TriEGME exposure. Simulation experiments were able to reproduce the fuel tank topcoat
peeling observed in the field as well as determine the conditions (concentration and temperature) required
for topcoat degradation.

Introduction

At high altitudes, the exteriors of aircraft are subjected to
cold temperatures (e 60 �C) from the surrounding environ-
ment. While the current USAF fuel, JP-8, has a low freezing
point (-47 �C maximum), any free water within the fuel will
readily freeze at altitude. To remedy this situation, a fuel
system icing inhibitor (FSII) was developed and introduced as
a fuel additive to selectively partition into any free water
present and suppress the freezing point of the aqueous
mixture. This additive became required by the U.S. military
in 1961 after a B-52 Stratofortress crash, whichwas attributed
to ice formation that caused fuel line blockages. Initially,
ethylene glycol monomethyl ether (EGME)/glycerolmixtures
were employed as the FSII additive during the period that
JP-4 was used by the United States Air Force (USAF).
However,EGMEwas subsequently shown tohave a relatively
high toxicity, and problems arose with the volatility of
JP-5, the fuel used by the Navy, as it became difficult for
EGME-containing fuels to meet the flashpoint specification
(g 60 �C).1 Diethylene glycol monomethyl ether (DiEGME)
was found to be an acceptable alternative FSII additive, and
transition to this species began in 1987 for JP-5 and was
authorized for use in JP-8 in 1992. DiEGME is currently
required in both JP-5 and JP-8 fuels, with a specifica-
tion procurement level of 0.10-0.15 vol % for both fuels.

The current aircraft use limits for DiEGME are currently
0.03 vol% for the U.S. Navy and 0.07 vol % for the U.S. Air
Force.

Recently, DiEGME has been implicated in causing degra-
dation and peeling of the protective fuel tank topcoat layer in
B-52 aircraft, a process referred to as fuel tank topcoat peeling
(FTTP).2,3 This epoxy topcoat layer is Boeing Material
Specification (BMS) 10-39 and serves as a physical barrier
between the fuel/air environment and the aluminum tank
wall. Peeled surfaces are more likely to support corrosion
and pitting of the aluminum substrate. Also, the topcoat
flakes that have lost adhesion can cause blockages in fuel
filters and valves, resulting in catastrophic failure of the
aircraft. Figure 1 shows examples of fuel tank topcoat peeling
and the problems it causes.

The BMS10-39 epoxy topcoatwas originally formulated to
resist degradation from prolonged exposure to JP-4 fuel.
Despite this formulation, FTTP has occurred in fuel contain-
ing DiEGME, and high concentrations of DiEGME in fuel
andwater havebeen shown topromote swelling andpeelingof
the topcoat layer.2,3 FTTP has primarily been observed above
the fuel level on the tank walls in the headspace (ullage) of the
tank and at the bottom of the tank where water accumulates
(Figure 1). Mechanisms of deterioration have been proposed
for both of these peeling areas. For the ullage space above the

*Towhomcorrespondence should be addressed. E-mail: zabarnick@
udayton.edu.
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(2) Aliband, A.; Lenz, D.; Dupois, J.; Alliston, K.; Sorhaug, V.;
Stevenson, L.; Whitmer, T.; Burns, D.; Stevenson, W. Prog. Org. Coat.
2006, 56, 285–296.
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fuel level, DiEGMEconcentrates in the vapor phase due to its
high vapor pressure relative to the JP-8 fuel.2 This DiEGME-
rich vapor phase can then condense on cold topcoat surfaces,
resulting in awall wettedwith condensate that has aDiEGME
concentration which is significantly higher than that of the
base fuel. The presence of relatively warmbulk fuel and vapor
along with a cold fuel tank wall encourages this process, as
demonstrated graphically in Figure 2.

The conditions of relatively warm bulk fuel and a cold wall
to promote selective condensation are possible under several
scenarios during aircraft operation. For example, after take-
off, the fuel tank walls will cool down quickly due to the low
outside air temperature at altitude, while the large thermal
mass of bulk fuel will result in the fuel cooling down sig-
nificantly more slowly. These conditions will be repeated for
each flight, resulting in continued exposure of DiEGME-rich
condensate in contact with the topcoat. Another scenario
involves aircraft on the ground in warm climates. If the air-
craft is left exposed to the sun throughout a hot day, the bulk
fuel temperature in the aircraft fuel tanks can rise substan-
tially. In studies of the temperature of refueling tankers, it was
found that the tanker trucks showed fuel temperatures above
55 �Cduring themiddle of the day in a desert location.4 As the

sun sets, the outside air temperature will decrease quickly,
especially in arid climates, while the wall will cool more
quickly due to the differences in thermal mass and promote
surface condensation. These conditions can be repeated daily
if the ambient temperature is sufficiently warm to vaporize the
lighter fuel components, such as DiEGME.

Topcoat degradation at lower fuel tank surfaces is likely
initiated by high concentrations ofDiEGME inwater bottoms.
The specific gravities of water and DiEGME (1.00 and 1.023,
respectively) are higher than that of JP-8 (∼0.8), and thus free
water thatphase-separateswill collect at thebottomof the tank.
DiEGME and water are completely miscible, and DiEGME
typically concentrates in water in the range of 30 to 50 vol %
within the fuel tank. Higher concentrations of DiEGME in
aqueous solutions have been shown to cause FTTP with seven
day liquid exposures.5 Severe swelling of topcoat flakes has also
been shown to occur at similar exposure concentrations.2

The chemical and physical mechanisms which result in
FTTP are still not fully understood, and thus it is difficult to
eliminate or minimize future occurrences. More information
needs to be obtained on the required concentrations, temp-
eratures, and time of exposure to induce FTTP. Along with
attempting to confirm the mechanisms which cause FTTP, a
number of solutions have been proposed to prevent future
problems. To reduce the occurrence of peeling in water
bottom areas, regular sumping of aircraft tanks ensures that
water/FSII mixtures do not accumulate in the fuel tanks and
high concentrations of FSII are not in contact with the top-
coat for extended periods of time. For the issue of FTTP on
the tank ullage surfaces, one solution is to reduce the con-
centration ofDiEGME in JP-8.Decreasing the concentration
of DiEGME in the fuel would reduce the concentration in the
vapor phase and lower the concentration in the condensate
which collects on the ullage topcoat. This approach would
also lower the DiEGME levels in tank water bottoms. How-
ever, theDiEGMEconcentration still needs tobe high enough
to provide the required anti-icing performance. Ideally, a
proper balance between reducing the occurrence of FTTP
and retaining the inhibiting icing performance of the additive
would be found.

Figure 1. (a) Fuel tank topcoat peeling in a B-52 wing fuel tank2 and (b) a B-52 boost pump intake screen (4-mesh) clogged with BMS 10-39 flakes.

Figure 2. FTTP phenomenon initiated by a DiEGME-rich ullage
vapor and condensation on a cold topcoat surface.

(4) Williams, T. F.; Vangsness, M.; Shardo, J.; Ervin, J. Air Force
Research Laboratory Report, AFRL-PR-WP-TR-2005-2103, Wright-
Patterson AFB, OH, February 2005.

(5) Hufnagle, D. University of Dayton Research Institute Report
UDR-TR-2008-00032, Dayton, OH, 2008.
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Another approach is to replace DiEGME with an alter-
native FSII additive which does not promote FTTP.With the
current hypothesized mechanisms for FTTP on the tank
ullage walls, a suitable replacement would provide equivalent
anti-icing efficacy but exhibit a lower vapor pressure. One
such species that may fit these requirements is triethylene
glycol monomethyl ether (TriEGME), which has a vapor
pressure that is more than an order of magnitude lower than
DiEGME, as shown in Table 1.6 TriEGME should not
volatilize as readily from the bulk fuel, resulting in a lower
effective concentration in any condensate in contact with the
topcoat surfaces. Table 1 also shows other selected property
differences between DiEGME and TriEGME.

It is apparent that further investigation of the requisite
conditions for the occurrence of FTTP in aircraft is required.
A comparisonof the topcoat compatibility betweenDiEGME
and TriEGME is also essential to assess TriEGME as an
alternative icing inhibitor additive. Determination of the anti-
icing efficacy ofDiEGMEandTriEGMEat lower concentra-
tions is being evaluated separately.6,7 The experiments in this
study were designed to assess the effects of DiEGME and
TriEGME on BMS 10-39 topcoat degradation using the
most probable scenarios relating to FTTP. The absorption
of FSII into BMS 10-39 was quantified to analyze the effects
of concentration in aqueous or fuel solutions under various
exposure conditions. This work also studied differences be-
tween DiEGME and TriEGME using topcoat panels that
were recently fabricated and those that were exposed to fuel
for many years, as well as the conditions which will reduce the
topcoat integrity below the minimum specification require-
ment. After being softened due to DiEGME exposure, BMS
10-39 topcoat has been observed to “reharden”,2 which is
most likely due to FSIImolecules desorbing from the coating.
Thus, preliminary studies were also performed to investigate
the desorption rates of FSII from the topcoat. An ultimate
goal of this work was to reproduce FTTP in a controlled
laboratory setting to assess the differences between DiEGME
and TriEGME, as well as to investigate the degradation
process and to provide a knowledgebase of the conditions
necessary for FTTP.

Experimental Section

BMS 10-39 Panels. Experimental studies were performed to
investigate the compatibility of FSII additives with both aged
and new BMS 10-39 topcoat panels. The AFRL Coatings
Technology Integration Office fabricated one-sided topcoat
panels on 1/32 in. aluminum (2024-T3) to meet the 1-mm-
thickness specification of BMS 10-39. Prior to coating, the

aluminum panels were cleaned, acid etched with an alcoholic
phosphoric acid solution, and chemically treated with Alodine
1200S, which is a chromium chemical conversion coating sur-
face treatment. These manufactured panels are referred to as
“new” panels, as they have not been exposed to fuel or FSII
before these studies. The “old” BMS 10-39 panels were obtained
from a scrapped B-52G aircraft from BoeingWichita which had
been operated formany yearswith JP-4 and JP-5/EGMEand/or
JP-5/DiEGME fuels.

FSII Exposure Solutions. Interactions with the BMS 10-39
topcoat can occur with FSII in solution with various liquids.
Three different bulk solutions were used in the experimental
studies while varying the FSII concentrations: water, fuel, and a
surrogate fuel condensate. Aqueous solutions were used for
many of the studies to evaluate the required concentrations for
FTTP to occur in water bottoms. The water used to create the
solutions was purified via reverse osmosis. A clay treated JetA-1
(POSF-4877) was used as the base fuel in the experimental
studies. The clay treatment was necessary to remove any FSII
contamination in the fuel that may have occurred during
transportation and storage. Finally, a surrogate fuel was deve-
loped to simulate the fuel condensate which would be in contact
with the BMS 10-39 coating in the ullage of aircraft tanks. This
surrogate was comprised of Exxsol D40 (85% by volume),
Aromatic 100 (9%), and Aromatic 150 (6%). The mixture
closely simulates the lighter components that are initially va-
porized from the bulk fuel and subsequently condense on cold
surfaces.6

FSII Absorption Study. The uptake study investigated the
liquid-solid interactions betweenFSII and the BMS10-39 layer
by quantifying the FSII absorbed into the topcoat. Aluminum
topcoat panel squares (0.25 in.2) are submerged in 20 mL of fuel
or water with specific concentrations of DiEGME or TriEGME
in 30 mL capped vials. This volume of liquid was used to ensure
there would not be a significant change in the FSII concentra-
tion of the liquid phase due to partitioning into the topcoat. This
was verified by analyzing the concentration of the solution
before and after exposure to a BMS 10-39 panel.

The aqueous solutions ranged from 0 to 100% DiEGME or
TriEGME, while the fuel or surrogate solutions ranged from
0 to 2%. This difference in concentration ranges resulted from
the typical concentrations expected in these phases. Initially, the
solutions were placed into a shaker to be agitated throughout
the exposure period; however, further studies revealed that
agitation was unnecessary due to the short time required for
the FSII in the liquid and topcoat layer to equilibrate. The initial
exposure time usedwas five days, as further time did not increase
the absorption of FSII in the topcoat. Later, this was shortened
on the basis of the absorption study discussed below. After the
exposure period, the panels were removed from the vials and
cleaned to remove any liquid droplets by rinsing with a small
volume of hexane (1-2 mL) and then blotted dry with Kim-
wipes. The panel was then submerged in 2 mL of acetone for 1 h
to extract the absorbed FSII component from the topcoat.
Consecutive acetone extractions on the same panel failed to
yield detectable levels of FSII, showing that all of the extractable
FSII was removed. The acetone extract was collected and
analyzed by GC-MS to obtain the total mass of absorbed FSII.
The FSII absorption quantity was normalized by the topcoat
volume, measured via thickness measurements, and reported as
moles of FSII absorbed per liter of topcoat. Each experimental
condition was performed in triplicate to obtain a measure of
reproducibility.

This basic approach was modified to investigate the rate of
FSII absorption and desorption. To evaluate the absorption
rate, the exposure time of the topcoat in contact with a FSII
solution was varied to determine when the uptake concentra-
tions reached a plateau. A plateau in the uptake absorption vs
time suggests that the topcoat no longer absorbs FSII and
equilibrium is reached with the FSII in solution. The panels

Table 1. Selected Properties of DiEGME and TriEGME

FSII
additive

vapor
pressure
(mmHg)
@ 20 �C

density
(g/mL)
@ 20 �C

molecular
weight
(g/mol)

freezing
point
(�C)

DiEGME 0.19 1.023 120 -85
TriEGME <0.01 1.026 164 -47

(6) Zabarnick S.;West Z.; DeWittM.; Shafer L.; StriebichR.; Adams
R.;DelaneyC.; PhelpsD. IASH2007, the 10th InternationalConference
on Stability, Handling and Use of Liquid Fuel, Tucson, AZ, October
2007.
(7) DeWitt, M. J.; Zabarnick, S.; Shaeffer, S.; Williams, T.; West, Z.;

Shafer, L.; Striebich, R.; Breitfield, S.; Adams, R.; Cook, R.; Delaney,
C. L.; Phelps, D. IASH 2009, the 11th International Conference on
Stability, Handling and Use of Liquid Fuel, Prague, Czech Republic,
October 2009.
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were removed from the solutions at varying times between 10 s
and 144 h. This was performed with new panels and 50%
aqueous solutions ofDiEGMEandTriEGME. The results indi-
cated that equilibrium was reached in less than 24 h. These
data were used to validate reducing the exposure time for the
absorption study to one day for later experiments from the initial
five days. Alternatively, the desorption rate was qualitatively
analyzed by varying the time between the cleaning of the panel
(after removal from the solution) and the acetone extraction.

Pencil Hardness Study. To correlate the quantity of FSII
absorbed with the integrity of the coating after exposure, pencil
hardness tests were performed. These were performed according
to ASTM D3363 procedures. The pencil leads used for this
analysis along with the range of acceptable hardness for BMS
10-39 are shown below:

The pencil hardness studywas performed on 1”� 2” panels of
new and old BMS 10-39 on aluminum. The panel size was
chosen to allow the use of all leads required to determine the
hardness. Two such panels were submerged in 100 mL beakers
with 80 mL of a FSII solution for two days. This exposure time
permitted two data sets to be collected per week while main-
taining equilibrium between the solution and the topcoat. As in
the uptake study, this volume of liquid was used to ensure that
the concentration of FSII in the solution did not decrease during
the duration of exposure. This was verified by analyzing the
concentration of DiEGME in a solution before and after
exposure, which did not change signficantly over the two days.

When the panels were removed, they were washed with a
small amount of hexane to remove the remaining solution
from the BMS 10-39 panel. One of the panels was immediately
tested for its pencil hardness, while the other was allowed to
dry in a fume hood for 2 h prior to evaluation. The latter
approach was performed to determine the ability of the topcoat
to reharden over time as the FSII evaporates from the topcoat
material.

Fuel Tank Topcoat Peeling (FTTP) Simulation Study. This
study was designed to simulate the conditions in aircraft fuel
tanks which promote topcoat degradation, as well as to quan-
tify the effects of FSII concentration and temperature on
the resulting pencil hardness of exposed BMS 10-39 panels.

The experiment was used to test the hypothesis that DiEGME
concentrates in the ullage and condenses at high concentra-
tions on the topcoat surface, which results in degradation.
This simulation was also used to determine if the lower vapor
pressure of TriEGME results in a decreased potential for
creating a FSII-rich ullage. The system (Figure 3) consisted of
a 28.3 L (1 ft3) aluminum box which contained the fuel along
with a plate heat exchanger with an attached BMS 10-39 panel.
The box containing the fuel was placed inside an environmental
chamber, allowing control of the fuel and box surface tempera-
tures. The heat exchanger/panel placed above the fuel level
allowed independent temperature control of the topcoat panel,
which was secured by clamps on the edges and top of the panel.
A recirculating cooling water bath was used to control the heat
exchanger temperature and the surface temperature of the top-
coat panel. This heat exchanger was maintained at a lower
temperature than the fuel to promote selective condensation
onto the topcoat specimen.

The BMS 10-39 panels used for the simulationwere 3”� 6” in
size to provide a large surface area for contact with the con-
densate, and for visible confirmation of topcoat peeling. The
box was typically filled with 9 L (approximately 1/3 of the total
volume) of jet fuel and agitated throughout the duration of the
experiment with a magnetic stir bar. This volume was used to
create a similar ratio of total mass of FSII to area of topcoat as
shown in the Uptake and Pencil Hardness Study, such that any
absorption of FSII in the topcoat panel would not reduce the
FSII concentration in the bulk fuel. Thermocouples were placed
in the vapor headspace of the box, submerged into the fuel,
and placed between the topcoat panel and heat exchanger
surface. During the experiment, the box was closed after the
fuel was added, and then the environmental chamberwas heated
to a specified temperature. After the desired test duration (2 to
5 days) and cooling to near ambient temperatures, samples of
the bulk fuel and condensate were collected. Condensate sam-
ples were obtained using a chromatographic syringe to collect
droplets on the panel or the heat exchanger. The initial fuel
samples, final fuel samples, and condensate samples were ana-
lyzed by GC-MS to obtain FSII concentrations. Data were
collected at varying initial FSII concentrations in the bulk fuel,
temperatures of the box and/or heat exchanger, and exposure
durations of FSII in contact with the topcoat panel. The topcoat
panel was removed from the apparatus and immediately eval-
uated for its hardness at five locations: the center of the panel
and each of the four corners.

Figure 3. FSII simulation box apparatus.
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Analytical Techniques Used for Quantification of FSII. Ana-
lytical techniques were developed for quantification of levels of
FSII inwater, acetone, and fuel.While there is anASTMstandard
for determination of DiEGME in fuel (ASTM D5006), the
technique requires a large volume of fuel (80 to 160 mL), which
wasnot available for the current studies. In addition, the variability
of this method is greater than required for these studies.

Verification of the FSII concentration in water before ex-
posure to the topcoat material was performed by refractive
index using a Reichert AR200 Digital Refractometer over a
concentration range of 0 to 100% FSII. Individual calibra-
tion curves were determined for DiEGME and TriEGME at
approximately 10 vol % increments. The reproducibility is
approximately (10% of the FSII concentration.

Quantifying the concentration of FSII in acetone solutions
was required for the topcoat absorption study and was per-
formed by gas chromatography with flame ionization detection
(GC-FID). An HP 5890 Series II GC-FID was used to quantify
the dilute FSII component in acetone in ranges from0 to 0.20 vol%
to a reproducibility of (10% of the FSII concentration.

For analysis of FSII in the fuel, fuel surrogate, and fuel
condensate, a method was developed which employed gas
chromatography with a mass spectrometer (GC-MS) detector.
The FSII component in fuel could not be separated chromato-
graphically due to coelution with the other fuel components.
Thus, the selective ionmode of the detector was used tomonitor
the 45, 59, and 89 ions. These ion peaks are selective for both
DiEGME and TriEGME, which allows the FSII peak to be
resolved from the other fuel components. The reproducibility is
approximately (10% of the FSII concentration.

Results and Discussion

FSII Fuel Absorption Results. Studies were performed to
investigate the absorption of DiEGME and TriEGME into
BMS 10-39 topcoat panels as a function of concentration and
time. The exposure studies were performed at ambient temp-
erature and pressure as these were representative of ground
conditions for aircraft fuel tanks. Unless specified, the panels
were submerged in 20 mL FSII solutions for five days. The
uptake data obtained using new panels in Jet A-1 are shown in
Figure 4, with each data point representing the average of two
or three panel measurements. The line labeled “concentration
level of failed topcoat flakes” at 0.66 mol of FSII/L topcoat is
from an uptake measurement obtained from failed topcoat
flakes from the field. These failed topcoat flakes, which were
obtained fromB-52 aircraft, were analyzedby the sameacetone
extraction methodology as used to analyze the test panels

during the absorption studies. Three separate flakes were
analyzed in this fashion, and the level of DiEGME was
averagedwith a reproducibility of(20%of this concentration.

The figure shows that increasing the initial concentration
of FSII in the fuel increases the quantity of FSII absorbed
into the topcoat layer. The uptake increases significantly at
concentrations greater than 0.50 to 0.80 vol % FSII. The
figure shows that DiEGME and TriEGME performed simi-
larly and follow the same trend. The FSII uptake increases
above the level of failed topcoat flakes at approximately
0.80 vol% FSII in the fuel. This suggests that the concentra-
tion in the fuel required for failure to occur is at least 0.80%
FSII in cases of direct contact, although additional analysis
and correlation with topcoat integrity (e.g., pencil hardness
measurements) is needed for verification. It is likely that the
concentration of FSII in these flakes has decreased over time
due to evaporation from the coating. The reproducibility of
the absorption data can be fairly poor at some concentra-
tions, with the data varying up to (100% of an average
concentration. There are a number of factors that may
contribute to this, including variations in the GC analysis,
a slightly unequal topcoat thickness, and possible degrada-
tion of the topcoat after repeated use of some panels.

To provide an understanding of changes that can occur in
the topcoat after 40 years of aging and contact with fuel, the
absorption of FSII into BMS 10-39 was also determined
using old panels. The absorption data for old panels in Jet
A-1 fuel are shown in Figure 5 under ambient temperatures
and an exposure time of five days.

The old panels show a significant increase in the topcoat
uptake relative to the newer panels at equivalent FSII
concentrations. This may be due to the old topcoat having
a reduced resistance to absorption due to weakening of the
polymer matrix which allows more molecules to absorb into
the coating. The old panels reach an uptake value higher than
the failed topcoat flakes at 0.50 vol % FSII, which is
significantly lower than the 0.80 vol % level found for the
new panels. If the ability of the topcoat to absorb FSII
correlates with the tendency to exhibit degradation, these
data imply that old panels would be expected to exhibitmuch
higher levels of degradation. This correlation is addressed in
the Pencil Hardness Study Report below.

When comparing DiEGME and TriEGME on a molar
basis, the additives show similar extents of absorption in
both the old and new topcoat panels, but on a mass basis,

Figure 4. Equilibrium uptake of new panels exposed to DiEGME
and TriEGME in Jet A-1.

Figure 5. Uptake of DiEGME and TriEGME in Jet A-1 obtained
for old panels that were in service for over 40 years.
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TriEGME has a higher equilibrium uptake than DiEGME.
This can be explained by the molecular weight of TriEGME
(164 g/mol) being one-third higher than DiEGME (120 g/
mol), while the absorption of FSII is likely a function of
the number of molecules a given volume of topcoat can
absorb, rather than the mass. This FSII absorption data
agree qualitatively with the equilibrium solvent uptake (ESU)
measurements of topcoat flakes performed by Aliband et al.2

which were performed via gravimetric differences following
exposure. Their data show a relatively level 6% ESU uptake
from 0 to 0.75 vol % DiEGME in the fuel, which then
increases rapidly at higher DiEGME levels. The higher
uptake observed by Aliband et al.2 is likely caused by
absorption of other fuel components into the topcoat, as
their technique measures total uptake of all species into the
topcoat flakes.

FSII Aqueous Absorption Results. To better understand
the occurrence of FTTP from exposure to water bottoms of
fuel tanks, measurements were performed to determine the
absorption of FSII into the topcoat from FSII/water solu-
tions. Thesemeasurementswere performed at ambient temp-
erature with the panels exposed to aqueous solutions for five
days. Figure 6 shows the results for new and old panels with
each data point representing the average of two or three
uptake measurements.

The new panels show little uptake until a concentration of
approximately 70 vol % FSII is achieved, while the uptake
for older panels increases relatively smoothly with increasing
FSII concentration. At concentrations greater than approxi-
mately 80 vol % FSII, the new panel uptake appears to
plateau, or at least not increase as rapidly. These trends are
similar to the aqueous ESU data obtained by Aliband et al.2

Their data show a distinct “S” shaped curve with the ESU
measurements reaching a plateau at levels above 75 vol %
DiEGME.

The new panel uptakes shown in Figure 6 are above the
failed topcoat flakes concentration at 70 vol % FSII and
greater, while the old panels achieve this level at a signifi-
cantly lower concentration of approximately 20 vol % FSII.
The older panels absorb more FSII from aqueous mixtures
than the newer panels, as also observed in the fuel absorption
studies. Overall, the aqueous solutions show a much higher
maximum uptake than the FSII in fuel solutions. The maxi-
mum uptake for aqueous solutions is ∼7.2 mol FSII/L TC
at 100 vol % FSII, while the maximum uptake for fuel

exposures was ∼2.3 mol FSII/L TC at 1.0 vol % FSII. This
may be due to the significantly higher concentration of FSII
in the aqueous solutions. While the topcoat was still physi-
cally intact after exposure to 100% solutions of DiEGME
and TriEGME, it was easily damaged upon contact.

FSII Desorption Results. While the results show that
DiEGME and TriEGME have similar absorption rates, it
is important to assess relative desorption rates, as a slower
desorption can contribute to increased topcoat degradation
over time. To evaluate the relative desorption rate of FSII
from the topcoat polymer matrix, the exposed panels were
allowed to dry in a fume hood at ambient temperatures for
various periods of time, rather than being immediately
analyzed after exposure. The uptake for aqueous solutions
of DiEGME was measured as a function of time and is
shown in Figure 7.

The figure shows evidence for DiEGME desorption from
the topcoat at the higher concentrations studied. At
DiEGME concentrations less than 70 vol%, the equilibrium
uptake is very similar for the four tested time periods. At
concentrations greater than 70 vol %, there is a very large
decrease in the DiEGME absorbed in the topcoat after only
2 h, and at longer times the desorption rate slows down
significantly. The DiEGME concentration in the coating
reaches its final equilibrium level in less than 24 h. It is
interesting to note that DiEGME does not completely
desorb from the topcoat, and the resulting final concentra-
tion of DiEGME in the topcoat is the same as the uptake
level from the failed topcoat flakes at ∼0.7 mol FSII/L
topcoat for concentrations greater than 80 vol % in the
water. In order for the dried flakes to have such a high
concentration of FSII, they must have been exposed to an
even greater concentration of DiEGME. Once the topcoat is
exposed to a sufficient concentration of FSII to cause a
failure, it is possible that the FSII in the coating will tend to
desorb to this level.

As shown in Figure 8, the equilibrium uptake of
TriEGME as a function of time is low up to a concentration
of 50 vol % TriEGME. At higher concentrations, the data
show evidence of desorption, but the TriEGME desorption
is significantly slower at the 2 h mark. At the 100% FSII
level, TriEGME is only reduced to 78% of the original
concentration after 2 h, while the DiEGME concentration
is reduced to 42%. This difference is likely due to the lower
vapor pressure of TriEGME,whichwill cause it to evaporate

Figure 6. Uptake of DiEGME and TriEGME with new and old
panels in aqueous solutions.

Figure 7.Uptake of DiEGME in aqueous solutions as a function of
drying time with new panels.
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more slowly from the topcoat. The slower rate of TriEGME
desorption may also result from its larger molecular size,
causing slower diffusion of the molecules through the polymer
matrix. DiEGME and TriEGME desorb to a similar final
concentration when given enough time to reach equilibrium.

The results show that TriEGME and DiEGME desorb to
similar final equilibrium values, although their initial de-
sorption rates vary. This difference in desorption rates at
high concentrations of FSII indicates that it might be
possible for high concentrations of TriEGME in the topcoat
to be maintained for longer periods of time, with a resulting
higher occurrence of topcoat degradation. However, it is
expected that these high concentrations of TriEGME will
not be achieved due to the lower vapor pressure of the
additive, resulting in a reduced concentration in the con-
densate. This absorption/desorption study does not fully
evaluate the entire FTTP process; however, it provides
insight into the required concentration of FSII in jet fuel or
water that will promote high absorption levels and subseq-
uent topcoat degradation.

Pencil Hardness Study Results. Further studies were per-
formed to evaluate topcoat integrity after the absorption of
FSII has occurred. These studies provide insight into what
concentration ranges of FSII in fuel or water provide suffi-
cient absorption to cause topcoat degradation and promote
FTTP. Pencil hardness measurement after exposure was
selected as a simple technique to indicate topcoat degrada-
tion. A two day exposure time was selected to complete
measurements in a reasonable time, while still maintain-
ing the minimum exposure duration for equilibrium to be
reached between the solution and topcoat. Each pencil
hardness data point represents a single panel that was tested
at the given FSII concentration. The first study used the
surrogate condensate, discussed in the Experimental Section,
which simulates the condensable fuel components from the
fuel ullage. As it is hypothesized that the condensed vapors
are the fuel components in contact with the fuel ullage tank
walls where FTTP occurs, it is reasonable to study this using
the fuel condensate surrogate mixture. Figure 9 shows a plot
of the equilibrium uptake and pencil hardness of new panels
in the surrogate as a function of the FSII concentration.

The figure shows a strong correlation between the pencil
hardness of BMS 10-39 and the equilibrium uptake. The pencil
hardness of the panel is unaffected at low FSII concentrations,
but as the uptake begins to increase (>0.80 vol%), a very sharp

decrease is observed. DiEGME and TriEGME behave very
similarly in this pencil hardness evaluation. The equilibrium
uptake level corresponding to the degradation of BMS 10-39
occurs at uptake levels greater than approximately 1.0 mol
FSII/L topcoat. The topcoat integrity continues to decrease,
and adhesion is lost as the concentration in the topcoat
increases further. Exposure of BMS 10-39 topcoat panels to
jet fuel (JetA-1) containingFSIIwas compared to the surrogate
mixture exposures, and in all cases it was found that the
surrogate and jet fuel uptake and pencil hardness measure-
ments were identical within experimental uncertainty. As both
fuel and surrogate produce similar results, the surrogate was
used for further pencil hardness studies tomore closely simulate
the conditions for FTTP.

Pencil hardness measurements were also performed with
old panels to determine the effect of increased uptake on the
hardness of the topcoat. If the older panels represent aworst-
case scenario for the current BMS 10-39 coating in B-52
aircraft, then studying the pencil hardness of these panels
after exposure to FSII is critical for investigating the requi-
site conditions for FTTP. The results are shown in Figure 10,
along with FSII uptake measurements for old panels in the
condensate surrogate.

The pencil hardness begins to decline rapidly at approxi-
mately 0.30 vol % FSII, which corresponds to an increase in
the uptake. This FSII concentration is only twice the maxi-
mum procurement concentration for JP-8. The pencil hard-
ness falls below the minimum passing rating of “B” at a FSII
concentration of approximately 0.40 vol % FSII in the
surrogate. This is a significant decrease from the concentra-
tion necessary to fail newer panels (approximately 1.0 vol %
FSII). Overall, the older panels show a highly decreased
ability to maintain coating hardness, as is evident by the
increased absorption of FSII. These data imply that older
panels have increased void spaces and weakened polymer
bonds, resulting in a degradation of the topcoat matrix.
These results indicate that older panels should be used for
conservative analysis of aircraft fuel tank scenarios, due to
the degraded properties of the topcoat after exposure to fuel
and environmental conditions over many years.

Figure 8.Uptake of TriEGME in aqueous solutions as a function of
drying time with new panels.

Figure 9. New panel uptake and wet pencil hardness in a fuel
condensate surrogate.
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Pencil hardness testing was adapted to investigate the
effect of FSII desorption from the topcoat. Instead of
evaluating the hardness immediately after removal from
the solution, testing was performed after drying for 2 h in
a fume hood. This study was performed using the conden-
sate surrogate and new panels under ambient conditions.
The data are shown in Figure 11. It should be noted that
the uptake data included in Figure 11 were obtained from
extractions performed without adding a drying time before
analysis.

The pencil hardness of BMS10-39 topcoat decreases as the
concentration of FSII in the surrogate increases; however,
the hardness does not decrease to nearly the same extent as
the panels evaluated immediately after contact with FSII.
Panels exposed to DiEGME remain above the minimum
passing hardness for BMS 10-39, except for 1.5 vol %

DiEGME in the surrogate. Panels exposed to TriEGME fall
below the passing level at a concentration of 1.0 vol%.When
the panels were evaluated “wet” (Figure 9), both DiEGME
and TriEGME decreased the hardness at the same concen-
tration of 1.0 vol%FSII. As discussed above, this difference
could be due to the lower vapor pressure of TriEGME,which
causes it to desorb and evaporate more slowly from the
coating. It would be expected for the pencil hardness to reach
the same level in both DiEGME and TriEGME if more time
is given for desorption to occur, as the desorption data show
that these additives reach the same final level in the topcoat.
These data show that BMS 10-39 exposed to high concentra-
tions of TriEGME will have a reduced hardness for a longer
period of time compared toDiEGME.This could potentially
increase the time frame for FTTP to occur, although these
high concentrations of TriEGME in the topcoat are not
expected to occur on tank ullage walls, as discussed below.

To study FTTP occurring in fuel tank water bottom areas,
the pencil hardness was evaluated for new BMS 10-39 panels
after exposure to aqueous solutions. Similar to the fuel and
surrogate pencil hardness testing, this provides insight into
the requisite concentrations in water bottoms for degrada-
tion. Figure 12 shows the “wet” pencil hardness testing and
uptake as a function of aqueous FSII concentration for new
panels.

The uptake dramatically increases at approximately 70 vol%
FSII, while the pencil hardness also begins to decrease rapidly.
New topcoat exposed to surrogate or fuel has been shown to
degrade at approximately 2.0 mol FSII/L topcoat, and the
aqueous solutionsalso showavery similaruptakeconcentration
for failure. This degradation requires concentrations greater
than 70 vol%DiEGME or TriEGME in water in contact with
the topcoat. This is much higher than expected concentrations
(30 to 50 vol %) in tank bottoms at ambient conditions with
specification FSII levels in fuel.8 The initial hardness of these
panels exposed to aqueous solutions was slightly higher than
those exposed to fuel surrogate solutions.While there was some
variation with the initial hardness from both the new and old

Figure 10.Uptake and pencil hardness of DiEGME and TriEGME
in the condensate surrogate for old panels.

Figure 11. Pencil hardness for new panels in surrogate after 2 h of
drying.

Figure 12. Pencil hardness and equilibrium FSII uptake of new
panels in aqueous solutions with varying concentrations of FSII.

(8) West, Z.; Shafer, L.; Striebich, R.; Zabarnick, S.; Delaney, C.;
Phelps, D.; DeWitt, M. J. Manuscript in preparation, 2009.
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panels used, the surrogate alone seemed to have a very slight
softening effect of one pencil lead on the topcoat. This could
potentially be due to some slight swelling due to absorption of
unknown fuel species into the BMS 10-39 coating.

The pencil hardness testing has been able to provide a
comparison between DiEGME and TriEGME, which has
shown statistically identical behavior for nearly all absorp-
tion measurements. It has also provided a greater under-
standing into what concentrations are necessary to initiate
FTTP. Concentrations of FSII greater than 1.0 vol % are
required to severely weaken the topcoat of new panels in a
fuel or surrogate. Older panels only require concentrations
of FSII greater than approximately 0.40 vol % FSII in the
fuel or surrogate to degrade the topcoat below the minimum
hardness. As discussed above, this difference in concentra-
tion is a result of the reduced capability of the older panels to
resist FSII absorption. Aqueous solutions require concen-
trations greater than 80 vol % for new panels to fail.

The only differences between DiEGME and TriEGME
were observed in the desorption studies. The more rapid
recovery in the hardness ofDiEGME-exposed panels is most
likely due to its higher vapor pressure. Because there is less
FSII remaining in the topcoat, there is less swelling and the
coating retains a higher hardness. While DiEGME and
TriEGME performed similarly in the absorption study,
different pencil hardness results are expected when the
vaporization process of FSII in the bulk fuel is combined
with the condensation process of the fuel/FSII vapor onto
the topcoat. It is expected for TriEGME to have a much
lower concentration in the vapor, and thus a much lower
concentration in contact with the topcoat, because of its
reduced vapor pressure. The next section demonstrates a
simulation system which attempts to reproduce the overall
behavior of the fuel/FSII/topcoat system.

Fuel Tank Topcoat Peeling (FTTP) Simulation Results.

A fuel tank simulation system was developed to attempt to
recreate the required conditions for FTTP, as well as to
evaluate the ability of TriEGME to reduce FTTP. In pre-
vious work,6 the concentrations of DiEGME and TriEGME
in the fuel condensate were compared. The results show that
the concentration of DiEGME in the condensate increased
with each distillate fraction and further vaporization, while
the concentration of TriEGME in the condensate main-
tained a level below the initial concentration in the bulk fuel.
While this previous work focused only on collecting and
analyzing the fuel condensate, the FTTP simulation de-
scribed here will promote fuel/FSII vaporization with sub-
sequent selective condensation of the fuel vapor on an old
topcoat panel. This simulation was designed to recreate all
necessary steps for FTTP in a controlled setting. It also
serves to investigate the effects of specific conditions on
FTTP, such as the initial concentration of FSII in the bulk
fuel, the temperature of the fuel, and the temperature of the
condensing topcoat surface. Selective condensation on the
topcoat panel was achieved by attaching a heat exchanger
with a recycling cooled water bath to the back of the panel.
Old panels were employed to provide a conservativemeasure
of the effect of the FSII additives. The concentration range
of FSII in the fuel was from 0 to 0.15 vol %, while the
temperatures investigated were 50 or 60 �C in the environ-
mental chamber, and a cooled panel surface of 10 to 30 �C.
These ranges of concentrations and temperatures were sel-
ected, as they are believed to closely represent the worst-
case ground conditions for FTTP in aircraft fuel tanks.

Fuel and condensate samples were collected, their DiEGME
and TriEGME concentrations were quantified after three to
five days. This was shown to be sufficient for equilibrium
to be reached, as discussed below. The data obtained from
this set of experiments, at a fuel temperature of 60 �C and
a cooling surface temperature of 20 �C, along with the
quantified FSII concentrations are summarized in Table 2.
Figure 13 presents the pencil hardness data as a function
of the initial concentration for the experimental conditions
in Table 2.

At concentrations equal to or below approximately 0.05
vol % DiEGME in the fuel, there were no visible changes in
the panel after exposure, and the hardness of the topcoat was
unaffected. This is evident by Figure 14, which shows the
BMS 10-39 panel exposed to condensate from 0.05 vol %
DiEGME in the fuel for three days. At concentrations of
0.06 to 0.10 vol % DiEGME in the fuel, there were initial
signs of swelling in the panels. The hardness began to
degrade quickly with any further increase in the DiEGME
concentration in the fuel, although the panels were still
relatively intact and did not show any severe signs of swelling
and blistering. Figure 15 shows BMS 10-39 panels after

Table 2. DiEGME and TriEGME Experiments with the Environ-

mental Chamber at 60 �C and the Condensation Surface at 20�C

Figure 13. Pencil hardness of older panels after exposure to varying
initial FSII concentrations in the bulk fuel.
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a three day exposure to condensate from ∼0.08 vol %
DiEGME in the bulk fuel. There were no visible changes in
the topcoat panel after exposure to the DiEGME-rich con-
densate in this range; however, the hardness of the panel did
decrease significantly on some portions of the coating. The
center of the panel did pass a hardness of “H,” which is above
the minimum passing hardness for BMS 10-39; however, the
edges only yielded a hardness of “4B.”

A complete failure of the topcoat panels was evident for
initial concentrations of approximately 0.10 vol%DiEGME
in the fuel or greater. Along with the hardness decreasing
below theminimum specification, the coating itself exhibited
signs of severe swelling and blistering as well as a loss of
adhesion from the aluminum substrate. Figure 16 shows a
topcoat panel after three days’ exposure to condensate from
∼0.10 vol % DiEGME in the fuel. The center of the panel

Figure 14. Old panel exposed to condensed vapors from 0.05 vol % DiEGME in the bulk fuel.

Figure 15. Old panel exposed to condensed vapors from 0.08 vol % DiEGME in the fuel with the pencil hardness measurements shown.

Figure 16. Old panel exposed to condensed vapors from 0.10 vol % DiEGME in the bulk fuel.
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yielded a hardness of 4B, while the edges of the panel were
not tested, as they were severely swollen and delaminated
from the aluminum substrate. The largest failure regions on
the panel typically occurred on the sides and edges of the
panel, while the center showed slightly less degradation.
This could be explained by a nonuniform condensation on
the surface of the panel due to nonuniform surface tempera-
tures created by inadequate contact with the heat exchanger.
The panel was attached to the cooled steel heat exchanger
plate by clamps on the edges and along the top of the panel.
This may have provided better contact to the heat exchanger
and a colder surface that selectively condensed the FSII-rich
vapor in these regions.

The use of TriEGME in this FTTP simulation study in
place of DiEGME provided completely different results for
all aspects of this experiment. BMS 10-39 panels showed
no degradation after exposure to condensed vapors from
TriEGME-containing fuels at all of the concentrations
tested. Figure 17 shows a topcoat panel after exposure to
condensate from ∼0.10 vol % TriEGME in the bulk fuel.
The figure shows a topcoat panel that was completely un-
affected by contact with concentrations of approximately
0.12 vol % TriEGME in the condensate. There is no visible
discoloration or swelling after exposure, and the pencil hard-
ness of the coating did not decrease. At these concentration
levels, TriEGME exhibits excellent anti-icing performance.6

AsDiEGMEandTriEGMEperformed almost identically
in the uptake and pencil hardness testing shown above, the
reason for the decreased degradation caused by TriEGME is
due to the lower concentration in contact with the topcoat,
which results from the lower vapor pressure of TriEGME.
Gas chromatograms of fuels, DiEGME, and TriEGME (not
shown) suggest that DiEGME is more volatile than most jet
fuel components, while TriEGME is slightly less volatile
than the average fuel components. Thus, at temperatures
below the initial fuel boiling point (<200 �C), DiEGME will
preferentially concentrate in the vapor relative to most fuel
components, while TriEGME will vaporize along with the
fuel components and not increase in concentration in the
vapor. Thus, the topcoatwill be exposed to concentrations of
TriEGMEwhich are far below that shown to cause degrada-
tion in the absorption studies reported above.

Table 2 shows a significant difference between theDiEGME
and TriEGME concentrations in the sampled condensate.
It should be noted that these FSII concentration determina-

tions were difficult to perform, as only microliter volumes
could be collected from the panel surface using a GC
syringe. The concentrations of DiEGME in the condensate
increased by a factor of up to seven compared to the initial
bulk fuel concentration. Typically, higher concentrations
of DiEGME in the fuel yielded much higher concentra-
tions in the condensate. For example, a concentration of
approximately 0.15 vol % DiEGME in the fuel resulted in a
condensate of 1.09 vol % DiEGME. TriEGME does not
show this large increase in the condensate concentration and
only increases by a factor of 1.2 on average for the runs. A
maximum value of 0.15 vol % TriEGME in contact with the
topcoat is not sufficient to cause degradation, as was also
confirmed by the previous pencil hardness study experiments
(Figure 10). In the pencil hardness study, the pencil hardness
of old panels after exposure to concentrations of 1.0 vol %
DiEGME in the surrogate resulted in a hardness of <6B,
which is seen under these simulation conditions. The increase
in DiEGME concentrations in the condensate is also sup-
ported by the ullage box data obtained from previous work.6

Table 2 shows that the concentration of DiEGME in the
condensate clearly increased from the initial concentration in
the fuel for each experimental condition. However, the
TriEGME result differs from the previous work. The data
from Table 2 show an increase of TriEGME in the conden-
sate, while the previous study showed a significant decrease
in the TriEGME condensate. This difference could be ex-
plained by the relatively low distillation percentage collected
in the previous work. Also, the glass collector used pre-
viously condensed the fuel condensate at a much lower
temperature of -10 �C. This lower temperature may not
selectively condense TriEGME from the vapor, but rather,
lighter fuel components may be more likely to condense,
lowering the concentration of TriEGME.

The time needed to reach equilibrium between the vapor,
the condensate, and the topcoat was also studied as shown in
Table 2. Degradation could be seen as early as one day for
concentrations of 0.07 vol%DiEGMEor greater in the bulk
fuel; however, more time was given to ensure the entire panel
reached equilibrium. Figure 18 shows a BMS 10-39 panel
clamped to the heat exchanger while exposed to approxi-
mately 0.10 vol % DiEGME after one day. It is evident that
there are droplets of the FSII-rich condensate in contact with
the topcoat surface, which has begun to swell and blister.
Figure 18 also serves to show the increased condensation on

Figure 17. Old panel exposed to condensed vapors from 0.10 vol % TriEGME in the bulk fuel.
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the edges of the panel, where greater amounts of fluid are
present. Three days of exposure was found to be sufficient in
reaching an equilibrium state between the fuel and the top-
coat, as well as to obtain a visual confirmation of the
integrity of the topcoat. This was confirmed by running
two experiments at 0.067 vol % DiEGME in the fuel, with
one panel being exposed for three days and the other for five
days. While there was a small difference in the DiEGME
concentration in the condensate, the pencil hardness and
visual appearance of the panels were identical.

The effects of temperature on the degradation process
were also studied to determine the conditions necessary for
FTTP to occur. The temperature of the environmental
chamber and the cooling surface were varied to determine
how they affected the vaporization and condensation pro-
cesses and topcoat degradation. These additional DiEGME
experiments also served to evaluate the minimum concentra-
tion of DiEGME in the bulk fuel which would no longer
produce FTTP. BMS 10-39 panels were evaluated on the
basis of their pencil hardness as a function DiEGME con-
centration and temperature, as shown in Table 3. The bulk
fuel and condensate DiEGME concentrations were also
measured.

The environmental chamber was heated to 50 or 60 �C,
while the cooling surface temperature was varied between
10 and 30 �C for this study. These temperatures were used to
simulate the expected ground conditions in a fuel tank, as
well as determine what temperatures will cause the most
severe degradation. The initial runs at 60 �C fuel, 20 �C
cooling (60/20 �C) showed a significant amount of degrada-
tion, especially at concentrations greater than 0.10 vol %
DiEGME in the fuel. To further investigate the other
temperatures, an initial fuel concentration of approximately
0.07 vol % DiEGME was used, as this was within the
transition range for topcoat failure at the 60/20 �C condi-
tions. This concentration could then be altered on the basis
of the topcoat behavior to further evaluate the effect of
temperature.

Increasing the cooling surface to 30 �C increased the
hardness of the panel compared to a cooling surface of
20 �C, for the two tested concentrations of approximately
0.07 and 0.09 vol % DiEGME in the bulk fuel. This is most
likely due to the surface temperature being high enough such
that DiEGME no longer selectively condensed relative to
fuel vapors on the panel. The condensate samples did contain
lower concentrations of DiEGME than was measured in the
20 �C cooling surface experiments. Lowering the cooling
surface temperature to 10 �C also did not promote FTTP as
readily. While increasing the initial DiEGME concentration
in the fuel to approximately 0.11 vol % did reduce the pencil
hardness below the minimum passing hardness at this con-
dition, it was still not as severe of a failure as the 60/20 �C
condition at a similar initial concentration. Lowering the
cooling surface to 10 �C appeared to promote condensation
of two phases on the topcoat panel, an aqueous and a
hydrocarbon phase. Two condensed liquid phases were
observed visually on the topcoat surface. The identity of

Figure 18. Old BMS 10-39 panel in the FTTP simulation box showing severe swelling after one day of exposure to vapors from 0.10 vol%
DiEGME in the fuel.

Table 3. Experimental Simulations with DiEGME Performed at

Various Temperatures and Concentrations

67 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



2626

Energy Fuels 2010, 24, 2614–2627 : DOI:10.1021/ef901548r Zabarnick et al.

the phases was confirmed by refractive index as well as GC-
MS analysis of the composition and DiEGME concentra-
tion. The addition of an aqueous phase on the topcoat
surface may provide a benefit to the topcoat integrity, as
DiEGME will partition readily into the aqueous phase,
reducing the concentration in the hydrocarbon phase. This
benefit will only be realized as long as high concentrations
(>70%) are not reached in the aqueous phase.

The other runs involved reducing the fuel temperature
to 50 �C to determine if lowering the temperature would
significantly reduce the vaporization of DiEGME. The
50/20 �C experiment at approximately 0.07 vol %DiEGME
did not produce any detectable change in the pencil hardness,
or any visual evidence of failure. It was unclear if sufficient
exposure time was given to reach equilibrium at this lower
temperature, as it would require more time to vaporize
DiEGME and accumulate sufficient amounts in the topcoat
to cause degradation. The second run at a higher concentra-
tion of approximately 0.09 vol%DiEGMEwas exposed for
14 days. The BMS 10-39 panel did decrease in pencil hard-
ness slightly, although the coating was still two pencil leads
above the minimum passing hardness. This decrease in
hardness was most likely a function of the increased con-
centration of DiEGME in the fuel and subsequent conden-
sate, and not the increased exposure time. An environmental
chamber temperature of 50 �C reduced the vaporization of
DiEGME in the system such that the condensate concentra-
tion did not cause a significant decrease in the topcoat hard-
ness or initiate severe swelling. The final run of 50/10 �C also
did not degrade the topcoat panel. This condition created
two phases on the panel surface, which seemed to indicate
that a cooling surface of 10 �Cwas sufficient to condense any
water within the system.

Overall, experimental simulation of FTTP in this system
provided data for the determination of the concentrations
and temperatures necessary to promote this phenomenon.
The initial conditions of 60/20 �C were ideal for creating an
FTTP scenario. While other temperatures did produce some
deterioration of the BMS 10-39 coating, the hardness of the
panel was still above the minimum specification. The fuel
temperature needs to be sufficiently warm such that high
concentrations of DiEGME are vaporized, and the conden-
sing surface temperature needs to be low enough to selec-
tively condense DiEGME, but not so low as to condense
water. On the basis of this study, continued use of DiEGME
as the FSII additive will require a significant decrease in
concentration, as FTTP will occur at current procurement
concentrations if the correct temperature conditions are
reached. The highest concentration that did not cause the
hardness of the topcoat to fall below the minimum specifica-
tionwas approximately 0.07 vol%DiEGME.TriEGMEdid
not cause topcoat degradation at any of the concentrations
tested in this simulation (up to 0.135 vol %).

Conclusions

The compatibility of DiEGME and TriEGME with BMS
10-39 topcoat material was studied to provide a better under-
standing of the fuel tank topcoat peeling mechanisms, to
determine the requisite conditions for degradation to occur,
and to determine the conditions under which degradation
can be prevented. Under liquid exposure conditions, both
fuel system icing inhibitor additives were found to parti-
tion equally, on a molar basis, into the topcoat over a wide

range of concentrations. This was demonstrated for aqueous,
fuel, and fuel surrogate solution exposures for both old
and new topcoat panels. The absorption of FSII was
found to increase dramatically for old panels relative to
new panels. The old panels are considered to be representa-
tive of topcoat surfaces of real fuel tank walls in the current
USAF fleet. The new panels studied are likely more resistant
to FSII absorption than what is currently present in B-52
aircraft.

The desorption rate of FSII out of the topcoat differed
between DiEGME and TriEGME. Initially, TriEGME
showed a slower desorption rate thanDiEGME,which can be
explained by its lower vapor pressure and greater molecular
size. After 2 h, theDiEGMEandTriEGMEconcentrations in
the panel began to reach similar levels, and eventually reached
a final concentration of approximately 0.7 mol FSII/L top-
coat after aqueous exposures of 80 vol%FSII or greater. This
concentration was similar to that from failed topcoat flakes,
which suggests that the FSII component in the topcoat will
not completely desorb or evaporate after exposure to high
concentrations. In the pencil hardness study, both DiEGME
and TriEGME performed identically within experimental
error. There was a large difference between the new and old
panels, with the old panels falling below the passing hardness
lead of “B” when exposed to FSII concentrations as low as
0.40 vol% in the fuel surrogate, while the new panels required
concentrations of 1.0 vol % for failure. In pencil hardness
measurements of FSII desorption, the hardness of the topcoat
was found to increase as desorption occurs. This hardening
effect is indicative of relamination of the topcoat after FSII
exposure and topcoat softening.

The experimental simulation that was developed to recreate
FTTP in a controlled setting was the first laboratory system
able to reproduce the entire FTTP process and to determine
the requisite conditions for topcoat failure. DiEGME was
found to concentrate in the ullage vapor by a factor of 2 to
7 times the initial concentration in the fuel. These high con-
densate concentrations resulted in severe degradation of the
topcoat. The highest concentration in the bulk fuel that did
not cause a failure, as rated by the pencil hardness of the
coating, was at∼0.07 vol % DiEGME. However, TriEGME
proved very effective as it did not lower the pencil hardness
of the topcoat panel up to approximately 0.14 vol %
TriEGME. The resulting TriEGME condensate concentra-
tion did increase on average by a factor of 1.2, although this
small increase did not prove detrimental to the BMS 10-39
panel. The lower vapor pressure ofTriEGMEwas determined
to be the major reason for its improved topcoat compatibility
for fuel tank ullage surfaces. On the basis of these results,
TriEGME has been shown to be an excellent FSII replace-
ment in terms of BMS 10-39 topcoat material compatibility.
During the scenarios analyzed in these studies, TriEGME
would not cause degradation to the topcoat at the current
concentrations employed for DiEGME in JP-8. If DiEGME
continues to be used as the specification FSII additive, it is
recommended that the maximum concentration in aircraft
tanks be nomore than 0.07 vol% to prevent topcoat degrada-
tion. This should prevent high concentrations of DiEGME
vaporizing and condensing on topcoat surfaces. Adherence to
requiredmaintenance practices, such as sumpingof fuel tanks,
is essential to the prevention of FTTP in water bottoms when
either FSII additive is used.

The occurrence of FTTP in the simulated fuel tank box was
dependent on the temperatures of the fuel and condensing
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surfaces. Fuel temperatures of 60 �C were able to selectively
vaporize levels of DiEGME sufficient to cause swelling and
blistering. Lower temperatures were unable to provide con-
densate concentrations that were sufficient to cause degrada-
tion of the coating during the test period.Theoptimumcooled
surface temperature for selective condensation of DiEGME
and topcoat degradation is near 20 �C. At higher tempera-
tures, the surface condensate had reduced DiEGME concen-
trations, and below 20 �C, an aqueous phase condensed on
the topcoat surface, which decreased the concentration of
DiEGME in contact with the polymer.

Acknowledgment. This material is based on research spon-
sored by the Air Force Research Laboratory under agreement
number F33615-03-2-2347. The U.S. Government is authorized
to reproduce and distribute reprints for Governmental purposes
notwithstanding any copyright notation thereon. The view and
conclusions contained herein are those of the authors and should
not be interpreted as necessarily representing the official policies
or endorsements, either expressed or implied, of Air Force
Research Laboratory or the U.S. Government. The authors
would like to acknowledge funding support from the U.S.
Department of Defense Reduction of Total Ownership Cost
program through Ed Wells of USAF ASC/ENFA.

69 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



Appendix B. Flame Stabilization in Small Cavities

70 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



Flame Stabilization in Small Cavities

Alejandro M. Briones∗

University of Dayton Research Institute, Dayton, Ohio 45469

Joseph Zelina†

U.S. Air Force Research Laboratory, Wright-Patterson Air Force Base, Ohio 45433

and

Viswanath R. Katta‡

Innovative Scientific Solutions, Inc., Dayton, Ohio 45440

DOI: 10.2514/1.44162

This research is motivated by the necessity to improve the performance of ultracompact combustors, which

requires flame stabilization in small cavities. An extensive computational investigation on the characteristics of

cavity-stabilized flames is presented. A high-fidelity, time-accurate, implicit algorithm that uses a global chemical

mechanism for JP8-air combustion and includes detailed thermodynamic and transport properties as well as

radiation effects is used for simulation. Calculations are performed using both direct numerical simulation and

standard k-" Reynolds-averaged Navier–Stokes model. The flow unsteadiness is first examined in large axi-

symmetric and small planar cavities with nonreactive flows. As with previous investigations on axisymmetric

cavities,multipleflowregimeswere obtainedby varying cavity length (x=Do): wakebackflowregime, unsteady cavity

vortex regime, steady cavity vortex regime, and compressed cavity vortex regime. However, planar cavities only

exhibit steady cavity vortex and compressed cavity vortex regimes. Two opposed nonaligned air jets were positioned

in this planar cavity: the outermost air jet in coflowwith themainstream flow (i.e., normal injection). The fuel jet was

injected either in coflow, crossflow, or counterflow with respect to the mainstream flow. Flow unsteadiness was

observed to be relatively small for coflow- and crossflow-fuel-jet injection. By reversing the air jet positions

(i.e., reverse injection), the flow unsteadiness is promoted regardless of fuel jet positioning. Finally, the effect of

combustion and cavity equivalence ratio (�CAV) on flame unsteadiness is addressed. With normal injection (reverse

injection), low and high �CAV leads to low (high) and high (low) flame unsteadiness, respectively. Based on these

results recommendations are provided to designers/engineers to reduce flame unsteadiness in these cavities.

Nomenclature

CP = pressure coefficient
D = planar cavity depth
Do = forebody diameter
DS = spindle diameter
L = planar cavity length
ReD = global Reynolds number based on cavity depth, D
Rex = cavity Reynolds number based on axisymmetric

cavity length, x
Ro = forebody radius
x = axisymmetric cavity length
�CD = change in drag
�CD;P = change in pressure drag
�CD;S = change in shear drag
�CAV = cavity air to fuel jet momentum ratio
�CAV = cavity equivalence ratio

I. Introduction

M AJOR advances in combustor technology are required to
meet the conflicting challenges of improving performance,

increasing durability, reducing weight, lowering emissions, and

maintaining cost. A novel approach proposed by the U.S. Air Force
Research Laboratory/RZTC [1,2] is the development of the ultra-
compact combustor (UCC). The UCC design uses high swirl in a
circumferential cavity (cavity refers to a space lacking of solid and
filled with gas) to enhance mixing rates via high cavity gravity
loading on the order of 3000g. The UCC shows how the primary,
intermediate, and dilution zones of a conventional combustor can be
incorporated into a much smaller footprint using compressor and
turbine features that enable a shorter and potentially less complex
gas turbine. It combines the high-gravity combustor circumferential
cavity and strut with the compressor exit vanes and the high-pressure
turbine inlet guide vanes (IGV). Because recent investigations [3] on
the UCC have shown promising improvements on performance for
future engine implementation, it is envisioned that the UCC could
be either used as the main combustor or as an interturbine burner
between the high- and low-pressure turbines to operate in a reheat
cycle engine.

A schematic of the current UCC is shown in Fig. 1. The main air
(or vitiated) flow enters the combustor and flows around the bullet
nose of the center body. The turning vanes (indicated as “guide
vane”) simulate the swirl that would be coming from the compressor
rotor in a real gas turbine engine. The flow from the trailing edge of
these turning vanes impinges on the IGV (indicated as “blade”).
The function of the IGV is the same as that of a conventional gas
turbine engine. A radial cavity located in the IGV, aligned with the
circumferential cavity, facilitates transport of gases from the circum-
ferential cavity to themain stream. Additional air is admitted through
24 holes equally spaced around the circumferential cavity and angled
at 45 deg to the radial direction to promote high swirl in the cavity. At
the cavity-in-cavity (CIC), a small amount of air is injected and fuel
is sprayed into the circumferential cavity. This allows fuel-rich
combustion to occur in the circumferential cavity. Consequently,
combustion primarily takes place in the engine circumferential direc-
tion rather than in the axial direction as is conventionally done.
The circumferential cavity is analogous to a centrifuge; hence, cold
nonreactive fuel–air mixture migrates radially outward, whereas hot
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reacted mixture migrates radially inward. The cold mixture remains
in the circumferential cavity for a longer period of time to evaporate,
mix, and burn. The large density gradient in the cavity along with the
high-gravity flow enhances mixing of cold and hot mixtures creating
a very well-mixed combustion zone. The intermediate products of
combustion are transported by lower wake pressures into the radial
cavities where fuel-lean combustion occurs.

Numerous design variations of the selected configurations have
been evaluated, leading to improved configurations with optimized
performance and higher efficiency [3–7]. Although theUCC exhibits
many advantageous features over conventional burners, it poses a
particular difficulty regarding lean blowout and flame stability. The
CIC shown in Fig. 1 was one of the latest additions to the UCC.
Without the CIC, the gaseous flow high speed and acceleration in the
circumferential cavity demands fuel injection with low residence
times. In addition, the high-gravity loading enhances strain rates and,
consequently, promotes extinction. TheCIC is aworkaround to these
problems by channeling a second cavity inside the primary one. The
fuel injected with additional air jets through the CIC is to increase
fuel-injection residence times and to reduce local strain rates, while
enhancing the fuel-airmixing.Hence, the small CICwith dimensions
of a few millimeters and inherent global Reynolds number ReD �
10; 000 acts as a flame holder. [We refer to small cavities as those
whose dimensions are very small in comparison with the charac-
teristic length of the combustor. For instance, our planar cavity
exhibits cavity length to combustor length of �10% (cf. Fig. 1).
It turns out that these cavities generally exhibit global Reynolds
number �ReD� � 10; 000. On the other hand, we refer to large
cavities as those with cavity length to combustor length greater than
�50% with usual ReD greater than 10,000 (e.g., �ReD� � 70; 000).
Large cavities reported in the literature usually exhibit one order of
magnitude larger residence time than small cavities.] Even though
the CIC concept has proven to enhance the performance of the UCC,
there is still further need for improvement [3]. The fuel and air jets in
the CIC create vortices, which, depending on the cavity dimensions,
equivalence ratio, and injector positions, could lead to highly
unstable flow. This in turn leads to flame instability, which induces
higher residence times and promotes fuel-rich environments that
increase pollution and soot formation. Therefore, current efforts are
oriented toward determining design criteria for reducing flame
fluctuations in the CIC.

Most previous investigations have dealt with nonreactive and
reactive flow stability criteria in large axisymmetric [8–11] and
planar [12–15] cavities with dimensions on the order of a few
centimeters, ReD > 10; 000, and an order of magnitude larger
residence time than those expected in the CIC.§ Consequently, the
flow/flame stabilization in the CIC is more complicated than in
previous studies [8–15]. For instance, for large cavities, the fuel is
nearly fully consumed inside the cavity and the flame is contained in

the cavity [10,11,15]. On the contrary, in CIC-like cavities, very little
amount of the fuel is burned in the cavity, extending theflame outside
it [16]. Despite these facts, it is worth discussing the flow/flame
stabilization criteria in large cavities because it provides insights into
flame stabilization in CIC-like cavities. Mair [8] experimentally
examined the effect of an afterbody disk on the drag of a blunt-based
forebody-spindle object. His experiments showed that the drag of the
forebody-spindle object is significantly reduced by mounting an
afterbody disk. Further reduction in drag was observed by mounting
a secondary afterbody disk. Little and Whipkey [9] performed
similar experiments. They identified three regimes associated with
drag. These are the wake backflow (WBF), unsteady cavity vortex
(UCV), and the steady cavity vortex (SCV) regime. In theWBF, flow
downstream the afterbody spills upstream into the cavity and the
cavity exhibits a counter-rotating vortex¶ with high-drag coefficient.
By moving the afterbody disk downstream from whereWBF regime
exists, the flow in the cavity transitions to the UCV regime. The
cavity exhibits a corotating vortex∗∗ and the wake backflow does not
move upstream past the afterbody disk. The drag coefficient CD

fluctuates from low- to high-drag condition. When the disk is
positioned at its optimum from the forebody, the flow in the cavity is
said to be in the SCV regime. Here, the vortex rotates (with edge
velocity) in the same direction as the mainstream velocity, fits the
cavity nearly perfectly, mass transfer into or out of the cavity is
minimum, there is no backflow, and is characterized by low drag.
Their cavity optimization criterion was based so that, to reduce CD,
the afterbody disk needs to be large enough to separate the wake
backflow from the cavity flow so that a locked vortex can exist in the
cavity. Therefore, with the proper choice of cavity dimensions,
vortices in the cavity can be made stationary. However, a steady
vortex yields minimum mass exchange between the vortex and
the main flow, which in the CIC means that additional air must
be supplied within the cavity for combustion to be sustainable.
Consequently, Katta andRoquemore [10,11] conducted an extensive
numerical investigation to determine the effect of combustion on
cavity-stabilized flames. They showed that, for nonreactive flow,
both standard k-"Reynolds-averaged Navier–Stokes (RANS)model
and direct numerical simulation (DNS) can be used to predict �CD

with cavity size. They also showed that the optimum cavity length
determined from nonreactive flows yields to nonshedding cavity
flows, even with combustion and primary injection into the cavities.

Planar cavities better emulate the shape of the CIC (cf. Figure 1).
Zdanski et al. [12,13] numerically studied the nonreactive flow past
two-dimensional trenchlike cavities and showed that,with increasing

Fig. 1 Ultracompact combustor; inlet, hub, guide vane, blade, circumferential cavity, outlet, cavity-in-cavity, air injectors, and fuel injectors are
indicated. The swirl flow is also indicated by the bent arrow on the circumferential cavity.

§The residence time scales with length for turbulent flows.

¶Throughout the text, counter-rotating vortex means that the vortex edge
velocity is in the opposed direction to the mainstream velocity. The
mainstream flow is not rotating.

∗∗Throughout the text, corotating vortex means that the vortex edge
velocity is in the same direction as the mainstream velocity. The mainstream
flow is not rotating.
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the cavity aspect ratio, two vortices in the cavity appear. At a critical
aspect ratio, the external flow reattaches to the surface that is parallel
to the mainstream flow. Similarly, D’yanchenko et al. [14] experi-
mentally studied the nonreactive flow past heated two-dimensional
trenchlike cavities with inclined frontal and rear walls. They showed
that, for an interval of wall inclination angles, the flow in the cavity
becomes unstable with the primary vortex changing its structure
from single cellular to double cellular. Recently, Puranam et al. [15]
investigated experimentally the flame stabilization in a curving,
contracting channel with an inner large cavity. They showed that, at
low Reynolds number (1000–10,000), the flame extends outside the
cavity, whereas at high Reynolds number (� 40; 000), combustion
occurs inside the cavity. In between these regimes, the flame was
unstable.

Becauseflow/flame stabilization in small cavities is so specialized,
there are (to the best of our knowledge) only two investigations
reported in the literature. Zelina et al. [3] experimentally studied
multiple air injection strategies on the performance of the CIC, while
the fuelwas injected radially as in Fig. 1. The configurations included
the following: (config. 1) two-nonaligned opposed air jets with the
outermost jet in coflow with the mainstream flow, (config. 2) one
single innermost air jet in counterflowwith the mainstream flow, and
(config. 3) no air jets. Cavity equivalence ratio �CAV at lean blowout
was found to be as low as 0.08 for config. 3 and as high as 1.5 for
config. 1. Decreasing the cavity air to fuel momentum ratio �CAV led
to higher �CAV at lean blowout for all configurations. Moreover,
Katta et al. [16] performed two-dimensional, unsteady, reacting
flow numerical simulations on a trenchlike cavity with fuel and air
injections. The parametric investigation indicated that there is a
cavity optimum size that minimizes flow unsteadiness. Therefore,
the purpose of this investigation is to enhance our understanding
regarding cavity-stabilizedflames thatmight lead to the development
of concepts for the design of higher performance CIC. First, we will
start by reviewing and expanding the discussion on the criteria of
flow unsteadiness in large axisymmetric cavities. Second, we will
apply the concepts related to large axisymmetric cavities to small
planar cavities. Third, the effect of fuel and air injections on flow
unsteadiness will be addressed for small planar cavities. Fourth, the
effect of fuel-injection positioning to flow unsteadiness will be
examined in small planar cavities. Then, the effect of air injection
positioning on flow unsteadiness will also be investigated in these

cavities. Finally, we will discuss the effect of combustion and cavity
equivalence ratio on flow/flame unsteadiness.

II. Physical-Numerical Procedure

A. Gas-Phase Numerical Model

The numerical model is based on the solution of the time-
dependent governing equations for a two-dimensional unsteady
reacting flow [17,18]. Using cylindrical coordinates �r; z� these
equations can be written as

@����
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� @��v��
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� @��u��
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�
� @
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�
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r

@�

@r
� S� (1)

Here, t denotes the time, � the density, and u and v the axial z and
radial r velocity components, respectively. The general form of the
equation represents conservation of mass, momentum, species, or
energy conservation, depending on the variable used for �. The
diffusive transport coefficient �� and source terms S� are described
in Table 1. Introducing the overall species conservation equation and
the state equation completes the equation set. In addition, a sink term
based on an optically thin gas assumption is included in the energy
equation to account for thermal radiation from the flame [19]. The
sink term due to the radiation heat loss is expressed as qrad �
	4�Kp�T4 	 T4

o� [20] where T denotes the local flame temperature.
The term Kp accounts for the absorption and emission from the
participating gaseous species (CO2, H2O, CO, and CH4) and is
expressed as

Kp � P
X
k

XiKp;i

whereKp;i denotes themean absorption coefficient of the kth species.
Its value is obtained by using a polynomial approximation to the
experimental data provided in [21].

The finite difference forms of the momentum equations are
obtained using QUICKEST scheme [22], whereas those of the
species and energy are obtained using a hybrid scheme of upwind and
central differencing. The pressure field is calculated at every time

Fig. 2 Computational domains for the axisymmetric cavity (left) and the planar cavity (right). The axisymmetric cavity has beenmirrored. The sample
axisymmetric cavity corresponds to the case in which the afterbody disk is placed at x=Do � 0:5. Thewhole computational domain is not shown here. The

planar cavity indicates the location of the injections in its normal configuration. The boundary conditions are also indicated. The air mainstream flow

direction is also indicated for the small planar cavity case. Note that the air mainstream flow corresponds to the swirl flow in Fig. 1.

Table 1 Transport coefficients and source terms appearing in governing equations
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step by solving all of the pressure Poisson equations simultaneously
and using the lower and upper diagonal matrix-decomposition
technique.

Figure 2 illustrates the computational domains for the large
axisymmetric and small planar cavities. They consist of 229 

229 mm and 62 
 30 mm in the axial x and radial r (vertical y)
directions, respectively, and are represented by a staggered, non-
uniform grid system (300 
 300 and 401 
 421, respectively). The
axisymmetric cavity contains a forebody with diameter Do of
101.6 mm, spindle diameterDS of 28.6 mm, afterbody disk diameter
D1 of 38.1 mm, afterbody disk thickness of 1.5 mm, and spindle
length of 127 mm. The upstream flow approaches the forebody-
spindle-afterbody geometry at uniform and constant velocity and
temperature of 30:5 m=s and 300 K, respectively. Throughout this
investigation, only the distance of the afterbody disk to the forebody
is varied. Only nonreactive flow conditions and standard k-" RANS
simulations are performed on the axisymmetric cavities. The planar
cavity consists of a forebody and an afterbody of equal depth D.
Although the separation distance of the forebody and afterbody is
varied in this study, the depthD ismaintained constant at 6.4mm. For
nonreactive flow conditions, the air mainstream approaches the
cavity at uniform and constant velocity and temperature of 40 m=s
and 300 K. Both DNS and RANS simulations and both nonreactive
and reactive flow conditions are performed on the planar cavities.
Fuel and air injections are also used in planar cavities. The cavity
equivalence ratio �CAV is also varied. Additional details are provided
in subsequent sections.

B. Thermodynamic and Transport Properties

The thermodynamic and transport properties appearing in the
governing equations are temperature and species dependent. The
mixture density is computed using the ideal gas law assuming that the
pressure remains constant in the flowfield at 101,325 Pa. The specific
heat capacity of individual species is computed with piecewise
polynomials [10]. The viscosity, thermal conductivity, and binary
diffusivity of the individual species were based on kinetic theory
[23]. Whereas the mixture viscosity and thermal conductivity are
computed using the Wilke semi-empirical formulas [24], mixture-
averaged formulation is used to compute species diffusivities that
are used in the governing equations. The Wilke semi-empirical cor-
relations are used because they apply to nonpolar low-density gases;
hence, these correlations are useful in our investigation. Themixture-
averaged diffusivity is a particularly useful simplification when all
species, but one, are not abundant. For instance, the mass fraction of
N2 is �0:72. The formulation used for the calculation of individual
and mixture properties is a common practice used in many in-house
source codes [25] and commercial codes [26,27].

C. Combustion Model

The JP8-air chemistry is modeled using a global reaction
mechanism involving five species, namely JP8, O2, CO2, H2O, and
N2. JP8 is treated as a surrogate mixture consisting of six parent
species: 30% n dodecane, 20% n tetradecane, 10% i octane, 20%
methylnaphthalene, 5% tetralin, and 15%m xylene [28]. The global
reaction for this surrogate mixture is

JP 8� 15:425O2 ! 10:25H2O� 10:3CO2

III. Results and Discussion

A. Validation of Numerical Model

The validation of the numerical model has been presented in a
previous investigation by Katta and Roquemore [10]. They com-
pared the change in pressure drag �CD;P as a function of afterbody
disk distance from the forebody x=Do for two spindle sizes. Both
results of DNS and standard k-" RANS models were compared
with the measurements of Little and Whipkey [9]. Although their
RANS simulations did not result in the dynamic flow observed in the
experiments, the drag coefficients compared favorably with those

from the experiments. On the contrary, the DNS yielded dynamic
flows similar to those observed in the experiments and the drag
coefficients were not as favorable with the experiments. For the
small and large spindle sizes used in their investigation, the RANS
simulations predicted a minimum �CD;P similar to that of the
measurements. Moreover, the DNS and RANS algorithms have been
extensively validated in many unsteady reacting flow simulations,
such as opposed jet flames [29] and buoyant jet diffusion flames [30].
Furthermore, the numerical simulations of the trapped-vortex com-
bustor (TVC) [11], which is similar to our large axisymmetric cavity
except that it has fuel and air injections, yielded only qualitative
comparison with the experiments in terms of temperature profiles.
The DNS results were in closer agreement to the experiments than
those obtained with RANS. However, the ability of incorporating
standard k-" RANS model in predicting reacting flows was tested in
vertically mounted turbulent jet flames [11]. Good qualitative and
quantitative agreements were predicted by both the models. Based
on these results and the discrepancies presented in the TVC, it was
speculated that the standard k-" RANS model is only inadequate to
predict reacting flows in TVC and in large axisymmetric cavities.
Nevertheless, the standard k-"RANSmodel can qualitatively obtain
general features of large axisymmetric cavities exposed to non-
reacting flows as shown in Fig. 2 of [10]. Therefore, in this investi-
gation, the standard k-" RANS model is used for nonreacting flows,
whereas the DNS is used for both nonreacting and reacting flows.

B. Flow Unsteadiness in Large Axisymmetric Cavities

This section is concerned with the drag and flow characteristics of
a locked vortex afterbody shapes formed by thin disks spaced along
a central spindle. Figure 3 presents the velocity vector flowfields
and streamlines for conditions when the afterbody disk is placed at
x=Do � 0:2, 0.4, 0.5, and 0.7. Similar simulations were conducted
by Katta and Roquemore [10]. In this figure, the upstream flow
diverges due to increased cross-sectional area and, consequently,
flow separation occurs at the sharp corner of the forebody. The
streamwise pressure gradient increases until the flow reattaches to
the spindle downstream the afterbody. For x=Do � 0:2, the flow
recirculates behind the afterbody disk. This flow spills over the
afterbody disk into the cavity and two vortices are formed in the
cavity. The innermost vortex is counter-rotating with respect to
the direction of the mainstream, whereas the outermost vortex is
corotating with the mainstream. There is also a freestanding stag-
nation point inside the flowfield, indicating the presence of opposed
flows. This flow configuration is called the wake backflow regime
and the characteristic cavity Reynolds number Rex is less than
84,000. For x=Do � 0:4, there is still spillover and two vortices
within the cavity exist. However, in comparison with theWBF, there
are velocity vectors pointing toward the afterbody disk still with the
presence of a stagnation point in the flowfield. This contraction
around the disk and backflow is responsible for inducing flow
oscillations [9] and the flow is said to be in the unsteady cavity vortex
regime with Rex ranging from 84,000 to 105,000. For x=Do � 0:5,
there is no longer backflowover the afterbody disk and the stagnation
point has moved to the top of the afterbody wall and the vortex fits
nearly perfectly in the cavity. The location of the stagnation point is
consistent with that reported by Gharib and Roshko [31] for this type
of flow. The flow is in the steady cavity vortex regime, exhibiting
Rex � 105; 000. At x=Do � 0:7, the vortex in the cavity becomes
elongated, the mainstream impinges on the afterbody disk, and
the stagnation point moves to the front of the afterbody wall. This
impingement compresses the vortex and the flow becomes unsteady.
We named this flow the compressed cavity vortex regime (CCV) and
it exhibitsRex > 105; 000. Furthermore, the streamlines suggest that
the SCVexhibitsminimummass exchangewith themainstreamflow,
as expected.

Figure 4 presents the change in pressure drag�CD;P coefficient as
a function of axial distance x=Do, resulting from the addition of disk
to forebody-spindle geometry, discussed in the context of Fig. 3.
Katta andRoquemore [10] presented in their Fig. 2 the total change in
drag, whereas we only present the contribution of pressure drag to
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total drag. By comparing our Fig. 4 with Fig. 2 of [10], it is clear that
shear drag is nearly negligible. The calculated �CD;P indicates that
the drag coefficient decreases monotonically to a minimum value
at x=Do � 0:5 and then increases for x=Do greater than 0.6.
Momentum balance on the cavity provides the drag force expressed
in terms of the direct forces on the cavitywalls or in term of integrated
turbulentmomentumflux out of the cavity [31]. Thismomentumflux
is inherently unsteady. Increase on the momentum flux indicates
increase on flow unsteadiness and thereby increase on drag and drag
coefficient (i.e., increase on unbalance forces in the cavity walls).
Consequently, the large pressure drag exhibited by the WBF yields
oscillations. Similarly, UCVand CCVexhibits larger pressure drags
than SCV and these regimes are more unsteady. The flow structure
that reduces oscillations is that depicted in Fig. 3 for x=Do � 0:5.
Now, in the subsequent paragraph, we relate the minimum�CD;P to
the pressure distribution on the forebody face and the upstream face
of the afterbody disk.

Figure 5 presents the pressure coefficientCP as a function of radial
coordinate r=Ro at the forebody. The local minima represent the
projections of the centers of the vortices on the walls. For the
forebody spindle alone without disk, CP slightly increases from the
spindle edge until it reaches an absolute maximum. Further
outwardly CP decreases until it reaches an absolute minimum,

indicating the radial location of the center of the vortex. From the
center of this vortex,CP increases to either side at a rate proportional
��r=Ro�n, where n is 	1 � n � 1. This indicates that this is a
freelike vortex structure. When the disk is added at x=Do � 0:2, CP

decreases drastically, suggesting that velocity magnitude increases.
However, the Cp distribution is nearly flat with an increase in the
outermost edge and a slight increase near the spindle edge. This
indicates that velocity magnitudes and circulations corresponding to
the outermost corotating and the innermost counter-rotating vortices
are comparable, as shown in Fig. 3. Further increase in x=Do

decreases Cp until it reaches a minimum at x=Do � 0:5. When the
disk is at this position, the CP distribution is no longer flat. First, Cp

decreases to a local minimum and then it increases to an absolute
maximum. This section of the profile indicates the location of a small
vortex near the corner of the cavity, as shown in Fig. 3. Further
outwardlyCp decreases to an absolute minimum and then rises. This
section indicates the existence of a larger vortex in the cavity. In
contrast to x=Do < 0:5, the two vortices indicated by the Cp profile
suggest that these vortices are forcedlike vortex. This statement is
reached because from the center of the vortices CP now increases
with the square of the radius [i.e.,��r=Ro�2], which is characteristic
of forced vortices. From Fig. 3, note that the velocity magnitude has
increased from x=Do � 0:2 to 0.5 as indicated by the length of the
velocity vectors. When the disk is positioned further downstream at
x=D0 � 0:6,Cp increases again. By positioning the disk even further
downstream, Cp increases monotonically with the same qualitative
radial distribution as for when the disk was positioned at x=Do � 0:5
and 0.6 (i.e., n� 2). The increase in Cp is associated with decrease
in velocity magnitudes in the cavity (as indicated by velocity vector
lengths in Fig. 3). It is important to point out that the minimum
�CD;P, which is associated with steady flow, is also associated
with minimum CP on the forebody face. This is in contra-
diction with the results of Mair [8] which suggested exactly the
opposite (i.e., minimum CP yields maximum �CD;P). We believe
that the minimum CP yields minimum �CD;P since �CD;P�
�1=A� � R CP � dA, where A is the area. In fact, Mair [8] suggested
that, in the high-drag regime, the flow was unsteady and the
pressures recorded by the manometer may not have been the true
mean values. This could have led to data misinterpretation.

Figure 6 presents pressure coefficient CP as a function of
radial coordinate r=Ro at the upstream face of the afterbody disk. At
x=Do � 0:2,Cp exhibits a small local minimum near the spindle and
then decreases continuously with r=Ro. This indicates that the flow
near the disk is moving from the inner regions of the cavity toward

Fig. 4 Change in pressure drag�CD;P coefficient as a function of axial

distance x=Do, resulting from the addition of disk to forebody-spindle

geometry. The calculations were performed using the standard k-"
RANS model.

Fig. 3 Velocity vectors for the afterbody disk placed at x=Do � 0:2,
0.4, 0.5, and 0.7. The calculations were performed using the standard

k-" RANS model. The velocity vector lengths are scaled with mag-

nitude. The streamlines are shown. The stagnation points due to

reattachment are also indicated.
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outside (i.e., counter-rotating vortex). With increasing x=Do to 0.4,
the magnitude ofCP decreases and the profile is still nearly similar to
that of x=Do � 0:2 because there is still a counter-rotating vortex, as
depicted in Fig. 3. Further increase of x=Do to 0.5 shifts CP slightly
above that of x=Do � 0:4. An absolute minimum CP is observed to
occur. As x=Do increases to 0.6 and 0.7, the minimum is shifted
toward the inside of the cavity. This is due to larger impingement area
of the mainstream flow on the afterbody disk, which pushes the
vortex toward the spindle. That iswhy at x=Do � 0:6 and 0.7 theflow
is in the CCV regime. According to Zdanski et al. [12,13], if wewere
to further increase x=Do, two major vortices would form inside the
cavity which depending on x=Do these vortices could be either
encapsulated (i.e., without flow reattachment) or nonencapsulated.

In summary, our results presented from Figs. 3–6 indicate that
low flow unsteadiness is achieved when a large corotating vortex
with the mainstream, exhibiting forcedlike vortex characteristics, fits
the cavity. This leads to low-pressure drag and low-pressure co-
efficients in both the forebody face and upstream face of the

afterbody. RANS simulations are sufficient for determining flow
configuration exhibiting low flow unsteadiness.

C. Flow Unsteadiness in Small Planar Cavities

From Fig. 1, it is noticed that the CIC has two major geometrical
differences with the large axisymmetric cavities studied in the
previous section. In the CIC, the thickness of the afterbody is
infinitely long and the heights of the afterbody and forebodywalls are
equal. Therefore, the CIC is modeled as the small planar cavity
shown in Fig. 2. Based on the results from the previous section, we
expect thewake spillover to be nonexistent, and, consequently,WBF
and UCV regimes will be nonexistent as well.

Figure 7 presents the velocity vectors for the planar cavity with
dimensions of L=D� 1 and 6. These calculations were performed
using the standard k-"RANSmodel. As with axisymmetric cavities,
flow separation occurs at the sharp corner of the forebody. The
streamwise pressure gradient increases until the flow reattaches at
the sharp corner of the afterbody for L=D� 1 and impinges on the
afterbody for L=D� 6. For the latter case, the flow momentum is
not sufficient, hence flow impingement occurs. For L=D� 1, a
corotating vortex is seen inside the cavity with its center nearly at the
center of the cavity. Thereby, this configuration resembles that of
x=Do � 0:5 (shown in Fig. 3).We, consequently, state that theflow is
in the SCV regime. Nonetheless, atL=D� 6, the vortex is elongated
and characterized by flow impingement, exhibiting similarities to
that corresponding to x=Do � 0:7 (shown in Fig. 3). Thus, this flow
corresponds to the CCV regime. Furthermore, these results plainly
suggest that there is a critical cavity length to depth ratio L=D, at
which a single vortex does no longer fit in the cavity. For instance,
Zdanski et al. [12] showed that, for a trench cavity like this one,
vortex encapsulation takes place at L=D� 6:65. Recall from the
previous section that vortex encapsulation refers to two vortices in
the cavity without inside-cavity flow reattachment.

Figure 8 presents the change on drag�CD as a function of cavity
length to depth ratio L=D. The individual contributions of pressure
�CD;P and shear �CD;S drag are also plotted. Both pressure and
shear drag increases with increasing L=D. �CD;P increases due to
flow impingement on the afterbody wall, as suggested by Fig. 7. It is
obvious that shear drag is negligible for both axisymmetric and
planar cavities. In comparisonwith Fig. 4, it is interesting to note that,
for our planar cavity, there is no absolute minimum �CD;P. This is,
however, expected because we modified the cavity to avoid flows in
theWBF andUCV regimes. It is evident that, by increasingL=D, the
flow transitions from the SCV to the CCV regime. This also suggests
that the vortex for the range of L=D studied here exhibits charac-
teristics of forced vortices (i.e., n� 2 and the pressure increases
almost quadratically with increasing vortex radius). Now it is

Fig. 7 Velocity vectors for the planar cavity with dimensions of L=D�
1 and 6. The calculations were performed using the standard k-" RANS

model.

Fig. 6 Pressure coefficientCP as a function of radial coordinate r=Ro at

the upstream face of the afterbodydisk.The calculationswere performed

using the standard k-" RANS model.

Fig. 5 Pressure coefficientCP as a function of radial coordinate r=Ro at

the forebody. The calculations were performed using the standard k-"
RANS model.
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important to examine the pressure distribution on the forebody and
afterbody walls.

Figure 9 presents the pressure coefficientCP as function of vertical
distance y at the forebody (solid) and afterbody (dashed) walls. For
L=D� 1, the absolute minimum CP occurs at the center of the
forebody and afterbody walls, indicating that the vortex center is
located at the cavity center. Both Cp profiles and magnitudes in the
forebody and afterbody walls are very similar, indicating that the
horizontal forces are nearly balanced, exhibiting minimum flow
oscillations. With increasing length to depth ratio L=D, CP on the
afterbody wall increases, whereas that on the forebody wall de-
creases. Because both Cp profiles and magnitudes in the forebody
and afterbody walls are very different, horizontal forces are not
balanced and the flow would exhibit large oscillations. The location
of the absolute minimum CP on the afterbody wall is shifted inward
due to flow impingement on the afterbody wall. Note that this
shift is consistentwith that observed for x=Do � 0:6 and 0.7 in Fig. 5.

This again confirms qualitative similarities between that flow
configuration in the axisymmetric cavity with afterbody disk at
x=Do � 0:7 and the flow in the planar cavity with L=D� 6.
DNS calculations were performed for the cavity sizes discussed in

the context of Fig. 9 and the change in pressure drag �CD;P as a
function of dimensionless time � is presented in Fig. 10. Whereas
the RANS simulation provided steady values of �CD;P, the DNS
provides unsteady values of �CD;P. Nevertheless, similar to the
results of Fig. 8, the DNS results indicate that with increasing L=D,
�CD;P increases. Note that, for L=D� 1:0, the average �CD;P is
nearly 0.0 consistent with the result in Fig. 8. However, when
L=D� 6:0, the average�CD;P is�0:7, which is several times larger
than that of Fig. 8. DNS and RANS simulations provide qualitative
results; however, they might differ on their quantitative results.

D. Effect of Fuel and Air Injections on Flow Unsteadiness

in Small Planar Cavities

This section is concerned with the pressure drag and flow
characteristics in the small planar cavity due to fuel and air injection
configurations. The schematic of normal injection (NI) and reverse
injection (RI) configurations for air jets is presented in Fig. 11. In
this figure, three possible fuel jet injection configurations are also
depicted: coflow, crossflow, and counterflow with respect to the
mainstream flow.As discussed in the Introduction, NIwith crossflow
corresponds to config. 1 examined by Zelina et al. [3]. The temporal
pressure drag evolution for the configurations discussed in the
context of Fig. 11 is presented in Fig. 12. For the NI of air jets,
pressure drag oscillations start to fluctuate after a finite time of
�0:4 ms, whereas for RI, pressure drag fluctuations start
immediately as the simulation starts. This suggests that flow distur-
bances propagate faster when RI is used. For NI, the crossflow-fuel-
jet position exhibits the lowest pressure drag amplitudes, followed
very closely by the coflow fuel jet position. The counterflow fuel
jet position, on the other hand, exhibits the highest pressure drag
amplitudes. Recall from Secs. III.B and III.C that the optimum flow
configuration that leads to lowestflowunsteadiness is that of the SCV
regime, which contains a corotating forcedlike vortex with the
mainstreamwith minimum flow impingement on the afterbody wall.
Therefore, when the fuel jet is injected in counterflow with respect
to the mainstream, the corotating vortex existing in the cavity is
distorted. On the contrary, when fuel jet is injected in crossflow or
coflow, the corotating vortex is not distorted and possibly enhanced.
This explains why the crossflow and coflow fuel-injection positions
exhibit superior flow steadiness with respect to the counterflow fuel-
injection position. Moreover, RI promotes a counter-rotating cavity

Fig. 10 Change in pressure drag�CD;P as a function of dimensionless

time ��. The calculations were performed using DNS.

Fig. 9 Pressure coefficient CP as function of vertical distance y at the
forebody (solid) and afterbody (dashed) walls. The calculations were

performed using the standard k-" RANS model. The location of the

stagnation point due to flow impingement is also indicated.

Fig. 8 Change in drag coefficient �CD as function of cavity length to
depth ratio L=D. The individual contributions of pressure �CD;P and

shear �CD;S drag are also plotted.
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vortex (with respect to the mainstream flow). This in turn increases
the flow unsteadiness as demonstrated by the larger pressure drag
amplitudes. The flow in the RI is nearly insensitive to the fuel-jet
injection positions. Counterflow-fuel-jet position and RI provide the
worst-case scenario in terms of flow unsteadiness.

E. Effect of Cavity Equivalence Ratio and Combustion

to Flame/Flow Unsteadiness

This section is concerned with the pressure drag and flow/flame
characteristics in the small planar cavity due to combustion under
various cavity equivalence ratios �CAV. The cavity equivalence
ratios�CAV used are 0.85, 1.42, 2.15, 5.67, 8.5, and 11.33. As�CAV is
increased, the cavity air to fuel jet momentum ratio �CAV decreases
from9.9 to 5.85, 3.87, 1.47, 0.97, and 0.74, respectively. Thevelocity
in the main stream is equaled to the velocity of the air jets to reduce
the effect of shear between the air mainstream flow and the outer-
most air jet. The mainstream temperature is constant at 533 K and its
profile is uniform. The cavity walls are assumed isothermal at 533 K.
A total number of 12 simulations were run corresponding to the six
�CAV and two injection configurations for the air jets (cf. Figure 11).
The fuel jet is injected in crossflowwith the respect to themainstream
air flow. The instantaneous temperature contours, streamlines (lines),
and streak lines (dots) for�CAV � 2:15, 5.67, 8.5, and 11.33 usingNI
and RI are presented in Fig. 13. The streamlines are computed from
the fuel and air jets, whereas the streak lines are computed from the
fuel jet only. These streak lines, in fact, represent massless particles
injected through the fuel jet. Temperature contours and streamlines
reveal that, when NI is used, two nonpremixed flames attached to the
air jet ports are formed. On the other hand, the nonpremixed flames
are attached to the fuel jet and the counterflow air jet ports when RI is
used. A plausible explanation is that, if the flamewere to be attached
to the coflow air jet port, the curvature-induced stretch would be high

enough to extinguish the flame. Consequently, the flames established
in the NI configuration appeared to be more parallel to the main-
stream than the flames in the RI configuration. With NI, the particles
are accumulated toward the forebody face of the cavity. On the
contrary, particles are clustered toward the afterbody face of the
cavity when RI is used. This plainly indicates that fuel is transported
toward the forebody face of the cavity and afterbody face of the
cavity when NI and RI are used, respectively. Moreover, this fact is
consistent with the relatively high temperature encountered in the
forward and backward cavity regions for the NI and RI, respectively.
Qualitatively, it appears that, regardless of �CAV, it is more difficult
for particles to escape the cavity when RI is used. This is because the
particles have to go against theflowwhen they are still in the cavity as
illustrated by the streamlines and streak lines.

Figure 14 shows the temporal temperature profiles for the NI
(solid) and RI (dashed) for the conditions discussed in the context of
Fig. 13. The temperatures are probed at x� 34 mm and y� 22 mm
(cf. Figs. 3 and 13). Note that, at �CAV � 0:85, 1.42, 2.15, 5.67, 8.5,
and 11.33, the temperature starts increasing and/or oscillating at
�1:5, 0.5, 0.25, 0.11, 0.09, and 0.19ms, respectively, for theNI case.
For ease of discussion, we refer to this time as the ignition time. It is
reasonable to qualitatively observe that the mixture ignition time is
the slowest at off-stoichiometric conditions (i.e., �CAV � 8:5 and
11.33). The ignition time is, however, not the lowest at �CAV � 1:42
because the chemistry model used in this investigation does not
account for CO2 and H2O dissociation. Therefore, these results can
only be interpreted qualitatively. The ignition time for RI is always
larger than for their NI counterparts. This is a reasonable result
because the large pressure drag fluctuations observed in Fig. 12 for
RI would tend to inhibit ignition. For low �CAV, the amplitude
of the temperature fluctuations is larger for RI than it is for NI.
Nevertheless, as �CAV increases, the amplitude and frequency of
temperature oscillations decrease for RI, whereas those for NI

Fig. 12 Pressure drag as a function of time for the normal and reverse injection configurations. DNS were performed for these calculations.

Fig. 11 Schematic of the a) normal injection and b) reverse injection configuration of air jets. The multiple positions of fuel jets are also indicated.
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generally increase. However, the effect of �CAV appears to be more
pronounced for RI. So, at high �CAV, the amplitude and frequency of
the temperature fluctuations is larger for NI than it is for RI.

To further examine the effect of�CAV onflowunsteadiness, Fig. 15
presents the pressure drag as a function of time for relatively low and
high �CAV (i.e., 2.15 and 8.5). It is evident from Figs. 14 and 15 that,
at low �CAV, flow unsteadiness is more pronounced for NI; none-
theless, at high �CAV, the flow unsteadiness for NI and RI become
comparable. A possible explanation can be mentally visualized as
follows:

1) For NI conditions, as �CAV ! 0 �CAV !1, and the effect of
the fuel jet on the air jets becomes negligible. Consequently, we
would expect a flow structure resembling that of an axisymmetric
cavity with afterbody disk at x=Do � 0:5 (cf. Figure 3) or that of a
planar cavity with L=D� 1:0 (cf. Figure 7) (i.e., steady cavity
vortex). Therefore, low �CAV leads to low flow unsteadiness.

2) For NI, as �CAV !1 �CAV ! 0, and the effect of the fuel jet
on the air jets becomes significant. The previously established struc-
ture becomes distorted and the flow unsteadiness increases. There-
fore, high �CAV leads to high flow unsteadiness. This is consistent

Fig. 13 Instantaneous temperature contours, velocity streamlines (lines), and streak lines (dots) after 3 ms for cavity equivalence ratios �CAV of 2.15,

5.67, 8.5, and 11.33 under NI (left) and RI (right) configurations.
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with Zelina et al. [3] who showed, as discussed in the Introduction,
that decreasing �CAV leads to higher �CAV at lean blowout for NI of
air and crossflow fuel injection. Because near-extinction conditions
are associated with flow oscillations [32], the higher �CAV at lean
blowout is interpreted here as higher flow unsteadiness. Never-
theless, blowout was not observed for any of our simulations
because the global chemistry does not include elementary reactions
needed for the correct assessment of flame extinction [33].

3) For RI conditions, as �CAV !1 �CAV ! 0, and the effect of
the fuel jet on the air jets becomes negligible. Consequently, the flow
inside the cavity resembles that presented for axisymmetric cavity
with afterbody disk at x=Do � 0:2 (cf. Figure 3) (i.e., wake
backflow). Therefore, high �CAV leads to high flow unsteadiness.

4) ForRI, as�CAV ! 0�CAV !1, and the effect of the fuel jet on
the air jets becomes significant. The previously established structure
becomes distorted and the flow unsteadiness decreases.

Fig. 14 Temporal temperature profiles for the normal (solid) and reverse (dashed) Injections. The simulations were performed using DNS. The
temperatures are probed at x� 34 mm and y� 22 mm (cf. Figs. 3 and 13).
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IV. Conclusions

An extensive computational investigation on the characteristics
of cavity-stabilized flames was presented. We examined the flow
unsteadiness in both axisymmetric and (nonreactive and reactive
flow past) planar cavities. Important conclusions are as follows:

1) Results indicate that shear drag coefficient�CD;S is negligible
in comparison with pressure drag coefficient�CD;P, and the former
is proportional to flow unsteadiness.

2) The axisymmetric cavity, which consists of a forebody and an
afterbody disk, exhibits multiple flow regimes depending on the
distance between the forebody and afterbody disk.When the distance
between the forebody and afterbody disk x=Do is small, multiple
vortices are formed in the cavity. However, it contains a main
counter-rotating freelike vortex with respect to the mainstream flow
that is formed due to the backflow (wake backflow regime). As with
previous investigations on axisymmetric cavities, results indicate
that with increasing cavity length the drag decreases as the flow
transitions to the unsteady cavity vortex regime, characterized by
backflow and flow contraction around the afterbody disk. Further
increase on cavity length reduces the drag to an absoluteminimum as
the flow transitions to the steady cavity vortex regime. This regime is
characterized by a corotating forcedlike vortexwith neither backflow
nor mainstream flow impingement. With further increase in x=Do,
the drag increases again as the flow transitions to the compressed
cavity vortex regime, characterized by an elongated corotating
forcedlike vortex with mainstream flow impingement on the after-
body disk.

3) Results indicate that with increasing planar cavity length the
pressure drag increases monotonically as the flow in the cavity
transitions from SCV to CCV regime. The vortex formed in the
cavity exhibits forced-vortex pressure profiles as those present in the
axisymmetric cavities. The planar cavity does not exhibit charac-
teristics of the WBF and UCV regimes due to two reasons: 1) the
forebody and afterbody depth D are equal, and 2) the afterbody
thickness for the planar cavity is infinitely long in comparison with
that of the axisymmetric cavity.

4)Normal injections (i.e., the outermost air jet is in coflowwith the
air mainstream flow, and the innermost air jet is in counterflow)
present superior flow steadiness characteristics than their reverse
injection counterpart (i.e., the outermost jet is in counterflowwith the
air mainstream flow and the innermost air jet is in coflow). This is
because RI promotes counter-rotating vortex formation, resembling
WBF. In the NI, the crossflow fuel jet promotes superior flow
steadiness than the counterflow fuel jet. Crossflow-fuel-jet injection
is slightly better in terms of flow steadiness than the coflow fuel jet
injection. However, with RI, the three fuel jet injection positions
(crossflow, coflow, and counterflow) exhibit comparable flow
unsteadiness.

5) Cavity-stabilized flames were established at various cavity
equivalence ratios �CAV under NI and RI. For NI, low �CAV (with
high air to fuel momentum ratio �CAV) leads to low flow unsteadiness
because the air jets promote corotating vortex formation in the cavity.
At high �CAV (low �CAV), on the other hand, the fuel jet distorts the
corotating vortex; hence, flow unsteadiness increase. For RI, low
�CAV leads to high flow unsteadiness because the air jets promote
counter-rotating vortex formation in the cavity. On the contrary, at
high �CAV, the fuel jet distorts the formation of corotating vortex(es),
increasing flow steadiness.

6) The results presented in this investigation suggest that, for
minimizing cavity flow unsteadiness, designers need to focus on
geometric dimensions, and fuel/air injection positioning and �CAV

that promote corotating forcedlike vortex formation, and reduce both
backflow and flow mainstream impingement on the afterbody wall.
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A comprehensive numerical and experimental investigation on micrometer-sized water droplet impact dynamics and
evaporation on an unheated, flat, dry surface is conducted from the standpoint of spray-cooling technology. The
axisymmetric time-dependent governing equations of continuity, momentum, energy, and species are solved. Surface
tension, wall adhesion effect, gravitational body force, contact line dynamics, and evaporation are accounted for in the
governing equations. The explicit volume of fluid (VOF) model with dynamic meshing and variable-time stepping in
serial and parallel processors is used to capture the time-dependent liquid-gas interface motion throughout the
computational domain. The numerical model includes temperature- and species-dependent thermodynamic and
transport properties. The contact line dynamics and the evaporation rate are predicted using Blake’s and Schrage’s
molecular kinetic models, respectively. An extensive grid independence study was conducted. Droplet impingement and
evaporation data are acquired with a standard dispensing/imaging system and high-speed photography. The numerical
results are compared with measurements reported in the literature for millimeter-size droplets and with current
microdroplet experiments in terms of instantaneous droplet shape and temporal spread (R/D0 or R/RE), flatness ratio
(H/D0), and height (H/HE) profiles, as well as temporal volume (") profile. The Weber numbers (We) for impinging
droplets vary from 1.4 to 35.2 at nearly constant Ohnesorge number (Oh) of ∼0.025-0.029. Both numerical and
experimental results show that there is air bubble entrapment due to impingement. Numerical results indicate that
Blake’s formulation provides better results than the static (SCA) and dynamic contact angle (DCA) approach in terms
of temporal evolution of R/D0 and H/D0 (especially at the initial stages of spreading) and equilibrium flatness ratio
(HE/D0). Blake’s contact line dynamics is dependent on the wetting parameter (KW). Both numerical and experimental
results suggest that at 4.5<We<11.0 the short-time dynamics ofmicrodroplet impingement corresponds to a transition
regime between two different spreading regimes (i.e., forWee 4.5, impingement is followed by spreading, then contact line
pinning and then inertial oscillations, and for We g 11.0, impingement is followed by spreading, then recoiling, then
contact line pinning and then inertial oscillations). Droplet evaporation can be satisfactorily modeled using the Schrage
model, since it predicts both well-defined transient and quasi-steady evaporation stages. The model compares well with
measurements in terms of flatness ratio (H/HE) before depinning occurs. Toroidal vortices are formed on the droplet
surface in the gaseous phase due to buoyancy-induced Rayleigh-Taylor instability that enhances convection.

1. Introduction

Cooling processes are widely found in many industrial applica-
tions such as microelectronics,1-3 transportation,4,5 metal produc-
tion andprocessing,6-8 and surgical laser equipment.9Liquid-based

cooling technologies such as spray cooling, heat pipes, thermo-
syphons, flowboiling, and jet impingement cooling have attracted
considerable interest in these industries. Each technology has its
own advantages and disadvantages. Water spray cooling, how-
ever, is arguably the most attractive due to its ability to (1)
uniformly remove large heat fluxes, (2) use small fluid volumes,
(3) take advantage of large heat of vaporization, (4) use low
droplet impact velocity, and (5) provide optimal control and
regulation of system temperatures.10

Spray cooling formicroelectronic applications generally occurs
when liquid flow through small orifices shatters into a dispersion
of fine droplets which impact a heated surface. Then, the droplets
spread on the surface and evaporate or form a thin liquid film,
removing energy at low temperatures. Because of the many inter-
related parameters involved in this technology, it has been
extensively investigated since the late 1980s. Mudawar and

(1) Cader, T.; Westra, L. J.; Eden, R. C. IEEE Trans. Device Mater. Reliability
2005, 4, 605–613.
(2) Bash, C. E.; Patel, C. D.; Sharma, R. K. International Electronic Packaging

Technical Conference& Exhibition, July 6-11, 2003,Maui, HI; IPACK2003-35058.
(3) Kim, J. H.; You, S. M.; Choi, S. U. S. Int. J. Heat Mass Transfer 2004, 47,

3307–3315.
(4) Abramzon, B.; Sazhin, A. Int. J. Heat Mass Transfer 2005, 48, 1868–1873.
(5) Hiroyasu, H.; Kadota, T.; Senda, T. Bull. JSME 1974, 17.
(6) Wendelstorf, J.; Spitzer, K.-H.; Wendelstorf, R. Int. J. Heat Mass Transfer

2008, 51, 4902–4910.
(7) Hayes, D. J., Wallace, B. D., Boldman, M. T. Proceedings of the 1992

International Symposium on Microelectronics, October 19-21, 1992, San Francisco,
CA; pp 312-321.
(8) Waldvogel, J.M.; Diversiev, G.; Poulikakos, D.; Megaridis, C.M.; Attinger,

D.; Xiong, B.; Wallace, D. B. J. Heat Transfer 1998, 120, 539.
(9) Aguilar, G.; Majaron, B.; Popoe, K.; Svaaasand, L. O.; Lavernia, E. J.;

Nelson, J. S. Lasers Surg. Med. 2001, 28, 113–120. (10) Kim, J. Int. J. Heat Fluid Flow 2007, 28, 753–767.

84 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



DOI: 10.1021/la101557p 13273Langmuir 2010, 26(16), 13272–13286

Briones et al. Article

Estes11 studied the effect of nozzle to surface distance and showed
that the optimal configuration was when the impact area of the
spray is just inscribed within the heated area. Horacek et al.12 and
Sodtke and Stephan13 experimentally studied FC-72 and water
spray cooling, respectively, on a flat surface and showed that the
increase in the heat flux is directly related to the increase in the
three-phase contact line length. Navedo14 found that droplet
velocity has the greatest impact on the critical heat flux (CHF,
the maximum energy transfer rate from the substrate to the liquid
at which nucleate boiling ceases to exist) but negligible influence
on the heat transfer coefficient (h), whereas increasing the number
of droplets increases both CHF and h. An increase in h was
associated with a decrease in the Sauter mean diameter (average
particle size defined as thediameter of a spherewhichhas the same
volume to surface area ratio as the particles of interest), while the
CHF remained unaffected. Moreover, Chen et al.15 found that
CHF varied with droplet velocity and mean droplet flux, and was
independent of Sauter mean diameter. More importantly, they
found that, in order to increase cooling efficiency with little liquid
volume, the droplet diameters need to be small with high impact
velocity. Although spray cooling has been extensively investi-
gated, there still remain many questions to be answered: for
example, the conditions that lead to maximum droplet spread
without rebound, the mechanisms correlating heat transfer with
contact line dynamics,10 the partitioning of energy between
single- and two-phase, and the mechanism by which CHF is
triggered.

Insight into the fundamental mechanisms responsible for
wetting and two-phase mass and heat transfer during spray
cooling can be obtained from single droplet studies. There are
many studies on droplet impingement and evaporation in the
literature. Bhardwaj and Attinger16 validated a numerical model
to study wetting during the impact of millimeter-sized drops on a
flat surface. They found that heated drops spread more exten-
sively than cold drops because of a reduction of viscous forces,
and not because of an increase in wetting. Lunkad et al.17

numerically investigated the millimeter-sized drop impact and
spreading on horizontal and inclined surfaces using the volume of
fluid (VOF) method with both static (SCA) and dynamic contact
angles (DCA). Their results were validated against experimental
data available in the literature. They found that the SCA can be
used to predict the drop impact and spreading behavior in
quantitative agreement with measurements for SCA > 90�. For
wettable surfaces (SCA < 90�), the DCA observed at initial
contact times were∼100� greater than SCA values, and therefore,
the DCA is needed for accurate prediction of the spreading
behavior. Bernardin et al.18 experimentally mapped the impact
and heat transfer regimes of millimeter-sized water drops imping-
ing on a flat surface. They found that an increasing Weber
number (We) decreases the spreading time and increases the
instabilities responsible for droplet breakup. Rebound occurred
at the film boiling regime at lowWe. Even though there have been
many studies on single droplet impingement and evaporation,

nearly all of these studies focus on millimeter-sized droplets. In
fact, we are only aware of three investigations19-21 that report
micrometer-sized droplets impacting on a flat, unheated surface,
which are of the same order of magnitude as spray cooling
droplets (i.e., 10-80 μm)22,23). Moreover, there is no available
work in the literature that considers the evaporation of this range
of spray-cooling micrometer-sized droplets including both nu-
merical and experimental techniques. However, it is worth
mentioning that Bhardwaj et al.24 conducted both a numerical
and experimental investigation of the evaporation of droplets
with diameters that were an order of magnitude greater in
diameter (i.e., 462-874 μm) than those required in spray cooling
applications. Furthermore, Golovko et al.25 recently reported the
evaporation measurements of 10-100 μm water droplets.

Micrometer-sized droplet impingement and evaporation beha-
vior exhibits differences from that of millimeter-sized droplets
from both the practical and fundamental point of views. From a
practical standpoint, small average droplet diameter increases
spray cooling efficiency.15 For instance, an average droplet
diameter of ∼60 μm provides a spray cooling efficiency of
∼35%,whereas an average droplet diameter of∼200 μmprovides
a cooling efficiency of ∼2%.15 By increasing We, the spray
cooling efficiency decreases.26 Similarly, spray cooling nozzles
that produce small droplets with high impact velocity also
increase the cooling efficiency.15 Therefore, micrometer-sized
droplets with high impact velocity would yield low We needed
for optimization of spray cooling technology. Now, from a
fundamental standpoint, millimeter-sized droplets which are
more likely to be characterized by large Bond numbers (Bo)
exhibit droplet apex flattening and larger equilibrium spread
ratio.27 In contrast, the final shape of a micrometer-sized droplet
on the substrate has to be a truncated sphere because of the strong
surface tension force relative to the gravitational force (Bo , 1).
Consequently, the deformation history, especially in the final
stages, of these droplets impinging on surface is different from
that of millimeter-sized droplets. This has implications on spray
cooling technology, because the cooling efficiency is affected by
both the spreading history and the maximum spread ratio.
Moreover, in the few investigations reporting micrometer-sized
droplet impingement in the diameter range of interest (∼10-
80 μm) the maximum We is ∼100. Because this range of micro-
meter-sized droplets inherently exhibits relatively lowWe, impact
phenomena occurring in millimeter-sized droplets such as partial
rebound, complete rebound, fingers, prompt splash, corona
splash, and crown formation have not been observed. Further-
more, Golovko et al.25 have shown that hydrophilic pinned
microdroplets do not follow the evaporation rate laws established
for millimeter-sized droplets at the last stages of evaporation.

Therefore, the purpose of this investigation is to better under-
stand the characteristics of micrometer-sized (refers to droplet
diameter of tens of micrometers and not hundreds of micro-
meters) droplet impingement and evaporation on a flat, dry
surface using both numerical and experimental techniques. It is
projected that the results of this research will be useful for

(11) Mudawar, I.; Estes, K. A. J. Heat Transfer 1996, 118, 672–679.
(12) Horacek, B.; Kiger, K. T.; Kim, J. Int. J. Heat Mass Transfer 2005, 48,

1425–1438.
(13) Sodtke, C.; Stephan, P. Int. J. Heat Mass Transfer 2007, 50, 4089–4097.
(14) Navedo, J. Parametric Effects of Spray Characteristics on Spray Cooling

Heat Transfer; Ph.D. Dissertation, University of Central Florida, Florida, 2000.
(15) Chen, R.-H.; Chow, L. C.; Navedo, J. E. Int. J. Heat Mass Transfer 2004,

47, 5095–5099.
(16) Bhardwaj, R.; Attinger, D. Int. J. Heat Fluid Flow 2008, 29, 1422–1435.
(17) Lunkad, S. F.; Buwa, V. V.; Nigam, K. D. P. Chem. Eng. Sci. 2007, 62,

7214–7224.
(18) Bernardin, J. D.; Stebbins, C. J.; Mudawar, I. Int. J. Heat Mass Transfer

1997, 40, 247–267.

(19) van Dam, D. B.; Le Clerc, C. Phys. Fluids 2004, 16, 3403–3414.
(20) Zhen-Hai, S.; Rui-Jing, H. Chin. Phys. B 2008, 17, 1674–1056.
(21) Son, Y.; Kim, C.; Yang, D. H.; Ahn, D. J. Langmuir 2008, 24, 2900–2907.
(22) Yang, J.; Pais, M. R.; Chow, L. C. J. Exp. Heat Transfer 1993, 6, 55–67.
(23) Cryer, M. A. An experimental study of high heat flux removal using micro-

droplet spray cooling, M.S. Thesis, Naval Postgraduate School, Monterey, CA, 2003.
(24) Bhardwaj, R.; Fang, X.; Attinger, D. New J. Phys. 2009, 11, 075020.
(25) Golovko, D. S.; Butt, H.-J.; Bonaccurso, E. Langmuir 2009, 25, 75–78.
(26) Estes, K. A.; Mudawar, I. Int. J. Heat Mass Transfer 1995, 38, 2985–2996.
(27) Bartashevich, M. V.; Kuznetsov, V. V.; Kabov, O. A. Micrograv. Sci.

Technol. 2010, 22, 107–114.

85 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



13274 DOI: 10.1021/la101557p Langmuir 2010, 26(16), 13272–13286

Article Briones et al.

improving single droplet impact dynamics and evaporation
models for later enhancement of spray cooling models. Droplet
impingement on a heated surface is, however, a very complex
phenomenon involving a multitude of physical-chemical events
such as deposition, spreading, receding, rebound, jetting, splash,
bubble entrapment, pinning, depinning, and evaporation. There-
fore, in this study we will only focus on the droplet spreading and
receding characteristics upon impingement as well as evaporation
from an unheated surface. The explicit VOF model is used for
modeling and simulation of the droplet dynamics upon impinge-
ment and evaporation. This model is particularly important,
because in contrastwith othermodels,16,28 it allows determination
of the gaseous-phase flow field and thermal convection relevant to
spray cooling applications. Both the contact line velocity29 and
evaporation30 models are incorporated in the model. These two
models are discussed in detail in subsequent sections. This is the
only investigation reporting both molecular-kinetics-based mod-
els included within the VOF formulation; therefore, it is a
significant contribution to our research.

Although hydrodynamic-theory-based contact line motion24

and evaporation31 have been incorporated in interface-tracking
numerical formulations,24 investigations that include the molec-
ular-kinetics-based contact line velocity29 and evaporation30

models together in a VOF formulation are unavailable. For
instance, Zhen-Hai and Rui-Jing20 included Blake’s contact line
velocity29 in their VOF model (note: the formulation used by
Zhen-Hai and Rui-Jing, however, does not include the effect of
viscosity on the motion of the contact line), whereas Nikolopou-
los et al.32 incorporated the Schrage evaporation30 model. More-
over, the VOFmodel with contact line dynamics and evaporation
is superior to interface-tracking methods,16,28 because the latter
neglect the effect of the gas around droplets implicitly assuming
that the droplet is traveling in a vacuum. This assumption leaves
the interface-tracking methods unable to resolve the complete
physics such bubble entrapment and external convection occur-
ring during droplet impingement and during droplet evaporation,
respectively. Bubble encapsulation is particularly important for
heat removal, because when droplets impinge on a surface, air
bubbles act as vapor nuclei and initiate nucleate boiling at much
lower superheats than theory predicts.33 In addition, our numer-
ical results are also compared with measurements reported in the
literature and with our experiments as well.

The major objective of this investigation is to develop a
numerical model capable of capturing the relevant physics
of droplet impact and evaporation under ambient conditions.

Specific objectives are as follows: (1) to validate the numerical
model for a single micrometer-sized droplet impinging on an
unheated flat surface, (2) to characterize the droplet dynamics in
terms of dimensionless groups (We, Oh, and Re), (3) to compare
the SCA andDCAmodeling approaches with experiments, (4) to
determine whether Blake’s contact line velocity model29 can be
used to emulatemicrometer-sized droplet impingement, and (5) to
evaluate the Schrage evaporation30 model to capture the droplet
lifetime as well as the evaporation dynamics.

2. Experimental Setup

Micrometer-sized droplet impingement and evaporation data
were acquired with a standard dispensing/imaging system shown
in Figure 1. The microdroplets were generated with an inkjet
dispensing head from Microdrop Technologies GmbH
(Norderstedt, Germany), where the inkjet head consists of a
cylindrical piezo element surrounding a glass capillary with a 50
μm inner nozzle diameter. Deionized (DI) water purified and
filtered with a Barnstead Nanopure Water Purification System
was used. Video recordings were captured with a high-speed
camera from Vision Research Inc. (Wayne, New Jersey, USA).
The camera is equippedwith an internal 8Gbit buffer, 1280� 800
megapixel CMOS sensor, and programmable electronic shutter
with a minimum exposure time of 300 ns. The micrometer-sized
droplet videos acquired in this study used frame rates up to
∼120 000 frames-per-second (fps) using 256 � 128 pixels of the
megapixel sensor. Most short-term microdroplet impingement
data were acquired at 66000 fps (15.14 μs/frame) with 256� 256
pixels and ∼5 μs exposure intervals. Microdroplet evaporation
data were acquired at 58 000 fps (17.24 μs/frame) with ∼10 μs
exposure intervals, even though a much slower frame rate is
adequate. The sample surfaces in all experiments were Al thin
films (∼70 nm thick). The Al thin films were deposited by
magnetron sputtering on flat (1/10 λ) fused silica optics windows
purchased from Edmund Optics. An external TTL trigger from a
computer controlled pulse generator was used to coordinate
droplet dispensing and video recordings. We note that, in many
cases, footprints of previously evaporated microdroplets were
observed on the Al substrate surface, which, in turn, could
influence the short-term impingement dynamics of subsequent
droplets. To obtain reproducible data, the samples were simply
translated and/or rotated after each droplet impingement to
ensure that the sample surface was clean prior to each individual
impact (as shown in the figures corresponding to section 4.4).

3. Physical-Numerical Procedure

3.1. Liquid-Gas-Phase Numerical Model. The explicit
VOF model in FLUENT is used to track the time-dependent
volume fractions of liquid (Rl) and gas (Rg) throughout the
computational domain.34 The fields for all variables and proper-
ties are shared by the phases and represent volume-averaged
values. The liquid phase is composed only of water, whereas the
gaseous phase is composed of water vapor (H2O) and air. The
axisymmetric governing equations of continuity, momentum,
energy, and species are solved using the segregated pressure-based
solver.35 The governing equations in differential notation are as
follows.

VOF Equation.

DðRlFÞ
Dt
þ DðRlFuÞ

Dr
þRlFu

r
þ DðRlFvÞ

Dz
¼ - :

mlg ð1Þ

Rg ¼ 1-Rl

Figure 1. Schematic of experimental setup.

(28) Ruiz, O. E.; Black, W. Z. J. Heat Transfer 2002, 124, 854–863.
(29) Blake, T. D.; De Coninck, J. Adv. Colloid Interface Sci. 2002, 66, 21.
(30) Schrage, R. W. A theoretical study of interphase mass transfer; Columbia

University Press: New York, 1953.
(31) Hu, H.; Larson, R. G. Langmuir 2005, 21, 3972–3980.
(32) Nikolopoulos, N.; Theodorakakos, A.; Bergeles, G. Int. J. Heat Mass

Transfer 2007, 50, 303–319.
(33) Sigler, J.; Mesler, R. J. Colloid Interface Sci. 1990, 134, 459.

(34) Hirt, C. W.; Nichols, B. D. J. Comput. Phys. 1981, 39, 201–225.
(35) ANSYS FLUENT 12.0, Theory Guide, 2009.
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Momentum Equations.

DðFuÞ
Dt
þ DðFuuÞ

Dr
þ DðFvuÞ

Dz
þ Fuu

r
¼ -

Dp
Dr
þ 2

D
Dr

μ
Du
Dr

� �
þ D
Dz

μ
Du
Dz

� �

þ 2μ

r

Du
Dr
þ D
Dz

μ
Dv
Dr

� �
-
2μu

r2
þ 2σFKl

Flþ Fg

DRl

Dr

DðFvÞ
Dt
þ DðFuvÞ

Dr
þ DðFvvÞ

Dz
þ Fuv

r

¼ -
Dp
Dz
þ D
Dr

μ
Dv
Dr

� �
þ 2

D
Dz

μ
Dv
Dz

� �
þμ

r

Dv
Dr
þ D
Dr

μ
Du
Dz

� �
þ μ

r

Du
Dz

þ Fgþ 2σFKl

Flþ Fg

DRl

Dz
ð2Þ

Energy Equation.

DðFEÞ
Dt
þ DðuðFEþ pÞÞ

Dr
þ DðvðFEþ pÞÞ

Dz
þ uðFEþ pÞ

r

¼ D
Dr

k
DT
Dr

� �
þ D
Dz

k
DT
Dz

� �
þ k

r

DT
Dr

ð3Þ

E ¼ RlFlElþRgFgEg

RlFlþRgFg

Species Equation.

DðFgY g,H2OÞ
Dt

þ DðFguYg,H2OÞ
Dr

þ DðFgvYg,H2OÞ
Dz

þ FguYg,H2O

r

¼ D
Dr

FgDH2O- air
DY g,H2O

Dr

� �
þ D
Dz

FgDH2O- air
DYg,H2O

Dz

� �

þ FgDH2O- air

r

DYg,H2O

Dr
þ :

mlg ð4Þ

Y g, air ¼ 1- Y g,H2O

The VOF equation is only solved for the liquid phase and that
of the gas phase volume fraction is obtained from the fact that the
sum of volume fractions must equal unity. The momentum
equation is dependent on the volume fractions (R) by means of
the density (F= RlFl þ RgFg) and dynamic viscosity (μ= Rlμl þ
Rgμg). The momentum equation also includes the gravitational
body force (FgB) as well as the surface tension force (2σFκlrRl/
(Fl þ Fg)). The latter is based on the continuum surface force
(CSF) model,36 where n̂ = n/|n|, n = rRl, and κl = r 3 n̂. The
surface tension varies linearly with temperature: σ = 116.174 -
0.1477T. The energy conservation equation treats E as a mass-
averagedquantity. The temperature (T) is obtained byknowing cp
and E in each numerical cell. The species continuity equation is
only solved for the water vapor (H2O) in the gaseous phase, since
there is only one species component in the liquid phase (i.e.,Yl =
1.0). The diffusion flux is modeled using Fick’s law. The mass
fraction of air is obtained by knowing that the sum of species in
the gaseous phase needs to be equal to unity (see eq 4).

The unsteady terms are first-order accurate in time. The
momentum equations are discretized using theQUICK scheme,37

whereas the species and energy equations are discretized using a
second-order upwind scheme.38 The VOF equation is discretized
using the Geo-Reconstruct scheme.39 The gradients and deriva-
tives of the governing equations are computed using the Green-
Gauss Node-Based method40,41 which is second-order spatially
accurate. The pressure values are obtained at the cell faces by
using the PRESTO! discretization scheme.42 The pressure-
velocity coupling is achieved by using the PISO algorithm.43

3.2. Thermodynamic andTransport Properties.Theprop-
erties of liquidwater are cp=4182 J/kg-K,k=0.6W/m-K, and
μ= 0.001 kg/m-s corresponding to 300 K. The thermodynamic
and transport properties appearing in the governing equations for
the gaseous phase species (i.e., H2O and air) are temperature- and
species-dependent. The gaseousmixture density is computedusing
the ideal gas equation. The species individual specific heat capa-
cities are computed using piecewise polynomials.44 The gaseous
mixture specific heat capacity is computed using the species mass-
weighted heat capacity (i.e., Σi =1

2 Yi 3 cp,i). The thermal conduc-
tivity and viscosity of each species are obtained using Chapman-
Enskog collision theory, whereas the gaseous mixture thermal
conductivity and viscosity are obtained using a mass weighted
mixing law (i.e.,Σi=1

2 Yi 3 ki and Σ i=1
2 Yi 3 μi). Thewater vapor

binary diffusivity coefficient with air is calculated using Chapman-
Enskog collision theory and Lennard-Jones potentials.
3.3. Contact Line Dynamics. Three strategies are used to

simulate the contact line dynamics. These are the static (SCA) and
dynamic contact angle (DCA) approaches and Blake’s contact line
velocity equation.29 The SCAandDCAare implemented through the
wall adhesion effects using n̂ = n̂W cos θWþ t̂W sin θW, where θW is
the wall-liquid contact angle.When the SCA is used, the equilibrium
contact angle (θE) needs to be obtained from the experiments, so that
θW = θE for the entire wall surface at all times. On the other hand,
when the DCA is used the dynamic contact angle (θD) needs to be
obtained from experimental data before the simulation. Thus, θW =
θD, and consequently, θW is time-dependent. DCA is implemented
throughaCprogramming language subroutine.Blake’s formulation is

uCL ¼ 2KWλ

μ
sinh

σ

2nkBT
ðcos θE - cos θÞ

� �
ð5Þ

where the variables n, λ, and Kw represent the number of absorp-
tion sites per unit area, displacement length, and wetting para-
meter, respectively. A typical value of λ is 2 � 10-10 m and n =
λ-2.16 In eq 5, θ is equal to θD, but unlike the DCA, θ is computed
from the contact line velocity (uCL). In this regard, θ = θD is
obtained by solving eq 5, where uCL is estimated as the nearest
calculated velocity within the interface cell adjacent to the wall.
This value of θ= θD is then used to calculate the surface tension
force in eq2.A similar procedurewas implemented in ref 45. In the

(36) Brackbill, J. U.; Kothe, D. B.; Zemach, C. J. Comput. Physics 1992, 100,
335–354.
(37) Leonard, B. P.; Mokhtari, S. ULTRA-SHARPNonoscillatory Convection

Schemes for High-Speed Steady Multidimensional Flow; NASA TM 1-2568
(ICOMP-90-12); NASA Lewis Research Center, 1990.

(38) Barth, T. J.; Jespersen, D. AIAA 27th Aerospace Sciences Meeting;Reno,
NV,1989; AIAA-89-0366.

(39) Youngs, D. L. In Numerical Methods for Fluid Dynamics; Morton, K. W.,
Baines, M. J., Eds.; Academic Press: London, 1982.

(40) Holmes, D. G.; Connell, S. D. AIAA 9th Computational Fluid Dynamics
Conference; 1989, AIAA-1989-1932; pp 25-39.

(41) Rauch, R. D.; Batina, J. T.; Yang, H. T., 32nd AIAA/ASME/ASCE/AHS/
ASC Structures, Structural Dynamics, andMaterials Conference, Washington D.C.,
1991; AIAA-91-1106.

(42) Patankar, S. V. Numerical Heat Transfer and Fluid Flow; Hemisphere:
Washington, DC, 1980.

(43) Issa, R. I. J. Comput. Physics 1985, 62, 40–65.
(44) ANSYS FLUENT 12.0, User’s Guide, 2009.
(45) Keshavarz-Motamed, Z; Kadem, L; Dolatabadi, A. Microfluid Nanofluid

2010, 8, 47–56.
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current investigation, this methodology is also implemented in
FLUENT through a C programming language subroutine.

Blake’s contact line velocity model describes wetting as a
dynamic absorption/desorption process of liquid molecules to
the wall surface. At equilibrium, the contact line would appear to
be stationary, but at the molecular level, there is an exchange of
molecules from one phase to another at a rate associated with an
equilibriummolecular displacement frequency ( fW,E).Workmust
be done by the unbalancedYoung-Laplace force (i.e.,σ(cosθE-
cos θ)/n) at each absorption site to overcome the energy barriers
due to molecular displacement (i.e., ΔGW

‡/NA) in order for the
contact line to move. For droplet spreading to occur, the
frequency of molecules in the forward direction ( fW

þ) must
exceed those in the backward direction ( fW

-). This occurs when
the unbalanced Young-Laplace force lowers the energy barriers
for displacement in the forward direction and raises them in the
backward direction. The converse is true for droplet recoiling. In
the context of molecular displacement frequencies, the wetting
parameter is equal to KW = fS,E � hP/vL,

29 where fS,E is the
equilibrium frequencyofmolecular displacements associatedwith
droplet surface contributions, hP isPlanck’s constant, and vL is the
molecular volume of the liquid phase. Large solid-liquid inter-
actions suggest that the KW should be small and, consequently,
θ = θD should then be strongly dependent on uCL In contrast,
small solid-liquid interactions suggest the converse.29 If viscous
contributions to molecular displacements are not taken into
account (as done by Zhen-Hai and Rui-Jing20), then fW,E =
fS,E and KW = fW,E � μ. We have chosen to use Blake’s contact
line velocity formulation, such that both the solid-liquid surface
interactions and viscous contributions to molecular displace-
ments are taken into account.
3.4. Mass Transfer Rate. The volumetric mass transfer rate

that we use to model evaporation is given by

_mlg ¼ jrRgj 2ε

ð2- εÞ
� �

1

2πR 3MWg,H2O

 !1=2
pl

T
1=2
l

-
pg

T
1=2
g

 !

ð6Þ
which is the product of the droplet interfacial surface area density
(|rRg|) and Schrage’s mass flux.30 The Schrage equation was
derived from kinetic theory for flat surfaces and, consequently,
does not include curvature effects.30 In eq 6, ε is the evaporation
efficiency or accommodation coefficient. To date, this quantity is
still not well established for a given fluid. For example,Marek and
Strub46 noted the considerable scatter (up to 3 orders of
magnitude) in the theoretically and experimentally obtained ε.
Equation 6 was adapted to FLUENT through a C programming
language subroutine.47 It is assumed that Tg = Tl = T (i.e.,
temperature of the cell). Pl is the saturation pressure at T (i.e.,
Psat(T )), whereas Pg is the absolute vapor partial pressure at the
cell. If the saturation pressure at T (i.e., Psat (T)) is greater than
XH2O 3Pcell(T), then the liquid evaporates and _m1g is positive.
Condensation occurs when the converse is true; hence, _m1g is
negative.

In the absence of Marangoni flow and in the presence of
diffusion-controlled evaporation, the evaporation flux increases

tremendously near the contact line.48-52 Equation 6 predicts a
nearly uniform instantaneous evaporation mass flux along the
liquid-gas interface for the evaporating droplets studied here
(not shown). This profile is characteristic of kinetically controlled
evaporation.53 Nevertheless, the evaporating droplets studied
here exhibit evaporation flux values comparable with the expres-
sion given by ref 49 for diffusion-controlled evaporation with
suppressedMarangoni flow.Moreover, the analytical solution of
Petsi and Burganos53 also predicts fluid flows from the droplet’s
apex toward the contact line along the substrate for kinetically
controlled evaporation of pinned droplets on hydrophilic sub-
strates, the difference being that diffusion-controlled evaporation
exhibits faster flow near the contact line that leads to higher
evaporation flux in the vicinity of the contact line53 and “coffee-
ring” deposition.48 In the context of droplet lifetime, kinetically
controlled evaporation models predict slightly, but non-negligi-
ble, longer droplet lifetimes in comparison to the diffusion-
controlled evaporation models54 perhaps due to uniform eva-
poration flux.
3.5. Geometry andMesh.A schematic of the computational

domain with boundary conditions is presented in Figure 2. The
entire geometry ismeshedwith square elements, where the highest
mesh refinement is used at the droplet interface. An extensive grid
independence study has been conducted to show that the grid size
andmeshing scheme shown in Figure 2 resolves the flow field (see
section 4.3).
3.6. Dynamic Mesh and Variable Time-Stepping. A dy-

namicmesh is used for the simulations involving droplet impinge-
ment and evaporation.Themesh is refined and coarsened near the

Figure 2. Schematic of computational domain, mesh, boundary
conditions, and initial conditions for the (a) impinging and (b)
evaporating droplet simulations.

(46) Marek, R.; Straub, J. Int. J. Heat Mass Transfer 2001, 44, 39–53.
(47) Troshko, A. Report on evaporation model, Internal Report, ANSYS, Inc.
(48) Hu, H.; Larson, R. G. Langmuir 2005, 21, 3963–3971.
(49) Deegan, R.D.; Bakajin, O.; Dupont, T. F.; Huber, G.; Nagel, S. R.;Witten,

T. A. Nature 1997, 389, 827–829.
(50) Petsi, A. J.; Burganos, V. N. Phys. Rev. E 2005, 72, 047301.
(51) Petsi, A. J.; Burganos, V. N. Phys. Rev. E 2006, 73, 041201.

(52) Hu, H.; Larson, R. G. J. Phys. Chem. B 2006, 110, 7090–7094.
(53) Petsi, A. J.; Burganos, V. N. Phys. Rev. E 2008, 78, 036324.
(54) Kryukov, A. P.; Levashov, V. Y.; Sazhin, S. S. Int. J. Heat Mass Transfer

2004, 47, 2541–2549.
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liquid-gas interface after each individual time step for impinging
droplets, whereas the mesh is dynamically modified once every
twenty time steps for evaporating droplets. Dynamic meshing is
used in conjunction with noniterative time advancement
(NITA)43 and variable time-stepping. The time step is on the
order of O(10-2) and O(10-1) μs for the impinging and evaporat-
ing microdroplets, respectively.
3.7. Boundary Conditions. Figure 2 also presents the com-

putational domain, which contains the surface, center line, and
surroundings. The surface, center line, and surroundings are
modeled as wall, axis of symmetry, and pressure-outlet boundary
conditions, respectively. For the simulations studied, the initial
temperature in the domain is 300 K.

Wall Boundary Condition.

DRl

Dz
¼ 0, u ¼ 0, v ¼ 0,

DYH2O

Dz
¼ 0, and T ¼ 300 K

Axisymmetric Boundary Condition.

DRl

Dr
¼ 0, u ¼ 0,

Dv
Dr
¼ 0,

DYH2O

Dr
¼ 0, and

DT
Dr
¼ 0

Pressure-Outlet Boundary Condition.

P ¼ 0 ðgaugeÞ; if backflow; then Rl ¼ 0,YH2O ¼ 0, and

T ¼ 300 K

For positioning the pressure-outlet boundary condition, we
conducted an extensive study on the effect of domain size on the
numerical simulations by tracking the maximumwater vapor as a
function of time (not shown). The results showed that when the
pressure-outlet boundary conditions are located at a distance
corresponding to ten droplet radii away from the wall and
axisymmetric boundary conditions, the boundary-induced dis-
turbances are negligible (see Figure 2).
3.8. Parallel Computations. Numerical simulation for the

millimeter-sized droplet evaporation required the use of parallel
computing. Scalability studies showed that three compute nodes is
the optimumnumber ofnodes to achieve high-speed computation.

For these simulations, we used a SGIAltix 4700 parallel computer
with 1.6 GHz Itanium 2 processor. The time per iteration was
∼1.5 s leading to a total computational time of ∼24 days.
3.9. Limitations of the NumericalModel. In the context of

the axisymmetric configuration, our numerical model is limited to
perfect thermal contact between the droplet and the isothermal
substrate. In addition, it cannot simulate depinning during
evaporation.

4. Results and Discussion

In the remainder of this paper, we present and discuss (1) the
validation of our numerical model with millimeter-sized droplets
reported in the literature, (2) the operating conditions of cases we
investigated for micrometer-sized droplet impingement and eva-
poration, (3) our grid independence study, and (4) the character-
istics of our experimentally and numerically obtained
micrometer-sized droplet impact dynamics and evaporation.
4.1. Validation of Numerical Model with Millimeter-

Sized Droplets. As mentioned in the introduction, droplet
impingement and evaporation are very complex processes since
contact line motion and evaporation occur at the molecular level
and continuum models are needed for modeling and simulation.
Therefore, our numerical model is first compared with widely
available measurements on millimeter-sized water droplets re-
garding impact droplet dynamics and evaporation.
4.1.1. Impact Droplet Dynamics. Figure 3 presents the

temporal evolution of the wetted maximum radius (or contact
line position) (R) on an isothermal dry surface at Ts = 180� with
characteristic We of 220, 60, and 20. The numerical results are
compared with the experiments from Bernardin et al.18 These
simulations lasted no more than 24 h. The SCA approach was
used to model the contact line dynamics with θE = 60� and ε =
0.04. These values are typical for water droplet impinging and
evaporating from an aluminum substrate.46,55 Experiments and
simulations indicate that as We decreases the spreading rate
decreases. Therefore, there is good correlation between measured
and predicted R on the flat surface as a function of time. This
agreement serves to validate the VOF solution technique and
evaporative flux expression that is used. Nikolopoulos et al.32 has
also compared the case whenWe=220 using the VOF technique
with similar conditions as in the present investigation. The main

Figure 3. Temporal evolution of the maximum wetting radius (or
contact line position) (R) on an isothermal dry surface at Ts =
180 �CwithcharacteristicWeber numbersofWe=220, 60, and20.
The initial droplet radius isR0= 1.5 mm, and theWeber numbers
correspond to impact velocities of V0 = 2.34, 1.21, and 0.7 m/s,
respectively. The experimental results (filled-symbol data) are from
Bernardin et al.18 and the lines are our numerical predictions. The
accommodation coefficient used in the Schrage model is ε=0.03.

Figure 4. Temporal evolution of droplet volume (") for a milli-
meter-sizedwater droplet evaporatingonan isothermal flat surface
atTs=180 �C.The initial droplet diameter isD0=1.0mmand the
accommodation coefficient is ε = 0.09. The experimental results
(filled-square data) are from Crafton.56

(55) Bernardin, J. D.;Mudawar, I.;Walsh, C. B.; Franses, E. I. Int. J. HeatMass
Transfer 1997, 40, 1017–1033.
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difference between their simulation and the present is that
Nikolopoulos et al.32 used ε = 0.5. Their result showed good
agreement with the measurements as well. Nonetheless, they
predicted a larger spreading rate at the end of the spreading
process (t=5ms) when compared to our result (i.e.,R=6.8mm
vs 5.8 mm). This suggests that the evaporation mass rate has an
effect on droplet spreading on heated surfaces.

4.1.2. Droplet Evaporation. To further validate our numer-
ical results, we compare our simulations with the experiment of
Crafton.56 Figure 4 shows the predicted and measured droplet
volume temporal evolution during evaporation. In the experi-
ments,D0 is in fact 1.05mm, the temperature of thewall surface is
Ts = 95 �C, the ambient temperature is T¥ = 21 �C, the relative
humidity is RH = 30%, and the SCA is 112�. Crafton56 gently
deposited this water droplet on an aluminum substrate and the
results presented here begin with the termination of the spreading
process (i.e., once the droplet is pinned and inertial oscillations are
damped out). The measurements clearly show that the droplet
volume varies linearly with time, and its lifetime is ∼14 s. In the
numerical simulations,Ts= 100 �C,T¥=25 �C,RH=0%, and
the droplet is pinned during the simulation. The initial contact
angle (θ0) was set to 90�. These numerical conditions are very
close to those of Ruiz and Black28 who used a front-tracking
technique with a hydrodynamic evaporation expression. Their
results closely matched the measurements until ∼11 s. Their
simulation could not be used for later than ∼11 s due to
convergence deterioration when θ approached the receding angle
of 10�. Moreover, Ruiz and Black28 also suggested that discre-
pancies between measurements and simulations might be due to
three-dimensional effects taking over during the late stages of
evaporation (as also observed in the experiments in ref 57).

In our simulations, we attempted to match the measurements
with accommodation coefficient of ε = 0.09. The predicted
volume at this condition varies nearly linearly until ∼10 s. Later
on, the droplet starts to evaporate slower and its volume does not
decrease as rapidly as before. Our model clearly underpredicts
and overpredicts the volumetric evaporation rate and the droplet
lifetime, respectively. No further simulations were tried here,

because this simulation is computationally expensive. For in-
stance, the variable time step is in the order of 10-5 s leading to
∼1.4 million steps with iteration time ∼1.5 s that translates to
about three weeks of computation. Nevertheless, the present
results are satisfactory, because we qualitatively observed the
linear volume change during evaporation. To accurately predict
the volumetric evaporation rate and droplet lifetime, knowledge
of ε is required. Recall, as mentioned in section 3.4, that Marek
and Straub46 noted a significant scatter (up to 3 orders of
magnitude) in the theoretically and experimentally obtained ε.
As mentioned above, three-dimensional effects might need to be
considered as well.

Furthermore, it is worth mentioning that we initially used the
CICSAM discretization scheme58 for the VOF equation instead
of Geo-Reconstruct.39 The droplet lifetime obtained with
CICSAM58 was 2 orders of magnitude smaller. Therefore, Geo-
Reconstruct is required formodeling droplet evaporation because
CICSAM58 cannot adequately capture the liquid-gas interface.
Resolving the interface is crucial for calculating the interfacial
area density needed for computing the mass transfer rate.
4.2. OperatingConditions forMicrometer-SizedDroplets.

Table 1 presents the conditions for the numerically and experi-
mentally investigated impinging droplets. The impact velocity
(V0), the initial diameter (D0), the analytically obtained inertial
oscillation frequency (ωana), the measured inertial oscillation
frequency (ωexp), the Weber (We), Reynolds (Re), Capillary
(Ca), Ohnesorge (Oh), and Bond (Bo) numbers, as well as the
equilibrium contact angle (θE), are presented. Note that V0 and
D0 cannot be controlled independently. V0 and D0 are used to
compute the dimensionless numbers and ωana. The analytical
frequencies are obtained by an order of magnitude analysis
between the unsteady inertial term and the surface tension force
in the radial momentum equation (see eq 2) and by assuming that
ωana ≈ V0/D0.

59 The very simple order of magnitude very closely
matches the measurements. Bothωana and ωexp clearly show that
the frequency of oscillations of these microdroplets is in the range
of tens of kHz, whereas for typical millimeter-sized droplets, it is
about 3 orders of magnitude smaller for similar conditions. For
instance, for a 3.2 mmwater droplet (We= 7.1) impinging under
ambient conditionsωexp=50Hz,16whereas for dropletD (We=
8.2),ωexp=61.3 kHz.Moreover, for all droplets in Table 1,We is
greater than unity and generally increases from droplet A to
droplet I. Similarly, Ca andRe increase fromdroplet A to droplet
I. Therefore, based on Ca the parasitic currents (nonphysical
currents generated in the fluid adjacent to the liquid-gas interface
by local variations in the CSF) inherent to VOF model might
become more important in descending order from droplet I to

Table 1. Operating Conditions for Impinging Microdropletsa

droplet D0(μm) V0 (m/s) ωana (kHz) ωexp (kHz) We Ca � 103 Re Oh � 103 Bo � 106 θE (�)

A 40.7 1.56 45.8 70.4 1.4 22 63.4 26 230 87.09
B 35.6 3.02 55.9 59.3 4.5 42 107.3 28 170 79.04
C 55.4 2.45 28.8 29.1 4.6 34 135.5 22 420 50.32
D 36.6 4.02 53.6 61.3 8.2 56 146.8 28 180 65.66
E 32.2 5.14 65.0 69.0 11.8 71 165.2 29 140 64.85
F 33.4 4.97 61.6 62.6 11.4 69 165.7 29 150 66.69
G 43.0 6.41 42.1 44.6 24.5 89 275.1 25 250 60.91
H 43.4 7.30 41.6 42.7 32.1 101 316.2 25 260 54.56
I 44.0 7.61 40.7 42.7 35.3 106 334.2 25 260 54.97
aThe analytical values of inertial oscillation frequencies were obtained from ωana =

√
(2σ/(FD0

3))59.

Table 2. Operating Conditions for Microdroplet Evaporation

experimental conditions numerical conditions

RH (%) 17.3 17.3
T (K) 296.35 296.35
DE (μm) 70.1 70.1
HE (μm) 35.25 35.25
θE (�) 83.5 90.0
τ 1.299 s ---

(56) Crafton, E. F. Measurements of the evaporation rates of heated liquid
droplets, M.S. Thesis, Georgia Institute of Technology, Atlanta, GA.
(57) Rymkiewicz, J.; Zbigniew, Z. Int. Comm. Heat Mass Transfer 1993, 20,

687–697.

(58) Ubbink, O.Numerical prediction of two fluid systemswith sharp interfaces,
PhD Thesis; Imperial College of Science, Technology and Medicine, London,
England, 1997.

(59) Schiaffino, S.; Sonin, A. A. Phys. Fluids 1997, 9, 3172–3187.
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droplet A. These currents may become so large as to affect the
predicted flow field velocity and to even break up the interface in
extreme situations.60 In addition, the very small Bo indicates that
the gravitational force is not significant in comparison with
surface tension force. Interestingly, droplets A through I exhibit
scattered θE values varying from nearly 90� to 50�. A plausible
explanation is the following: Upon impact, some droplets spread
slowly and the instantaneouswetting diameter (DD) never exceeds
the equilibrium wetting diameter (DE). Therefore, the final

equilibrium contact angle (θE) is that of the advancing contact
angle (θA). Some other droplets spread beyond DE and then
recede to it, and the final θE is that of the receding contact angle
(θR). Consequently, θE plainly shows a dependence on the contact
linemotion (i.e., hysteresis). Furthermore, themeasuredθE at low
We and room temperature is θE ≈ 90� for both millimeter- and
micrometer-sized water droplets on aluminum as reported by
Bernardin et al.55 and by the present investigation (see Table 1),
respectively.

The conditions for the numerical and experimental droplet
evaporation study are listed in Table 2. It is not expected that the
small difference in θE between experimental and numerical values

Figure 5. Instantaneous liquid volume fraction (Rl) and mesh∼16 μs after microdroplet impact for five simulations corresponding to (a) 0,
(b) 1, (c) 2, (d) 3, and (e) 4 levels of refinements. Red indicates liquid, blue indicates gas, and colors in between indicate the interface. All five
simulations correspond to droplet C (see Table 1).

(60) Harvie, D. J. E.; Davidson, M. R.; Rudman, M. Appl. Math. Model. 2006,
30, 1056–1066.
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would have a significant influence on the numerical results. The
total evaporation time (τ) is 1.299 s. As will be further discussed in
section 4.5, the numerical model can satisfactorily predict the
transient and quasi-steady evaporation stages and predict linear
temporal evolution of the droplet height (H/HE) before depinning
occurs.However, because our numericalmodel does not contain a
depinning mechanism it does not predict τ accurately.
4.3. Grid Independence. Figure 5 illustrates the instanta-

neous VOF for droplet C of ∼16 μs after impingement for five
levels of refinements (0 to 4) of the numerical cells near the
liquid-vapor interface. Figure 6 shows their corresponding
temporal evolutions of the wetting radius (R) and height (H )
for each level of refinement. Refinement level 0 indicates that
there is no refinement. Whereas level 1 indicates that an original
cell is partitioned into four sections, a refinement level of 2 means
that an original cell is partitioned in sixteen, and so on. Therefore,
the separation distance between nodes is halved for each level of
refinement. As shown in Figure 5a, the original grid spacing of
each quadrilateral element is 3.33 μm. After the first refinement,
the minimum grid spacing is 1.67 μm, after the second, 0.83 μm,
after the third, 0.416 μm, and after the fourth, 0.208 μm. Figure 5
clearly shows that with increasing the level of refinement the
thickness of the interface decreases. In addition, not until after a
refinement level of 3 do we numerically observe air bubble
entrapment near the center line. This indicates that the grid needs
to be small enough to capture the air bubble in the droplet.
Moreover, all the results show that after impingement the droplet
spreads radially veryquickly until it reaches amaximumR (Rmax),
which corresponds to a minimum (Hmin) at t ≈ 20 μs (see
Figure 6). Then, inertial oscillations follow as illustrated by the
results obtained with refinement levels from 1 to 4. With no cell
refinements (i.e., level of refinement = 0), inertial oscillations are
not well captured. Surprisingly, the equilibrium wetting radius
(RE) and the equilibrium height (HE) are nearly independent of
the level of refinement. However,Hmin andRmax at the end of the
spreading process decreases and increases, respectively, with level
of refinement. The differences inHmin and Rmax between levels of
refinement 3 and 4 are negligible. Therefore, level of refinement 3
is used for the numerical simulations.
4.4. Impact Droplet Dynamics. Now, the results on micro-

meter-sized droplets with Blake’s contact line velocity formula-
tion are discussed. The results presented in this section are also
useful for validating Blake’s contact line velocity model. Figure 7
shows the frame by frame comparison of experimental and
numerical images corresponding to droplet C. Whereas the
numerical results show the liquid volume fraction (Rl), the
experimental results show the high-speed image. Blake’s contact
line dynamics formulation29 is usedhere for the simulationswith a
wetting parameter,Kw=2.0MPa.The experimental results show
that, after the droplet has impinged on the substrate, it starts to
spread very rapidly. Its contact angle abruptly decreases from
180� at the moment of contact (not shown) to∼80� after∼5.3 μs
following impingement. The spreading process ends and the
droplet pins on the substrate at ∼20.5 μs. Then, inertial oscilla-
tions follow and are characterized bymotion of the droplet’s apex
height. The amplitude of these oscillations decreases with time
due to viscous dissipation and becomes negligible at∼150 μs after
impingement. The numerical result qualitatively matches the
experimental result. Interestingly, the numerical model also pre-
dicts air bubble entrapment. In the model, the air bubble is
attached to the wall (or substrate) at the center line of the droplet.
This bubble is observed during the spreading process as indicated
in the VOF image at t ≈ 5.4 μs. The bubble remains inside
the droplet throughout the simulation. For our experiments,

however, the air bubble is not always located at the center line
as is shown in a subsequent section. Nevertheless, both our
experiments and numerical results are in agreement with previous

Figure 6. Temporal evolutions of microdroplet (a) wetting radius
(R) and (b) apex height (H ) for five levels of refinements ranging
from 0 to 4 for droplet C (see Table 1).

Figure 7. Frame by frame comparison of experimental and nu-
merical images corresponding to droplet C. The experimental
results show the high-speed photograph, whereas the numerical
results show the liquid volume fraction (Rl). Red indicates liquid,
blue indicates gas, and colors in between indicate the interface.
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investigations.19,20,61 For instance, Mehdi-Nejad et al.61 showed
that, for millimeter-sized water droplets, the air bubble remains
attached to the substrate as observed in our simulations. How-
ever, for n-heptane droplets, the bubble moved away from the
surface, breaking in multiple bubbles and escaping through the
interface.60 van Dam and Le Clerc19 and Zhen-Hai and Rui-
Jing20 also reported bubble encapsulation in micrometer-sized
water droplet impingement with characteristic We varying from
1.1 to 165. This suggests that the bubble entrapment observed in
the numerical simulations actually occurs.

To further examine the results presented in Figure 7, Figure 8
presents the predicted and measured temporal evolutions of
dimensionless wetting radius (R/D0) and droplet apex height (or
flatness ratio) (H/D0). The numerical results were obtained using
SCA, DCA, and Blake’s molecular kinetic model with two test
values, viz., KW = 2.0 and 20.0 MPa, since KW is not known a
priori. These are the samevalues usedbyBhardwaj andAttinger16

in a similar work. Qualitatively, the results of SCA, DCA, and
Blake’s molecular kinetic model with Kw = 20.0 MPa provide
similar results. These three simulations indicate impact dynamics
characterized by spreading followed by a pronounced recoiling
and inertial oscillations. The experimental results evidently show

there is no recoiling. Blake’s model with KW= 2.0MPa provides
a better approximation to our measurements. Moreover, SCA
overpredictsRD bymore than a factor of 2.4 during the spreading
process. Consistent with Lunkad et al.,17 DCA improves the SCA
numerical results by allowing RD to be overpredicted by no more
than a factor of 2.2. Despite these differences between the
experimental and numerical results, both SCA and DCA provide
accurate results in terms ofRE.WithBlake’smodel, the results are
highly dependent on the spreading parameter (KW). Figure 8
indicates that both values give reasonable results within the
spreading process (i.e., t� V0/D0 < 0.91 or t< 20.5 μs). During
the inertial oscillation process (i.e., t � V0/D0 g 0.91), the
accuracy of Blake’s model decreases in terms of the temporal
evolution of R/D0. Blake’s model underpredicts RE. However,
withKW=2.0MPaBlake’smodel providesmore accurate results
than with KW = 20.0 MPa during the inertial oscillation stage.
Some of the reasons for these discrepancies are the following: (1)
the value of KW is not known a priori; (2) there are parasitic
currents inherent to the VOFmodel that do not allow full droplet
pinning. Moreover, Figure 8 clearly shows that Blake’s model
with KW = 2.0 MPa provides the best prediction of H/D0 as a
function of t � V0/D0 relative to the other three simulations (i.e.,
SCA, DCA, and Kw = 20.0 MPa). From the results presented in
Figure 7 and Figure 8, Kw was selected to be 2.0 MPa for all
droplet impingement simulations.

Figure 8. Temporal evolutions of (a) dimensionless microdroplet
wetting radius (R/D0) and (b) dimensionless microdroplet apex
height (or flatness ratio) (H/D0) for droplet C. The experimental
results for a single experiment are shown with comparison to our
numerical predictions using SCA, DCA, and Blake’s molecular
kinetic model with Kw = 2.0 MPa and Kw = 20.0 MPa.

Figure 9. Predicted (solid red lines) and measured (dashed lines
with filled circle symbols) temporal evolution of the (a) wetting
radius (R) and (b) apex height (H ) for droplet A (see Table 1). The
experimental results correspond to data acquired from four in-
dependent experiments/trials. For the simulation, Blake’s molecu-
lar kinetic model is used with Kw = 2.0 MPa.

(61) Mehdi-Nejad, V.; Mostaghimi, J.; Chandra, S. Phys. Fluids 2003, 15, 173–
183.
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Now, we analyze the quantitative and qualitative accuracy of
ourmodel for other droplets listed in Table 1. So far, we have seen
that the spreading process is followed by inertial oscillations (i.e.,
RDeRE at all times), but as will be shown, depending onWe the
spreading process could be followed by recoiling and inertial
oscillations (i.e., RD > RE at end of spreading and beginning of
receding process). For ease of discussion, the former condition is
namedRegime I and the latterRegime II. Figure 9, Figure 10, and
Figure 11 present the temporal evolution ofR andH for droplets
A, D, and I, respectively. Our numerical simulations present
remarkably good quantitative and qualitative results for droplet
A. This is because at We = 1.4 and Oh = 0.026 the contact line
dynamics play a more critical role in droplet spreading than the
dynamic pressure gradient.59 Hence, the accuracy of Blake’s
model improves relative to droplet C (see Figure 8). With
increasing We while Oh remains nearly constant, the dynamic
pressure gradient due to impact becomes more significant for
droplet spreading relative to the contact line dynamics.59 The
results of this simulation for droplet D show that there is good
qualitative and quantitative comparison between measurements
and simulations during the spreading stage. This comparison,
however, is no longer so great during the inertial oscillation stage.
For instance, Blake’s model overpredicts RD and RE and under-
predicts HD and HE. Thus, the numerical model appears to be
overdamped as suggested by the lack of temporal changes on

droplet height (H ) after the spreading process. With further
increase in We, the droplet spread is impact-driven and inertia
resisted. The results of droplet I show that both the spreading and
the oscillation stage are qualitatively and quantitatively well
predicted. Both experiment and simulation indicate that RD

exceeds RE at ∼10 μs, which is then followed by recoiling until
it reaches RE. Numerical simulations overpredict RE and under-
predict RD. Nevertheless, the numerical model provides satisfac-
tory results at the extremeWe studied here (i.e., 1.4 and 35.2), and
its accuracy decayswith droplets C andD corresponding to 4.5<
We < 11.0. This suggests that these two cases might be in a
transitional region between Regime I and Regime II.

Figure 12 and Figure 13 present the predicted and measured
temporal evolutions of wetting radius (R/D0) and droplet height
(H/D0), respectively. Surprisingly, the numerical results indicate
that the equilibrium RE/D0 and HE/D0 for all droplets except
droplet D collapsed at RE/D0 ≈ 0.7 and HE/D0 ≈ 0.6. The
experimental results clearly show this trend in Figure 12 except
that it is droplet C instead of droplet Dwhich does not collapse. It
is evident fromboth numerical and experimental results that there
appears to be a transition regime between Regimes I and II,
discussed above. This transition regime occurs at We = 4.5 and
We =11.0 for our experimental and numerical results, respec-
tively. Furthermore, the time for completion of the spreading
and the combined spreading and receding process for droplets

Figure 10. Predicted (solid red lines) and measured (dashed lines
with filled circle symbols) temporal evolution of the (a) wetting
radius (R) and (b) apex height (H ) for droplet D (see Table 1). The
experimental results correspond to data acquired from three
independent experiments/trials. For the simulation, Blake’s mo-
lecular kinetics model is used with Kw = 2.0 MPa.

Figure 11. Predicted (solid red lines) and measured (dashed lines
with filled circle symbols) temporal evolution of the (a) wetting
radius (R) and (b) apex height (H ) for droplet I (see Table 1). The
experimental results correspond to data acquired from four in-
dependent experiments/trials. For the simulation, Blake’s molecu-
lar kinetic model is used with Kw = 2.0 MPa.
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in Regimes I and II, respectively, decreases with decreasing
We.
4.5. Droplet Evaporation. The results for micrometer-sized

droplet evaporationwill nowbe described. In the experiments, the
droplet was gently deposited on the surface to avoid the hysteresis
discussed in section 4.2. Droplet evaporation is modeled sepa-
rately from droplet impingement due to 4 orders of magnitude
difference in their characteristic time scales. The droplet initial
conditions for the simulations were also discussed in section 4.2.
Recall that the droplet static pressure is initially at ambient
conditions at the beginning of the simulation. This is not realistic,
but the static pressure inside the droplet, however, increases due
to surface tension forces to a value close to that predicted by the
Young-Laplace equation in a few time steps within a few
microseconds. This has no implication on the results, since
evaporation lifetime is on the order of seconds. Figure 14
illustrates the predicted instantaneous velocity vectors, isobars,
and droplet shape in terms of Rl = 0.5. In the initial transient
stage, the Courant-Friedrichs-Lewy condition |cΔt/Δx| is set to
0.05 in order to handle the abrupt changes in velocity vector and
pressure fields. This transient stage lasted∼8.5 ms and is depicted
by comparing the instantaneous flow field at 3.627 and 8.532 ms
in the frames of this figure. The transient stage (i.e., plot at 3.627ms)
is clearly characterized by droplet evaporation at nearly constant
apex heightwith small toroidal vortex formation in both the droplet

and in the gaseous phase adjacent to the liquid-vapor interface.
The vortex structures in the gaseous phase are apparently caused by
buoyancy-induced Rayleigh-Taylor instability, since the vapor is
less dense than air. Therefore, air is drawn from the surroundings
creating shear layer roll-ups on the droplet surface. The distorted
surface leads to surface tension force gradients that assist in the
formation of small toroidal vortices within the droplet during this
ephemeral transient stage.

After ∼8.5 ms, a second stage characterized by quasi-steady
velocity vector flow field and pressure flow field is observed in
plots at 8.532 ms and at 0.7416 s. Now, the droplet’s apex height
shrinks, whereas the contact line remains pinned. Because the
droplet remains pinned, water flows down from the droplet’s apex
and then turns toward the contact line in order to replenish the
volume that evaporates there. This result is consistent with the
extensive analytical51,53,62,63 and numerical48,64 studies on pinned
droplet assuming inviscid flow51,62 and Stokes flow.48,53,63,64

Then, the variance in curvature along the liquid-gas interface
induces Marangoni flow characterized by fluid flow from the
contact line toward the droplet’s apex. Similarly, Hu and
Larson31 showed that when the Marangoni number (Ma) is

Figure 12. (a) Predicted and (b) measured wetting radius (R/D0)
as a function of dimensionless time (t � V0/D0) for all water
microdroplets studied in the context of Table 1. The experimental
data correspond to a single impingement experiment for each
droplet (A-I). Blake’s molecular kinetic model is used with
Kw = 2.0 MPa.

Figure 13. (a) Predicted and (b) measured droplet height (H/D0)
as a function of dimensionless time (t � V0/D0) for all water
microdroplets studied in the context of Table 1. The experimental
data for each droplet (A-I) corresponds to an individual impinge-
ment experiments. Blake’s molecular kinetic model is used with
Kw = 2.0 MPa.

(62) Tarasevich, Y. Y. Phys. Rev. E 2005, 71, 027301.
(63) Masoud, H.; Felske, J. D. Phys. Fluids 2009, 21, 042102.
(64) Petsi, A. J.; Kalarakis, A. N.; Burganos, V. N. Chem. Eng. Sci. 2010, 65,

2978–2989.
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non-negligible the fluid flows toward the contact line along the
substrate and then flows toward the droplet’s apex along the
liquid-gas interface. Therefore, a toroidal vortex of the size of
the droplet is depicted in the snapshots at 8.532 ms and 0.7416 s
(cf. Figure 14). Ruiz and Black28 also reported that droplet
evaporation is characterized by a transient and a quasi-steady
stage. As mentioned before, the model in ref 28 is interface-
tracking and implicitly assumes that the droplet is in a vacuum.
Our results show that the velocity flow field in the gaseous phase is
time-dependent as illustrated by changes in direction and magni-
tude of the velocity vector in Figure 14. The gaseous phase exhibits
flow oscillations induced by buoyant acceleration. The buoyant
acceleration of water vapor causes shear layer rollup, leading to
the formation of a toroidal vortex at the droplet’s periphery
that interacts with the incoming vapor from the droplet surface.
The toroidal vortex squeezes the flow toward the center line
(e.g., snapshot at 0.7416 s) and also decelerates it (e.g., snapshot
at 8.532 ms). The overall effect of this phenomenon might be to
enhance external convection for a droplet on a heated surface.

Finally, measured temporal evolution of droplet spread ratio
(R/RE) and height (H/HE) are presented in Figure 15. Two

snapshots of droplet evaporation are shown at t = 0 and 0.7 s.
In addition, the predicted H/HE is plotted. In the experiments,
when this droplet was deposited two small air bubbles were
trapped as shown in Figure 15a. In contrast to the numerical
simulations shown in Figure 5 and Figure 7, the air bubbles are
not at the center of the droplet. This again suggests the need to use
VOF model for droplet evaporation since air bubbles can initiate
nucleate boiling at much lower superheats than theory predicts.33

However, we do not expect our numerical simulation to be
significantly affected by the air bubbles, since there is negligible
heat transfer from thewall to the droplet. ThemeasuredR/RE as a
function of time remains nearly constant until ∼0.42 s when
depinning occurs. Then, R/RE varies linearly with time until full
evaporation. In contrast, the measuredH/HE varies linearly with
time until 1 s. Then, H/HE varies more rapidly until complete
evaporation. Our numerical simulations show that H/HE varies
linearly with time. Therefore, there is good qualitative and
quantitative agreement between measurements and predictions.
The numerical results beyond 0.42 s do not include depinning, but
it is seen that the slope is similar to the experimental data up to∼1
s. This suggests that depinningmay not be as important toH/HE.
As mentioned in section 4.1.2, three-dimensional effects and
accurate knowledge of ε are also needed for improved droplet
evaporation modeling and simulation.

5. Conclusions

A comprehensive numerical and experimental investigation on
micrometer-sized water droplet impact dynamics and evapora-
tion on an unheated flat dry surface was conducted from the
standpoint of spray cooling technology. The explicit VOF with
axisymmetric time-dependent governing equations of continuity,
momentum, energy, and species are solved. Surface tension, wall
adhesion effect, gravitational body force, contact line dynamics,
and evaporation were also considered. This is the only investiga-
tion reporting both Blake’s and Schrage’s molecular kinetic
models for contact linemotion and evaporation rate, respectively,
within the VOF formulation, and thereby, it is a significant
contribution of our research. The numerical model also includes
temperature- and species-dependent thermodynamic and transport

Figure 14. Predicted instantaneous velocity vectors, isobars (blue
solid lines), and droplet shape (black solid line) obtained from the
liquid volume fraction (Rl) of 0.5. The velocity vector reference is
also shown on the upper right corner with units of m/s. The labels
for the isobars 1, 2, 3, 4, and 5 correspond to 1, 10, 100, 1000, and
10 000 Pa, respectively.

Figure 15. Measured temporal evolution of droplet spread ratio
(R/RE) and flatness ratio (H/HE) for a water microdroplet evapor-
ating on an Al at room temperature (see Table 2). The red circles
circumvent the location of the observable air bubbles within the
droplet.
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properties. An extensive grid independence analysis was con-
ducted. Microdroplet impingement and evaporation data are
acquired with a standard dispensing/imaging system with a
high-speed camera. Important conclusions are as follows.

The numericalmodel was validatedwithmillimeter-sizedwater
droplet impingement and evaporation experiments reported in
the literature. For the impinging droplet, we found good correla-
tion between measured and predicted maximum wetting radius
(or contact line position) (R) as a function of time. Moreover,
experiments and simulations indicate that as We decreases the
spreading rate decreases. For the evaporating droplet from an
isothermal wall, measurements indicate that the droplet’s volume
varies linearly with time until full evaporation occurs at ∼14 s.
The predicted volume varies nearly linearly and quantitatively
and qualitatively matches the measurement until ∼10 s. To
accurately predict the volumetric evaporation rate and droplet
lifetime, knowledge of the accommodation coefficient (ε) and
three-dimensional effect may need to be taken into account.

Both numerical and experimental results indicate that, after the
micrometer-sized droplet has impinged on the substrate, it starts
to spread very rapidly. Its contact angle abruptly decreases and
the spreading rate increases. The spreading process ends and the
droplet pins on the substrate. Then, inertial oscillations follow
and are characterized by vertical motion of the droplet’s apex
height. The amplitude of these oscillations decreases with time
due to viscous dissipation and becomes negligible.

The VOFmodel is capable of capturing air bubble entrapment
for micrometer-sized droplet impingement. This air bubble is
attached to the wall (or substrate) at the center line of the droplet.
This bubble is observed during the spreading process. The bubble
remains inside the droplet throughout the simulation. For our
experiments, however, the location of the air bubble is not always
located at the center line.

Numerical results indicate that Blake’s formulation provides
better results than the static (SCA) and dynamic contact angle
(DCA) approach in terms of temporal evolution of R/D0 andH/
D0, especially at the initial stages of spreading.However, SCAand
DCA predict equilibriumwetting radius (RE/D0) more accurately
than Blake’s formulation. The latter provides reasonable results
regarding the equilibrium flatness ratio (HE/D0). Blake’s contact
line dynamics is dependent on the wetting parameter (KW).

The accuracy of our numerical model is good atWe away from
∼4.5 < We < 11.0, since it appears that at this condition the
short-term droplet impingement transitions between two different
regimes. ForWe<4.5, spreading is followed by pinning and then
inertial oscillations, whereas forWe> 11.0, spreading is followed
by recoiling, pinning, and then inertial oscillations. Moreover, the
characteristic dimensionless time (t�V0/D0) for completion of the
spreading process for We < 4.5 and the combined spreading and
receding process for We > 11.0 decreases with decreasing We.

The micrometer-sized droplet evaporation measurements in-
dicate that the droplet remains pinned for about one-third of the
droplet’s lifetime. Depinning occurs, the contact line recedes, and
the droplet radius (R/RE) varies linearly with time until full
evaporation.Most of the evaporation occurs in a depinned mode
than in pinned mode. The measurements also show that the
droplet’s apex height (H/HE) decreases linearly with time during
most of the droplet’s lifetime and then it decreases more rapidly
near the end of the droplet’s lifetime until complete evaporation.
Our numerical simulations also show that H/HE varies linearly
with time. Therefore, there is good qualitative and quantitative
agreement betweenmeasurements and predictions. Since a depin-
ningmodel has not beenused inour simulations, this suggests that
depinning may not be as important to H/HE.

Droplet evaporation was satisfactorily modeled using
Schrage’s model since the model predicts both well-defined
transient and quasi-steady evaporation stages. Vortex layer roll-
up and toroidal vortices are formed on the droplet surface in the
gaseous phase due to buoyancy-induced Rayleigh-Taylor in-
stability. These vortices interact with the incoming vapor from
the droplet’s surface, enhancing convection.
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Nomenclature

Bo Bond number = g(Fl)D0
2/σ

Ca Capillary number = μV0/σ
CHF critical heat flux [W/m2]
cp specific heat capacity at constant pressure [J/kg-K]
D droplet diameter [ μm]
DCA dynamic contact angle [�]
DH2O-airbinary diffusivity of water vapor to air [m2/s]
E total energy per volume [W/m3]
H droplet height at center line [ μm]
h heat transfer coefficient [W/m2-K]
hP Planck’s constant [6.626 � 10-34 m2 kg s-1]
gB gravitational acceleration vector [m/s2]
Kw wetting parameter [Pa]
k thermal conductivity [W/m-K]
kB Boltzmann constant [1.3806503� 10-23 m2 kg/s2-K]
NA Avogadro’s constant [6.0221415� 1023 mol-1]
MW molecular weight [kg/kmol]
_m mass transfer rate per unit volume [kg/m3-s]
n surface normal vector or number of absorption sites

per unit area [m-2]
n̂ unit surface normal vector
Oh Ohnesorge number =

√
We/Re

p gauge pressure (Pa)
SCA static contact angle [�]
R wetting radius [ μm] and universal gas constant [8.314

kJ/kmol-K]
Re Reynolds number = FV0D0/μ
T temperature [K]
t time [ μs, s]
t̂ tangential unit vector
u radial velocity [m/s]
V0 initial axial velocity [m/s]
v axial velocity [m/s]
VOF volume of fluid
vL volume of molecule in liquid phase [m3]
We Weber number = FV0

2D0/σ
Y mass fraction
X mole fraction
ΔGw

‡ activation Gibbs free energy [kJ/kmol]

Greek
" droplet volume [mm3]
R volume fraction
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ε accommodation coefficient
κ curvature [1/m]
fW frequency of molecular displacement [1/s]
fS frequency of molecular displacement associated

with solid-liquid surface interaction [s-1]
λ molecular displacement length [m]
μ dynamic viscosity [kg/m-s]
θ contact angle [�]
F density [kg/m3]
σ surface tension [mN/m]
τ total evaporation time [s]
ω inertial oscillation frequencies [kHz]

Subscripts
0 initial conditions
A advancing
ana analytical

CL contact line
D dynamic or instantaneous
E equilibrium
exp experimental
g gaseous phase
i species
l liquid phase
max maximum
min minimum
R receding
S static
W wall
w wetting

Superscripts
þ forward
- backward
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Spontaneous Hydrogen Generation from
Organic-Capped Al Nanoparticles and Water
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ABSTRACT The development of technologies that would lead toward the adoption of a hydrogen economy requires readily available,
safe, and environmentally friendly access to hydrogen. This can be achieved using the aluminum-water reaction; however, the
protective nature and stability of aluminum oxide is a clear detriment to its application. Here, we demonstrate the spontaneous
generation of hydrogen gas from ordinary room-temperature tap water when combined with aluminum-oleic acid core-shell
nanoparticles obtained via sonochemistry. The reaction is found to be near-complete (>95% yield hydrogen) with a tunable rate
from 6.4 × 10-4 to 0.01 g of H2/s/g of Al and to yield an environmentally benign byproduct. The potential of these nanoparticles as
a source of hydrogen gas for power generation is demonstrated using a simple fuel cell with an applied load.

KEYWORDS: energy • hydrogen • nanoparticles • aluminum

In obtaining hydrogen from water, it is well-known that
aluminum metal will react with water to yield hydrogen
gas (1, 2):

The three reactions represent the products that result from
varying water conversion efficiencies (bayerite, boehmite, and
aluminum oxide, respectively, with hydrogen). These reactions
are limited in their utility because of the natural occurrence of
a protective aluminum oxide shell on the surface of the
aluminum metal. The stability of the aluminum oxide prevents
air and moisture from accessing the underlying metal (3, 4).
To circumvent this problem and facilitate the generation of
hydrogen, researchers have applied various reaction-pro-
moting schemes. These have included the use of strong
bases (5, 6), application of high temperature (7), or activation
of the aluminum metal (8-11). Recently, Woodall demon-
strated the activation concept and produced large quantities
of hydrogen from a gallium-aluminum mixture (8, 9). By
dissolving the aluminum in liquid gallium, the researchers
prevented the formation of the aluminum oxide shell, thus
allowing the aluminum-water reaction to proceed.

While able to provide hydrogen from the aluminum-
water reaction, the above-mentioned approaches are more
complex than what eqs 1-3 imply. A simpler solution might
be achieved if the nature of the protective aluminum oxide
shell could be altered. Recent research on the combustion
of aluminum nanoparticles protected by aluminum oxide
shells suggests that this may be possible with data demon-
strating enhanced reactivity over micrometer- or bulk-scale
aluminum (12, 13). These results can be attributed to the
role surfaces and interfaces play in nanoparticle chemistry,
noting that, as the particle size decreases, the surface and
interfacial areas increase and become dominant in deter-
mining the physical and chemical properties. Methods for
producing aluminum nanoparticles are well-documented
(14-24). However, having particles on the nanoscale alone
is not sufficient; commercial aluminum nanoparticles pos-
sessing an aluminum oxide shell will not readily react in
water under ambient conditions. In fact, the mixing of
aluminum oxide protected aluminum nanoparticles with
water ice has been demonstrated as a stable and viable
propellant formulation (25, 26).

To achieve our desired goal, chemical modification of the
aluminum oxide shell is also required. Previously, we re-
ported the synthesis of air-stable AlOA core-shell nanopar-
ticles via the sonochemically assisted thermal decomposition
of alane in the presence of the catalyst titanium(IV) isopro-
poxide (18). The physical and thermal analysis of these
particles suggested a structure consisting of an inner alumi-
num core surrounded by an oxide shell, followed by an outer
organic shell, each accounting for ∼40, 25, and 35% of the
total particle mass, respectively. Because the reaction solu-
tions were vigorously deoxygenated prior to the reaction,
the oxide shell is believed to have formed from the oxygen
atoms brought to the aluminum surface by the capping agent
oleic acid. Thermal analysis of the AlOA particles demon-
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‡ University of Dayton Research Institute.
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2Al + 6H2O f 2Al(OH)3 + 3H2 (1)

2Al + 4H2O f 2AlO(OH) + 3H2 (2)

2Al + 3H2O f Al2O3 + 3H2 (3)
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strated that this oxide shell does not behave as natural
aluminum oxide, instead allowing reaction of the nanopar-
ticles at a much lower temperature (∼420 vs 600 °C for
commercial aluminum nanoparticles) (18). Using a home-
built time-of-flight (TOF) mass spectrometer equipped with
a thermal desorption stage, we find that the AlOA nanopar-
ticles release dodecane at temperatures between 100 and
150 °C (Figure 1A) and 9-octadecen-1-ol from ∼200 to 500
°C (Figure 1B). The dodecane is a residual solvent entrained
in the sample. 9-Octadecen-1-ol is consistent with an oleic
acid molecule bound to the aluminum particle through the
carbonyl oxygen [RC(OH)OAl] and cleaved between carbon
and oxygen. The data correlate well with the observed
Fourier transform infrared spectrum, showing a strong O-H
stretch and no carbonyl band (18). Commercial aluminum
nanoparticles (Alpha Asar) analyzed under the same condi-
tions yield only water vapor (Figure 1C).

The AlOA samples were found to be air-stable; however,
to provide a more quantitative measure of the stability, an
experimental procedure involving exposure of these samples
to air-saturated solvents while agitated in a sonic bath was
devised. Specifically, samples (∼20 mg) were suspended in
a series of solvents (5 mL) and agitated in a sonic bath for
90 min. The solvents included nonpolar hydrocarbons (hex-
ane and toluene), heteroatom and halogenated hydrocar-
bons [tetrahydrofuran (THF) and chloroform], and polar
solvents (ethanol, methanol, and water). In each solvent
except one, the particles remained unchanged as measured
by powder X-ray diffraction (Figure 2A and 2B). Only water
showed a change in the particles with a significantly altered
X-ray spectrum (Figure 2C). The spectrum is not identifiable
as a single aluminum oxide material, but the main peaks
suggest the formation of bayerite and boehmite. To test this
reaction, a small quantity of sample was mixed with water
and the headspace sampled using the mass spectrometer.
After subtraction of a background spectrum, the data showed
a strong signal for hydrogen gas (Figure 3). It should be noted
that, in the above experiments, the AlOA:H2O mass ratio is

fairly small (AlOA:H2O ) 10-3). When performed at a much
larger value (e.g., 0.5), the reaction appeared far more
vigorous and generated considerable heat. The X-ray spec-
trum of the oxide product formed under those conditions is
quite different (Figure 2D), demonstrating a clear pattern for
boehmite (eq 2).

A second experiment was performed to directly measure
hydrogen generation (pressure) versus time. To a 25 mL
stainless steel pressure vessel was added 1 g of a AlOA
sample and 2 mL of water (AlOA:H2O ) 0.5). The pressure
is plotted versus time in Figure 4 and shows a rapid rise,
which then slows to reach a plateau. The pressure at the
plateau is 309 psi, or 21 atm. From the knowledge that our
samples are ∼40% aluminum metal, using the stochiom-
etery of eq 2 and applying the ideal gas law, we calculate a
>95% yield for the formation of hydrogen gas. More impor-
tantly, if we examine the rate at which hydrogen gas is
generated under continuously reacting conditions (i.e., the

FIGURE 1. TOF mass spectra for the AlOA nanoparticles at (A) 150
°C and (B) 500 °C and for the commercial aluminum nanoparticles
with an aluminum oxide coating at (C) 500 °C. The spectra are
identified as (A) dodecane, (B) 9-octadecen-1-ol, and (C) water by
comparison with the NIST database.

FIGURE 2. Powder X-ray diffraction spectra for (A) the as-synthesized
AlOA nanoparticles, (B) the AlOA nanoparticles after exposure to
methanol and representative of exposure to hexane, toluene, THF,
chloroform, and ethanol, (C) the product of their reaction with water
at an AlOA:H2O ratio of 10-3, and (D) the product of their reaction
with water at an AlOA:H2O ratio of 0.5. The spectra were identified
by comparison with the ICPDS database; (A and B) fcc aluminum,
(C) a mixture with the main peaks indicating bayerite and boehmite,
and (D) boehmite.

FIGURE 3. Mass spectra demonstrating hydrogen production from
reaction of the AlOA nanoparticles and water: (A) background spec-
trum; (B) reaction spectrum; (C) background-subtracted spectrum.
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rapid-rise region), we obtain a rate of ∼0.01 g of H2/s/g of
Al. The utility of this hydrogen was also demonstrated in
Figure 4, where just after the plateau was reached the
pressure vessel was placed in line with a fuel cell (TDM Fuel
Cell Technology, 20-stack polymer electrolyte membrane
cell) using a pressure regulator set to deliver under 5 psi of
hydrogen. Attached to the fuel cell was a simple computer
fan to serve as the electrical load, and the voltage and current
were recorded as the hydrogen was consumed. As can be
seen from the plot, once the hydrogen was delivered to the
cell, the voltage and current quickly reached stable working
values (∼13 V and 0.15 A). The power consumed by this
system is ∼2 W for a continuous 2.3 min.

Because the reaction appeared to demonstrate a strong
dependence on the AlOA:H2O ratio, a small-scale tempera-
ture measurement system was assembled using a thermo-
couple affixed to an alumina cup to probe this dependence.
Water (a constant 60 μL) was added to AlOA samples varying
in mass from ∼2 to 15 mg (AlOA:H2O ) 0.03-0.25). The
temperature was then recorded as a function of time, and
the data are plotted in Figure 5. The traces of temperature
versus time are all similar in that they exhibit an induction
phase, a rapid rise, a maximum, and then a steady decrease,
eventually returning to room temperature. The data can be
fit using a model that accounts for the heat generated by the
reaction qrxn, the heat lost from the system qloss, and the total
heat capacity of the system Cptotal (a detailed description of
the model with definitions for all terms is given in the
Supporting Information):

The qrxn term is obtained assuming a pseudo-first-order
kinetic equation modified to account for the time-dependent
surface area (SA) of the reacting nanoparticles:

where k(t) is

The fits to the data are shown in Figure 5 (fit parameters are
also provided in the Supporting Information). From the
model, we obtain an average activation barrier of 15 kJ/mol.
With this information, we can convert the temperature data
in Figure 5 to hydrogen volume versus time and obtain the
rate of hydrogen production versus the AlOA:H2O ratio. The
modeled data demonstrate a mass-normalized tunable rate
between 6.4 × 10-4 and 5.6 × 10-3 g of H2/s/g of Al (Figure
5), where the aluminum mass was taken as 40% of the total
sample weight. Extending the model to a AlOA:H2O value
of 0.5, we obtain a predicted rate of 0.017 g of H2/s/g of Al,
in very good agreement with the experimentally measured
value of ∼0.01 g of H2/s/g of Al (Figure 5).

We have demonstrated that the reaction of aluminum
with water to yield hydrogen gas can be performed in a
simple fashion, requiring no promoters or initial energy to
initiate the reaction. This capability is achieved through the
combined effect of using nanoscale aluminum particles
coupled with an organic-provided oxide shell, which dem-
onstrates remarkable air and organic solvent stability but
allows easy reaction of the aluminum in water. We have
shown that the reaction is near-complete, that the rate of
hydrogen production can be tuned by controlling the nano-
particle-to-water mass ratio, and that the hydrogen gener-
ated by this reaction is sufficient to perform useful work. The
simplicity of the reaction, the high energy density of the
aluminum-water reaction, and the tremendous stability of
these novel aluminum nanoparticles make this system a

FIGURE 5. Plot of temperature versus time for reaction of the AlOA
nanoparticles with water; experimental (s) and calculated (- - -) data
for AlOA masses of 3.0, 4.9, 5.0, 6.4, 7.1, 7.3, 11.3, 13.7, and 14.7
mg (curves a-i, respectively). Inset: plot of the hydrogen production
rate versus the AlOA:H2O ratio as calculated from the kinetic model
for the data in the main figure (O), calculated for an AlOA:H2O ratio
of 0.5 (0), and measured at a AlOA:H2O ratio of 0.5 (9).

FIGURE 4. Plots of pressure versus time (A) and voltage and current
versus time (B) for the reaction of 1.0 g of the AlOA nanoparticles
with 2.0 mL of water in a 25 mL stainless steel pressure vessel. The
pressure was allowed to stabilize before the fuel cell was brought
in line. The operating power was approximately 2 W. In plot A, the
arrow indicates the point at which the fuel cell was brought in line.
In plot B, arrows indicate the applicable axes.

T(T) ) T(0) +
∫0

t
[qrxn(t) - qloss(t)] dt

Cptotal(t)
(4)

qrxn ) ΔHrxn ∫0

t
(1 - e-k(t) t)mnanoAl dt (5)

k(t) ) ASA(mnanoAl)e
-Ea/RT(t) (6)
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viable approach for providing power based on hydrogen
without requiring the direct storage of large quantities of
hydrogen; one need only to add water to produce hydrogen
on demand, where and when needed. Future efforts will
focus on a better understanding of the nature of the protec-
tive shell, the particular role the synthetic method plays in
developing these properties, and the effect of the organic
capping agent on the reaction parameters.
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ABSTRACT: This effort describes laboratory evaluations of six alternative (nonpetroleum) jet fuel candidates derived from coal,
natural gas, camelina, and animal fat. Three of the fuels were produced via Fischer-Tropsch (FT) synthesis, while the other three
were produced via extensive hydroprocessing. The thermal stability, elastomer swell capability, and combustion emissions of the
alternative jet fuels were assessed. In addition, detailed chemical analysis was performed to provide insight into their performance
and to infer potential behavior of these fuels if implemented. The fuels were supplied by Sasol, Shell, Rentech, UOP, and Syntroleum
Corporation. Chemical analyses show that the alternative fuels were comprised of mostly paraffinic compounds at varying relative
concentrations, contained negligible heteroatom species, and were mostly aromatic-free. The six paraffinic fuels demonstrated
superior thermal oxidative stability compared to JP-8, and therefore, have increased resistance to carbon formation when heated and
can be exposed to higher temperatures when used to cool aircraft systems. Material compatibility tests show that the alternative fuels
possess significant seal swelling capability in conditioned nitrile O-rings; however, elastomer swelling was significantly lower than for
JP-8, which may likely result in fuel leaks in aircraft systems. Engine tests with the alternative fuels demonstrated no anomalies in
engine operation, production of significantly lower nonvolatile particulate matter (soot), and moderately lower unburned
hydrocarbons and carbon monoxide emissions compared to baseline JP-8 fuel. Also, no penalty (i.e., increase) in fuel flow
requirement for equal engine power output was observed. In general, this study demonstrates that paraffinic fuels derived from
different feedstocks and produced via FT synthesis or hydroprocessing can provide fuels with very similar properties to conventional
fuels consisting of excellent physical, chemical, and combustion characteristics for use in turbine engines. These types of fuels may be
considered as viable drop-in replacement jet fuels if deficiencies such as seal swell, lubricity, and low density can be properly
addressed.

’ INTRODUCTION

The growing demand and reduced supply of petroleum
products, and instability in petroleum-rich countries, results in
high uncertainties and volatility in the cost of energy, particularly
transportation fuels. As a result, efficient energy technologies and
the development of alternative energy options, such as fuels from
domestic alternative sources, have become a national priority.
Alternative transportation fuels are desirable both from an energy
security and environmental perspective as the preponderance of
imported oil is converted to liquid transportation fuels. In the
United States, liquid fuel production is roughly 200 billion gal/y,
with gasoline, diesel, and jet fuel being produced in approxi-
mately a 70/20/10 ratio. Thus, domestically produced alterna-
tive fuels could increase energy security. Domestic alternatives
for gasoline (ethanol) and diesel (biodiesel) exist, but no opera-
tional alternative jet fuels are currently being produced in the
United States. Alternative aviation fuels are also of interest for
mitigating environmental impacts of fuel use, both on the global
(climate change) and local (airport) air quality level. Although
aviation contributes only 2% to global CO2 emissions, the U.S.
Air Force (USAF) and the aviation industry are committed to
contributing to potential solutions.1 Alternative aviation fuels are
being sought as “drop-in” replacements for current aircraft,
requiring no modification to equipment, aircraft operations,

handling, and transportation. This rules out ethanol (due to
safety, performance, handling, and material compatibility issues)
and biodiesel (due to low temperature and combustion perfor-
mance, and storage stability issues).

Initial U.S. efforts in developing alternative aviation fuels
focused on Fischer-Tropsch (FT) fuels produced from coal,
biomass, and/or natural gas. Coal-derived “iso-paraffinic kero-
sene” (IPK) produced by Sasol in South Africa was approved for
aviation use in blends up to 50% by volume in Jet A-1 (on a
producer-specific basis) in 1999.2 Generic FT “synthetic paraf-
finic kerosene” (SPK) was approved for use in blends with JP-8 in
MIL-DTL-83133G in 2008 and in blends with commercial Jet A
in ASTM D7566 in August 2009 (supported by a Research
Report outlining the properties of SPK).3-5 The USAF has been
very active in the evaluation, demonstration, and certification of
FT fuel blends from natural gas and coal. To date, U.S. military
aircraft such as the B-52, C-17, and B-1B have been certified for
use of a 50/50 (by volume) JP-8/FT blend. Other aircraft (i.e.,
F-22, KC-135, F-15, C-5, T-38) have already undergone flight
tests and are scheduled to be certified on the FT blend in the near
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future. The next class of alternative fuel being studied for
military/commercial aviation certification is “hydroprocessed
renewable jet” (HRJ), which is a hydrocarbon aviation fuel
produced from animal fat/vegetable oils (triglycerides) by hy-
droprocessing. This fuel has also been called bio-SPK and “green
jet”. Ground and flight tests were recently (August 2010)
completed on the C-17 Globemaster III cargo aircraft operating
on blends of a tallow-derived HRJ and JP-8 (50/50) and the
tallow-derived HRJ, coal FT and JP-8 (25/25/50). In addition,
flight tests on 50/50 HRJ/JP-8 blends have been scheduled for
FY11 on F-15 and F-22 aircraft. The ASTM D7566 specification
is structured to support various classes of alternative fuels in its
Appendices, with HRJ anticipated to be added in the near future
asmore data become available. It is anticipated that fuel produced
from ligno-cellulosic feedstocks will also be added at a future
date. In this effort, six alternative jet fuel candidates derived from
several feedstocks and processes were evaluated to determine
their suitability for use in aircraft. Specifically, the chemical and
physical properties, oxidative thermal stability characteristics,
elastomer swell compatibility, and combustion emissions were
evaluated and compared to specification JP-8 fuels.

’EXPERIMENTAL SECTION

Techniques for Chemical and Physical Analysis. The che-
mical composition and physical properties of the alternative fuels were
evaluated to provide increased insight into their performance and to
infer potential behavior during implementation. The analyses included
evaluation of JP-8 specification properties, hydrocarbon type, and
nonstandard analysis such as gas chromatography/mass spectrometry
(GC/MS), gas chromatography with a flame ionization detector (GC/
FID), and high performance liquid chromatography (HPLC). The fuels
considered comprise a combination of both commercially available and
research fuels.
Thermal Oxidative Stability Evaluation Systems. Quartz

Crystal Microbalance (QCM). The quartz-crystal microbalance (QCM)
has been used extensively to study jet fuel thermal stability and qualify
the effects of various jet fuel additives on fuel thermal stability.6-8 The
QCMhas the capabilities to monitor both headspace oxygen and carbon
deposition in situ during fuel thermal stressing. The in situ mass
accumulation is determined based on the well-known relationship
between the change in surface mass and resonant frequency of the
quartz crystal.6 The combined oxygen and mass deposition measure-
ments allow for a greater understanding of the autoxidation process for
each fuel. The QCM is a batch experiment that is typically operated by
thermally stressing 60 mL of fuel at 140 �C for 15 h. Fuel samples are air
saturated prior to heating and the system is closed during operation.
Single Tube Flow Reactor System. A single-tube flow reactor system

was used to evaluate the relative oxidative stability characteristics of the
alternative fuels in a flowing environment. The system has previously
been used to evaluate thermal stability characteristics of fuels under both
oxidative and pyrolytic conditions.9-12 The reaction zone is comprised
of a 91.4 cm actively heated section where the fuel is exposed to sufficient
temperature to promote the desired reaction chemistry. The outer wall
temperature profile of the reaction tube is monitored using thermo-
couples (TC) strap-welded at various locations. The bulk fuel outlet
temperature is monitored using a TC that is inserted into the outlet fuel
flow approximately 17.8 cm downstream of the actively heated zone.
After exiting the reaction zone, the fuel is cooled and passed through a
7-μm sintered filter element to remove any solids that are entrained in
the fluid. The stability characteristics are determined by quantifying the
total carbon deposition on the internal surface of the reaction tube and
on the downstream filter.

Emissions Evaluations. Turbine Engine. A T63-A-700 tur-
boshaft engine was used to study the particulate matter (PM) and
gaseous emissions characteristics of the alternative jet fuels. The engine
is located in the Engine Environment Research Facility (EERF) in the
Propulsion Directorate at Wright-Patterson Air Force Base and is used
to evaluate turbine engine lubricants, fuels, and sensors in an actual engine
environment. Detailed descriptions of the engine and operating methodol-
ogy have been provided in previous publications.13,14 Although this engine
has a single fuel injector, operates at relatively low pressures (∼250-550
kPa), and represents an older technology, the observed emissions trends
of more modern technology engines operated with alternative fuels have
been consistent with those observed on this platform.15,16 For this effort,
the engine was operated at ground idle (low power) and cruise (high
power) conditions. Baseline JP-8 was delivered to the engine fuel pump
from a facility underground tank while the neat and blended alternative
fuels were supplied from a nitrogen-pressurized (138 kPa) external tank.
For all tests, the fuel flow rate was computer controlled to maintain a
constant turbine outlet temperature (T5). This was considered the most
appropriate approach for emissions comparison between fuels and for
best run-to-run engine condition repeatability. For each evaluation, the
engine was initially operated on JP-8 at the two power settings, then with
the alternative fuel, and finally returned to JP-8 to verify the baseline
emissions.

Emissions Instrumentation. PM and gaseous emissions were sampled
from the engine exit plane using oil-cooled probes maintained at 150 �C
and transported to the analytical instruments via heated lines (65 �C).
The PM sample stream (mostly nonvolatile) was diluted with nitrogen
near the probe tip to prevent water condensation, minimize particle
losses in the sample lines, and prevent saturation of the particle counting
instruments. The PM emissions were characterized using conventional
aerosol instruments and corrected for dilution based on the raw and
diluted CO2 measurements. A TSI Model 3022A condensation particle
counter (CPC) was used to provide a count of particles per unit volume
(particle number (PN)), a TSI Model 3936 scanning mobility particle
sizer (SMPS) with a nanodifferential mobility analyzer (nDMA) was
used to obtain the particle size distribution from 5 to 150 nm, and a
Rupprecht & Patashnick Series 1105 tapered element oscillating micro-
balance (TEOM) was used to obtain real-time particle mass emissions.
For the particle mass emissions, only results for the cruise condition are
discussed due to the low particle mass at idle for the SPK fuels. In
addition, an in-house designed and built smoke machine was used to
collect soot samples for determination of the engine smoke number per
SAE ARP 1179.17 Gaseous emissions were sampled with undiluted
probes and transported through heated lines kept at 150 �C per the SAE
ARP 1256.18 Major and minor gaseous species were quantified using an
MKS multi gas 2030 Fourier transform infrared (FTIR) based analyzer
and total unburned hydrocarbons were quantified using a CAI 600
heated flame ionization detector. A nondisperse infrared analyzer
(NDIR) measured the CO2 for the diluted samples from the particle
instruments.
Fuel Elastomer Swell Evaluation System. To measure the

overall volume swell character of the paraffinic fuels studied here, the
volume swell of a nitrile rubber (Parker N0602) was measured in each
fuel. Nitrile rubber was selected as the test material as it is a commonly
used elastomer in aircraft systems. The plasticizer was extracted from the
nitrile rubber before testing to remove the confounding factor of O-ring
shrinkage due to the extraction of plasticizer by the fuel (approximately
10% reduction in original O-ring volume). Generally, the volume swell
of elastomers by a fuel is dependent on the fuel’s molar volume/
geometry, polarity, and ability of the fuel to serve as the hydrogen
donor in a hydrogen bond. Nitrile rubber responds to the three factors
identified above as influencing the volume swell of O-ring materials. The
volume swell of this material was measured using optical dilatometry.19

Briefly, two O-ring samples were placed in a reservoir with 10 mL of the
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test fuel. After 2 min of immersion in the fuel, the samples were digitally
photographed every 20 s for the next 3 min. At 6 min total elapsed time,
the samples were photographed every 60 min for the next 40 h. After the
aging period was completed, the cross-sectional area was determined
from the digital images and used as a characteristic dimension propor-
tional to the volume. The final volume swell was calculated as the average
value obtained from the two samples.

’TEST DATA AND DISCUSSION

Chemical and Physical Analysis of Fuels. Fischer-Tropsch
Fuels Produced by Sasol, Shell, and Rentech. The Sasol, Shell, and
Rentech fuels were produced via indirect liquefaction using FT
synthesis. The Sasol and Shell fuels are commercially available.
During indirect liquefaction, the feedstock (natural gas for Shell
and Rentech; coal for Sasol) is partially oxidized either via
gasification or steam reforming to produce synthesis gas
(carbon monoxide and hydrogen). The synthesis gas (syngas)
is fed to an FT reactor where it is converted into higher molecular
weight hydrocarbons. The Sasol SPK (also referred to as iso-
paraffinic kerosene (IPK)) is produced via oligimerization of C3

and C4 olefins followed by hydrotreating and fractionation to
produce a fuel with the desired boiling range.20 This process
results in an SPK with a very high degree of branching. The Sasol
fuel was the first synthetic fuel to be approved as a blend
feedstock with Jet A-1 fuel.2 The Shell SPK was produced via
the Shell middle distillate synthesis (SMDS) process.21 The
SMDS process produces long-chain paraffins from syngas in
multitubular fixed bed reactors, followed by hydrocracking,
isomerization and fractionation. The submitted Shell SPK fuel
is a very narrow-cut kerosene compared to a typical JP-8. The
Rentech fuel hydroprocessing process includes hydrotreating to
remove oxygenates, followed by hydrocracking/isomerization,
hydrotreating, and fractionation to produce a fuel with a volatility
range similar to JP-8.
Hydroprocessed Renewable Jet Fuels (HRJ) produced by

Syntroleum and UOP. Currently, hydroprocessed renewable
jet (HRJ) fuels, also known as Bio-SPKs, are being considered
for inclusion as approved blending components for both military
and commercial jet fuels.22 As part of the USAF alternate fuels
research program, HRJ fuels have been synthesized and evalu-
ated for their potential application in military systems. Syntro-
leum Corporation produced a research aviation fuel using the
Syntroleum Bio-Synfining process. The research fuel is a renew-
able SPK termed R-8 (i.e., renewable feedstock and JP-8 like).
The Bio-Synfining process can produce SPK from waste fats and
greases, which do not compete with food crops. The feedstocks
used for the research fuel evaluated in this study are shown in
Table 1.
The Syntroleum process includes a feed pretreatment to

reduce the contaminants in the solids. Contaminants include
animal solids, rust particles, catalyst components, water, and

solubilized metals. If not removed, these will deposit in the fixed
bed reactors causing excessive pressure drop across the catalyst
bed and decrease of catalyst activity. The next step in the process
is hydrodeoxygenation (HDO). The HDO product effluent,
which contains primarily C15-C18 n-paraffins, is hydrocracked/
isomerized to produce a fuel with a boiling point distribution and
freeze point similar to a conventional JP-8. The tested R-8 fuel is
very similar to the Fischer-Tropsch (FT) derived fuel produced
by Syntroleum, S-8, which was used in the certification of
alternative FT fuel blends.23

UOPproduced two research aviationHRJ fuels using camelina
and beef tallow as feedstocks. In the process, pressurized feed-
stock is mixed with hydrogen and undergoes catalytic deoxy-
genation to primarily produce n-paraffins. This product is then
hydorcracked/isomerized to satisfy required freeze point char-
acteristics and separated to the desired volatility. The beef tallow
HRJ fuel evaluated in this effort is very similar to the HRJ used in
the recent C-17 tests. Various physical and chemical properties of
the alternative fuels were evaluated and compared to a typical
specification JP-8. Selected fuel specification properties are
shown in Table 2.
In general, all synthetic fuels evaluated had zero to very low

aromatic content, negligible sulfur, lower density, and higher
hydrogen content compared to conventional JP-8. If used neat,
the relative low density of paraffinic fuels is likely to impact
aircraft range; however, the impact is highly dependent on
whether the aircraft is weight or volume limited.24 Gas chroma-
tograms of the various fuels (with the n-paraffin peaks identified)
are shown in Figure 1.
As shown in Figure 1 and Table 2, the Rentech FT and all HRJ

fuels have a boiling point range similar to a typical JP-8, while the
Shell and Sasol FT fuels are much narrower. Results of the
hydrocarbon type analyses, performed using ASTM D6379 and
D2425, are shown in Tables 3 and 4, and a comparison of the n-
paraffin content of the fuels is shown in Table 5. As noted
previously, the alternative fuels are primarily comprised of
normal and branched paraffins with low or negligible aromatic
content. On the basis of knowledge of the processing techniques
employed for the FT fuels, it was expected that these fuels would
be solely comprised of paraffinic compounds and free of aro-
matics. It appears that aromatic compounds found in the
Rentech, Sasol, and R-8 fuels were produced during the upgrad-
ing steps of the initial products following FT-synthesis (Rentech
and Sasol) or hydrodeoxygenation (R-8). Improved control of
the fuel upgrading process parameters will likely eliminate the
production of aromatic compounds in these fuels if required. The
Shell FT fuel showed a mild degree of branching and was
comprised of a much higher n-paraffin concentration than found
in typical petroleum-derived jet fuels or the other alternative fuels
evaluated.
High concentrations of long n-paraffins can result in poor low

temperature properties; however, the narrow distillation range
produces a fuel with a sufficient freeze point.21 On the contrary,
the Sasol fuel had no detectable n-paraffins and a very high degree
of branching (e.g., tri- and tetra-methylparaffins). The absence of
n-paraffins results in an extremely low freeze point for the
Sasol SPK.
The Rentech FT and the HRJ fuels have similar n-paraffin

distributions, but slightly lower in magnitude than a typical JP-8.
These fuels exhibited a mild degree of branching and are very
similar in composition to the Syntroleum S-8 fuel used in the FT
fuel certification of the B-52.23 As shown in Table 4, significant

Table 1. Feedstocks Used to Produce R-8 Fuel

component mass %

poultry fat 46%

yellow grease 18%

brown grease 18%

floatation grease 9%

prepared foods 9%
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concentrations of cyclo-paraffins were detected in five of the
alternative fuels. It is noteworthy, however, that the technique
used for analysis of highly branched SPKs (ASTM 2425) may

result in overestimation of the cyclo-paraffin content due to
differences in the relative ratio of the iso- and cyclo-paraffinic
characteristic ions found in the alternative fuel compared to those

Figure 1. Gas chromatograms of alternative fuels.

Table 3. Aromatic Species Analysis by ASTM D6379 for Alternative Fuels

aromatics (vol %) JP-8 Shell FT Sasol FT Rentech FT R-8 HRJ tallow HRJ camelina HRJ

monoaromatics 15.1 <0.2 0.4 1.5 0.3 <0.2 <0.2

diaromatics 1.6 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1

total aromatics 16.7 <0.2 0.4 1.5 0.3 <0.2 <0.2

total saturates 83.3 >99.8 99.6 98.5 99.7 >99.8 >99.8

Table 2. ASTM Specification Tests of Fuels Evaluated

ASTM tests standard JP-8 Shell FT Sasol FT Rentech FT R-8 HRJ tallow HRJ camelina HRJ

total acid number, mg KOH/g (D3242) max 0.015 0.005 0.002 0.002 0.004 0.002 0.002 0.002

aromatics, % vol (D1319) max 25.0 17.2 0.0 0.4 1.7 0.0 0.4 0.0

total sulfur, % wt (D4294 or D2622) max 0.30 0.064 <0.001 <0.001 <0.001 <0.001 <0.0003 0.0018

distillation, initial boiling point (IBP), �C (D86) report 152 146 149 152 158 165 151

10% recovered, �C (D86) max 205 173 162 166 168 175 179 161

20% recovered, �C (D86) report 179 162 170 179 185 185 166

50% recovered, �C (D86) report 198 169 180 216 215 210 182

90% recovered, �C (D86) report 239 184 208 263 260 243 237

final boiling point, �C (D86) max 300 260 198 228 275 274 255 259

distillation residue, % vol (D86) max 1.5 1.1 1.0 1.4 1.0 0.8 1.2 1.1

loss, % vol (D86) max 1.5 0.2 0.4 0.5 0.8 0.2 0.8 0.9

freeze point, �C (D5972) max -47 -49 -55 <-77 -50 -49 -62 <-77

existent gum, mg/100 mL (D381) max 7.0 0.4 1.6 1.4 <1 <1 <1 <1

viscosity @ -20 �C, cSt (D445) max 8.0 4.1 2.6 3.8 5.1 5.5 5.3 3.3

lubricity test (BOCLE) (D5001) wear scar mm report 0.54 0.75 0.87 0.82 0.92 0.76 0.76

specific gravity (D4052) 0.775-0.840 0.799 0.737 0.762 0.763 0.762 0.758 0.751

smoke point, mm (D1322) min 19.0 25 40.0 >40 >40 >40 >40 50

flash point �C (D93) min 38 48 44 44 44 48 55 43

heat of combustion, MJ/kg (D3338) min 42.8 43 44.1 44.2 44.2 44.1 44.1 44.1

hydrogen content, % mass (D3343) 13.4 13.9 15.6 15.1 15.2 15.3 15.3 15.4
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for which the correlations were developed. Therefore, the
reported cyclo-paraffinic values should be regarded as a maximum
possible content. It should be noted that cyclo-paraffins have
recently been reported to be present in the Sasol SPK fuel.5

Currently, analytical characterization of alternative fuels using
two-dimensional gas chromatography (GC � GC) is being
pursued as it may be possible to obtain substantially improved
resolution for quantitation of paraffinic classes.25

The USAF approved the use of blends of SPK produced via
FT-synthesis with conventional JP-8 provided that the required
SPK and final blend properties are satisfied as detailed in MIL-
DTL-83133G. In addition, ASTM also recently approved the use
of FT-derived SPK in commercial Jet A and Jet A-1 as detailed in
ASTM D7566-09. Both specifications allow a maximum of 50%
by volume of SPK to be blended with conventional jet fuel.
Selected properties for both the neat SPKs and the resulting fuel
blend for each specification are shown in Table 6. The general
properties for the neat SPKs are similar for both specifications as
each limit the maximum aromatic content while ensuring a
minimum volatility range. The major difference between the
SPK specifications is the allowable fuel density range, where the

military minimum limit is 0.751 kg/L while the commercial limit
is 0.730 kg/L. It should be noted that the Shell FT fuel did not
satisfy the minimum military SPK density limit and barely
satisfied the minimum volatility distribution. Also, the UOP
camelina HRJ was at the lower density limit for the military fuel
specification. These properties will need to be addressed in
subsequent formulations in order to reliably meet the required
fuel specifications. Both blend specifications require a minimum
aromatic content of 8.0% by volume. This limit is based highly on
operational experience to ensure that required “fit-for-purpose”
(FFP) properties (e.g., material compatibility, seal swell, and
lubricity) are maintained for the blends. Research is ongoing to
better define this lower limit. The Rentech FT fuel did not satisfy
the maximum allowable aromatic content, but it is believed that
the total aromatic content could be reduced via better control of
the processing variables. During blending with petroleum-de-
rived fuels, the addition of the R-8 or Rentech FT fuel is expected
to exhibit a linear dependence for all fuel properties proportional
to the blend ratio due to the similar volatility range and long chain
n-paraffin content. The expected behavior is based on similarity to
previous studies using S-8.23,26 The property dependence upon

Table 4. Hydrocarbon Type Analysis by ASTM D2425 for Alternative Fuels

hydrocarbon type (vol %) JP-8 Shell FT Sasol FT Rentech FT R-8 HRJ tallow HRJ camelina HRJ

paraffins (normal þ iso) 50 >99 88 92 92 98 90

cyclo-paraffins 34 <1 12a 7a 8a 2 10

alkylbenzenes 12 <0.3 0.4 1.3 <0.3 <0.3 <0.3

indans and Tetralins 3 <0.3 <0.3 <0.3 <0.3 <0.3 <0.3

indenes and CnH2n-10 0.4 <0.3 <0.3 <0.3 <0.3 <0.3 <0.3

naphthalene <0.3 <0.3 <0.3 <0.3 <0.3 <0.3 <0.3

naphthalenes 1.4 <0.3 <0.3 <0.3 <0.3 <0.3 <0.3

acenaphthenes <0.3 <0.3 <0.3 <0.3 <0.3 <0.3 <0.3

acenaphthylenes <0.3 <0.3 <0.3 <0.3 <0.3 <0.3 <0.3

tricyclic aromatics <0.3 <0.3 <0.3 <0.3 <0.3 <0.3 <0.3

total 100 100 100 100 100 100 100
aD2425 may overpredict cyclo-paraffins for highly branched SPKs.

Table 5. Weight Percent of n-Paraffins for Alternative Fuels

n-paraffins (wt %) carbon no JP-8 Shell FT Sasol FT Rentech FT R-8 HRJ tallow HRJ camelina HRJ

n-heptane C7 0.10 0.012 <0.001 0.007 0.13 <0.001 0.017

n-octane C8 0.34 1.63 <0.01 1.88 0.80 0.12 0.71

n-nonane C9 1.21 22.4 <0.05 2.75 2.28 2.01 3.20

n-decane C10 3.48 25.1 <0.03 2.22 2.47 1.88 2.80

n-undecane C11 4.24 3.78 <0.02 1.81 2.10 1.52 1.20

n-dodecane C12 3.71 0.29 <0.01 1.52 1.64 1.25 0.87

n-tridecane C13 2.84 0.003 <0.01 1.40 1.23 0.82 0.60

n-tetradecane C14 1.79 0.001 <0.01 1.05 0.92 0.86 0.41

n-pentadecane C15 0.87 <0.001 <0.005 0.90 0.80 0.35 0.37

n-hexadecane C16 0.27 <0.001 <0.003 0.64 0.60 0.004 0.061

n-heptadecane C17 0.089 <0.001 <0.001 0.071 0.052 <0.001 0.015

n-octadecane C18 0.024 <0.001 <0.001 0.002 0.026 <0.001 0.006

n-nonadecane C19 0.008 <0.001 <0.001 <0.001 <0.001 <0.001 0.001

total n-paraffins 19.0 53.3 <0.2 14.3 13.1 8.8 10.2

C7-C9 1.7 24.1 <0.06 4.6 3.2 4.0 6.7

C10-C13 14.3 29.2 <0.1 7.0 7.4 2.9 4.9

C14-C16 2.9 <0.003 <0.02 2.6 2.3 0.35 0.45

C17-C19 0.12 <0.003 <0.003 0.07 0.079 <0.001 0.022
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blending with the Sasol FT and HRJ fuels is expected to be
similar, except for the freeze point of the blend. Blends of either
of these with petroleum-derived fuels will result in fuels with
reduced freeze points due to dilution of the long-chain n-paraffins
in the petroleum fuel. In general, the extent of freeze point
suppression for the blend will increase as the neat SPK n-paraffin
concentration and relative molecular weight decrease. Similar
formulations of the Shell FT fuel exhibit a linear dependence of
fuel properties with blending, with only the freeze point exhibit-
ing nonideal behavior. For these blends, the freeze point is lower
than expected based on the JP-8/SPK blend ratio.21 This is
believed to be due to the narrow range and relatively low
volatility of the Shell SPK, which reduce the neat JP-8 long chain
n-paraffins in the blend. However, the blend freeze point will
reach a minimum and increase to approach the neat SPK value at
relatively high SPK concentrations due to the very high C9-C11

n-paraffin content (see Table 5), as these begin to dominate the
solidification process.

’THERMAL OXIDATIVE STABILITY

QCM.The thermal stability characteristics of the six alternative
fuels and a typical petroleum derived JP-8 were examined using
the QCM under typical operating conditions (i.e., thermal
stressing of air saturated fuel samples at 140 �C for 15 h). The
resulting mass accumulation and headspace oxygen profiles are
shown in Figure 2a and b. These data show that each fuel sample
exhibits a unique oxidation/deposition characteristic, with the
oxidation profiles providing the highest level of variance. All six
alternative fuel samples display typical oxidation profiles for fuels
with varying amounts of added synthetic antioxidant (AO) (i.e.,
minimum oxidation with subsequent rapid and complete oxygen
consumption upon depletion of the AO).8 The Shell FT fuel had
sufficient AO to prevent complete oxygen consumption for the

test duration, whereas the added AO in the remaining five
alternate fuel samples was consumed within the 15 h stress
duration. The JP-8 fuel displayed a slow oxidation rate that
typically indicates the presence of natural AO species (e.g., alkyl-
substituted phenols). The addition of synthetic AO to heavily
hydrotreated fuels is especially important to prevent the buildup of
oxidation products during storage. These oxidation products, such
as hydroperoxides, alcohols, and acids, may affect the material com-
patibility and thermal and storage stability of the fuel. The mass
accumulation profiles after 15 h of stress duration show that all six
alternative fuels exhibit a low deposit tendency (0.2-0.7 μg/
cm2) compared to a typical JP-8 fuel (3.0 μg/cm2). Therefore, all
synthetic fuels exhibit excellent thermal stability characteristics
compared to a typical JP-8 under the given experimental con-
ditions.
Single-Tube Flow Reactor System. In addition to the QCM

tests, oxidation stability experiments were conducted using a
127-cm long, 0.318-cm o.d., 0.216-cm i.d. tube constructed of
316 stainless steel, a reaction pressure of 3.8 MPa and a

Table 6. Comparison of Selected Neat SPK and Blend
Properties in USMilitary and Commercial Fuel Specifications

MIL-DTL-83133G ASTM D7566-09

min max min max

requirements for neat SPK

aromatic (mass%) 0.5 0.5

density @ 15 �C (kg/L) 0.751 0.770 0.730 0.770

flash point (�C) 38 38

freezing point (�C) -47 -40

cyclo-paraffin (mass %) 15 15

sulfur (mass %) 0.0015 0.0015

nitrogen (mg/kg) 2 2

halogens (mg/kg) 1 1

metals (mg per metal/kg) 0.1 0.1

distillation temp (�C)
10% recovered 205 205

final 300 300

T90-T10 (�C) 22 22

requirements for petroleum/SPK blend

aromatic (vol%) 8.0 8.0

T50-T10 (�C) 15 15

T90-T10 (�C) 40 40

Figure 2. Mass accumulation (solid lines, closed markers) and head-
space oxygen (dashed lines, open markers) profiles of alternative fuels in
the QCM at 140 �C.
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volumetric flow rate of 10mL/min. The furnace temperature was
set to obtain a target maximum wall temperature of approxi-
mately 340 �C (bulk∼ 315 �C). These reaction conditions have
previously been shown to be adequate for complete consump-
tion of the dissolved oxygen in the fuel within the reaction zone.
Studies were conducted to compare the oxidative stability
characteristics of the alternative fuels with that of a typical JP-8
fuel. A total reaction time of six hours was used, which has
previously been shown to be adequate to discern differences in
deposition between various neat and additized fuels. Each test was
conducted twice to provide a measure of the reproducibility.
Comparisons of the surface deposition profiles and typical
average wall temperature measurements for testing with the
various fuels are shown in Figure 3. All alternative fuels demon-
strated excellent oxidative stability characteristics during the tests
resulting in minimal surface deposition on the reaction tube. In
addition, the bulk deposits collected on the downstream filter
were reduced by at least a factor of 2 compared to testing with the
baseline JP-8. The camelina HRJ had a slightly higher level of
surface deposition than the other alternative fuels evaluated,
most likely due to the slightly higher sulfur content (18 ppm) in
this fuel compared to the negligible levels in the other SPK and
HRJ fuels. However, this deposition was negligible compared to
that of JP-8. The stability characteristics exhibited by these fuels
are similar to those observed for a JP-7 fuel,11 a specialty fuel
designed for high-temperature applications. The negligible de-
position for these fuels is very similar to that of the S-8 fuel
produced by Syntroleum.11 The single-tube flow reactor results
are consistent with the thermal stability evaluation using
the QCM.
The improved stability characteristics of the alternative fuels

relative to the specification JP-8 are most likely due to the
absence of heteroatomic-containing species in these fuels, which
have previously been implicated as promoters of undesirable
deposit formation in the oxidative regime. The stability of these
fuels is significantly better than that observed for a JP-8 fuel
with the currently qualified JP-8þ 100 thermal stability additive
package.27 Pyrolytic (>∼480 �C) testing was not conducted in

the current study; however, based on the chemical composition
of the fuel and similarities to SPKs previously tested, it is
expected that these fuels will exhibit higher reactivity and
deposition propensity than a typical JP-8 fuel.12

Engine Emissions. Particulate Matter. The relative particle
number emission index (EIn) (number of particles per kilogram
fuel) for each alternative fuel and the two FT/JP-8 blends (50%
by volume) are shown in Figure 4. The JP-8 measurements were
the average taken before and after testing of each alternative fuel.
As expected, lower EIn were generated with the paraffinic fuels
compared to JP-8. These results agree with previous assess-
ments of SPK fuels on a research combustor and in several
engines.15,16,28,29 Consistent with the previous studies, the largest
impacts are produced at low engine power. Between 90 and 98%
(idle) and 60-80% (cruise) lower EIn compared to JP-8 were
observed with the SPK fuels. It is believed that at lower
combustion temperatures, the rate of molecular soot growth
and subsequent particle nucleation with the aromatic-free fuels is
relatively low compared to the baseline fuel, thus significantly
lower soot is produced. As combustion temperatures increase,
the relative role of aromatics on fuel soot formation is reduced as
the chemical rates of soot production from the paraffinic
compounds (via fragmentation-polymerization reactions) in-
crease. Reductions in unburned hydrocarbons (UHC) aerosols
are also believed to impact the resultant particle concentrations,
as hydrocarbons may condense on soot nuclei or form nuclei
size particles in sample lines. As shown, there were significant
differences in particulate emissions between the alternative fuels.
The EIn magnitude varied as follows: Sasol FT > Rentech FTg
R-8 > Tallow HRJ = Camelina HRJ > Shell FT. It can be noted
that the EIn trends inversely follow the fuel hydrogen content
(i.e., lower hydrogen content SPK fuel produced higher particu-
late emissions). Another chemical characteristic that affects the
particulate production is the iso-to-normal paraffin ratio. Pre-
vious research has shown the normal paraffins produce lower
particle concentration emissions than iso-paraffins, despite hav-
ing the same H/C ratio.14 This was attributed to the increased
production of specific soot precursors (e.g., propargyl radicals)

Figure 3. Comparison of carbon deposition and wall temperature profiles for oxidative stability testing on single tube flow reactor system with the
alternative fuels and a specification JP-8 fuel for 6 h of reaction time.

111 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



962 dx.doi.org/10.1021/ef101520v |Energy Fuels 2011, 25, 955–966

Energy & Fuels ARTICLE

with increased degree of paraffinic branching. Consistent with
previous research, the Sasol FT fuel, which has a high degree of
branching, produced higher EIn compared to the other SPKs.
Significant reductions in EIn are also realized for the 50% by
volume blends, although as observed, these are not always
directly proportional to the exact concentration of FT fuel in
the blend (e.g., 50% reduction for 50% FT concentration). The

lower soot production with these SPK fuels is also reflected in the
engine smoke number (SN) as displayed in Figure 5. The SN is
mostly impacted by the larger particles in the exhaust and, thus,
may not correlate directly with the measured particle number;
however, the overall trends are similar. Similar to the SN,
particulate mass emission index (EIm) (g/kg fuel) (not shown)
also follow the EIn trends with respect to reductions as a function

Figure 4. Relative particle number emission for T63 engine fueled with alternative fuels.

Figure 5. Relative smoke number emission for T63 engine fueled with alternative fuels.
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of engine power; however, the magnitudes are slightly different
as these are a strong function of the particle diameter. Particle size
distribution data (acquired with the SMPS system) show single
mode log-normal distribution trends for all conditions consid-
ered, with no evidence of a particle nucleationmode. The relative
mean particle diameter data for each fuel compared to operation
with JP-8 evaluated for both engine conditions are displayed
in Figure 6. Significantly smaller particles (up to 35%) were
observed for the alternative fuels and blends relative to JP-8. This
is attributed to the lower concentration of soot nuclei available
for surface growth and agglomeration reactions due to the lack or
lower concentration of aromatics in the fuel.
Although the smaller particles have higher surface area-to-

volume ratios, which may result in increased concentration of
harmful compounds on each particle, previous research has
demonstrated significantly lower concentration of PAHs in soot
particles from FT fuel combustion.29 Also, even though a particle
nucleation mode was not observed, a reduction in volatile PM
is also expected for the alternative fuels due to the negligible
heteroatomic content and lower unburned hydrocarbon emis-
sions (discussed in the next section).
Gaseous Emissions. Gaseous emissions, quantified with an

FTIR-based analyzer, show that the alternative fuels had negli-
gible impact on CO2, NOx, and formaldehyde; however, statis-
tically significant reductions in carbon monoxide (CO) and
UHC were observed. The normalized CO and UHC emissions
for the neat alternative fuels relative to JP-8 for engine idle are
shown in Figure 7. Reductions of 10-25% ((5% 1σ) in CO
were observed with the various alternative fuels relative to JP-8.
The lowest CO emissions were produced with the FT Shell fuel,
which also had the highest H/C ratio of all fuels tested. The
R-8, Sasol, and Rentech fuels produced similar CO emissions,
approximately 10-12% lower than JP-8. Similar reductions
in CO have been observed with neat FT fuel on a T701C
engine.15

Measurement of engine UHC with an FID analyzer show
negligible concentrations at cruise, and concentrations of 580-
720 ppm UHC for JP-8 at idle during the study. As shown,
moderately lower (∼20-30%) UHC were produced with the
SPK fuels compared to JP-8. It is well-recognized that the factors
that control CO emissions also influence UHC emissions. It is
plausible that the lack of relatively stable ring species (i.e.,
aromatics) in the SPK fuels may facilitate fuel combustion at
the relatively low temperatures at idle, thus reducing UHC and
CO emissions.
Elastomer Material Volume Swell Characteristics. Although

FT and HRJ fuels have shown excellent combustion and thermal
stability characteristics, the compatibility of these fuels with aircraft
seal materials are a concern and has been receiving considerable
attention. Of particular interest is the propensity of conventional
fuels to soften and swellO-ring seals to some extent; there is concern
that without aromatics and heteroatom exposure, neat paraffinic-
type fuels will causeO-ring seals to shrink, harden and fail. However,
it has been shown that all of the fuel components can participate in
the swelling process and the extent to which they contribute depend
primarily on the strength of interaction between the specific fuel
component and the O-ring material and the concentration of those
components in the overlying fuel.30-32 Generally, the strength of
interaction depends on the molar volume and geometry of the fuel
component, the polarity, and the ability to serve as the hydrogen
donor in a hydrogen bond. Specifically, volume swell tends to
increase as themolar volumeof the fuel component decreases and as
the polarity and hydrogen bonding increases. In the case of these
alternative fuels, the components of the bulk fuel have very little
polarity and little if any ability to form even weak hydrogen bonds,
leaving onlymolar volume and geometry as the primarymechanism
to induce volume swell in common O-ring materials.
The origin of the functionality of molar volume and geometry

in volume swell is the energy required to insert a molecule into a
polymer matrix from the bulk fuel.33,34 Briefly, in order for a fuel

Figure 6. Relative mean particle diameter for T63 engine fueled with alternative fuels.
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molecule to penetrate a polymer matrix, adjacent polymer chains
must be separated sufficiently to admit the penetrant molecule;
the smaller the molecule the less amount of energy it takes to
accommodate it in the polymer structure. With respect to the
volume swell character of SPKs, this suggests that their ability to
impart volume swell in a given O-ring material will depend on
their molecular weight distribution (lighter fuels swelling more
than heavier fuels) and composition (linear molecules being
more mobile than branched). However, it is important to
consider that the intermolecular forces involved are primarily
very weak (van der Waals) and the extent of these influences can
be very material dependent.
The results of the volume swell measurements are summarized

in Table 7. Also shown is the volume swell of the Syntroleum S-8
fuel. These results show that nitrile rubber absorbs a significant
amount of each fuel even with the absence of aromatics.
Furthermore, even though the volume swell varies over a rela-
tively narrow range, the trend is in good agreement with the
results expected based on the composition of these fuels.
Specifically, comparing these results with the chromatograms
shown in Figure 1 illustrates that the volume swell character of
these fuels increases as the molecular weight distribution shifts to
smaller molecules. For example, the greatest volume swell for the
neat fuels (without additives) was observed for the Shell FT,
which is a relatively narrow cut dominated by C9 and C10 linear
paraffins. The next highest is the Sasol FT which is a similar
narrow cut, but with only branched paraffins. The lowest volume
swell was observed for Rentech FT and R-8, both of which exhibit
very broad molecular weight distributions that more closely
match that found in JP-8.
Comparing the volume swell of the neat SPKs with the JP-8

used in this study (which was considered a typical midrange
JP-8), if nitrile rubber O-rings were in service with JP-8 and then
exposed to the neat SPKs, they will shrink by approximately
7-9% by volume. However, the volume swell of these fuels are

comparable to that for the previously flight-tested S-8 fuel,19

indicating that the alternative fuels used in this study should also
serve well as blending stocks for JP-8. It should be noted that the
use of these blends will result in some shrinkage relative to
operation with neat JP-8. Note that among the O-ring materials
commonly used in aircraft fuel systems, nitrile rubber shows the
greatest response to the aromatic content and therefore repre-
sents a limiting case. The response of other materials such as
fluorosilicone and fluorocarbon would be much less.

’SUMMARY

The chemical and physical characteristics, thermal stability,
emissions propensity, and seal swell of six alternative jet fuel
candidates from five different feedstocks were evaluated. De-
tailed chemical analysis of the alternative fuels show that these are
primarily composed of paraffins, with negligible or no aromatic
and heteroatomic species. Evaluations on two thermal stability
systems demonstrated that the alternative fuels possess superior
thermal oxidative stability compared to JP-8 and, therefore, have
lower tendency to carbon formation when heated to moderate
temperatures. Emissions data demonstrate that the neat

Table 7. Volume Swell of Extracted Nitrile Rubber

fuel volume swell

Shell FT 9.6%

Sasol FT 9.5%

Rentech FT 7.8%

R-8 7.0%

camelina HRJ 9.1%

tallow HRJ 8.6%

JP-8 16.6%
aSyntroleum S-8 8.1%

a Previously tested SPK.19

Figure 7. Normalized CO and UHC emissions for T63 engine at idle with alternative fuels.
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paraffinic fuels produced significantly lower soot and modera-
tely lower unburned hydrocarbons and carbon monoxide than
baseline JP-8 fuel. Significant swelling capability was observed in
nitrile O-rings with the alternative fuels; however, it was sub-
stantially less than the aromatic containing JP-8 fuel, which may
lead to fuel leaks in aircraft systems.

In general, this effort demonstrates that paraffinic-type fuels,
produced via FT synthesis (SPK) or extensive hydroprocessing
(HRJ), can provide attractive chemical and physical properties
independent of feedstock. Eventual use of these paraffinic fuels as
drop-in fuels will require compliance with ASTM 7566-09 and/
or MIL-DTL-83133G and fulfilling lubricity requirements and
FFP properties (e.g., seal swell [which may require changing
aromatic limits]). The potential penalty on aircraft range with the
reduced density of these alternative fuels should also be ad-
dressed before implementation.

’AUTHOR INFORMATION

Corresponding Author
*E-mail: edwin.corporan@wpafb.af.mil.

’ACKNOWLEDGMENT

The authors gratefully acknowledge Matt Wagner and Dean
Brigalli from AFRL/RZTM and Joe Mantz from UDRI for
assistance during engine tests and Rhonda Cook and David
Brooks of UDRI for the analysis of fuel and soot samples. The
efforts of UDRI were supported by the USAF under Cooperate
Research Agreement F33615-03-2-2347.

’REFERENCES

(1) Intergovernmental Panel on Climate Change. Summary for
Policymakers - Aviation and the Global Atmosphere; Special Report,
1999.
(2) Turbine Fuel, Aviation Kerosene Type, Jet A-1 NATO Code: F-35

Joint Service Designation: AVTUR; Defense Standard 91-91, April, 8
2008.
(3) Detailed Specification, Turbine Fuel, Aviation, Kerosene Type, JP-8

(NATO F-34), NATO F-35, and JP-8 þ 100 (NATO F-37), MIL-DTL-
83133G, April 30, 2010.
(4) Standard Specification for Aviation Turbine Fuel Containing

Synthesized Hydrocarbons; ASTM D7566-09, Sept, 1 2009.
(5) Moses, C. Comparative Evaluation of Semi-Synthetic Jet Fuels;

report on CRC Project AV-2-04a, Coordinating Research Council,
September 2008.
(6) Zabarnick, S. Studies of Jet Fuel Thermal Stability and Oxidation

Using a Quartz Crystal Microbalance and Pressure Measurements.
Ind. Eng. Chem. Res. 1994, 33, 1348–1354.
(7) Zabarnick, S.; Mick, M. S. Inhibition of Jet Fuel Oxidation by

Addition of Hydroperoxide-Decomposing Species. Ind. Eng. Chem. Res.
1999, 38, 3557–3563.
(8) Grinstead, B.; Zabarnick, S. Studies of Jet Fuel Thermal Stability,

Oxidation, and Additives Using an Isothermal Oxidation Apparatus
Equipped with an Oxygen Sensor. Energy Fuels 1999, 13, 756–760.
(9) Edwards, T.; Krieger, J. The Thermal Stability of Fuels at 480C

(900F). Effect of Test Time, Flow Rate, and Additives ASME J. 95-GT-
68; ASME: Houston, TX, 1995
(10) Corporan, E.; Minus, D. K. Investigation of the Pyrolytic

Deposition Characteristics of JP-7 and JP-8 Fuels. Prepr.-Am. Chem.
Soc., Div. Pet. Chem. 2000, 45 (3), 474–477.
(11) Edwards, T.; Minus, D.; Harrison, W.; Corporan, E.; DeWitt,

M.; Zabarnick, S.; Balster, L. Fischer-Tropsch Jet Fuels- Characterization
for Advanced Aerospace Applications; AIAA-2004-3885, Fort Lauderdale,
FL, July 2004.

(12) Edwards, T.; DeWitt, M. J.; Shafer, L.; Brooks, D.; Huang, H.;
Bagley, S. P.; Ona, J. O.; Wornat, M. J. Fuel Composition Influence on
Deposition in Endothermic Fuels. 14th AIAA/AHI Space Planes and
Hypersonic Systems and Technologies Conference, Canberra, Australia, Nov
2006; paper AIAA 2006-7973.

(13) Corporan, E.; DeWitt, M. J.; Wagner, M Evaluation of Soot
Particulate Mitigation Additives in a T63 Engine. Fuel Process. Technol.
2004, 85, 727–742.

(14) Corporan, E.; Monroig, O.; Wagner, M.; DeWitt, M. J. Influ-
ence of Fuel Chemical Composition on Particulate Matter Emissions of
A Turbine Engine. ASMETurbo Expo, Vienna, Austria, June 2004; paper
GT2004-54335.

(15) Corporan, E.; DeWitt, M.; Klingshirn, C.; Cheng, M. D.
Emissions Characteristics of Military Helicopter Engines Fueled with
JP-8 and a Fischer-Tropsch Fuel. J. Propul. Power 2010, 26 (2),
317–324.

(16) Bulzan, D., et al. Gaseous and Particualte Emissions Results of
the NASA Alternative Aviation Fuel Experiment (AAFEX). Proceedings
of ASME Turbo Expo, Glasgow, Scotland, June 14-18, 2010; GT 2010-
23524.

(17) Aircraft Gas Turbine Exhaust Smoke Measurement; SAE: War-
rendale, PA, 1970; SAE 1970, SAE Aerospace Recommended Practice
ARP 1179.

(18) Procedure for the Continuous Sampling and Measurement
of Gaseous Emissions from Aircraft Turbine Engines; SAE: Warrendale,
PA, 1971; SAE 1971, SAE Aerospace Recommended Practice ARP
1256.

(19) DeWitt, M. J.; Corporan, E.; Graham, J.; Minus, D. Effects of
Aromatic Type and Concentration in Fischer-Tropsch Fuel on Emis-
sions Production and Material Compatibility. Energy Fuels 2008, 22
2411–2418.

(20) Moses, C. A.; Stavinoha, L. L.; Roets, P.Qualification of SASOL
Semi-Synthetic Jet A-1 as Commercial Jet Fuel, Southwest Research
Institute, San Antonio, TX, 1997; Report No. SwRI 8531.

(21) Bauldreay, J. M.; Heins, R. J.; Smith, J. Synthetic Jet Fuels and
Their Role in the Future. Proceedings of the 8th International Conference
on Stability and Handling of Liquid Fuels, Steamboat Springs, CO, Sept
2003.

(22) Kinder, J. D. Evaluation of Bio-Derived Synthetic Paraffinic
Kerosene (Bio-SPKs); Draft ASTM Research Report to Subcommittee
J on Aviation Fuels, Item Number 05, 2010.

(23) DeWitt, M. J.; Striebich, R.; Shafer, L.; Zabarnick, S.; Harrison,
W. E., III; Minus, D. E.; Edwards, T. Evaluation of Fuel Produced via the
Fischer-Tropsch Process for Use in Aviation Applications. Proceedings of
the AIChE Spring National Meeting, 2007; paper 58b.

(24) Young, T. M. SimplifiedMethods For Assessing The Impact Of
Fuel Energy Content On Payload-Range. 26th Congress of International
Council of the Aeronautical Sciences, Anchorage, Alaska, Sept 2008; AIAA
paper 8857.

(25) McMall, M. The Status of an Interlaboratory Study to Verify the
Ability of D2425 to Determine the Hydrocarbon Composition of
Synthetic Paraffinic Kerosene Fuel. Presented at Coordinating Research
Council Aviation Fuels Meeting, Alexandria, VA, May 3-6, 2010.

(26) Striebich, R.; Shafer, L.; DeWitt, M. J.; West, Z.; Edwards, T.;
Harrison, W. E., III Dependence of Fuel Properties During Blending of Iso-
Paraffinic Kerosene and Petroleum-Derived Jet Fuel; USAF AFRL technical
report, AFRL-RZ-WP-TR-2009-2034, 2009.

(27) Heneghan, S. P.; Zabarnick, S.; Ballal, D. R.; Harrison, W. E. JP-
8þ 100: Development of a Thermally Stable Jet Fuel. J. Energy Resource
Technol. 1996, 118, 170–179.

(28) Corporan, E.; DeWitt, M. J.; Klingshirn, C.; Striebich, R. DoD
Assured Fuels Initiative: B-52 Aircraft Emissions Burning a Fischer-
Tropsch/JP-8 Fuel Blend. 10th International Conference on Stability and
Handling of Liquid Fuels, Tucson, Arizona, Oct 2007.

(29) Corporan, E.; DeWitt, M. J.; Belovich, V.; Pawlik, R.; Lynch,
A. C.; Gord, J. R.; Meyer, T. R. Emissions Characteristics of a Turbine
Engine and Research Combustor Burning a Fischer-Tropsch Jet Fuel.
Energy Fuels 2007, 21 (5), 2615–2626.

115 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



966 dx.doi.org/10.1021/ef101520v |Energy Fuels 2011, 25, 955–966

Energy & Fuels ARTICLE

(30) Saleem, M.; Asfour, A. F. A.; De Kee, D.; Harrison, B. Diffusion
of Organic Penetrants through Low Density Polyethylene (LDPE)
Films: Effect of Size and Shape of Penetrant Molecules. J. Appl. Polym.
Sci. 1989, 37 (3), 617–625.
(31) Mathai, A. E.; Thomas, S. Transport of Aromatic Hydrocarbons

through Crosslinked Nitrile Rubber Membranes. J. Macromolec. Sci.,
Phys. 1996, B35 (2), 229–253.
(32) Graham, J. L.; Striebich, R. C.; Myers, K. J.; Minus, D. K.;

Harrison, W. E. Swelling of Nitrile Rubber by Selected Aromatics
Blended in a Synthetic Jet Fuel. Energy Fuels 2006, 20, 759–765.
(33) Flory, P. J. Principals of Polymer Chemistry; Cornell University

Press: Ithaca, NY, 1953.
(34) Schwarzenbach, R. P.; Gschwend, P. M.; Imboden, D. M.

Environmental Organic Chemistry, John Wiley and Sons, Inc.: New York,
NY, 1993.

116 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



Appendix F. Effect of Aviation Fuel Type on Pyrolytic Reactivity and Deposition 
Propensity under Supercritical Conditions

117 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



Published: August 12, 2011

r 2011 American Chemical Society 10434 dx.doi.org/10.1021/ie200257b | Ind. Eng. Chem. Res. 2011, 50, 10434–10451

ARTICLE

pubs.acs.org/IECR

Effect of Aviation Fuel Type on Pyrolytic Reactivity and Deposition
Propensity under Supercritical Conditions
Matthew J. DeWitt,*,† Tim Edwards,‡ Linda Shafer,†David Brooks,† Richard Striebich,† Sean P. Bagley,§ and
Mary J. Wornat§

†University of Dayton Research Institute, 300 College Park, Dayton, Ohio 45469, United States
‡Air Force Research Laboratory, Fuels Branch AFRL/RZPF, Wright-Patterson AFB, Ohio 45433, United States
§Department of Chemical Engineering, Louisiana State University, Baton Rouge, Louisiana 70803, United States

ABSTRACT: Development of reusable liquid-hydrocarbon-fueled hypersonic vehicles requires improved understanding of the
effect of chemical composition on the controlling reaction chemistry and deposition propensity as the fuel is used to cool the system.
In this effort, supercritical pyrolytic stressing studies were performed using two petroleum-derived fuels and a Synthetic Paraffinic
Kerosene (SPK) comprised predominantly of normal and branched paraffins. All fuels decomposed via free radical pathways with
high yields of unsaturates and lower molecular weight products consistent with pyrolysis at high pressures and moderate
temperatures. However, the SPK was significantly more reactive than the petroleum-derived fuels due to a lack of efficient hydrogen
donors that act to terminate chain reactions (higher net propagation rate). High-pressure liquid chromatography was used to
identify and quantify polycyclic aromatic hydrocarbons (PAH) in the stressed fuels, conclusively determining that these are
produced during thermal stressing. A notable observation was the presence of PAH during SPK stressing, as the neat fuel did not
contain cyclic precursors for growth to PAH. During stressing with stainless-steel tubing, the formation of filamentous deposits via
metal-catalyzed reactions of stressed fuel components with reactor surfaces was observed for all fuels studied. However, the SPK fuel
exhibited a much higher pyrolytic deposition rate, which was attributed to higher lateral growth rates of surface filaments via
noncatalytic free radical addition pathways. The PAH formed during SPK stressing are indicators of the highly reactive intermediates
prone to participating in the surface coke addition pathways. Studies blending benzene with the SPK indicated that low PAH
solubility in the paraffinic fuel is not the dominant cause for the high deposition propensity. Testing with the petroleum-derived fuels
showed that metal sulfide filament formation can occur under endothermic conditions, and higher fuel sulfur content can increase
carbon deposition propensity. Studies with surface passivated tubing (Silcosteel) suppressed filamentous carbon formation and
rendered a substantial reduction in SPK deposition to levels similar to the petroleum-derived fuels. Overall, these studies provided
guidance regarding the controlling chemistry during supercritical pyrolysis of current and potential synthetic hydrocarbon fuels and
insight into prevalent deposition pathways.

’ INTRODUCTION

A major complication to the development and implementa-
tion of liquid-hydrocarbon-fueled hypersonic vehicles is achiev-
ing sufficient heat sink capability in the fuel, which is used to
regeneratively cool the vehicle and engine structure and sub-
systems. One approach, termed an “Endothermic Fuel,” achieves
high levels of heat sink by supplementing the “sensible heating
(CpΔT)” via deliberate bulk endothermic (e.g., heat-absorbing)
reactions of the fuel, such as thermal (e.g, dehydrogenation)
and/or catalytic cracking.1�3 Current demonstrated endother-
mic capability is approximately 1500 BTU/lb at fuel tempera-
tures of approximately 700 �C for a 15-min duration.2,3 A major
limitation to viable implementation of endothermic fuels is the
undesirable formation of carbonaceous deposits (also known as
“coking”). The deposition can reduce fuel flow, increase resis-
tance to heat transfer, and foul injector nozzles. Ideally, the fuel
would be selectively converted to lowmolecular weight products,
such as ethylene and propylene, which are favorable for both
overall heat sink and combustion efficiency, without forming
high molecular weight deposits.3 However, condensed and
supercritical phase pyrolytic reaction pathways produce a wide
range of products, with smaller paraffins/olefins and aromatics

being predominant products, all of which can form carbonaceous
deposits.2,4�10

There are varying types of complex deposit mechanisms which
have been observed during gas, condensed, and supercritical
pyrolysis of hydrocarbons. It is generally accepted that there are
three basic mechanisms relevant to deposit formation under
these reaction regimes.3,10�23 These include the formation of
filamentous coke via catalytic reactions with surface metals, free
radical growth reactions between bulk phase components and
surface coke (noncatalytic mechanism), and the production of
condensation (amorphous) coke via formation of polycyclic
aromatic hydrocarbons (PAH) in the bulk phase which subse-
quently condense on tubing surfaces. The initial filament forma-
tion has been shown to involve metal-catalyzed reactions of fuel
components with the reactor surfaces, primarily by nickel and
iron, resulting in the formation of metal carbides as inter-
mediates.12 The metal atoms are extracted from the surfaces
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and catalyze linear filament growth while remaining at the tips of
filaments. Sulfur-containing compounds can also promote pro-
duction of metal sulfide filaments and can potentially have a
significant effect on coke formation rates.18,21�24 Once formed,
the filaments can undergo lateral growth (thickening) via free
radical reactions between bulk phase components and surface
coke; this mechanism has been likened to chemical vapor
deposition (CVD) processes.22 This noncatalytic mechanism
can result in significant growth of the filamentous deposits and
blockage of the extracted metal atoms. A schematic of the
formation of filamentous coke formation via catalytically assisted
decomposition (linear growth) and free radical growth reactions
(lateral growth) proposed by Kopinke and colleagues,13 which is
consistent with the mechanism discussed by Albright and
Marek,12 is shown in Figure 1.

In general, it is believed that formation of PAH is a key
precursor to amorphous coke formation, with PAH concentra-
tions increasing rapidly with pressure and extent of fuel
conversion.25,26 The impact of this mechanism on overall
deposition levels becomes more prevalent at higher reaction
temperatures and extents of reaction.3 The formation of
aromatics and PAH have been hypothesized to potentially
have a dual role, as actual amorphous coke precursors and as an
indicator for short living, highly reactive intermediates which
participate in coke formation (via free radical growth).15

Detailed product analyses have confirmed extensive PAH
formation during supercritical fuel pyrolysis,25,27�33 but the
PAH distribution is substantially different from that observed
at the higher temperatures and lower pressures associated with
combustion.34�38 Thus, deposit formation in supercritical fuel
pyrolysis superficially resembles soot formation during com-
bustion in that PAH are believed to be primary intermediates
or indicators in the formation of high molecular weight
carbonaceous products, but the controlling reactions and
growth mechanisms appear to be different in the two reaction
environments.

The use of alternative (nonpetroleum derived) aviation fuels
derived from coal, natural gas, and biological feedstocks has
received significant attention recently.39 Alternative fuels provide
a potential domestic fuel source which can increase energy and
economic security. Themajority of the initial efforts have focused
on Synthetic Paraffinic Kerosene (SPK) derived from the
Fischer�Tropsch (FT) process.40,41 These have resulted in the
approval of SPK as a blend feedstock of up to 50% by volume
with both commercial Jet A/Jet A-1 (per ASTM D756642) and
military JP-8 (MIL-DTL-83133G43) fuels, provided the final fuel
specification properties are satisfied. Although the potential

feedstock sources (including biological) for the production of
alternative fuels are rapidly increasing, near-term drop-in blend
candidates will have chemical compositions very similar to
currently approved SPKs. As synthesized, neat SPK exhibits
excellent thermal-oxidative stability with minimal oxidative
deposition propensity,39,40 however, the behavior under pyr-
olytic conditions is unknown. Previous studies performed with
single-component model compounds and blends have shown
differences in relative reactivity and deposition propensity
depending on fuel structure. For conditions representative of
steam cracking coils (>800 �C, gas phase), studies were
performed to investigate the effect of fuel structure on coke
formation rates.3,13,15�17 These were performed by adding
small (<0.1 wt %) amounts of a specific 14C-labeled component
to a naphtha stream and demonstrated that coking propensity
as a function of fuel structure is n-paraffins < iso-paraffins <
olefins ≈ cycloparaffins < aromatics < PAH. However, it is
difficult to extrapolate this behavior to expected performance of
multicomponent mixtures under aircraft fuel system condi-
tions. One key difference is the high pressure of aircraft fuel
systems, which (in combination with the lack of steam dilution)
leads to dramatically higher hydrocarbon concentrations in
aircraft endothermic fuel systems relative to steam cracking
furnaces. It is generally recognized that coking rates are
proportional to the hydrocarbon concentration, indicating the
key challenge coking presents in endothermic fuel systems.

Due to the need for improved understanding of the effect of
fuel type on the relative endothermic reactivity and deposition
propensity and the interest in alternative fuels, experimental
studies and analyses were performed with the goal to identify
major differences in the controlling reaction and deposition
mechanisms. The studies herein were performed using two
specification petroleum-derived jet fuels (a Jet A-1 and JP-8)
and an SPK which conforms to both commercial and military
neat specification requirements. Studies with the neat SPKwere
of particular interest as this fuel is solely comprised of normal,
iso-, and cycloparaffins and does not contain aromatic com-
pounds or heteroatoms. The following sections will discuss the
experimental studies and analyses performed, primary results,
and conclusions.

’EXPERIMENTAL SECTION

Fuels. Conventional jet fuels fall into a broad class of distillate
hydrocarbon fuels termed kerosenes, which have a carbon
distribution from approximately C7 to C18 and an average
molecular weight of approximately 150.44,45 Petroleum-derived
fuels consist of a variable mixture of many hundreds of hydro-
carbons, which can be broadly separated into chemical classes
such as paraffins, cycloparaffins, and aromatics. Varying the
specific constituents and total concentrations in the compound
classes, and the presence of trace compounds (e.g., hetero-
atoms), will strongly affect the physical properties of the for-
mulated fuels and their reactivities during implementation.
Currently approved SPK fuels produced via FT synthesis are
required to be comprised solely of paraffinic compounds with
physical properties which conform to fuel specification require-
ments, including a volatility range similar to a typical jet fuel.42,43

However, the specific SPK chemical composition can vary
substantially and still satisfy the specification requirements.
Differences in composition may result in significant differences
in the pyrolytic reactivity and deposition propensity.

Figure 1. Comparison of linear and lateral growth mechanisms of
carbon filaments.13
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The fuels used in this study were selected to provide a
comparison between typical specification jet fuels and an FT-
derived SPK. The specification fuels used were a Jet A-1 and JP-8.
The major difference in these was that the Jet A-1 had very low
total sulfur content (<90 ppmV) while that in the JP-8 (1400
ppmV) was more consistent with typical levels.46 In addition,
analysis via high-pressure liquid chromatography47 showed the
phenolic polars content of the JP-8 was∼400 mg/L as compared
to only ∼30 mg/L for the Jet A-1. It has previously been shown
that fuels which have a low heteroatom and phenolic polar
content typically exhibit excellent thermal-oxidative stability.47,48

The JP-8 fuel was treated with the required military specification
fuel additives; namely, Fuel System Icing Inhibitor (di-ethylene
glycol monomethyl ether), Static Dissipater Additive, and the
Corrosion Inhibitor/Lubricity Improver (CI/LI). The Jet A-1
was also treated with CI/LI (∼9 ppmV) and artificial antioxidant
(∼18 ppmV) for storage stability; the extremely low concentra-
tions of these additives in the Jet A-1 are not expected to

significantly affect the pyrolytic reaction chemistry of the bulk
fuel. The SPK fuel was derived from natural gas by Syntroleum
Corporation, and was used in the first certification of alternative
fuel blends with JP-8.40,41 The SPK is comprised predominantly
of normal and branched paraffins, with the possible inclusion of a
low quantity of cycloparaffins.49,50 The latter is uncertain due to
difficulty in quantifying this chemical class in highly branched
paraffinic mixtures. The SPK has a higher hydrogen content than
a typical petroleum-derived fuel (15.4% by mass vs ∼13.8%),51

with negligible sulfur and phenolic polar content. The fuels
were extensively characterized for chemical class and primary
species composition to assist with interpretation of the experi-
mental results and to deconvolute the controlling reaction
mechanism. Gas chromatograms of the various fuels, with the
n-paraffins labeled, are shown in Figure 2. As shown, the fuels
had similar boiling point distributions with individual n-paraf-
fins comprising a significant portion of the composition. The
total n-paraffin contents for the fuels were 24.5% for Jet A-1,
12% for JP-8, and 18% for SPK. Hydrocarbon type analyses of
the fuels performed using ASTM D6379 and ASTMD2425 are
shown in Table 1; the average Jet A-1 and JP-8 class composi-
tions for a world fuel survey performed in 200646 are also shown
for comparison. Although the JP-8 and Jet A-1 fuels used in this
study vary slightly from the average fuel properties, they were
within typical property ranges for specification fuels. The
degree of branching in SPKs can vary significantly depending
on the feedstock, intermediate product, and upgrading opera-
tions employed.39 Gas chromatography/mass spectrometry
analysis indicated that the SPK used in the present study had
a mild degree of branching, with the majority comprised of
monomethyl substituted n-paraffins.
Supercritical Pyrolysis Studies. Supercritical pyrolytic reac-

tivity and decomposition characteristics of the test fuels wereFigure 2. Gas chromatograms of fuels.

Table 1. Hydrocarbon Type Analysis (ASTM D2425) and Aromatic Species Analysis (ASTM D6379) for Fuels Evaluated46

present study world fuel survey

Jet A-1 (POSF 4877)a JP-8 (POSF 4177)a SPK (POSF 4820)a Jet A-1 (n = 33)b JP-8 (n = 10)b

D2425 (vol %)

paraffins 57 44 97 54 54

cycloparaffins (noncondensed) 20 27 3 19 18

dicycloparaffins (condensed) 4 10 <1 7 7

tricycloparaffins (condensed) <1 1 <1 1 2

alkylbenzenes 15 9 <0.5 14 14

indans and tetralins 4.2 6.5 <0.5 4.2 4.8

indenes and CnH2n-10 <0.5 <0.5 <0.5 <0.5 <0.5

naphthalene <0.5 <0.5 <0.5 <0.5 <0.5

naphthalenes <0.5 1.1 <0.5 1.3 1.6

acenaphthenes <0.5 <0.5 <0.5 <0.5 <0.5

acenaphthylenes <0.5 <0.5 <0.5 <0.5 <0.5

tricyclic aromatics <0.5 <0.5 <0.5 <0.5 <0.5

total 100 100 100 100 100

D6379-HPLC (vol %)

monocyclic aromatics 18.1 15.4 <0.2 18.0 19.1

dicyclic aromatics 0.3 1.1 <0.2 1.6 1.9

total aromatics 18.4 16.5 <0.2 19.4 21.0

total saturates 81.6 83.5 >99.8 80.6 79.0
a Internal Fuel identification number. bNumber of discrete fuels in analysis.
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evaluated using a single-tube flow reactor system located at
Wright-Patterson Air Force Base (WPAFB). This system has
previously been used to evaluate thermal stability characteristics
of fuels under both oxidative and pyrolytic conditions.9,52,53 Fuel
is placed into a test reservoir which can be sparged with nitrogen
prior to thermal stressing. A single-zone Lindberg furnace is used
to provide the required heat input to promote the desired
reaction chemistry during testing. The furnace has a 91.4-cm
actively heated zone with 13.4-cm insulating adapters at each
end. The outer wall temperature profile of the reaction tube is
measured using thermocouples (TC) strap-welded at various
locations. The bulk fuel temperature is measured using a TC
inserted into the outlet flow approximately 17.8 cm downstream
of the actively heated zone. Following thermal stressing, the fuel
is cooled with a counter-current heat exchanger and passed
through a 7-μm sintered filter element to remove any entrained
solids. The system pressure ((3% of set point), which is
maintained by a back-pressure valve, is reduced and stressed
liquid fuel and gaseous products are collected for off-line analysis.
Pyrolytic stability studies were conducted using a 127cm long,

0.318 cm o.d., 0.216 cm i.d. reaction tube, a reaction pressure of
4.9 MPa, and a standard volumetric inlet flow rate of 10 mL/min.
Studies were performed using either 316 stainless steel (316ss)
or Silcosteel reaction tubes. The Silcosteel tube is a stainless-steel
tube whose inner surface has a commercial vapor-deposited silica
coating which has been shown to substantially reduce filamen-
tous carbon deposition.3 Prior to installation, the reaction tubes
were washed with methanol and acetone in sequence to remove
any residual contaminants. The test fuel was saturated with air
(dissolved oxygen present at ∼50�70 ppmV) allowing for
investigation of both the relative oxidative and pyrolytic stability
during testing. The surface temperature profile was sufficient to
prevent merging of the oxidative (<300 �C) and pyrolytic
(>450 �C) deposition regimes. Fuel flow was initiated to the
reactor under ambient temperature to achieve the target reaction
pressure followed by a ramped temperature increase of the
furnace. Stressing was conducted for a total test time of either
5 or 6 h; reaction time was initiated when the fuel temperature
reached 90% of the pyrolytic reactivity onset temperature. Liquid
and gaseous products were collected for off-line analysis; the
gaseous products were collected using Tedlar sampling bags.
Upon completion of the test duration, the furnace was opened to
rapidly quench the reaction chemistry. During this study, the
furnace temperature was varied to evaluate from the regime
where pyrolytic reactivity is initiated to approximately 30%
gaseous product formation by volume. Using computational
fluid dynamics (CFD) with temperature dependent fuel proper-
ties and the reactor temperature profile, the fluid residence time
and flow nature were characterized. The total residence time in
the reactive zone was on the order of 8 s of which approximately
2�3 s was in the pyrolytic regime (>450 �C). Fluid flow was
laminar at the inlet and transitioning to the turbulent regime (Re
3000�5000) in the pyrolytic zone. Following testing, the reac-
tion tube was removed and sectioned into 5.1-cm segments
which were washed in n-hexane to remove residual fuel and dried
in a vacuum oven at 100 �C for a minimum of 12 h. The total
carbon deposition on the internal surface of each segment was
determined using a LECO RC-412 multiphase carbon determi-
nator ((3% accuracy). Selected tube segments were cross-
sectioned to allow for deposit morphology analysis using a JEOL
JSM-6460LV scanning electron microscopy (SEM) which was
also equipped with an energy dispersive spectrometer (EDS).

Gaseous and Liquid Product Quantitation. Analysis of the
neat and stressed liquid fuel and gaseous products was performed
to provide insight of the controlling reaction chemistry, including
the conversion of parent fuel components and relative product
yields. Analysis for mono- and dicyclic aromatic hydrocarbon
content in the unstressed and stressed fuels was performed using
ASTM method D6379. In this method, standards containing
mono- and dicyclic aromatics were used to calibrate the HPLC
(Agilent model 1100). Both standards and samples were diluted
to the same level (1:50) in hexane and the refractive index peak
areas were used to quantify the aromatic concentrations in
volume percent ((10% relative accuracy). Quantitative analyses
of primary fuel constituents and major products were performed
using a gas chromatograph (Agilent model 6890) combined with
a mass spectrometer (GC/MS) and a flame ionization detector
(GC/FID). Calibration was performed with multicomponent
standards to encompass the range and types of products formed
((15% relative accuracy). For gaseous products, hydrogen
concentration was quantified directly with a gas chromato-
graph/thermal conductivity detector (GC/TCD) (100-μL in-
jection volume) using a multipoint calibration curve. Gaseous
hydrocarbon products were quantified using GC/FID (10-μL
injection volume). Standards of C1�C6 paraffins and α-olefins
were used to determine respective retention times. Quantitation
was performed assuming FID response is proportional to the
total carbon number while correcting for total hydrogen
content.54 The validity of this approach was verified using
selected gaseous calibration standards. Quantitation accuracy
was estimated at(5% for each component. Greater than 90% of
the total area response was attributable to identified compounds.
High-pressure liquid chromatography (HPLC) with diode-

array ultraviolet�visible (UV) absorption detection was used to
identify and quantify PAH products in the stressed fuels. As
detailed elsewhere in the analyses of other fuel product
mixtures,27,55 products were separated on a reversed-phase
HPLC C18 column with a time-programmed sequence of the
mobile-phase solvents water, acetonitrile, and dichloromethane.
UV spectroscopy was employed to determine the isomer-specific
identities of each of the separated product components.
Normal-phase HPLC with diode-array UV detection was used

to quantify total concentrations of two-, three-, and four-ring
PAH products in the stressed liquid fuel product mixtures by
integrating the average-UV-absorbance chromatographic peak
area corresponding to each PAH ring-number group. Fraction-
delineating retention times and ring-number-specific response
factors were determined by calibration with appropriate PAH
reference standards. PAH quantities, initially measured in terms
of mass per volume of total liquid product, were adjusted for
liquid to gas conversion and reported in terms of mass per
volume of initial fuel.

’RESULTS AND DISCUSSION

Chemical Reactivity of Fuels.The pyrolytic reactivities of the
SPK, Jet A-1, and JP-8 fuels were evaluated by the extent of low-
molecular weight species production, parent fuel component
conversion, and relative product yields and selectivities. Compar-
ison of the chemical reactivity for a complex, multicomponent
reactant is difficult due to the numerous reaction pathways and
products formed. For thermal decomposition chemistry, metrics
such as conversion to lowmolecular weight products (not present
in the parent fuel) are typically used for reactivity comparison and
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determination of pseudokinetic measurements.56,57 Accordingly,
the volumetric liquid to gas conversion at standard conditions,
defined as the ratio of the difference in the standard volumetric
inlet and outlet liquid flow rates to the inlet flow rate, can provide
substantial guidance regarding the relative reactivity of the
respective fuels and is readily measured during testing (accuracy
of < ( 1%). The gaseous product formation can be also
determined on a mass basis, which requires the density for both
neat and stressed fuel samples. Regardless of the approach, it
should be noted that it can require multiple reaction steps for a
high molecular weight component (e.g., n-hexadecane) to form
gaseous products, resulting in a slight underestimation of the true
extent of reaction at lower conversions. Therefore, detailed
analysis of the stressed fuel components further assists to
elucidate the overall pyrolytic reactivity and chemistry.

For the testing performed in this study, a compilation of the
test conditions, measured volumetric liquid to gas conversion,
oxidative and pyrolytic deposition quantities, and calculated
deposition rates for the three fuels evaluated are shown inTable 2.
A comparison of the volumetric liquid to gas conversion as a
function of the bulk fuel outlet temperature for testing with air-
saturated fuel and 316ss tubing is shown in Figure 3. The
measured outlet temperature is used since the axial fuel tem-
perature is varying throughout the reaction tube. The outlet
temperature is slightly lower than the maximum fuel temperature
achieved since it is measured downstream of the reactor outlet
insulation. The conversion values based on liquid mass recovery
were also calculated, but were only slightly higher (between 0 and
2%) and exhibited the same relative trends. It can be clearly
observed in Figure 3 that the SPK was more prone to thermal

Table 2. Conversion andDeposition Results for Single-Pass Thermal Decomposition Studies of Varying Fuel Composition at 700
psig for 6 h Test Duration

fuel

furnace

temperature (�C)
outlet

temperature (�C)
liquid to gas

conversion (vol %)

heated zone deposition (μg) deposition rate (μg-deposit/g-fuel)

oxidative pyrolytic oxidative pyrolyic notes

Jet A-1 770 566 6.3 5.8� 101 3.06� 102 0.02 0.11

785 577 10.0 1.1� 101 7.11� 102 0.00 0.25

785 577 11.3 1.4 � 101 7.45� 102 0.00 0.26

785 572 11.3 1.3� 101 6.53� 102 0.00 0.23

800 588 17.5 1.7� 101 1.38� 103 0.01 0.48

815 603 27.5 5.3 2.24� 103 0.00 0.94 5 h test

Silcosteel 785 581 13.1 3.1� 102 1.91� 103 0.11 0.67

Silcosteel 800 589 20.6 2.6� 102 2.62� 103 0.09 0.91

Silcosteel 800 604 31.9 3.6� 102 6.28� 103 0.13 2.2

SPK 740 533 1.3 n.d. n.d. n.d. n.d.

755 545 6.3 n.d. 1.84� 104 n.d. 6.76

770 556 12.6 n.d. 7.48� 104 n.d. 27.5

770 559 11.9 n.d. 9.00� 104 n.d. 33.1

770 557 12.5 5.5� 101 5.81� 104 0.02 21.4

785 568 17.5 1.6 9.68� 104 0.00 35.5

800 579 24.4 4.2� 101 1.22� 105 0.02 44.9

810 588 30.0 1.2 1.19� 105 0.00 52.7 5 h test

Silcosteel 770 563 16.3 7.7 � 101 1.41� 103 0.03 0.52

Silcosteel 785 570 21.3 5.1� 101 2.13� 103 0.02 0.78

Silcosteel 800 582 25.0 9.4� 101 2.78� 103 0.03 1.02

Silcosteel 800 583 31.3 5.3� 101 3.27� 103 0.02 1.20

770 556 12.5 5.6 � 101 5.79� 104 0.02 21.3 10% benzene

785 572 21.3 4.1� 101 8.66� 104 0.02 31.8 10% benzene

JP-8 770 558 4.1 2.15� 103 1.67� 103 0.73 0.57

770 564 6.3 1.78� 103 2.28� 103 0.61 0.78

770 556 7.3 2.10� 103 2.76� 103 0.72 0.94

785 567 11.3 1.69� 103 4.21� 103 0.58 1.4

800 581 18.8 2.15� 103 8.42� 103 0.73 2.9

810 594 23.1 2.24� 103 1.07� 104 0.76 3.6

Silcosteel 770 567 8.1 1.30 � 102 1.55� 103 0.04 0.53

Silcosteel 785 571 10.6 1.22� 102 4.34� 103 0.04 1.5

Silcosteel 800 586 21.9 1.38� 102 1.30� 104 0.05 4.4
aTests performed with 316 ss unless noted for Silcosteel. b n.d. denotes not detected/below detection limit.
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cracking than either the Jet A-1 or JP-8, with approximately a
10�20 �C reduction in outlet temperature to achieve a similar
extent of conversion. The Jet A-1 and JP-8 showed comparable
pyrolytic reactivity during testing. The increase in reactivity for
the SPK will result in an earlier endotherm onset as compared to
the petroleum-derived fuels, but the overall endotherm (not
directly measured) will be dependent on the specific products
formed during stressing.
The pyrolytic decomposition of the fuels proceeds via free

radical chemistry, which has been extensively described in the
literature.4�8,58�60 A simplified reaction mechanism is shown
in Figure 4. Radicals are initially produced via fission of C�C
bonds; these can be either primary (R1•), secondary (R2•), or
other (e.g., tertiary, benzylic, etc.) depending upon the compo-
sition of the fuel. The radicals propagate via unimolecular or
bimolecular reactions; the rates and selectivities of these are
dependent on both the reaction conditions and fuel chemistry.
Unimolecular reactions include β-scission of primary radicals to
form ethylene and a smaller primary radical (eq 2), intramole-
cular hydrogen abstraction which favors formation of a second-
ary radical from a primary (eq 3), and β-scission of a secondary
radical to produce an α-olefin and smaller primary radical
(eq 4). Radical addition to olefins can also occur (reverse of
eq 2 or 4) resulting in the formation of a larger product. Bimole-
cular reactions proceed primarily via intermolecular hydrogen

abstraction (eq 5) resulting in the formation of a paraffin (or
saturate) and secondary radical. Termination occurs via radical
recombination or disproportionation. The overall reactivity of
the parent fuel is influenced by the rate of radical initiation and
strongly affected by the net propagation rate. Compounds
which can act as hydrogen donors and form stable radicals
(e.g., benzylic) or can readily produce an unsaturate (e.g.,
cycloparaffins) can substantially reduce the overall reac-
tion rate.57,60�63 As discussed earlier, the SPK is comprised
predominantly of normal and branched paraffins while the
petroleum fuels contain functionalities which act as effective
hydrogen donors and suppress the reactivity of the paraffinic
compounds.60 As a result, the SPK will have a higher kinetic
chain length (ratio of propagation to initiation) during stres-
sing. Although there were differences between the absolute
concentrations of the respective chemical classes in the Jet A-1
and JP-8 (see Table 1), these were not sufficient to result in a
considerable difference in overall pyrolytic reactivity of the
fuels. This is most likely due to the similarities in the specific
types of compounds in each chemical class and the relative
overall concentrations (as compared to the SPK). It should be
noted that the rate of initiation in the petroleum-derived fuels is
most likely higher than the SPK due to the presence of weaker
C�C and heteroatomic bonds, but it is the increased propaga-
tion rate in the SPK fuel which results in higher overall
reactivity.
Gaseous and Liquid Product Analyses. Detailed product

analyses were performed on both the gaseous and liquid products
of the stressed fuels to assist with understanding the reaction

Figure 3. Comparison of volumetric liquid to gas conversion as a
function of bulk outlet fuel temperature for varying fuel composition.

Figure 4. Simplified free radical mechanism for supercritical pyrolysis.

Figure 5. Comparison of JP-8 liquid compositional changes for varying
extents of thermal stressing. Temperature is the measured fuel outlet,
liquid to gas conversion in parentheses.
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chemistry. As expected during pyrolytic decomposition of hydro-
carbons at elevated pressures and moderate temperatures, sig-
nificant conversion of the parent fuel to lower molecular weight
and unsaturated products was observed.4,5 As an example,
Figure 5 shows GC/MS chromatograms comparing JP-8 liquid
compositional changes for varying extents of reaction. The
analyses clearly show that the higher molecular weight species
are thermally decomposed to lighter products, with selective
conversion of saturated compounds, such as n-paraffins, to
olefinic and aromatic compounds (discussed below).
The gaseous products were primarily comprised of C1�C4

paraffins and olefins, with moderate yields of H2. The molar
concentrations of the primary products in the gas phase for
pyrolytic stressing using the 316ss tubing are shown in Table 3.
In addition, a comparison of the C1�C3 and H2 molar
concentrations for the varying fuel types at a volumetric
conversion of ∼11% is shown in Figure 6. The gaseous species
concentrations and trends for each fuel were identical for
comparable testing with Silcosteel tubing. As shown in Table 3
and Figure 6, the petroleum-derived fuels most selectively
produced methane, followed by ethane and propylene. These
trends are consistent with similar thermal decomposition test-
ing of kerosene fuels in flow reactor systems at elevated pressure
and moderate temperatures.63,64 Although the petroleum-
derived fuels did have varying concentrations of the primary
chemical classes shown in Table 1, the selectivities of the
gaseous products were very similar. This observation indicates
that the primary decomposition pathways for these fuels to
form low molecular weight products are similar and that the
chemical class effect is minimal provided the fuels have com-
parable levels.
A notable observation during SPK testing was that the

selectivity to propylene and 1-butene was increased with lower
methane and minimal H2. The selectivity to methane did
increase for all three fuels with higher overall extent of reaction,
possibly due to an increased relative production rate via con-
sumption of primary products. The gaseous product trends for
the SPK are consistent with those for similar testing with normal
paraffinic mixtures65�67 and long chain paraffin pyrolysis.4,5,7

The reduction in H2 yields for the SPK is most likely related to
the inherent types of carbon�hydrogen (C�H) bonding as

compared to the petroleum-derived fuels. Molecular hydrogen is
produced primarily via an intermolecular hydrogen abstraction
by a hydrogen radical, which is produced via fission of C�H
bonds. Since the SPK is comprised of normal and branched
paraffins, all C�Hbonds are 1� (101 kcal/mol), 2� (98.5 kcal/mol),
or 3� (96.5 kcal/mol). These bonds are substantially stronger
than 2� (82 kcal/mol) and 3 �C�C (80 kcal/mol) bonds.
Therefore, unimolecular fission of C�C bonds will dominate
for the SPK fuel with minimal production of hydrogen radicals.
However, the petroleum fuels have compositional functionalities
with significantly weaker C�H bonds, such as benzylic hydro-
gens (82 kcal/mol) in alkylated aromatics (e.g., toluene, xylenes,
ethyl-methyl-benzene). Not only will these benzylic hydrogens
act as effective hydrogen donors for bimolecular H-abstraction
reactions (eq 5), they can directly produce hydrogen radicals.
The resulting benzylic radical will also have increased stability
relative to 2� and 3� alkyl radicals, which will reduce the overall
propagation rate. The lack of these functionalities within the
SPK fuel results in a substantial reduction in H•, and hence H2

formation.
The cause for the lower selectivity to methane for SPK is

similar, since CH4 is produced via intermolecular H-abstrac-
tion by methyl radicals. The 2� and 3 �C�C bonds in the
SPK will selectively undergo unimolecular fission resulting in
longer alkyl radicals rather than formation of methyl radicals.59

Table 3. Comparison of Molar Concentrations of Primary Gaseous Products as a Function of Conversion and Fuel Type

Jet A-1 SPK JP-8

outlet temperature (�C) 566 577 588 603 559 568 579 588 567 581 594

volumetric conversion (%) 6.3 11.3 17.5 27.5 11.9 17.5 24.4 30.0 11.3 18.8 23.1

hydrogen 0.032 0.036 0.029 0.039 0.009 0.013 0.011 0.019 0.046 0.031 0.043

methane 0.209 0.207 0.205 0.226 0.156 0.160 0.170 0.188 0.226 0.229 0.265

ethane 0.187 0.170 0.171 0.167 0.169 0.162 0.153 0.159 0.161 0.158 0.165

ethylene 0.144 0.128 0.128 0.122 0.129 0.130 0.127 0.134 0.105 0.121 0.112

propane 0.125 0.115 0.114 0.102 0.128 0.119 0.103 0.098 0.115 0.100 0.099

propylene 0.160 0.159 0.165 0.154 0.183 0.181 0.169 0.168 0.145 0.152 0.140

n-butane 0.030 0.032 0.031 0.027 0.038 0.036 0.032 0.028 0.032 0.024 0.023

2-butene 0.006 0.010 0.012 0.013 0.010 0.012 0.013 0.013 0.011 0.013 0.012

1-butene 0.037 0.035 0.043 0.038 0.053 0.054 0.051 0.046 0.037 0.037 0.031

iso-Butylene 0.019 0.022 0.025 0.023 0.035 0.036 0.036 0.032 0.029 0.030 0.026

n-pentane 0.006 0.008 0.008 0.007 0.009 0.009 0.010 0.008 0.008 0.006 0.006

1-pentene 0.011 0.015 0.015 0.014 0.017 0.019 0.021 0.018 0.012 0.013 0.010

butadiene 0.002 0.003 0.003 0.003 0.003 0.003 0.003 0.003 0.002 0.004 0.002

Figure 6. Comparison of primary gaseous products for a volumetric
liquid to gas conversion of ∼11% as a function of fuel type.
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Methyl radicals must be formed via subsequent decomposition
reactions, such as β-scission of a 3-alkyl radical to form a methyl
radical andα-olefin. The Jet A-1 and JP-8 fuels have compounds
with weaker bonds which can directly form methyl radicals,
such as the benzylic C�C bond (72 kcal/mol) in ethyl-
benzene. The moderate selectivity to ethylene and high yields
of n-paraffins during thermal stressing of the fuels tested is
consistent with the increase in bimolecular reactions and
intramolecular hydrogen transfer as compared to unimolecular
decomposition of primary radicals via β-scission, which occurs
readily during high-temperature, low-pressure, gas-phase
pyrolysis.58,59 The increase in propylene selectivity for SPK
may be due to the relatively high concentration of 2-methyl
paraffins in the fuel. Fission of the beta C�C bond in the main
chain will produce a 2-propyl and a 1-alkyl radical. The 2-propyl
radical can directly form propylene via loss of a hydrogen atom
by β-scission or via bimolecular hydrogen-abstraction or dis-
proportionation with another radical.
The neat fuels were also converted into intermediate molec-

ular weight liquid products, as shown in Figure 5. The product
trends observed during testing with surface passivated tubing
were similar to those with 316ss, indicating that bulk-phase free
radical reactions control the decomposition chemistry under the
reaction conditions employed with minimal effect of surface
catalysis. Reactivity of the higher molecular weight paraffins was
predominant with the selective formation of olefinic and cyclic
compounds. The cumulative conversions of n-paraffins from C9

to C17 for the three fuels as a function of the measured liquid to
gas conversion are shown in Figure 7. The relative conversion of
the n-paraffins increased with molecular weight, primarily due to
reaction path degeneracy with higher number of equivalent
reactive sites and since lower molecular weight paraffins can be
produced from larger ones. As shown in Figure 7, the net
conversion of the n-paraffins was substantially higher than the
corresponding gaseous production rate (Figure 3), supporting
the assertion that multiple reaction steps are required to form
high yields of C1�C5 products. The Jet A-1 and JP-8 n-paraffin
conversions were equivalent while that of the SPK was slightly
lower. The reduced conversions for the SPK n-paraffins are due
to competition with branched paraffins and not to a lower overall
extent of reactivity. The branched paraffins are more reactive
than the normal paraffins due to the presence of tertiary carbon
atoms, which have weaker C�H andC�Cbonding.5 The similar
overall reactivity of n-paraffins in the petroleum-derived fuels,
despite the Jet A-1 having twice the absolute concentration, is

further evidence that these fuels decompose via comparable
reaction pathways.
The relative propensity for unimolecular as opposed to

bimolecular decomposition was inferred via comparison of
1-heptene and n-heptane yields since these components were
either not detectable or in very low concentration in the neat
fuels. A comparison of the ratio of 1-heptene to n-heptane for
stressing of each fuel as a function of conversion is shown in
Figure 8. The ratio was greater than approximately 2.5 for all
conditions, indicating that a radical is undergoing several unim-
olecular decomposition steps prior to bimolecular hydrogen
abstraction and stabilization.4,5,7,60 Specifically, primary alkyl
radicals are undergoing several (1�2) intramolecular H-abstrac-
tion and β-scission steps prior to bimolecular hydrogen abstrac-
tion. A single-step decomposition would result in equivalent
yields of olefins and paraffins while multiple isomerization steps
of a primary radical would result in negligible n-paraffin yields.
The 1-heptene/n-heptane ratio for the SPK increases further at
higher extents of reaction, which is likely due to the reduction in
abstractable hydrogen at higher conversions. The olefin to
paraffin ratio is reported herein to convey that isomerization
reactions are prevalent, even under the high pressure reaction
conditions employed.
The formation of cyclic and unsaturated products was pre-

dominant during the pyrolytic stressing. All fuels showed the
production of cycloparaffins, such as cyclohexane, dehydroge-
nated cycloparaffins (e.g., cyclohexene), and aromatics during
stressing. The formation of these types of products is indicative of
the pyrolytic reaction pathways and potentially the subsequent
deposition propensity (discussed below). Increases in the mono-
and dicyclic aromatic concentrations (corrected for gaseous
product conversion) for testing with Jet A-1 and JP-8 are shown
in Table 4. As shown, both fuels showed a substantial increase in
the concentrations of mono- and dicyclic aromatics with increas-
ing degree of stressing. As previously discussed, monocyclic
aromatics are formed via dehydrogenation of cycloparaffins
(either initially present or formed via ring-closure reactions),
which is a prevalent reaction pathway. Increasing concentration
of these compounds is further evidence that free radical chem-
istry is the dominant mechanism for fuel reactivity. As Table 4
shows, a significant increase in dicyclic aromatics was also
observed with increased stressing. The large percent increases
in dicyclic aromatics with extent of reaction indicates that rates of

Figure 7. Comparison of cumulative conversion of C9�C17 n-paraffins
as a function of conversion and fuel type.

Figure 8. Ratio of 1-heptene to n-heptane as a function of conversion
and fuel type.
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molecular growth pathways increase as direct precursors (e.g.,
cycloparaffins and monoaromatics) and species prone to molec-
ular addition (e.g., radicals and α-olefins) or hydrogen abstrac-
tion increase. An example of a potential dicyclic aromatic
production pathway is the conversion of tetralin to naphthalene;
tetralin is commonly used as a hydrogen donor additive and
solvent.62,68 A comparison of the molar outlet rates for the
individual and sum of tetralin and naphthalene for testing with Jet
A-1 is shown in Figure 9. There is a concurrent and near
equivalent increase in the naphthalene concentration with tetra-
lin consumption, even though tetralin can also decompose via
ring-opening reactions. Trends and pathways such as these
further indicate the role of hydrogen donation via bimolecular
reactions and support the observation of reduced overall reactiv-
ity for the petroleum-derived fuels. Aromatics were observed to
be formed during SPK stressing, but the absolute concentrations
were low. For example, the monocyclic aromatic content by
ASTM 6379 in the most highly stressed SPK sample was 0.8%,
while the dicyclic aromatics were below the detection limit.
However, the GC/MS analysis did identify the presence of

products such as toluene, xylenes, and multialkylated benzenes
and naphthalenes. This fuel also produced larger condensed
aromatics during stressing, which will be discussed in the
following section.
Overall, the detailed liquid and gaseous product analyses

provided insight into the prevalent chemical reaction pathways
applicable to endothermic reactivity of aviation fuels. The
overall reaction mechanism proceeds via free radical reaction
pathways in the bulk phase, with the component classes
affecting both the relative reactivity (endotherm onset and
magnitude) and product selectivities. The latter is especially
important when attempting to elucidate and understand the
effect of chemical composition on the subsequent deposition
propensity and chemistry.
Identification and Quantitation of PAH. The formation of

high molecular weight PAH has been linked to the production
of carbonaceous deposits, especially condensation coke, under
supercritical fuel pyrolysis conditions. Several studies using
both single component and fully formulated fuels have con-
clusively detected large PAH products in stressed product
samples.3,25,27�33,68 Accordingly, HPLC/UV analyses were
performed on the stressed fuel samples of this study for the
identification and quantification of PAH, with specific focus on
the formation of PAH not present in the parent fuels. Because
the parent fuels contain large amounts of alkanes, stressing of
the fuels produces large numbers of alkylated PAH, not all of
which can be resolved by reversed-phase HPLC alone. In cases
where the identification and quantification of all of the indivi-
dual PAH components are needed, normal-phase HPLC frac-
tionation, followed by reversed-phase HPLC analysis can be
used, as recently demonstrated in the analysis of supercritical n-
decane pyrolysis products.69 In the present study, however,
HPLC analyses were performed to provide guidance regarding
relative reactivity and molecular growth pathways in the fuels
rather than to attempt to identify/quantify all individual PAH
formed. Therefore, only reversed-phase HPLC was employed,
recognizing that not all PAH components would be sufficiently
resolved for identification.

Table 4. Concentration Changes of Mono- and Dicyclic Aromatics During Pyrolytic Stressing of Jet A-1 and JP-8a

fuel

furnace temperature

(�C)
outlet temperature

(�C)
liquid to gas

conversion (vol %)

monocyclic aromatics dicyclic aromatics

concentration

(vol %)

percent

increase

concentration

(vol %)

percent

increase

Jet A-1 18.1 0.3

770 566 6.3 19.1 6 0.5 56

785 577 10.0 20.3 12 0.7 140

785 577 11.3 20.3 12 0.7 137

785 572 11.3 20.7 14 0.7 137

800 588 17.5 21.5 19 1.1 258

815 603 27.5 22.5 25 1.7 456

JP-8 15.4 1.1

770 556 7.3 16.0 4 1.5 35

785 567 11.3 16.7 8 1.7 53

800 574 15.7 18.7 22 2.4 115

800 581 18.8 19.4 26 2.0 85

810 594 23.1 19.2 25 2.7 145
aAromatic concentrations corrected for volume loss to gaseous products.

Figure 9. Comparison of the individual and sum of molar outlet rates
for tetralin and naphthalene for testing with Jet A-1.
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Both the Jet A-1 and JP-8 fuels showed significant formation of
large PAH, which was consistent with the increases in mono- and
dicyclic aromatic production during stressing, as shown in
Table 4. Figure 10 presents the reversed-phase HPLC chroma-
togram for a typical stressed Jet A-1 fuel sample, along with the
structures of the thirty aromatic products sufficiently resolved to
be identified by their UV spectra. As Figure 10 reveals, PAH of up
to nine fused aromatic rings are produced during the supercritical
stressing of the Jet A-1 fuel.
The formation of PAH during supercritical pyrolytic stressing

is somewhat similar to that observed during combustion, as PAH
are believed to be intermediates in both the production of coke
during supercritical pyrolysis and the production of soot during
combustion. However, it is generally accepted that during the
high temperatures associated with combustion, the hydrogen
abstraction/C2H2 addition (HACA) reaction sequence is a
major pathway to PAH.70 In the HACA reaction mechanism,
repeated addition of acetylene (C2H2) to smaller aromatics,
followed by ring-closure, produces PAH. Under the high-pres-
sure/intermediate-temperature conditions relevant to supercri-
tical pyrolysis, however, acetylene is not detectable in the gaseous
product analysis—either in the present study or in parallel
studies;25,28,31 neither are ethynyl-substituted aromatics, which
are frequently found in combustion or high-temperature/low-
pressure pyrolysis systems and signify the participation of
acetylene in PAH formation reactions.34,36 Therefore the HACA
mechanism is definitely not responsible for the formation of the
PAH in the experiments performed in the present study.
The most likely pathways for the formation of the PAH during

the stressing of the petroleum-derived fuels are via ring-closure,
dehydrogenation, molecular addition, and condensation reac-
tions. Ring-closure and dehydrogenation reactions were evident
by observation of increased yields of cyclohexane and dehydro-
genated derivatives during stressing. Molecular addition path-
ways most likely include radical addition to α-olefins, resulting
in the formation of larger molecular weight species which can

undergo ring closure. The rates of these types of reactions will be
enhanced in petroleum-derived fuels due to the presence of
appreciable concentrations of mono- and dicyclic aromatics in
the neat fuels, whose concentrations further increase with extent
of reaction (see Table 4).
The stressed SPK fuel samples were also analyzed for the

presence of PAH. As previously discussed, cycloparaffins and
unsaturates were observed during GC/MS analysis, but PAH
were below the detectable limit. The higher sensitivity of the
HPLC analysis, however, permitted the detection of PAH in the
stressed SPK fuel. A reversed-phase HPLC chromatogram of an
SPK sample corresponding to a liquid to gas conversion of 30% is
shown in Figure 11. Because this sample consists primarily of
high concentrations of highly alkylated aromatics, component
resolution in Figure 11 is poor, permitting the identification of
only four PAH of greater than three rings. Parallel studies show,
however, that at higher stressing conditions, this SPK fuel
produces significant numbers of large PAH (i.e., up to ten fused
aromatic rings).30,32

Normal-phase HPLC analysis was used to quantify the 2-, 3-,
and 4-ring PAH produced during the stressing of SPK at various
temperatures, and the results are shown in Figure 12. Although
the absolute concentrations of these compounds are low (relative
to those during Jet A-1 and JP-8 testing), the observation that
PAH are being formed during stressing is noteworthy as the neat
SPK is void of cyclic precursors (cycloparaffins and aromatics). It
is believed that pathways for PAH formation in the SPK are
similar to those for the petroleum-derived fuels, but the absence
of cyclic precursors reduces the overall rate of PAH formation.
However, once initial aromatic compounds are formed, contin-
ued molecular growth to high molecular weight PAH may
proceed readily due to the high concentration of reactive
intermediates and net propagation rates. The increased reaction
rates may also affect the subsequent deposition rates (discussed
below), either directly via PAH formation (to amorphous coke)
or via noncatalytic addition pathways of reactive intermediates to

Figure 10. Reversed-phase HPLC chromatogram of the PAH products from supercritical pyrolysis of Jet A-1 (603 �C outlet temperature, 700 psig).
Unsubstituted PAH products and singly methylated PAH products in which the positions of the methyl groups are known are labeled with
corresponding exact structures. Structures with undesignated alkyl groups correspond to alkylated PAH products in which the aromatic structure is
known with certainty but there is uncertainty about the number, position(s), and/or chain length(s) of the alkyl substituent(s). In the inset are the later-
eluting products after concentration and separation with a method optimized for the analysis of large-ring-number PAH.
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surface carbon (e.g., lateral growth of filaments/CVD). During
testing with Silcosteel, an increase in PAH concentration in
stressed SPK samples relative to 316ss testing was observed
during pyrolytic testing. This observation is consistent with the
assertion that reactive intermediates which can form PAH
participate in surface growth reactions; competition is reduced
on the passivated tubing due to the suppression of catalytic
filament formation.
Deposition Propensity of Fuels. Deposition on 316ss Tubing.

The oxidative and pyrolytic deposition propensities of the
various fuels were evaluated as a function of the overall extent
of reaction and tubing surface material. The compilation of the
test conditions, measured volumetric liquid to gas conversion,

oxidative and pyrolytic deposition quantities, and calculated
deposition rates for the three fuels evaluated is shown inTable 2.
The deposition rates were calculated using the ratio of the total
carbon deposit mass (μg) within each region to the total mass of
fuel (g) used during the reaction period. For testing with 316ss
tubing and air-saturated fuel, a comparison of the surface
deposition and wall temperature profiles for each fuel at a
liquid to gas conversion of approximately 18% is shown in
Figure 13. The deposition profiles are plotted using a logarith-
mic scale due to the very high pyrolytic deposition quantity for
the SPK. The wall temperature was estimated using CFD to be
approximately 75�100 �C higher than the bulk fuel tempera-
ture. Oxidative deposition occurs within the inlet section

Figure 11. Reversed-phase HPLC chromatogram of the PAH products from supercritical pyrolysis of SPK (588 �C outlet temperature, 700 psig).
Unsubstituted PAH products and singly methylated PAH products in which the positions of the methyl groups are known are labeled with
corresponding exact structures. Structures with undesignated alkyl groups correspond to alkylated PAH products in which the aromatic structure is
known with certainty but there is uncertainty about the number, position(s), and/or chain length(s) of the alkyl substituent(s). In the inset are the later-
eluting products after concentration and separation with amethod optimized for the analysis of large-ring-number PAH. The rise in baseline at 103min is
due to the UV-absorbing solvent dichloromethane, which is introduced in the HPLC separation method at that time.

Figure 12. Concentrations of 2, 3, and 4-ring PAH in stressed SPK liquid product as a function of fuel outlet temperature.
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(<60 cm) of the reaction zone followed by thermal cracking at
fuel temperatures greater than ∼450 �C. The JP-8 fuel exhib-
ited a typical oxidative deposition profile and rate. The max-
imum and subsequent decrease in this region is indicative of
complete consumption of the dissolved oxygen within the fuel.
The low JP-8 deposition quantities between the oxidative and

pyrolytic regimes (∼60�80 cm) are most likely due to oxida-
tive products which subsequently condense on the tubing
surface. Both the Jet A-1 and SPK showed negligible oxida-
tive deposition during testing due to the low concentrations
of heteroatomic and phenolic polar containing species, which
are necessary for deposition within this regime.39,47,48 It
should be reiterated that the Jet A-1 used in this study has
very high oxidative stability compared to typical petroleum-
derived fuels.
The pyrolytic deposition quantities and rates for the three

fuels showed a substantially higher degree of variance with
stainless steel tubing; the pyrolytic deposition profiles are also
evident at axial positions >80 cm in Figure 13. A comparison of
the total pyrolytic deposition quantity as a function of the fuel
outlet temperature for testing with 316ss tubing is shown
in Figure 14. Although the pyrolytic deposition quantities
(especially the SPK) appear to flatten at higher bulk outlet
temperatures, comparison of the deposition rates as a function
of temperature (see Figure 15) shows a continuing linear
increase in deposit formation for all fuels, indicating that the
deposit formation is not rate limited at these extents of reaction.
The JP-8 and Jet A-1 did show differences in deposition
propensity, but are generally consistent with previously re-
ported studies using fully formulated petroleum-derived
fuels.71,72 The potential cause for the lower pyrolytic deposition
propensity of Jet A-1 compared to JP-8 will be discussed below.
The SPK had over an order of magnitude higher pyrolytic
deposition quantity and rate than either of the petroleum-
derived fuels. Based on the hypothesis that aromatics and PAH
are either precursors to or indicators of deposit formation, it
could have been anticipated that highly iso- and normal
paraffinic fuels would not be particularly prone to deposit
formation due to the low absolute yields of PAH. For testing
with Jet A-1 and JP-8, both the total aromatic content in the
stressed samples and the deposition rate linearly correlate with
the liquid to gas conversion. This result implies that aromatics,
and thus, PAH, are intermediates in the deposit formation
process. However, it has previously been proposed that these
compounds may also be produced by the highly reactive
intermediates which form filamentous deposits via metal cata-
lysis and free radical addition pathways.16 As previously stated,
the SPK did form aromatics and PAH, but the absolute
concentrations were substantially lower than for the petroleum
fuels. If the aromatics were directly involved in the deposit
mechanism, the SPK deposition rate would be expected to be
lower unless either the increased net propagation rate results in
rapid polymerization of the initial aromatics or there is a
solubility effect in the base fuel. Limited studies with both
normal paraffinic mixtures and paraffinic solvents have also
shown increases in the pyrolytic deposition rate relative to the
petroleum-derived fuels during testing,65,71,72 supporting the
observations in this study. However, the previously reported
deposition increases may have also been related to the paraffinic
fuels having a higher relative extent of reaction at a specific test
temperature rather than solely due to an inherent increase in
the deposition rate. The reactivity comparisons as a function of
the bulk outlet fuel temperature in this study clearly show the
increased reactivity and deposition propensity of the SPK fuel.
The morphology of the deposits formed during testing was

investigated using SEM to obtain insight about the deposit
growth mechanisms and formation rate differences. The oxida-
tive deposit morphology for studies with JP-8 with bulk outlet

Figure 13. Comparison of surface deposition profile as a function of
fuel type with ∼18% gaseous product formation. Open symbols
correspond to wall temperature profile; symbol type corresponds to
fuel; vertical lines correspond to actively heated zone.

Figure 14. Comparison of total pyrolytic deposition as a function of
fuel type and bulk outlet temperature.

Figure 15. Comparison of pyrolytic deposition rates (μg deposit/g
fuel) for SPK (left axis) and petroleum-derived fuels (right axis) as a
function of bulk outlet temperature.

129 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



10446 dx.doi.org/10.1021/ie200257b |Ind. Eng. Chem. Res. 2011, 50, 10434–10451

Industrial & Engineering Chemistry Research ARTICLE

temperatures of 566 �C (Figure 16a) and 574 �C (Figure 16b)
showed spherical particles from 1 to 5μm in diameter, which is
consistent with the morphology previously reported for this
regime.3 SEM micrographs of the deposit in the pyrolytic
regime for various stressing levels of JP-8 are shown in
Figure 17. The pyrolytic deposit morphology (Figure 17a and b)
for stressing with a bulk fuel outlet of 566 �C (liquid to gas
conversion of 11.3%) showed the presence of microscale
filamentous carbon with the formation of larger (5�10 μm)
agglomerates of filaments. The deposit morphologies observed
at the lower extent of stressing in this study are similar to that
observed for recent testing of a Chinese commercial jet fuel,
RP-3, stressed to a target temperature of approximately
550 �C.57 For nonpassivated tubing surfaces, filamentous carbon

is formed via catalysis of fuel components with metal atoms
extracted from the tubing surface and has been shown to be a
prevalent type of carbon deposit morphology under endothermic
reaction conditions.3,10,12,18�24,73�76 The initial formation of the
filaments can be promoted via metal carbide and metal sulfide
formation on the extracted metal atoms. The role and effect of
sulfur components on filamentous deposit formation has been
extensively studied by Eser and co-workers, and it has been found
that sulfur can be readily incorporated into the catalytically
produced filaments.21�24 The metal sulfides may be more stable
than carbides, resulting in a higher incorporation rate of heteroa-
toms into the filaments. It has also been proposed that sulfur
compounds can readily form reactive radicals which can increase
the noncatalytic (lateral) growth rate of filaments.18 The larger

Figure 16. SEM micrographs of oxidative deposit formed during thermal stressing of JP-8: (a) Tout = 566 �C, XL-G = 11.3%; (b) Tout = 574 �C,
XL-G = 15.7%.

Figure 17. SEMmicrographs of pyrolytic deposit formed during thermal stressing of JP-8: (a) and (b) Tout = 566 �C, XL-G = 11.3%; (c) and (d) Tout =
574 �C, XL-G = 15.7%.
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agglomerates in Figure 17b are most likely formed via similar
noncatalytic reaction pathways of fuel decomposition products
following initial filament formation, which ultimately cover the
extracted metal atoms.
Elemental mapping of the filamentous deposit from JP-8

testing (566 �C bulk outlet temperature) was performed using
EDS to provide insight into the composition of the deposit, and
is shown in Figure 18. The reduced quality of the micrograph is
due to optimizing the elemental mapping. As shown, sulfur is
ubiquitous in the surface filaments, while carbon and reduced
metal content is most readily evident in the agglomerate
structure. Similar behavior has previously been observed during
pyrolytic testing with various surface substrates and fuel
types.21,23 The increased deposition propensity of JP-8 com-
pared to the Jet A-1 observed in this study (see Figures 14 and
15) is most likely due to the increased sulfur content of the JP-8
promoting higher rates of catalytic filament formation, and also
possibly increasing noncatalytic growth rates.
During stressing of the JP-8 at a slightly higher temperature

with a bulk fuel outlet of 574 �C (see Figure 17c and d), the
deposits appeared to become agglomerates of spherical parti-
cles, and filamentous carbon was not observed on the deposit
surface (the bright particles on the micrographs are due to
contamination of tubing material during cross-sectioning of the
tubes). This change also coincided with a substantial increase in
the total aromatic content in the stressed fuel (see Table 4).
This morphology is typically referred to as amorphous (or
condensation) coke and has been observed during high-tem-
perature stressing using surface-passivated reaction tubing.3,74

As previously discussed, amorphous coke is formed via bulk-
phase free radical reactions and precipitates out of the fluid
phase onto reactor surfaces. It has previously been observed
that a transitional regime exists where the production of
amorphous coke proceeds very rapidly.74 Elemental mapping
(not shown) of these spherical agglomerates in Figures 17c and

d confirmed they were comprised predominantly of carbon
with minimal observation of metal atoms. It is believed that
filamentous carbon is still formed via catalytic surface growth
pathways, but the increased rate of amorphous coke production
in the bulk fluid results in higher deposition levels which cover
the filamentous carbon. SEM and elemental analysis of a tubing-
side flake of deposit (not shown) confirmed filamentous
morphology with high sulfur and metal content. Overall, during
endothermic stressing of the petroleum-derived fuel using
316ss tubing, filamentous coke is formed, but amorphous
deposits are readily produced at higher temperatures and
adhere to surfaces during stressing.
The SPK deposit morphology in the pyrolytic regime with a

bulk fuel outlet of 558 �C (liquid to gas conversion of 16.9%) is
shown in Figure 19. Similar to the petroleum-derived fuels, the
SPK showed the presence of filamentous carbon; however, the
SPK filaments were more irregular in structure with larger
diameters (Figure 19a) and formed much larger agglomerates
(Figure 19b). It is believed that the filamentous growth
mechanism via catalysis with surface metals is initially occurring
(via metal carbide formation due to the absence of fuel sulfur),
resulting in the linear growth of carbonaceous deposits. How-
ever, the substantial increase in the overall deposition quantity
and rate for the SPK is believed to be due to a substantially
higher free radical (noncatalytic) growth rate, resulting in
lateral (free radical) growth of the carbonaceous filaments
(see Figure 1).12,13,17 The rate of growth via free radical
addition (CVD-like process) is strongly affected by the types
and concentrations of intermediate fuel products and radicals
produced. In particular, olefins and primary alkyl radicals can
readily undergo molecular addition to the deposit surface. The
aliphatic chain can subsequently undergo decomposition and
ring-closure reactions resulting in formation of a compact
deposit structure and growth. Other compounds, including
alkyl-aromatics, can undergo addition reactions to surface coke,

Figure 18. Elemental mapping of pyrolytic deposit formed during thermal stressing of JP-8: Tout = 566 �C, XL-G = 11.3%.

Figure 19. SEM micrographs of pyrolytic deposit formed during thermal stressing of SPK: Tout = 558 �C, XL-G = 16.9%.
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but this will most likely proceed at a slower overall rate and
result in an initial deposit structure which is less compact and
will require multiple reaction steps to form a compact structure.
As previously discussed, the SPK fuel has a high selectivity (and
yield) to olefinic compounds, high relative extent of reaction,
and low concentrations of effective hydrogen donors and cyclic
compounds. All of these factors increase the probability and
rate of deposit growth via molecular addition and can signifi-
cantly increase the deposition rate for paraffinic type fuels under
supercritical conditions. This result implies that the rate of
pyrolytic deposition via filamentous carbon deposition will be
higher for chemical classes which have high selectivity to linear
and branched olefins, higher net propagation rates and can form
condensed and compact structures. Elemental mapping of the
SPK deposit, presented in Figure 20, showed the filaments were
carbonaceous with minimal metal atoms on the surface. This
supports the assertions that the noncatalytic growthmechanism
with stressed fuel products is the dominant cause for increased
deposition rates, which ultimately cover the metal atoms. The
high pyrolytic deposition propensity of the SPK demonstrates
that sulfur compounds are not necessary for high filamentous
deposit formation rates under these reaction regimes.
The observed deposition propensity in this study is different

from the aforementioned effect of chemical class during deposi-
tion in stream cracking coils, where larger cyclic and aromatic
compounds show higher propensity to deposition. However, it
should be noted that the latter operating regime is much lower
in pressure and homogeneous free radical reactions in the gas
phase significantly affect the overall extent of deposition
(similar to condensation coke under endothermic fuel con-
ditions). The cyclic and aromatic compounds in the parent fuel
act as seed compounds and increase the production rate of
higher molecular weight compounds, similar to particulate
matter formation during combustion. In addition, the presence
of steam (water vapor) can promote subsequent radical forma-
tion on coke surfaces, which results in a further enhancement in
the deposition rate.
Therefore, for pyrolytic deposition via pathways related to

filamentous carbon production via surface metal catalysis, the
quantity of deposition will be related to the overall extent of
reaction and propensity of the parent fuel to selectively produce
high concentrations of olefinic and linear compounds. Linear and
branched paraffinic fuels will be more prone to deposition
compared to typical multiclass petroleum-derived fuels as they
will have both a higher net reactivity and selectively produce
these types of compounds. Sulfur compounds can affect the
relative filamentous deposition rate, but are not required for
deposit formation. The formation of deposit precursors in the
bulk phase (e.g., aromatics) will still occur via parallel reaction

pathways, but these compounds will more likely have a secondary
role in deposit formation (especially for filamentous carbon on
nonpassivated surfaces) than directly participate in deposition
pathways.
Deposition on Silcosteel Tubing. Pyrolytic testing was per-

formed with Silcosteel tubing to investigate if the relative
deposition rates would be affected by bulk fuel composition.
Inerting the tubing surface has previously been shown to
substantially reduce oxidative deposition propensity and pre-
vent the formation of filamentous carbon via catalytic growth
pathways.3 Selected experiments were performed using identical
reaction conditions for the 316ss testing; results are shown in
Table 2. During testing, the passivated tubing did not substan-
tially affect the relative reactivity or primary reaction pathways,
as the extents of reaction and product selectivities were very
similar to the preceding tests. There was minimal oxidative
deposition during testing, which is consistent with previous
studies. The pyrolytic deposition for the petroleum fuels was
similar to the testing with 316ss, indicating that bulk phase
homogeneous reactions to form deposits at higher extents of
reaction are prevalent and comparable, in terms of deposition
rates, to filamentous carbon formation. On the contrary, the
deposition levels for the SPK fuel were reduced by over an order
of magnitude compared to testing with 316ss, with levels
comparable or below the corresponding petroleum-derived
fuels. This result supports the previous assertion that the higher
SPK deposition levels with 316ss tubing were due to increased
free radical growth on the filamentous deposits that were
produced via metal catalysis. Without the catalytic pathway for
initial filament production, the primary route for deposit for-
mation transitions to ring formation via condensation pathways
with subsequent molecular growth and dehydrogenation. These
pathways are prevalent, as supported by the identification and
quantitation of multiring PAH in the stressed SPK fuel. The total
PAH levels during the SPK studies quantified with normal-phase
HPLC were higher during testing with Silcosteel tubing than
with 316ss, which potentially indicates the deposition rate of
these compounds is further reduced with the suppression of
filamentous carbon growth. Overall, it appears that the deleter-
ious propensity of the SPK fuels to form pyrolytic surface
deposits may be mitigated via passivation of the tubing surface
without affecting the net reactivity of the fuel. This effect could
be beneficial as it may be possible to realize a higher net
endotherm for a specific reaction temperature compared to
typical petroleum-derived fuels. However, as surface coke is
produced on reactor surfaces, free radical growth rates may
subsequently increase due to the high concentrations of reactive
fuel products. Further SPK studies at higher overall extents of
reaction could provide insight into this potential effect.

Figure 20. Elemental mapping of pyrolytic deposit formed during thermal stressing of SPK: Tout = 558 �C, XL-G = 16.9%.
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Effect of Benzene on SPK Deposition Propensity. During SPK
testing with 316ss tubing, it was proposed that the primary cause
for high deposit formation was increased rates of growth via free
radical addition reactions on filaments initially produced via
metal catalysis. This hypothesis is consistent with the observation
of significantly reduced deposition propensity with surface-
passivated tubing since metal catalysis is suppressed. It could
also be conceivable, however, that the low relative solubility of
bulk phase deposit precursors (aromatics and PAH) in the
paraffinic fuel could partly impact the deposition rate. It is known
that the solubility of PAH is lower in aliphatic solvents as
compared to those which contain aromatic constituents,77 which
could contribute to deposition upon formation of PAH in the bulk
phase. Solubility effects could be very important if the primary
deposition pathway is via a homogeneous noncatalytic mechanism
(especially important in heavy feedstock pyrolysis). Therefore,
deposition studies were performedwith 316ss tubingwith addition
of benzene (10% by volume) to the SPK to determine if the
aromatic would affect the relative deposition rates by increasing
the solubility of PAH or other deposit precursors produced during
stressing. Benzene was used as it should provide for enhanced
solubility of PAH in the SPK, but act as an inert in the reaction
process. Previous supercritical pyrolysis studies have shown that
benzene should be inert or only minimally reactive for the reaction
conditions used in this study.60,78

It was found that the deposition rates (see Table 2), deposition
profile, and relative product selectivities during testing with
benzene/SPK blends with 316ss tubing were identical to those
during neat SPK stressing. Because the addition of benzene did
not alter the primary reaction pathways or rates, it can be
concluded that the benzene had minimal reactivity for the
reaction conditions and that low PAH solubility is not the
dominant cause for high deposition levels for the neat SPK.
These results also indicate that for nonpassivated surfaces, the
PAH formed during stressing are most likely produced via
reactions that are parallel to molecular addition reactions to
the filamentous carbon. It is possible that other types of
aromatics or hydrogen donors could be added to selectively
interact with these species and stabilize them rather than allow
further reaction with the surface filaments. A supplemental study
could be performed with Silcosteel tubing to further investigate
the potential solubility effect.

’SUMMARY

Endothermic hydrocarbon fuels are needed to enable high-
speed, fuel-cooled aircraft engines. However, major limitations to
near-term implementation of these include maximizing the
available endotherm for cooling and minimizing undesirable
formation of carbonaceous deposits in the fuel systems. The
former will allow more available heat sink while the latter will
increase the lifetime of the aircraft platform. Improved under-
standing of the effect of the bulk fuel composition on the overall
reactivity, product selectivity, and deposition propensity will
substantially assist in the development of viable endothermic
fuel candidates. In this effort, supercritical pyrolytic stressing
studies were performed using two petroleum-derived fuels and a
synthetic paraffinic kerosene (SPK) produced via Fischer�
Tropsch (FT) synthesis. The SPK was comprised primarily of
normal and branched paraffins with a distillation range similar to
a typical aviation fuel. All fuels produced high yields of unsatu-
rates and lower molecular weight products, which is consistent

with hydrocarbon pyrolysis via free radical pathways at high
pressures and moderate temperatures. The SPK was significantly
more reactive than the petroleum-derived fuels due to a lack of
efficient hydrogen donors that act to terminate chain reactions
(higher net propagation rate). High-pressure liquid chromatog-
raphy was used to identify and quantify polycyclic aromatic
hydrocarbons (PAH) in the stressed fuels, conclusively deter-
mining that these are produced during thermal stressing of the
hydrocarbon fuels. A notable observation was the presence of
PAH during stressing of the SPK, as the neat fuel did not contain
cyclic precursors for molecular growth pathways. PAH can have
dual roles as both direct participants in deposition pathways
(amorphous coke) and as products of short-lived reactive inter-
mediates which also participate in deposition (free radical
addition) reaction pathways.

The SPK had over an order of magnitude higher pyrolytic
deposition rate compared to the petroleum-derived fuels during
testing with 316ss tubing. Analysis of the deposit morphology for
SPK testing indicated the presence of filamentous carbon, which
is believed to be initially produced via catalytic reactions with
surface metals (linear growth), followed by increased growth via
free radical addition pathways (lateral growth). The substantial
increase in SPK deposition was attributed to higher rates of free
radical addition to surface filaments due to increased propagation
rates and selectivity to olefinic products. The formation of PAH
during SPK stressing is primarily due to parallel reaction path-
ways for the highly reactive intermediates prone to participating
in lateral growth pathways. Studies blending benzene with the
SPK further ruled out the deposition increase being solely due to
low PAH solubility in the paraffinic fuel. Pyrolytic stressing of the
petroleum-derived fuels with 316ss tubing showed the presence
of both filamentous and amorphous coke, with the latter
prevalent at higher reaction temperatures and extents of reaction.
Filamentous deposit formation during JP-8 studies showed the
presence of metal sulfides, which were formed via the catalytic
growth mechanism of sulfur compounds in the fuel with surface
metals. The higher deposition rate for JP-8 compared to the Jet
A-1 used in this study is believed to be due to the significantly
higher sulfur content in the former. However, the significantly
higher deposition levels for the SPK demonstrate that the rates of
noncatalytic surface growth can be dominant under operating
conditions relevant to endothermic fuel applications. Testing
with surface passivated (Silcosteel) tubing rendered a substantial
reduction in the SPK deposition propensity to levels similar to or
lower than the petroleum-derived fuels, due to suppression of
filamentous carbon formation. Overall, these studies provided
guidance regarding the controlling chemistry during supercritical
pyrolysis of current and potential synthetic hydrocarbon fuels
and insight into prevalent deposition pathways. Future studies at
higher extents of conversion, to further identify effects of
chemical class composition on deposition propensity, and direct
measurement of the overall endotherm are merited.
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G
raphene oxide sheets are mono-
layers of carbon atoms that form
dense honeycomb structures with

unique characteristics.1,2 They contain a
range of reactive oxygen functional groups
that facilitate their application in bio-
engineering.3 Among the most important
properties of GO are low production costs,
large surface area, good colloidal behavior,
and low cytotoxicity. The solubility of GO in
solvents, especially water, is important for
applications inbioengineering. Themaximum
solubility of graphene oxide in a solvent
depends both on the solvent polarity and
the extent of surface functionalization im-
parted during oxidation. A fewmethods are
currently available to synthesize GO, and
among them, a modified Hummers method
is the most popular chemical approach.4

The surface of GO, made from the afore-
mentioned Hummer's method, has oxygen
functional groups, such as hydroxyl, epoxyl,
and carboxyl, which enable GO to be readily
dispersed in water.5

Most reports show that GO materials,
including GO films (paper), are superior
biocompatible materials that allow the ef-
fective proliferation of human andmamma-
lian cells with limited or no cytotoxicity.
Such characteristics seem to indicate that
GO materials may be used in tissue engi-
neering, tissue implants, wound therapy,
and drug delivery applications. These parti-
cular characteristics have motivated multi-
ple research groups to further characterize
the cytotoxic and antiseptic properties of
graphene oxide. Recently, several reports
have shown that GO paper promotes the
adhesion and proliferation of L-929 cells,6

osteoblasts,7 kidney cells,8 and embryonic
cells.8 However, additional studies have
shown that cellular internalization of GO
nanosheets applied to the culture media
at a concentration of 20 μg/mL can cause

a 20% decrease in mammalian cell viability,
while a concentration of 50 μg/mL can lead
to a 50% loss in cell viability, indicating that
some inhibitory effect can be observed if a
GO suspension is applied to the growth
media.9 The same conditions caused 90%
viability loss in Escherichia coli.9 Even after
these observations, the authors concluded
that GO nanosheets were biocompatible.9 A
recent study showed that graphene and
graphene oxide materials are cytotoxic to
human erythrocytes and skin fibroblasts.10

Another study showed that films developed
from a suspension of reduced graphene
oxide and polyoxyethylene sorbitan laurate
(TWEEN) were noncytotoxic to three diffe-
rent types of mammalian cells.7 These
combined results appear to support that
GO materials are biocompatible with
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ABSTRACT There have been multiple conflicting reports about the biocompatibility and

antimicrobial activity of graphene oxide. To address this, we conducted a study to characterize

the antimicrobial properties of graphene oxide (GO) and its biocompatibility with mammalian cells.

When GO was added to a bacterial culture at 25 μg/mL, the results showed that bacteria grew faster

and to a higher optical density than cultures without GO. Scanning electron microscopy indicated

that bacteria formed dense biofilms in the presence of GO. This was shown by a large mass of

aggregated cells and extracellular polymeric material. Bacterial growth on filters coated with 25 and

75 μg of GO grew 2 and 3 times better than on filters without GO. Closer analysis showed that

bacteria were able to attach and proliferate preferentially in areas containing the highest GO levels.

Graphene oxide films failed to produce growth inhibition zones around them, indicating a lack of

antibacterial properties. Also, bacteria were able to grow on GO films to 9.5 � 109 cells from an

initial inoculation of 1.0� 106, indicating that it also lacks bacteriostatic activity. Thus, silver-coated

GO films were able to produce clearing zones and cell death. Also, graphene oxide was shown to

greatly enhance the attachment and proliferation of mammalian cells. This study conclusively

demonstrates that graphene oxide does not have intrinsic antibacterial, bacteriostatic, and cytotoxic

properties in both bacteria and mammalian cells. Furthermore, graphene oxide acts as a general

enhancer of cellular growth by increasing cell attachment and proliferation.

KEYWORDS: nanomaterials . graphene oxide . silver-coated graphene oxide .
biomaterials . biocompatible . quantitative real-time PCR . growth enhancer
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mammalian cells by promoting cell adhesion and
proliferation as effectively as commercial polystyrene
tissue culture materials.6 On the other hand, colloidal
GO solutions appeared to be mildly cytotoxic at high
concentrations.
The apparent low cytotoxicity of GO materials has

led research groups to characterize these materials for
antimicrobial effects. A material with low mammalian
cell cytotoxicity and increased antimicrobial character-
istics may become an ideal material in biomedical
applications. A recent report has shown that contact
of E. coli and Staphylococcus aureus bacterial cells with
GO can cause growth reductions of about 51 and 61%,
respectively.11 Similar results have been obtained for
these two microorganisms when exposed to GO
nanowalls.12 It has been reported that graphene oxide
film (paper) can cause growth inhibition zones in E. coli
and S. aureus.11 On the other hand, recent studies have
also indicated that GO is not cytotoxic and also lacks
any antibacterial effect. Das et al.13 showed that, when
GO was placed in the center of a nutrient media plate
previously inoculated with bacteria, a growth inhibi-
tion zone was not formed. Alternatively, when silver-
decorated GO was used, a clear inhibition zone was
formed.13 In another study, Park et al.8 reported non-
specific binding of Gram-positive and Gram-negative
bacteria to GO paper, but functionalization of GO with
polyoxyethylene sorbitan laurate reduced bacteria
nonspecific binding to GO surfaces. In summary,
the numerous conflicting reports about the antimicro-
bial properties of GO have led us to perform an
in-depth characterization of the antimicrobial charac-
teristics of graphene oxide with the goal of addressing
the discrepancies in relation to the antimicrobial prop-
erties of GO.
The main objective of this investigation is to de-

termine if graphene oxide presents any real antibac-
terial or bacteriostatic activity. In this study, bacterial
and mammalian cellular growth in the presence and
absence of graphene oxidematerials was determined
by the development of carefully designed cell growth
bioassays along with the use of quantitative real-
time PCR analysis to accurately determine the cells
number and the effect of graphene oxide on micro-
bial proliferation. Here, we show that graphene oxide
materials do not adversely impact microbial and
mammalian cell growth. Furthermore, graphene
oxide materials tend to produce a dramatic increase
in microbial and mammalian cell proliferation, indi-
cating that graphene oxide is not a bactericidal or
bacteriostatic material, but instead a general growth
enhancer that acts as a scaffold for cell surface
attachment and proliferation. This is the first report
that conclusively demonstrates that graphene oxide
does not have intrinsic antibacterial properties and
cytotoxic properties.

RESULTS AND DISCUSSION

Bacterial Proliferation in the Presence of Colloidal Graphene
Oxide (GO). To determine the effect of graphene oxide
on bacterial growth, samples containing 5 mL of
Luria�Bertani (LB) nutrient broth in 15 mL conical
tubes were amended with GO to a final concentration
of 25 μg/mL and then inoculated with E. coli bacterial
cells to a concentration of 0.03 OD. The experimental
control was produced by inoculating E. coli to 0.03 OD
in 5 mL of LB broth without GO. At least, triplicate
reactions of each condition were incubated for 16 h at
37 �C and then examined for bacteria growth. Surpris-
ingly, the culture tubes containing graphene oxide did
not visually show any apparent reduction in bacterial
growth (Figure 1b). Furthermore, they appeared more
turbid than the control culture (Figure 1c), and a dense
dark precipitate was observed at the bottom of the
tube (Figure 1b). The dark precipitate was not pro-
duced in the control cultures without GO (Figure 1c).
We proceeded to determine growth level in the bac-
teria cultures by measuring the absorbance at 600 nm.
Samples were taken from the supernatant without
disturbing the dark precipitates at the bottom of the
samples containing GO. The results showed that the
GO-containing samples achieved an average absor-
bance of 1.7 in 16 h of incubation while the bacteria
growing in LB broth only achieved an absorbance of 1.3
(Figure 1a). These results indicated that bacteria in the
presence of GO grew faster than bacteria in LB media
and were able to achieve cell saturation sooner. It was
possible that the dark precipitate observed in samples
containing GO was responsible for enhancing bacterial
growth in themedia or harboring bacterial growth itself.
To address this, we analyzed samples of the dark pre-
cipitate through scanning electron microscopy.

Scanning electronmicroscopy (SEM) analysis showed
that the dark precipitate was formed by a thick
bacterial biofilm (Figure 1f,g) containing a largemass
of aggregated cells (Figure 1g) and extracellular
polymeric material (Figure 1f). A negative control
reaction containing just LB broth and GO but not
bacteria showed the formation of lower density dark
aggregates that did not precipitate to the bottom of
the culture tube (Figure 1d). It has been shown that,
when a colloidal suspension of GO in water is added to
a solution media containing salts, it aggregates and
could falloff suspension producing low density
aggregates.14 It is possible that precipitation required
bacterial growth. The massive amount of cells ob-
served in the biofilm indicates that there is a direct
effect of GO in bacteria proliferation when colloidal GO
is added to liquid media. Our results showed that the
precipitation of GO in the culture media may be acting
as a scaffold for bacterial attachment, proliferation, and
biofilm formation. Studies have shown that carbon
nanomaterials could act as attachment surfaces where
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small colonies grow around tubular carbon nano-
structures.15 Further, it seems that precipitated GO
inducedmassive cell growth, aggregation, and secretion
of extracellular polymeric substance (EPS) (Figure 1f,g).
In the SEMpictures, it was possible to observe void areas
in the EPS with the shape of rod bacteria (Figure 1f). This
indicates that bacteria were directly responsible for
secreting the EPS. The rod-shape voids observed may
be due to the process of bacteria dispersal, a process in
which bacteria evacuate the interior of biofilms due to
competition or lack of nutrients, leaving behind hollow,
shell-like structures.16

Characterization of Bacterial Growth on Graphene Oxide
Surfaces. To determine the effect of graphene oxide
(GO) when coated onto a surface, we coated sterile

PVDF filters with 0 (neat), 100, and 300 μL of a 250 μg/
mL colloidal suspension of GO, which equaled 0, 25,
and 75 μg of GO per filter. Filters were allowed to dry
andwere then inoculatedwith bacteria by submerging
them into a solution containing E. coli at a concentra-
tion of 1 � 106 cells/mL for 1 min. The filters were
recovered, allowed to dry, placed onto a sterile LB
culture plate, and then incubated for 18 h at 37 �C. After
the incubation period, pictures were taken and geno-
mic DNA was extracted from each of the filters for
further analysis (Figure 2c�e).

Bacteria growth on filters with or without GO was
determined by quantitative real-time PCR (qPCR) anal-
ysis of the bacteria genomic DNA. Bacteria growth was
observed with the naked eye in all samples, but the

Figure 1. Bacterial proliferation in the presence of colloidal graphene oxide. Pictures showing bacterial growth in test tubes
containing 5 mL of Luria�Bertani broth with 0 (c,e) and 25 μg/mL graphene oxide (b,d). E. coli was inoculated at a concen-
tration of 0.03 OD600 (b,c) and allowed to grow for 16 h at 37 �C. Sterility controls without E. coli but with and without GO can
be observed (d,e). Note the formation of a dark dense precipitate in the GO sample containing bacteria (b) but not in the
sample without GO (c). Graph showing bacterial growth levels in the supernatant of samples containing and lacking GO (a).
Scanning electron micrographs showing formation of biofilms in the presence of graphene oxide (f,g). Two characteristic
regions were observed within the biofilm, one composed of mostly extracellular polymeric substance (f) and another with a
very high bacteria cell density (g).
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filters containing GO presented large bacteria colonies
around specific areas that seem to contain more GO
(Figure 3a�d). QPCR was chosen over other methods
of analysis because it allows precise determination of
the level of cellular growth. To achieve cellular quanti-
fication, a qPCR assay that targeted the 16S rRNA (rrn)
gene, a ubiquitous gene in all bacteria, and a synthe-
tic oligonucleotide standard for quantification that
spanned the amplicon region were used. This type of
analysis provided the number of copies of the 16S rrn

gene in the sample, which was then used to determine
the exact number of cells by dividing the obtained
sample gene copy number by the number of 16S rrn

genes found in the E. coli cell; seven copies of the
16S rrn gene are found per E. coli cell. The qPCR results
showed that the bacteria levels in filters containing GO
were higher than that in the filters without GO
(Figure 2a). The filters containing 25 μg of GO had
double the amount of bacteria than the neat filter,
while the filter covered with 75 μg of GO had 3 times
more cells than the neat filter. These results indicate
that GO not only lacks antimicrobial properties, but
that it actually enhances microbial growth when
coated onto another surface (Figure 2a).

Upon close inspection of the GO-coated and neat
filters, we observed some interesting growth patterns

that differentiate the GO-coated filters. The GO-coated
filters had easy to observe large cell colonies that
follow a lined pattern around areas of higher GO
content (Figure 3a�d). These areas were observed in

Figure 2. Bacterial growth on graphene oxide surfaces. PVDF filters coated with 0 (c), 25 (d), and 75 μg (e) of GO were
inoculatedwith E. coli and incubated at 37 �C for 18 h. Quantitative real-time PCRwas used to assess bacterial growth in filters
with and without GO (a). Small ∼1 cm2 pieces of PVDF filter (f), GO film (g), and Ag-GO film were inoculated with E. coli and
culture for 18 h at 37 �C. Bacterial growth was quantified by real-time PCR (b).

Figure 3. Bacteria interaction with graphene oxide. Black
arrows indicate some of the areas with increased bacterial
growth observed on filters coated with 25 (a,b) and 75 μg
(c,d) of GO. Bacterial colonies can be easily observed as
elongated features in GO-coated filters but not in a neat
PVDF filter.
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filters with 25 and 75 μg of GO but not in neat filters.
Also, we observed that an area of dense bacterial
growth in the LB media was produced around all
neat filter replicates (Figure 2c). This halo of cells
was not observed in any of the GO-coated filters
(Figure 2d,e). This was an interesting observation
that implied that there is an inherent preference by
bacteria to attach and grow in areas containing GO,
especially those areas containing the highest GO
levels (Figure 3).

Bacteria Interaction with GO and Ag-GO Films (Papers). GO
and Ag-GO films were analyzed using TEM and XRD
analysis to determine the morphology, size distribu-
tion, and the crystal structure of Ag nanoparticles, as
shown in Figure 4. TEM analysis clearly showed that the
GO sheets were well-decorated with Ag nanoparticles
(Figure 4b), and size distribution analysis performed
using TEM showed that the average size of Ag nano-
particles on the surface of GO was 8 nm (Figure 4c,d).
In addition, XRD analysis revealed that the silver-
decorated graphene oxide (Ag-GO) spectrum closely
matched the peaks seen in the face-centered cubic
silver (ICDD 00-004-0783). The effect of solid GO films
on bacteria growth was studied by inoculating GO
films, Ag-GO films, and filter pieces with E. coli bacteria.
Graphene oxide films were placed onto LB culture
plates that were previously inoculated with 1 � 106

E. coli cells per plate. Then, 1 � 106 E. coli cells were
directly inoculated on top of the film pieces and
allowed to dry. The plates were incubated for 18 h at
37 �C. After the incubation period, pictures were taken
and genomic DNA was extracted from each of the
filters for further analysis (Figure 2f�h). The purpose of
this type of inoculationwas to observe growth over the
GO film and also to determine if any growth inhibition
zone was formed around the GO film. Growth inhibi-
tion zones around GO film have been reported in the
past.11 Inhibition areaswould indicate that thematerial
has some toxic effect on the bacteria.

Results showed that growth inhibition zones were
not detected in the plate containing either GO film or
filter paper (Figure 2f,g). However, Ag-decorated GO
showed large growth inhibition zones characterized by
a clear area with no cell growth (Figure 2h). These
results clearly demonstrate that GO does not have any
antimicrobial effects capable of producing a toxic
effect in the area surrounding the GO film. By decorat-
ing our GOmaterial with silver, we further demonstrate
that we can replicate published results for Ag-GO
material.11,13,17 This showed that our GO material was
functional and capable of supporting common anti-
microbial materials including silver.

Quantitative real-time PCR (qPCR) performed to
determine the growth level over the different films

Figure 4. Graphene oxide and silver-coated graphene oxide characterization. (a) TEM image of neat GO, (b) TEM image of Ag-
decorated GO, (c) XRD spectrumof Ag-decorated GO and ICDD 00-004-0783 card data for face-centered cubic Ag, and (d) size
distribution studies performed using TEM for Ag-decorated GO.
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revealed that GO paper supported bacteria growth
more efficiently than a PVDF filter (Figure 2b). The
results showed that the surface of the GO film con-
tained 9.5 � 109 cells while the filter paper had 7.5 �
109 cells. The cell level over the Ag-GO paper was
determined to be 3.5� 104 cells, which was lower than
the initial inoculation level of 1 � 106 cells, indicating
that bacteria cell death was achieved. These results do
not indicate any adverse or toxic effect of GO toward
bacteria. Furthermore, GO seems to promote bacterial
growth by enhancing attachment, proliferation, and
biofilm formation.

Mammalian Cell Attachment and Proliferation onto GO Film.
A study was performed to test the role of GO film on
mammalian cell attachment and proliferation. Control
glass slides and glass slides coated with 10 μg of GO
(Figure 5a) were placed onto a culture dish to which
culture media and 6 � 105 mammalian colorectal
adenocarcinoma HT-29 cells were added. The cells
were allowed to attach and develop on the slides. At
various time intervals, cell attachment was assessed by
light microscopy. Shown in Figure 5b,c are representa-
tive images of cell morphology after incubation for 6 h.
The results indicated that the mammalian cells at-
tached more efficiently to the GO-coated glass slides
and grew (Figure 5c). Themicrographs showedmarked
morphological changes and cell enlargement and
spreading on the GO-coated slides, which are charac-
teristic of effective cell attachment and cell growth
(Figure 5c). However, very few cells became attached
to and developed on the plain glass slides (the control)

as observed by the round shape of cells, which indicated
lack of cellular enlargement and growth (Figure 5b).
These results clearly showed that the GO film, beyond
not exerting any cytotoxic effects on the cells, actually
promotes mammalian cell attachment and prolifera-
tion. During the course of this investigation, several
literature reports focusing primarily on biocompatibil-
ity of GO films were published,6�8,18,19 from which the
results are generally consistent with what is shown
here on the GO film enhancingmammalian cell attach-
ment and proliferation. Taken together these results
indicate that GO is a great support for mammalian
cell attachment, growth, and proliferation. As shown,
GO film coated on glass slides enhances cell attach-
ment, growth, and proliferation. These results com-
pare positively against carbon nanotube materials
which have been shown to be cytotoxic at various
concentrations.20�28

CONCLUSION

The results of this study clearly demonstrate that
graphene oxide does not have antibacterial properties.
Furthermore, graphene oxide lacks any bacteriostatic
property as shown by the prolific growth observed on
all forms of GO tested. It seems that GO acts as an
enhancer of life, increasing not only mammalian cell
growth but also bacterial growth. In the past, several
studies have shown that GO is noncytotoxic to mam-
malian cells, but that it somehow acts as an antibacter-
ial material. In reality, there is no clear reason for which
an inert carbonmaterial such as GO could be beneficial

Figure 5. Mammalian cell growth on graphene oxide film. Glass slides coated with graphene oxide (a). Micrographs showing
human adenocarcinoma HT-29 cell attachment and growth on glass slides (c) with or (b) without GO film. A GO-coated glass
slide and a control uncoated glass slide were placed into the same culture dish, inoculated with HT-29, and allowed to
incubate for 6 h at 37 �C.
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to mammalian cell growth and detrimental to bacteria,
which are usually less susceptible to biotic and abiotic
factors than mammalian cells. It is possible that
contaminants retained from the GO preparation or
underestimations of GO concentrations might be re-
sponsible for some of the detrimental effects on
bacteria growth observed in previous reports. Our
graphene oxide production process, which includes

long-term dialysis, dilution, and sonication, is one that
takes great care on removing carryon impurities that
could affect the properties of the material. More stud-
ies are required to determine which GO synthesis
processes are producing the best quality GO material.
This study significantly advances our knowledge on
the biological properties of graphene oxide and its
uses in biomedical and biotechnological application.

MATERIALS AND METHODS
Preparation of Graphene Oxides (GOs). The Hummers method

with minor modification was used for the preparation of GO
(Figure 4a) from the same graphite sample.4 Briefly, concen-
trated H2SO4 (10 mL) in a 500 mL flask was heated to 80 �C, to
which (NH4)2S2O8 (0.9 g) and P2O5 (0.9 g) were added. The
mixture was stirred until the reagents were completely dis-
solved. The graphite sample (1 g) was added, and the resulting
mixture was heated at 80 �C for 4.5 h. Upon being cooled to
room temperature, the reaction mixture was diluted with water
(250 mL) and kept for ∼12 h. It was then filtrated and washed
repeatedly with water, followed by drying in a vacuum oven.
The solid sample was added to concentrated H2SO4 (40 mL) in a
500 mL flask cooled in an ice bath. The mixture was added
slowly to KMnO4 (5 g over 40 min), during which the tempera-
ture was kept at <10 �C. The reaction mixture, with a change in
color from black to greenish brown, was heated at 35 �C for 2 h,
followed by dilution with water (85 mL; Caution: the tempera-
ture must be kept at <35 �C throughout) and further stirring for
2 h. The reaction mixture was poured into a large beaker, to
which water (250 mL) and then aqueous H2O2 (30%, 10 mL)
were added. Bubbles from the aqueous mixture along with a
color change to brilliant yellow were observed. After the
mixture was allowed to settle for ∼12 h, the clear supernatant
was decanted, and the sediment was washed repeatedly with
aqueous H2SO4 (5 wt %)-H2O2 (0.5 wt %) and HCl solution (10 wt
%), followed by washing repeatedly with water until no layer
separation was observed after centrifuging. The sample was
then dialyzed (MWCO∼ 3500) against water for 7 days to yield a
clean aqueous dispersion of GOs. The aqueous GOs thus
obtained (acid form) were titrated by aqueous NaOH (0.1 M)
until pH reaches 9. The resulting GOs (sodium form) were again
dialyzed (MWCO∼ 3500) for 7 days to reach neutral pH. Finally,
the aqueous suspension of GOs was diluted (∼0.2 wt %) and
sonicated for 30 min to achieve complete exfoliation.

Synthesis of Ag-GO. GO was synthesized using the Hummers
method as explained previously. Ag-GO (Figure 4b) was pre-
pared using a sonochemical method as follows. First, 50 mg of
GO, 25 mg of silver acetate, and 15 mL of DMF were mixed in a
three-arm sonochemical flask (Sonics Inc., Suslick flask). The
mixture was sonicated at 37% amplitude and 20 kHz for 20 min
using a pulsed (1 s on, 1 s off) procedure. After the sonication,
the solution turned black andwas stable for a few hours without
any noticeable precipitation. In the process of recovering Ag-
GO, the mixture was transferred to a round-bottom flask and
DMF was removed using a rotary evaporator. The remaining
solid material was transferred to a centrifuge tube where it was
washed with DI water and ethanol five times. The ethanol was
dried by blowing nitrogen across the surface of solution, and
the final Ag-GO product was recovered as a black powder.

GO and Ag-GO Film (Paper) Preparation. In the film (paper) fabrica-
tion of GO and Ag-GO, a suspension of GO or Ag-GO in DMF (0.7
mg/mL, 19 mL) was filtered through a PVDF membrane
(Whatman, 0.45 μm, 47 nm diameter). The thin layer of the film
formed on the membrane was then subsequently peeled away.

Preparation of GO Film onto a Glass Slide. Graphene oxide (GO)
suspension was obtained by sonication of the obtained GO
powder in water (∼250 μg/mL). Then 40 μL of GO suspension
or about 10 μg of GO per slide was spotted using a micropipet
onto a glass slide, and the slide was allowed to evaporate in a

fume hood to result in a thin GO film on the slide. For the blank
control slide, ultrapure sterile water was spotted and allowed
to dry. Glass slides with or without GO film were placed into a
culture dish (10 cm in diameter) and treated with UV irradia-
tion for 1 h.

Coating of PVDF Filters with GO. PVDF filters (0.22 μm) were
coated with a 100 and 300 μL GO suspension containing 25 and
75 μg of GO, respectively. Filter coating took place by releasing
the GO solution evenly using a circular motion from a micro-
pipet. The GO-coated filters were allowed to dry in the laminar
flow hood under sterile conditions. Once dried, the GO-coated
filters were used in the growth bioassay experiments.

Bacterial Cell Culture. Escherichia coli strain JM109 was routi-
nely grown in Luria�Bertani (LB) broth or solid media at 37 �C
for 16�20 h with or without agitation depending if the study
used broth or solid media. The bacteria stocks used to inoculate
the different assays were produced as described and the cell
level quantified by quantitative real-time PCR. Once the bacter-
ial stocks were quantified, assays were inoculated at a specific
starting cell concentration. Bacterial assays were allowed to
incubate at 37 �C for 16�18 h beforemeasurementswere taken.

Mammalian Cell Culture. Colorectal adenocarcinoma (HT-29)
cells were routinely cultured in Eagle's minimum essential
medium (EMEM) (ATCC Manassas, VA) supplemented with
10% fetal bovine serum (FBS) and 1% antibiotics (penicillin
and streptomycin). The cells were cultured at 37 �C in a
humidified atmosphere with 95% air and 5% CO2 for 48 h
(reach 85% of confluency) before subculture.

In experiment, 6 � 105 cells were seeded into the culture
dish which contained the glass slides (with or without GO film)
and incubated to allow the cells for attachment and develop-
ment on the glass slides. At various time intervals, the morphol-
ogy of cell growth was taken under a microscope (Motic)
supplied with a camera.

Quantitative Real-Time PCR Analysis of Genomic DNA. Real-time PCR
analysis was performed on bacterial genomic DNA samples
using the CFX real-time PCR system (BioRad, Hercules, CA) with
a two-step amplification program with post-amplification melt
curve analysis as described by Ruiz et al.29 The 16S gene-specific
real-time PCR primers and synthetic oligonucleotide standard
were developed. The synthetic oligonucleotide was serial-
diluted from 1� 108 to 1� 104 copies/μL and used as standards
for absolute quantification purposes. Real-time PCR sample
reactions were produced by preparing a master mix containing
the 16S gene-specific primers, BioRad SYBR Green SuperMix,
water, and the appropriate sample DNA.
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ABSTRACT:The autoxidation of jet fuel takes place via a complex free radical reactionmechanism that involves the decomposition
of hydroperoxides.The liquid-phase, unimolecular decomposition of hydroperoxide has been isolated for experimental study. Three
hydroperoxides relevant to jet fuel autoxidation, including cumene hydroperoxide (CHP), dodecane hydroperoxide (DHP), and
ethylbenzene hydroperoxide (EBHP), were thermally decomposed separately and found to closely fit first-order behavior with
respect to hydroperoxide concentration. The activation energy for liquid-phase thermolysis of these hydroperoxides was found to be
significantly less than typical gas-phase values. Parameters affecting the rate of hydroperoxide decomposition, such as dissolved
metal content, organic acids, and metal deactivator additive (MDA) were explored. Metal type was shown to be a significant factor
affecting hydroperoxide decomposition rate, while naphthenic acids (NA) were shown to have little effect on the rate. However,
when dissolved metal and NA were added together a strong synergistic effect on hydroperoxide decomposition rate was noted. The
increases in decomposition rate due to dissolved metal and/or acid were effectively inhibited by treatment with MDA.

’ INTRODUCTION

Thermal oxidation of liquid hydrocarbons has been a point of
study for many decades due to the practical implications of these
reactions. A specific area of concern is that of jet fuel thermal
stability. Jet fuel is used as a coolant, or heat sink, for critical
aircraft and engine components. However, as the fuel is exposed
to increasing temperatures and heat loads the rate of thermal
oxidative reactions increase. These reactions are due to the
presence of ca. 1.8 mM dissolved oxygen. The subsequent auto-
xidation of fuel hydrocarbons occurs in aircraft fuel lines, often
producing undesirable products such as gums, varnishes, and
deposits. These bulk and surface deposits foul critical fuel system
components, e.g., valves, filters, and nozzles, and if the fouling is
left unchecked can ultimately lead to catastrophic system failure.
Therefore, a more complete understanding of jet fuel autoxida-
tion and deposition chemistry is desired to both predict deposi-
tion a priori and present opportunities for deposit mitigation
strategies.

Many schemes have been used tomodel the complex chemical
kinetics involved with hydrocarbon autoxidation, pyrolysis, and/
or combustion such as global, detailed, and pseudo-detailed
mechanisms.1-3 The global modeling approach obscures the
actual chemical mechanisms in order to simplify the problem;
however, these models tend to simply fit experimental data and
are difficult to extrapolate to other conditions and systems due to
the inherent lack of chemically meaningful reactions and rate
parameters. The development of detailed chemical kinetic me-
chanisms provides the greatest chemical realism and allows
extrapolation to a range of conditions, but is intractable for com-
plex real fuel mixtures, especially when combined with computa-
tional fluid dynamic (CFD) simulations. The pyrolysis commu-
nity has often used the knowledge of fundamental reaction
pathways and applied this knowledge to a more comprehensive
“lumped” model using species class reactions rather than

individual ones.2,4 In a similar way, the problem of liquid-phase
jet fuel autoxidation has recently been studied using pseudo-
detailed oxidation mechanisms.5 The pseudo-detailed oxidation
mechanism groups the bulk hydrocarbon and trace heteroatomic
species into classes and is believed to strike a useful balance
between the global modeling approach and the use of detailed
chemical kinetic mechanisms. These pseudo-detailed mechan-
isms retain the chemical realism of the detailed mechanisms, yet are
small enough to be readily employed into CFD simulations.
Pseudo-detailed mechanisms have been used successfully to pre-
dict jet fuel oxidation and deposition over a range of fuel samples,
temperatures, and flow regimes.5 Yet more refinement to these
pseudo-detailed mechanisms, by both experimental validation
and expanded chemical knowledge, is desired especially regarding
the catalytic effects of metals and the decomposition pathways of
hydroperoxide intermediates. To achieve this refinement, pseudo-
detailed models rely upon focused studies of specific reaction
pathways that involve classes of chemical species.

It is generally accepted that jet fuel autoxidation proceeds via a
free radical chain mechanism, like that reported recently by
Kuprowicz, et al.5 and shown schematically in Figure 1. Where
the RH in the figure represents a jet fuel hydrocarbon species, R 3
and RO2 3 are the subsequent hydrocarbon radical and peroxy
radical, respectively, RO2H is a hydroperoxide, AH is a phenolic
species, and SH is a reactive sulfur species. Hydroperoxides are
the primary product of autoxidation at lower temperatures,
e120 �C; however, they decompose at higher temperatures to
form radicals which autoaccelerate the oxidation process. Hydro-
peroxides may also react with other heteroatomic species in fuels,
e.g., sulfides and disulfides, to form nonradical products that have
been implicated as deposit precursors.6,7 Dissolved metals and
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organic acids present in jet fuel are thought to catalyze these
hydroperoxide decomposition pathways.

Although hydrocarbons are not conducive to solubilizing
metal ions directly, trace amounts of dissolved metals are present
in jet fuel with the aid of naturally occurring organic ligands. The
exact forms of these organic ligand species are not well-known;
however, the most likely is a mixture of carboxylic acids, e.g.,
naphthenic acids. Fuel contacts various metal components in the
production and supply chains, which can bind with the naphthe-
nic acids in the fuel to form fuel solublemetal naphthenates. Even
with limited solubility, ppb to low ppm levels of metals have been
shown to impact the thermal oxidative stability of jet fuels by
increasing the overall oxidation rate and/or increasing the
deposition tendency of a given fuel.8 Experiments investigating
the impact of metals on the thermal stability of fuel have generally
concentrated on the net effects of oxidation and/or deposition,
i.e., a global viewpoint, with few studies focusing on the direct
impact of these metals on any one mechanistic step.

Carboxylic acids that act as metal ligands are produced during
oxidation of fuel hydrocarbons when excess oxygen is present.
Accumulation of organic acids therefore occurs during fuel sto-
rage, where oxygen is in abundance, as opposed to aircraft use
conditions, where the oxygen in the fuel system tubing is limited
and can be consumed. Aside from being able to chelate and
solubulize metals in fuel, organic acids have been shown to
increase fuel deposition and are typically considered to have a
negative impact on fuel thermal stability and material compa-
tibility.8

Although many studies of acid catalyzed hydroperoxide de-
composition can be found in the literature, the experimental
conditions typically involve high reactant concentrations, strong
acids, and nonhydrocarbon solvents.9,10 These conditions are
completely unlike the conditions experienced in a typical jet fuel
environment where low reactant concentrations are expected
due to the low dissolved oxygen content. Moreover, specification
tests such as total acid number (TAN), ASTM D3242, and
existent gums, ASTMD381, are designed to alert the jet fuel user
of excessive oxidation during storage; therefore, accumulation of
oxygenated products during storage should be minimized when
specification fuels are used. For example the TAN is limited to a
maximum concentration of only 0.015 mg KOH/g, or ca. 0.2 mM,
for specification JP-8 jet fuels.11 Also, the acids generated during
fuel oxidation are weak organic acids, not the strong mineral
acids often studied as catalyzing reagents. Additionally, it has
been shown that nonpolar hydrocarbon solvents tend to
encourage homolytic reaction pathways and suppress heterolytic
ones, whereas polar solvents encourage heterolytic reactions.12

Thus, previous studies investigating catalysis of hydroperoxides
conducted in polar solvents hold only limited relevance to the
chemical pathways in jet fuel.

There is mounting evidence that questions the role of
dissolved metals as true catalysts in jet fuel. Zabarnick and Phelps
reported13 the homolytic decomposition of hydroperoxide is
believed to have no activation energy barrier, Ea, and thus cannot
be truly catalyzed by the lowering of the energy barrier. The
reduced Ea of metal “catalyzed” hydroperoxide decomposition
could be due to a lower energy pathway forming different radical
products, such as the formation of a new metal complex. Addi-
tionally, Morris et al.14 have reported that dissolved copper tends
to be removed from the fuel during autoxidation and concen-
trates in carbonaceous deposits. Thus the copper is actually being
consumed during thermal oxidation rather than being regener-
ated like a true catalyst. It might be more accurate to say
hydroperoxide decomposition can be metal assisted, rather than
catalyzed.

The aim of this work is to explore the fundamental hydroper-
oxide decomposition pathways pertinent to jet fuel thermal
stability including: simple thermal homolysis, dissolved metal
assisted, weak-acid assisted, and a combination of dissolvedmetal
and weak-acid assisted hydroperoxide decomposition. Condi-
tions have been chosen to relate closely to that of real jet fuel
thermal stress conditions, i.e., hydrocarbon solvent, 105-205 �C,
hydroperoxide concentration of e1.8 mM, TAN e0.015 mg
KOH/g, and dissolved metal levels in the ppb to low ppm range.

’EXPERIMENTAL SECTION

Hydroperoxide Decomposition Procedure. A 316 stainless
steel Parr reaction vessel, ca. 100 mL total volume, equipped with a
thermocouple, pressure transducer, headspace dissolved oxygen sensor,
and syringe sampling port was used to conduct all of the kinetic
experiments. The reaction liquid was well stirred using a magnetic stir
bar. The experiments were conducted by first loading the reaction vessel
with 60mL of surrogate fuel, i.e., Exxsol D-80. Exxsol D-80 is an aliphatic
hydrocarbon distillate within the jet fuel range which contains very low
heteroatom levels. A low flow (e20 mL/min) of dry nitrogen gas was
bubbled through the surrogate fuel for at least 1 h to remove oxygen
from the system, which was verified by oxygen sensor readings. Once
purged of oxygen, the reactor was then closed and heated to the desired
reaction temperature in the range of 105 to 205 �C. After reaching the
proper temperature, hydroperoxide reagent was injected via the syringe
port and allowed to mix for 1 min. Sample aliquots of ca. 1-2 mL were
then pulled via the syringe port at regular intervals for subsequent
hydroperoxide analysis. The hydroperoxide quantitative analysis was
conducted via a previously reported triphenylphosphine (TPP)method,
where the TPP reacts quantitatively with the hydroperoxides in a sample
to produce triphenylphosphine oxide (TPPO) with subsequent GC-
FID detection of the TPPO.15 Organometallics, naphthenic acids, and
metal deactivator additive were added to the surrogate fuel prior to
oxygen removal and heating. Replicate runs were conducted for some
rate experiments and the relative standard deviation (RSD) was
computed for these rate constants, k. Also, the 95% confidence interval
was computed for Arrhenius parameters, Ea and A, when rate data were
collected at more than three temperatures.
Hydroperoxide Production Procedure. Dodecane hydroper-

oxide (DHP) and ethylbenzene hydroperoxide (EBHP) solutions,
which were not available commercially, were generated by low tempera-
ture oxidations of n-dodecane and ethylbenzene, respectively, with an
overpressure of air. The n-dodecane low temperature oxidation was
carried out by charging the Parr reactor with 60 mL of solvent and

Figure 1. Diagram of the autoxidation chain mechanism for jet fuel.5
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95 psia of air, and then heating the reactor to 100 �C for 97 h. The
ethylbenzene low temperature oxidation was carried out by charging the
reactor with 60 mL of solvent and 73 psia of air, and then heating the
reactor to 80 �C for 96 h. After the reaction period, both the DHP and
EBHP reagent mixtures were allowed to cool to room temperature and
then analyzed for hydroperoxide content. The DHP and EBHP reagent
concentrations were verified to be 19.5 and 81.8 mM, respectively. The
hydroperoxide reagents were kept in refrigerated storage until use.
Reagents. Exxsol D-80 was obtained from ExxonMobil Corp. and

used without further purification. The following chemicals were used as
received: cumene hydroperoxide (CHP), 88%, Sigma-Aldrich; n-dodecane,
anhydrous, 99þ%, Sigma-Aldrich; ethylbenzene, anhydrous, 99.8þ%,
Sigma-Aldrich; copper naphthenates (Cu-na), tech grade, Sigma-Aldrich;
iron naphthenates (Fe-na), 12%wt Fe, manganese naphthenates (Mn-na),
6% wt Mn, zinc naphthenates (Zn-na), 10% wt Zn, StremChemicals, Inc.;
copper bis(2,2,6,6-tetramethyl-3,5-heptanedioate) (Cu-tmhd), 99%, Acros
Organics; naphthenic acids (NA), pract., 230-260 mg KOH/g, Acros
Organics; N,N0-bis(salicylidene)-1,2-propanediamine (metal deactivator
additive [MDA]), CAS 94-91-7, 98%, TCI America.

’RESULTS

Before measurement of the Arrhenius parameters of hydro-
peroxide decomposition, experiments were performed to verify
the conditions required for first-order, unimolecular hydroper-
oxide decomposition withminimal secondary reactions. Cumene
hydroperoxide (CHP) was thermally decomposed at 165 �C
with three initial CHP concentrations of ca. 1.6, 1.1, and 0.55mM
in Exxsol D-80. Exxsol D-80 was selected as a suitable jet fuel
surrogate as it is a commercially available, aliphatic solvent that
has a very low heteroatomic level and is within the jet fuel
distillate range. To completely isolate the hydroperoxide decom-
position reaction from interfering autoxidation reactions, the
reaction vessel and liquid sample were first sparged with nitrogen
to completely remove all oxygen from the system. Figure 2 shows
the results of the CHP decomposition experiment, plotting the
logarithm of the CHP concentration versus time. As the figure
shows, the three sets of data can be fit with similar slopes, i.e., all
three fits have a slope within 4% relative to one another and R2

values ofg0.991. These linear fits, over a range of initial ROOH
concentrations, show that the decomposition of CHP is in accord
with a unimolecular first-order process over the concentration
range of interest, with no evidence of interference from second-
ary reactions.

As we have shown that the unimolecular first-order decom-
position rate of hydroperoxides can be measured in the liquid
phase, we now add other potential fuel hydroperoxides, dode-
cane hydroperoxide (DHP) and ethylbenzene hydroperoxide
(EBHP) to determine their relative reactivity. CHP, DHP, and
EBHP were thermally decomposed, separately, in Exxsol D-80 at
145 �C with an initial hydroperoxide level of ca. 0.5 mM. Again
oxygen was removed from the system to prevent interfering
autoxidation reactions and the hydroperoxide concentrations
were monitored over time. Figure 3 shows the resulting loga-
rithm of the normalized hydroperoxide concentrations, i.e.,
hydroperoxide concentration divided by the initial hydroper-
oxide concentration, versus time. As the figure shows, the three
sets of hydroperoxide data are linear, thus all three hydroperoxide
decompositions fit first-order behavior at this temperature. There
is also a significant difference in the decomposition rates of
the three hydroperoxides where the decomposition rates follow
the order EBHP >DHP >CHP. Researchers have often assumed
that unimolecular hydroperoxide decomposition rates are inde-
pendent of the hydroperoxide R group.16 Although, recent cal-
culations show the O-O bond strength can vary with the R
group, especially for vinyl hydroperoxides which exhibit very
weak O-O bond strengths.17

Figure 2. Decomposition of CHP in Exxsol D-80 at 165 �C with initial
CHP concentrations of (9) 0.55 mM, (O) 1.1 mM, and (2) 1.6 mM.

Figure 3. First-order decomposition of (9) CHP, (O) DHP, and (2)
EBHP at 145 �C.

Figure 4. Arrhenius plot of the first-order, liquid-phase decomposition
of (9) CHP, (O) DHP, and (2) EBHP.

148 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



900 dx.doi.org/10.1021/ef101678s |Energy Fuels 2011, 25, 897–904

Energy & Fuels ARTICLE

For development of improved chemical kinetic mechanisms, it
is desirable to obtain Arrhenius parameters for the unimolecular,
thermal decomposition of hydroperoxides in the liquid phase
under representative jet fuel conditions. Thus CHP decomposi-
tion rate experiments were conducted at seven temperatures
from 105 to 205 �C, with the results shown in Figure 4 and the
calculated Arrhenius parameters listed in Table 1. The CHP
thermal decomposition data in Table 1 are in good agreement
with literature values, as discussed later, which gives confidence
in the current experimental procedure. Arrhenius parameters
were also determined for DHP and EBHP over a limited tem-
perature range using only three temperatures, with the experi-
mental results shown in Figure 4 and listed in Table 1. The
Arrhenius parameters for DHP and EBHP are not significantly
different from those of CHP even though the individual rate
constant data are significantly different (see, e.g., Figure 3) for the
three hydroperoxides, this discrepancy is probably due to the

limited number of temperatures for which data was collected for
DHP and EBHP.

With the unimolecular decomposition order and Arrhenius
parameters obtained for CHP thermal decomposition, experi-
ments were conducted to determine the effect of dissolvedmetals
on these measured rates. Metals were dissolved in Exxsol D-80
using various metal naphthenates at 0.012-0.015 mM of metal
(ca. 1 ppm by weight of metal) prior to oxygen removal, heating,
and CHP introduction. The experiments were carried out at a
range of temperatures from 105 to 205 �C with an initial CHP
concentration of ca. 0.5 mM. The measured pseudo-first-order
rate constants, k, of CHP decomposition are listed in Table 2.
Also listed in the table for the metal containing experiments is the
relative rate constant, k/ko, that is the pseudo-first-order rate
constant of CHP decomposition with metal divided by the rate
constant without metal, ko. The data show that the addition of
metal naphthenate increases the relative decomposition rate of
CHP, i.e., k/ko g 1, in all experimental cases except one: the
addition of zinc naphthenate (Zn-na) at 125 �C. Very large
increases in k/ko were noticed for experiments involving copper
naphthenate (Cu-na) and manganese naphthenate (Mn-na) at
temperatures of 145 �C and lower. The decomposition of CHP
proceeded so rapidly with the addition of Mn-na that it became
impractical to measure rate data at temperatures of 165 �C and
greater. Although the addition of copper increased k/ko under all
experimental circumstances, there was a marked difference in
activity between the two copper species examined. The addition
of Cu-na increased k/ko much more than Cu-tmhd, even though
the two species were added with equal levels of copper.

The rate data from Table 2 was used to generate Arrhenius
parameters, listed in Table 3, for the pseudo-first-order decom-
position of CHP with dissolved metal naphthenates. As the data
show, iron and zinc do not cause a significant change in the acti-
vation energy of CHP decomposition under these experimental
conditions. Conversely, copper andmanganese both significantly
decrease the pseudo-first-order activation energy and A-factor for
unimolecular hydroperoxide decomposition. These results in-
dicate that the decomposition of CHP proceeds via lower energy
reaction pathways when Cu-na or Mn-na is present.

With the effect of various dissolved metals on the decomposi-
tion of CHP determined, we now wish to examine the conse-
quence of dissolved acids on the CHP decomposition rate.

Table 2. Rate Constants for Liquid-Phase CHP
Decomposition

T (�C) metal species k (10-6/s) % RSDa k/ko

105 - 3.5 -

Cu-na 110 31

Cu-tmhd 29 8

Mn-na 1,500 429

125 - 22 -

Cu-na 200 9

Cu-tmhd 50 2

Fe-na 69 3

Mn-na 1,900 86

Zn-na 18 0.8

135 - 51 23 (2) -

Cu-na 380 7

145 - 48 15 (2) -

Cu-na 490 10

Cu-tmhd 160 3

Fe-na 310 6

Mn-na 6,200 129

165 - 280 27 (4) -

Cu-na 750 9 (3) 3

Cu-tmhd 950 3

Fe-na 1,000 4

Zn-na 353 1.3

185 - 540 -

Cu-na 1,900 4

Cu-tmhd 2,800 5

205 - 2,600 -

Cu-na 5,800 2
aValues in parentheses are the number of replicate runs used to compute
the % RSD.

Table 3. Arrhenius Parameters for Pseudo-First-Order, Li-
quid-Phase Decomposition of CHP with 1 ppm Dissolved
Metal Naphthenates

metal naphthenate Ea (kcal/mol) Log(A) (s-1) no. of exp. temps.

Fe 23 8.6 3

Zn 26 9.4 2

Cu 14 ( 3 3.8 ( 1.5 8

Mn 11 3.4 3

Table 4. Rate Constants of Liquid-Phase CHP Decomposi-
tion with 0.128 mM Naphthenic Acids

T (�C) k (10-6/s) k/ko

105 9.2 2.6

125 16 0.7

145 90 1.9

165 430 1.5

Table 1. Arrhenius Parameters for First-Order, Liquid-Phase
Hydroperoxide Decompositions

hydroperoxide Ea (kcal/mol) Log(A) (s-1) no. of exp. temps.

CHP 23 ( 3 7.6 ( 1.5 7

DHP 24 9.0 3

EBHP 25 9.4 3
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Experiments were conducted by dissolving naphthenic acids
(NA) in Exxsol D-80 to a level of 0.128 mM KOH (0.009 mg
KOH/g) prior to oxygen removal, heating, and CHP introduc-
tion. Commercially available NA, which is a petroleum-derived
mixture of cycloparaffinic carboxylic acids, was selected because
NA are believed to be relevant jet fuel acids.18 As was done
previously, the CHP concentration was monitored over time and
the resulting pseudo-first-order rate constants are listed inTable 4
for four different temperatures. As the data show, the addition of
NA increases the decomposition rate of CHP for three out of the
four temperatures examined. However, the maximum observed
increase in k/ko for NA was much less than that observed for the
metal naphthenates even though the NA was present at ca. 10
times the concentration of the metal; therefore, the metal
naphthenates had a much greater effect on hydroperoxide deco-
mposition than NA.

As we have already shown, reactive metal species such as Cu-
na can dramatically increase the rate of hydroperoxide decom-
position at low temperatures,e145 �C. Conversely, less reactive
metal species such as Zn-na and moderately reactive naphthenic
acids have shown, at most, a modest increase in the hydroper-
oxide decomposition rate. However, acids are known to catalyze
metal reaction,19 so experiments were conducted to examine the
effect of naphthenic acids on the decomposition rates of hydro-
peroxides in the presence of a reactive and a less reactive metal
species. The experimental procedure was consistent with the
previous studies, in that the metal naphthenate and NA were
dissolved in Exxsol D-80 prior to deoxygenation, heating, and
hydroperoxide addition. Hydroperoxide concentrations were
monitored over time and the resulting pseudo-first-order rate
constants are listed in Table 5. The unassisted, metal-only
assisted, and acid-only assisted data for CHP decomposition
shown in Table 5 have been reproduced from previous tables to
aid data interpretation. The data in the table clearly show that the
combination of metal and acid produce a synergistic increase in
the decomposition rate of hydroperoxide for all of the tempera-
tures, metal species, or hydroperoxide species examined. This
synergistic effect can be illustrated by examination of the CHP
decomposition data at 125 �C, whereby addition of either NA or
Zn-na alone has little effect on the relative rate constant of CHP

decomposition, whereas the addition of both NA and Zn-na
increases the relative rate constant by a factor of 3.

Having shown the synergistic effects on ROOH decomposi-
tion of organic acids, in the presence of dissolved metals, we now
turn to the study of one possible mitigation strategy. The jet fuel
community has long used metal deactivator additive (MDA) as a
means to reduce the reactivity of dissolvedmetals, mainly copper,
in an effort to improve fuel thermal stability. While it is known
that MDA chelates dissolved metals, typically resulting in a net
decrease in fuel deposition and oxidation rates, specific examples
of the affected chemical pathways are not well documented. To
this end, experiments were conducted with combinations of Cu-
na, NA, andMDA, under conditions identical to those previously
reported herein, to test if MDA has an effect on the metal assis-
ted, weak-acid assisted, and acid-metal assisted hydroperoxide
decompositions. The MDA was added at a concentration of
5.0 mg/L (0.018 mM) and the resulting pseudo-first-order rate
constants are shown in Table 6. The experimental data generated
without MDA have been reproduced from previous tables for
ease of interpretation. The data show that the presence of MDA
almost eliminates any increase in the relative rate constant for
CHP decomposition due to the addition of Cu-na, or both NA
and Cu-na. This demonstrates that MDA does effectively reduce
the ability of dissolved metal species to assist in hydroperoxide
decomposition, even in the presence of organic acids.

’DISCUSSION

Hydroperoxides, which are formed during jet fuel autoxidation
from the bulk fuel components, can be relatively stable at lower
temperatures but at higher temperatures become a significant
source of radical production. As jet fuel is a complex mixture of
normal-, iso-, and cyclo-paraffins, as well as alkyl aromatics,
hydroperoxides of various types can be formed in real jet fuel
oxidation. The propensity for hydrogen abstraction, and thus
subsequent hydroperoxide formation, of a given fuel hydrocar-
bon depends on both the bond strength and steric factors of the
C-H bond. Zabarnick and Phelps calculated that abstraction of
benzylic hydrogen from alkyl aromatic species has an Ea of at least
4-5 kcal/mol lower than abstraction of paraffinic hydrogens,
making alkyl aromatic species, e.g., ethylbenzene and cumene,
likely species that readily produce fuel hydroperoxides.13 In this
study, n-dodecane and ethylbenzene were oxidized separately,
under mild conditions, to produce the subsequent hydroper-
oxides (see Experimental Section). It was found that the ethyl-
benzene readily produced hydroperoxides at 80 �C, whereas the
n-dodecane required a higher temperature, 100 �C, to produce
any significant quantity of hydroperoxide over a similar reaction
time period. The higher yield of EBHP compared to DHP is
experimental evidence supporting the assertion that species with
weaker benzylic hydrogen bonds, e.g., ethylbenzene, are more

Table 5. Rate Constants for Liquid-Phase Hydroperoxide
Decomposition with Metal Naphthenates and Naphthenic
Acids

ROOH

T

(�C)
metal

species

[metal]

(mM)

[NA]

(mM)

k

(10-6/s) k/ko

CHP 105 - - - 3.5 -

- - 0.128 9.2 3

Cu-na 0.013 - 110 30

Cu-na 0.013 0.128 2,700 768

125 - - - 22 -

- - 0.128 16 0.7

Cu-na 0.013 - 200 9

Cu-na 0.013 0.128 9,200 418

Zn-na 0.012 - 18 0.8

Zn-na 0.012 0.128 74 3

EBHP 125 - - - 85 -

- - 0.128 61 0.7

Cu-na 0.013 - 830 10

Cu-na 0.013 0.128 12,100 143

Table 6. Rate Constants of Liquid-Phase CHP Decomposi-
tion at 125�C

[Cu-na] (mM) [NA] (mM) [MDA] (mM) k (10-6/s) k/ko

- - - 22 -

- - 0.018 35 1.6

0.013 - - 200 9

0.013 - 0.018 24 1.1

0.013 0.128 - 9,200 418

0.013 0.128 0.018 28 1.3
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likely to form hydroperoxides under typical jet fuel thermal oxi-
dation conditions. Therefore, CHP represents a relevant model
fuel hydroperoxide since it is a jet fuel distillation range alkyl
aromatic hydroperoxide.

The study of CHP decomposition under conditions repre-
sentative of jet fuel thermal stability has some precedent.
Mushrush et al.20 observed the thermal decomposition products
of CHP from 130 to 170 �C in benzene, and from this chemical
analysis determined that the predominant reaction pathwaymust
be homolysis of the O-O bond in the hydroperoxide. A wide
variety of decomposition products were noted in the study
including trace carboxylic acids. Unfortunately, the activation
energy was not determined for the CHP decomposition reaction.
The activation energy measured in this work for the decomposi-
tion of CHP in Exxsol D-80 was 23 ( 3 kcal/mol (see Table 1)
and is in good agreement with a previous study which deter-
mined a value of 25.4 kcal/mol.21 The CHP thermal decom-
position studies of Mushrush et al., Nurullina et al.,21 and this
work were conducted in the liquid phase, which is relevant to the
autoxidation of jet fuel in real fuel systems. However, the
observed liquid-phase Ea of ca. 23-25 kcal/mol for CHP thermal
decomposition is much less than the average gas-phase Ea value
of ca. 43-45 kcal/mol for most hydro-
peroxides.16,22 One possible argument to account for the large
differences noted in the gas- and liquid-phase activation energies
is not the reaction phase, but rather that the R group has an
impact on the O-O bond strength. The gas-phase Ea, typically
used for combustion modeling, is for an alkyl hydroperoxide, not
an alkyl aromatic (or benzylic) hydroperoxide. Indeed it has been
shown that the R group can alter the O-O bond strength
significantly, whereby the bond energy is reduced by as much as
ca. 20 kcal/mol when R is a vinyl or phenyl group compared to an
alkyl group.17 However, DHP also gives a liquid-phase Ea for
thermolysis of 24 kcal/mol, which refutes the previous argument.
One possible explanation for the disparity between the liquid-
and gas-phase activation energies is that cage effects are present
in the liquid-phase thermolysis of hydroperoxides. Cage effects
are well-known in liquid-phase decompositions and have been
demonstrated to affect the reaction rate constants of similar
liquid-phase reactions.19,23 The presence of cage effects may
lower the apparent unimolecular liquid-phase Ea of hydroper-
oxide thermolysis and also decrease the frequency factor. Gas-
phase unimolecular thermolysis has a frequency factor of ca. 1013

to 1016 s-1;24 whereas the measured liquid-phase frequency
factor was shown to be ca. 107 to 1010 s-1 for this work (see
Table 1) and ca. 109 s-1 for Nurullina, et al. The large difference in
both the Ea and the frequency factor is a significant issue when
selecting values to be used for modeling purposes, as the more
common gas-phase values have typically been used in pseudo-
detailed computations, whereas the liquid-phase values may be
more appropriate in light of the current findings.

An effect that has been recently incorporated into pseudo-
detailed chemical mechanisms is the catalytic decomposition of
hydroperoxides via a single bimolecular reaction involving a
catalytic dissolved metal species and a hydroperoxide to produce
two radicals.5 Interestingly, the dissolved metals selected to
incorporate into the model were Cu and Mn, while Fe, Mg,
and Zn were excluded from the model. The authors’ decision to
include just these two dissolved metals, of the five that were
quantified, was based upon the relatively large sensitivity of the
model to the measured Cu and Mn concentrations of the fuel
samples. As we have shown above experimentally (see Tables 2

and 3), both Cu andMn naphthenates have a strong effect on the
Ea of hydroperoxide decomposition. Additionally, we have
shown that Fe and Zn appear to have little effect on the Ea for
hydroperoxide decomposition. Both iron and zinc have been
reported to increase the overall oxidation rate of jet fuels,
however, only at much higher concentrations.8 Thus the mode
of action of iron and zincmay influence some other portion of the
autoxidation chain, or the metals may simply require higher
concentrations to affect the hydroperoxide decomposition step.

It was previously mentioned that transition metals are cur-
rently believed to take the form of organometallic salts, such as
metal naphthenates, when dissolved in jet fuel; however, there is
little understanding of the role of the ligand in metal catalysis of
hydroperoxide decomposition. Therefore, copper bis(2,2,6,6-
tetramethyl-3,5-heptanedioate) (Cu-tmhd) was chosen as a
comparison species to Cu-na. The results in Table 2 clearly show
that the organic ligand has an effect on the relative reaction rates
of the two copper species, i.e., the hindered dioate complex (Cu-
tmhd) tends to reduce the severity of catalytic hydroperoxide
decomposition compared to the naphthenate complex (Cu-na).
These results lead to the conclusion that organometallic specia-
tion, rather thanmetal atom analysis, is important in determining
the potential extent of catalysis of hydroperoxide decomposition.
In contrast, the recently adopted approval process for alternative
jet fuels (ASTM D4054) employs quantitative analysis of
individual metal atoms rather than metal speciation.

Quantification of dissolved metals in petroleum-derived jet
fuel is not currently required by specification, let alone the
speciation of organometallic compounds; however, the total acid
number (TAN) is a required specification property for jet fuel.
Even though the TAN specification limit for JP-8 fuel is relatively
low (0.015 mg KOH/g), as we have shown above the effects of a
small (within specification) amount of acid, in the presence of
dissolved metal, can have a synergistic effect on the decomposi-
tion rate of hydroperoxides (see Table 5). The synergistic increa-
se in decomposition rate is significant when either a reactive
metal, such as Cu, or a less reactive metal, such as Zn, are present
with naphthenic acids. The mechanistic details of synergism are
poorly understood, but the acid may affect the oxidation state of
the metal during hydroperoxide decomposition, making the
metal more reactive in encouraging hydroperoxide decomposi-
tion. Another possible explanation relates to the earlier men-
tioned concept that dissolved metal species may not be true
catalysts during jet fuel autoxidation. Rather, instead of the metal
ion being regenerated after hydroperoxide decomposition, Za-
barnick and Phelps13 proposed the formation of a metal complex,
which for the case of divalent copper is CuOHþ2. The acid may
act to help regenerate a more reactive form of the metal, thus
increasing the hydroperoxide decomposition rate. Regardless of
the mechanism, the concept of acid/metal catalysis has far reach-
ing implications with regard to jet fuel handling and thermal
stability. One unfortunate scenario would involve a high metal
containing fuel that accumulates organic acids during storage. It
is feasible that this hypothetical jet fuel initially has good thermal
stability; however, upon storage, and subsequent acid accumula-
tion, becomes a fuel with poor thermal stability. Therefore, it is
useful to consider mitigating strategies to prevent this synergistic
increase in hydroperoxide decomposition.

It has been known for some time that MDA has the ability to
improve the overall thermal stability of jet fuels containing
reactive dissolved metals.25 Unfortunately, like many jet fuel
studies, the global impact of MDA on thermal stability is often
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the only cited result. This methodology prevents a fundamental
understanding of the chemistry, and therefore, prevents the ability
to predict this important fuel chemistry. The results shown in
Table 6 provide insight into one chemical pathway that is strongly
affected by the presence of MDA, i.e., metal assisted hydroperoxide
decomposition. The ability of MDA to strongly complex with Cu
effectively renders the dissolved metal unreactive with respect to
catalyzing hydroperoxide decomposition. Since MDA is able to
“turn off” this lower activation energy pathway to hydroperoxide
thermolysis, and MDA has been shown to improve jet fuel thermal
stability, the evidence shows the importance of hydroperoxide
decomposition to the overall fuel thermal stability.

The goal of this work was to explore the kinetics of the
fundamental hydroperoxide decomposition pathways that are
relevant to jet fuel thermal stability. While rate parameters and
important pathways for hydroperoxide decomposition were
identified in the current work, inclusion of these results into
improved pseudo-detailed mechanisms for fuel autoxidation will
require further experimental and modeling efforts. Proposed
mechanism changes that directly follow from this work include
the modification of the activation energies for the hydroperoxide
decomposition reactions from the previously used higher gas-
phase values5 to the measured lower liquid-phase values, as well
as inclusion of the measured metal catalyzed values. Also, a
reaction involving the catalyzed decomposition of hydroperoxide
by both metals and acids should be considered for inclusion in
the mechanism. These changes in the mechanism will require a
modeling effort to ensure that the modifications do not nega-
tively impact the previous agreement observed with experimental
measurements.5 Additional experimental measurements may
also be required to validate the mechanism changes. Also, the
observation that metal speciation effects the catalytic hydroper-
oxide decomposition rate shows the need for improved methods
for metal speciation in hydrocarbons such as the use of liquid
chromatography combined with atomic absorption26 or mass
spectrometric detection.27,28 The recent interest in alternative
synthetic jet fuels, e.g., synthetic paraffinic kerosene (SPK) and
hydrotreated renewable jet fuel (HRJ), opens the question of the
relevance of the current measurements to these new fuels. These
alternative fuels are currently being proposed to be used in 50/50
blends with petroleum fuels. The resulting mixtures will have
hydroperoxide species that are very much the same as 100%
petroleum-derived fuels, and thus the current results are still
relevant to the blends. However, the use of 100% SPK or HRJ
fuels, which are entirely aliphatic, will produce only aliphatic
hydroperoxides during autoxidation. It is suggested that alter-
native fuel thermal stability experiments and modeling should be
performed to validate the usefulness of these mechanisms
developed for conventional fuels.

’CONCLUSIONS

We have reported on experimental measurements of hydro-
peroxide decomposition under conditions relevant to liquid-
phase jet fuel autoxidation. The unimolecular decomposition of
hydroperoxide was shown to closely fit first-order behavior with
respect to the hydroperoxide concentration. The first-order
behavior occurred for a range of three different hydroperoxides:
CHP, DHP, and EBHP. The activation energy for liquid-phase
hydroperoxide decomposition was shown to be ca. 20 kcal/mol
lower than the gas-phase activation energy, which is primarily
attributed to cage effects in the liquid phase. Addition of

dissolved metals increases the decomposition rate of hydroper-
oxide; however, this effect is dependent upon the metal type and
ligand type, where Cu and Mn were shown to be very reactive
and Fe and Zn were shown to be less reactive elements. The
addition of NA alone was shown to have little effect on the
hydroperoxide decomposition rate; however, the combination of
NA and dissolved metal proved to synergistically increase the
rate of hydroperoxide decomposition. Finally, it was shown that
MDA can effectively inhibit the increased hydroperoxide decom-
position rate due to dissolved Cu, even in the presence of NA.
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The vast majority of previous flow studies of jet-fuel autoxidative deposition have been performed using straight

cylindrical tubing of a constant diameter despite the fact that real aircraft fuel systems and nozzles contain complex

flow passageways. As a result, the role of this complex flow environment and the resulting changes in heat transfer

and flow on fuel oxidation/deposition chemistry are poorly understood. In the current work, experiments and

computational fluid dynamics (CFD) modeling were performed for jet fuel flowing through heated tubes that have

either a sudden expansion or contraction to study the effect offlowpath changes on fuel oxidation anddeposition.The

experiments were conducted under isothermal wall (205�C), laminar flow conditions with monitoring of the outlet

dissolvedO2 and post-test measurement of the surface carbon profile. The fuel flow rate was varied to study the role

of residence time and oxidation extent on deposition near the geometry change. The CFDmodel includes a chemical

kinetic mechanism, which was used to simulate the autoxidative deposition chemistry. With an expansion, the peak

deposit occurs in the wide secondary tube. TheCFD simulations show increased deposition caused by a recirculation

zone after the flow expansion. For the contraction, increased deposition occurs at the beginning of the narrow

secondary tube.

Nomenclature

A = pre-exponential factor in Arrhenius rate expression,
mol, l, s

D = mass diffusivity, m2 � s
R0 = radius corresponding to tube centerline, mm
Re = radius corresponding to primary tube wall, mm
Rw = radius corresponding to secondary tube wall, mm
r = radial location, mm
ra = radius of inner corner, mm
rb = radius of outer corner, mm
V = velocity, mm=s

I. Introduction

I N ADDITION to serving as the combustion propellant, jet fuel
often serves as a convenient, zero weight penalty cooling media

for the lubrication system, environmental control system, and other
engine components of military aircraft [1]. Unfortunately, exposing
hydrocarbon fuels to high temperatures can promote autoxidative
reactions with the production of insoluble products and surface
deposition. The insoluble products and surface deposits have the
potential to block close tolerance passageways, such as in valves and
nozzles, which degrades system performance and may ultimately
result in engine failure.

Designers of engines and fuel systems rely heavily on empirically
determined rules and limits, such as nozzle fuel and surface
temperature limits, to allow the fuel to be used as a coolant while
limiting fuel degradation. Because these empirical rules need to be
conservative, they can greatly limit the efficiency of using fuel as a
coolant. In turn, this limits engine and aircraft capabilities. In recent

years, work in our laboratory has been directed toward the
development of pseudodetailed chemical kinetic mechanisms for
fuel autoxidation combined with a global deposition submechanism
[2–5]. These chemical kineticmechanisms have been combinedwith
a computational fluid dynamics (CFD) model to simulate fuel
oxidation and deposition in flow-through cylindrical tubes [4,5]. The
work has shown that fuel sample variability in oxidation and
deposition rates can be understood and predicted based upon
quantitative chemical analysis measurements of key species classes
(e.g., phenols, reactive sulfur, and metals) in combination with the
CFD/chemical kinetic mechanism [5]. In addition, our current model
performs reasonably well over a range of temperatures and flow
regimes (i.e., both laminar and turbulent flow) relevant for aircraft.

Previous model development efforts concentrated on fuel
degradation and flow within straight cylindrical tubes [4,5]. In
aircraft fuel systems, the fuel flows through an extremely complex
series of flow passages from the fuel tank to the combustor. As an
example of this complexity, Fig. 1 shows an image of a sectioned fuel
nozzle that has primary and secondary flow passages. The primary
circuit is used during combustor ignition and engine idle operation,
whereas the secondary passages are actuated during cruise and high
power operation [6]. Partial or complete blockage of either circuit
would negatively impact engine operation, inhibiting proper
combustion with the potential for combustor hot streaks. It is
important to better understand the role of complex flow passageways
on the resulting fluid dynamics, heat transfer, and thermal-oxidative
chemistry that occurs in aircraft fuel systems to prevent catastrophic
failure, minimize maintenance, and more efficiently use the fuel heat
sink.

Widely used empirical design methods assume that surface
deposition is primarily a function of thewetted-wall temperature [6].
However, such design methods cannot account for prior thermal
degradation of the fuel that may occur upstream of the component of
interest. In addition, these empirical methods do not include the
interaction between the fluid dynamics and chemistry. The flow
regime (e.g., laminar or turbulent) has an obvious effect on heat
transfer, but the coupling of flow geometry changes with temper-
ature, residence time, and autoxidative chemistry has received little
attention. The authors have found one previous study of fuel thermal-
oxidative degradation within a fuel nozzle involving CFD
calculations for a simplified geometry [7]. However, this work
used an entirely global kinetic mechanism and did not detail the fluid
flow and chemistry interactions. Thus, there is a need to study the
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effects of flow path geometry on fuel heat transfer, fluid dynamics,
autoxidation, and surface deposition.

The simplest flow geometry change occurs when the fuel
encounters a sudden expansion or contraction in cylindrical tube
flow. Such sudden geometry changes, especially contractions, are
encountered in numerous locations in the fuel feed line between the
fuel tank and the engine. As fuelflows through a sudden expansion in
flowpath, a recirculation flow is created that should increase the local
fuel residence time.We can hypothesize that this will result in greater
dissolved O2 consumption with a resulting increase in deposition
near the expansion. For the contraction case, the fuel will encounter a
stagnation zone at the contraction, which will also increase the local
fuel residence time. Thus, we can also hypothesize a possible
increase in surface deposition near the contraction. Increased local
deposition rates can have important implications for the design of
fuel systems and nozzles. For example, a fuel system designer would
want to avoid close tolerance passageways and high surface
temperatures in locations with increased local fuel residence times.
No studies have been performed previously to quantify the effect of
these flow changes (i.e., determination of the amount of deposition
increase and its location) on fuel deposition for aircraft fuel system
conditions.

In the present study, we investigate the effects of a sudden change
in the inner diameter (ID) of a cylindrical tube on the oxidation and
surface deposition rates for jet fuelflowing under isothermal wall and
laminar flow conditions using both experimental measurements and
CFD simulations. The isothermal surface conditions are employed to
focus on the effect of the flow geometry on the fluid dynamics and
chemistry without the complication of varying wall temperatures.
Both contraction and expansion tube geometries were employed
under conditions of complete dissolved O2 consumption with the
goal of having the maximum deposit rate occur near the tube
geometry change. The use of the near-isothermal flowing test rig
(NIFTR) and isothermal surfaces limits the experiments to laminar
flow conditions. The measurements are used to determine the
deposition rate along the tube length and the outlet dissolved O2

level, whereas the calculations are used to increase the understanding
of the coupled fluid dynamics and chemistry and to allow
extrapolation to other conditions that are not amenable to
experiments. Computational fluid dynamics combined with a
pseudodetailed chemical kinetic mechanism and global deposition

submechanism are used to simulate the dissolved O2 consumption
and the deposit formation as a function of flow rate. The primary
goals of this work are to increase the understanding of the role of flow
geometry changes on fuel deposition and to improve the ability of
fuel system and nozzle designers to efficiently use the fuel heat sink
while preventing the negative impact of fuel degradation associated
with high-temperature fuel autoxidation.

II. Experimental

The experiments were performed in the NIFTR (Fig. 2) [8]. A
syringe pump was used to pump the fuel through 1.02 m (40 in.) of
stainless-steel (316) tubing. A portion of this tubing (0.81 m) was
clamped within a heated copper block for heating purposes. A back
pressure regulator maintained the system pressure (2.3 MPa) to
ensure a single liquid phase during the test duration. In addition,
temperature controllers were used to maintain the constant wall
temperature of the heated section. The fuel temperature at the outlet
of the heated section was monitored to ensure steady-state thermal
conditions.Measurements of the dissolvedO2 are obtained by in-line
sampling of the fuel and injection into a gas chromatograph and are
reproducible to within �5% [9].

Two geometries (expansion and contraction) and two fuel samples
(F4177 and F3084) were used in the experiments. The experimental
conditions (Table 1) were chosen to obtain complete dissolved O2

consumption within the heated section and to have the dissolved O2

consumption rate and deposit location be a maximum near the tube
geometry change. Requiring the O2 to be fully consumed allows
comparison of the total deposit mass for different flow conditions.
The fuel reaction time in each experiment was controlled by varying
the fuel flow rate. Preliminary experimental measurements and CFD
calculations confirmed that the volume (990 ml) of fuel when heated
to 478 K was sufficient to produce a measurable level of deposits. In
Table 1, primary tube refers to the inlet tube, and secondary tube
refers to the downstreampassage after the change in ID.Details of the
two fuel samples are given elsewhere [5].

At the completion of a run, the heated tube was cut into 17
segments for deposit quantification. Because the area near the
geometry change was of primary interest, the tube segment encom-
passing the weld seam (Fig. 3b) was cut to the smallest length
(1.27 cm). The largest segments (5.1 cm in length) were furthest from
the weld seam. (Figure 4 gives an indication of the segment length
variation.) Bulk insolubles were collected at the tube exit by 0.2 and
0:45 �m filters. The tube segments and filters were rinsed with

Fig. 1 Image of sectioned fuel nozzle.

Fuel

Syringe Pumps

Waste Backpressure Regulator

Filters

Temperature Controller

Heated Copper Block

Test Tubing

Fig. 2 Schematic diagram of the NIFTR.

Table 1 Experimental parameters

Experiment Expansion Contraction

Tube inner diameter, mm Primary tube 0.69 2.16
Secondary tube 2.16 0.69

Flow rate, ml=min 0.1–1.0 0.2–0.8
Residence time, s 138–1384 73–233
Test duration, h 17–165 21–66
Length of primary, mm 203.2
Length of secondary, mm 609.6
Tube outer diameter, mm 3.18
Fuel sample F4177 and F3084
Inlet temperature, �C 27
Wall temperature, �C 205
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heptane and dried in a vacuum oven at 100�C. The carbon mass
within the tube segments (effectively, the accumulated surface
deposit mass) and filters was determined using carbon burn-off
measurements (LECORC-412 surface-carbon analyzer). The carbon
burn-off measurements were corrected by subtracting the back-
ground carbon present on a clean, untested tube segment of the same
dimensions. The measured carbon mass represents an average value
over a tube segment for the entire test period.

The heated tubing had either a sudden expansion or contraction in
the flow path, depending on the flow direction. Figure 3a depicts how
two tubes with the same outer diameter but different IDs were
machined and joined to form an abrupt change in the flow passage
geometry.At the junction of the two tubes, surfaceAof the small tube
was machined to match the large tube ID, allowing a press fit of the
two sections. Surface B was machined flat such that it was
perpendicular to the tube axis. Figure 3b shows the cross section of
the tubes after they were fit together for welding. The 4.8 mm length
of engagement insured that both tubes remained concentric. Awelder
(Swagelok, SWS-M100-MS-13-202) was used to weld the tubes
along the joining seam.

III. Numerical

A. Computational Fluid Dynamics

Numerical simulations were performed to explore the effects of a
sudden expansion or contraction in the flow path on the fuel velocity,

autoxidative chemistry, and surface deposition. A commercially
available computational fluid dynamics code (Fluent) was used to
solve the Navier–Stokes, energy, and species equations for the
velocity, pressure, temperature, and species mass fractions [10]. The
flowwas assumed to be steady, two-dimensional, and axisymmetric.
Because the Reynolds number was always below 200 in the
simulations, the flow was assumed to be laminar. The enthalpy of
reaction was not included in the energy equation because the
thermal-oxidative reactions involve trace species, and heating by
viscous dissipationwas neglected. The transport and thermodynamic
properties were assumed to be temperature-dependent.

The governing equations in finite volume form were solved
iteratively using a second-order accurate upwind scheme. In
addition, the SIMPLEC pressure-velocity coupling schemewas used
in the solution of the momentum equations [11]. When the
normalized error residuals for all of the calculated variables were
reduced by 6 orders of magnitude below their maxima, the solution
was considered to be converged. With regard to the boundary
conditions, the wall boundary was held at a constant temperature of
205�C. For simplicity, uniform velocity and temperature profiles
(25�C) were assumed at the inlet, and the exit plane velocity and
temperature profiles were calculated by extrapolation from interior
cell values. The length of the thermal entrance region is relatively
short, and the fuel becomes isothermal after �1 cm (roughly 1% of
the heated tube length) at all flow rates. Because the flow is
essentially isothermal, the gravitational body force in themomentum
equation was neglected. Because the tube wall was thin (<1:5 mm),
the radial temperature variation within the tube wall was also
neglected. Thus, the wall temperature was assumed to be the same as
that of the copper block. The effects of the deposits on the heat
transfer and flow were also neglected because the deposits were
assumed to be thin.

The computational grids are shown in Fig. 4 and represent the two
flowgeometries in the experiments. Because the tube length (0.81m)
is significantly greater than the ID (2.16 mm), the grid in the axial
direction was spaced nonuniformly to reduce the computational
time. The computational cells were clustered near the step region to
better capture the larger flow, temperature, and species gradients
there. A grid density study was performed to ensure the grid
independence of the solutions. The dissolved O2 concentration is
important in the autoxidative mechanism, and large gradients were
expected with this species. While monitoring the dissolvedO2 mass
fraction, the baseline mesh (14,040 cells) in Fig. 4a was refined by
three adaptations (gradient adaption approach [10] for a maximum

a)

b)

CC CC

Orbital Weld

Small 
ID Tube

Large 
ID Tube

4.8 mm

Surface A Surface B

Fig. 3 Drawings of the tubes: a) overlapping weld components and

b) section view CC–CC.
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Fig. 4 Axisymmetric computational grids (not to scale): a) expansion (14,040 cells) and b) contraction (8640 cells).
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grid density of 37,900 cells). After each adaption, differences in the
values of the dissolvedO2 mass fraction and deposition rate between
the grids of 14,040 cells and 37,900 cells were negligibly small.
Thus, the baseline grid with 14,040 cells was used in the simulations
involving the expansion. A similar analysis was performed for the
contraction, and the grid density (8,640 cells) of Fig. 4b was found to
be sufficient.

B. Chemical Reaction Mechanism

Jet fuel is a complex mixture of hydrocarbons comprised of
hundreds of chemical species that varywith the petroleum source and
processing conditions. The large number of species prohibits the
detailed kinetic modeling of jet-fuel thermal oxidation. Treatment of
fuel components as classes of species in a kinetic mechanism has
been used successfully in simulating the thermal oxidation of jet fuel
[5]. This approach has been referred to as pseudodetailed chemical
kinetic modeling. Pseudodetailed kinetic mechanisms are comprised
of chemical reactions with rate parameters that are based on literature
and theoretical values. Trace heteroatomic species are responsible for
differences in the oxidation and deposition behavior among fuel
samples. However, knowledge of the detailed behavior of trace
heteroatomic species remains incomplete because of the challenges
of their concentration measurement and variation among fuel
samples. Table 2 lists the reactions used to simulate thermal
oxidation and deposit formation [5]. Reactions 1–5 represent the
main autoxidation chain. Reactions 6–9 represent antioxidant
reactions that interfere with the chain and create surface deposition
precursors. Reactions 10–18 represent the chemistry that occurs
when hydroperoxides decompose at higher temperatures. Lastly,
reactions 19–21 comprise a global submechanism that represents the
production of soluble and insoluble products, as well as surface
deposits. Thismechanism also includes the effect of dissolvedmetals
on hydroperoxide decomposition via reaction 18. Several important
species are defined here, and other details of the mechanism are
described in Kuprowicz et al. [5].

In the experimental work, JP-8 (F4177) and Jet A (F3084) samples
were used to study thermal-oxidative deposition. This particular JP-8
sample produced relatively low levels of deposition upon heating,
whereas the Jet A sample tended to produce greatermasses of surface
deposits. Previous work has shown that the oxidation and deposition
behavior of fuel samples can be differentiated by experimental
measurements of a few important species classes in the autoxidation

chemical kinetic mechanism [3]. Table 3 lists the mass fractions of
the initial trace species for the fuel samples that were obtained from
previous work [5]. The initial mass fractions of the listed trace
species togetherwith themass fraction ofRH sum to unity. The initial
inlet mass fractions of the other 19 species were assumed to be zero.

n-Dodecane has a critical temperature and pressure similar to the
pseudocritical temperature and pressure of the jet-fuel samples. Thus
for simplicity, the temperature-dependent properties (density,
thermal conductivity, dynamic viscosity, and specific heat) of the
liquid phase fuel were assumed to be the same as that of n-dodecane
and were obtained from SUPERTRAPP software [12]. The system
pressure (2.3 MPa) available in the experiments was used for
property determination. Because the mass diffusivities of the
individual species in jet fuel are unknown, a constantmass diffusivity
(D� 8 
 10	8 �m2 � s�) was assumed for all species. Mass transfer
diffusivities of this order have been shown to sufficiently represent
the mass transfer in similar flows [4,5].

IV. Results

It was initially hypothesized that flow recirculation zones and/or
areas of low velocity created by an abrupt expansion or contraction
would increase dissolved O2 consumption and surface deposition
near the geometry change. Thus, experiments and numerical

Table 2 Pseudodetailed chemical kinetic mechanism for thermal-oxidative fuel degradation and global submechanism for

surface deposition [5]

Reaction Reactants Products Arrhenius “A” factor, mol, l, s Activation energy, kcal=mol

1 I — ! R� — 1:00E 	 03 0
2 R� O2 ! RO2� — 3:00E� 09 0
3 RO2� RH ! ROOH R� 3:00E� 09 12
4 RO2� RO2� ! TERMRO2RO2 — 3:00E� 09 0
5 R� R� ! R2 — 3:00E� 09 0
6 RO2� AH ! ROOH A� 3:00E� 09 5
7 A� RH ! AH R� 1:00E� 05 12
8 A� RO2� ! PRODAH — 3:00E� 09 0
9 ROOH SH ! PRODSH — 3:00E� 09 18
10 ROOH — ! RO� �OH 1:00E� 15 39
11 RO� RH ! ROH R� 3:00E� 09 10
12 RO� — ! RPRIME CARBONYL 1:00E� 16 15
13 �OH RH ! H2O R� 3:00E� 09 10
14 RO� RO� ! TERMRORO - 3:00E� 09 0
15 RPRIME RH ! ALKANE R� 3:00E� 09 10
16 RO2� ! R� O2 1:00E� 16 19
17 RO2� R� ! TERMRO2R — 3:00E� 09 0
18 ROOH M ! RO� �OH M 3:00E� 10 15
19 PRODAH — ! SOLUBLES — 1:00E� 09 0
20 PRODAH — ! INSOLUBLES — 3:80E� 10 6.5
21 INSOLUBLES — ! DEPOSITS — 3:00E� 03 16.3

aI, initiator species; R� and RPRIME, hydrocarbon radicals; RO2 �, fuel peroxy radical; RH, hydrocarbon fuel; ROOH, fuel hydroperoxide; AH, peroxy radical
inhibitors or antioxidants; SH, hydroperoxide decomposing species; M, dissolvedmetal species;A�, phenolic radical;RO�, alkoxy radical; PRODAH, product of
peroxy radical and phenolic radical; TERMRORO, termination product of RO� pathway; TERMRO2R, termination product of RO2 � and R�; TERMRO2O2,
termination product of RO2 � and R�.

Table 3 Initial mass fractions of species

used in the chemical kinetic mechanism

Initial mass fraction, kg=kg
Species F4177 F3084

I 2:08 
 10	9 2:08 
 10	9
O2 7:08 
 10	5 7:12 
 10	5
ROOH 3:24 
 10	6 3:29 
 10	6
AH 5:91 
 10	5 5:67 
 10	5
SH 2:35 
 10	3 9:40 
 10	4
M 1:41 
 10	6 3:17 
 10	8

aThe assumed molecular weights (atomic mass units)
for the pseudospecies classes are: AH� 220,M� 64,
ROOH� 202, SH� 202, and RH� 170. These
values are based on representative molecules: AH�
C15H24O (BHT), M� Cu, ROOH� C12H26O2 (do-
decane hydroperoxide), SH� C12H26S (dodecane
thiol), and RH� C12H26 (n-dodecane).
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simulations were performed for fuel flowing in a heated tube for two
arrangements, either an expansion or a contraction. The measured
and calculated dissolved O2 consumption, deposition rates, deposit
peak locations, and deposit spatial profiles are used to study the
effects of the flow changes caused by the step change in geometry on
the reaction chemistry. The experimental conditions (wall temper-
ature, flow rate, and test period) were chosen so that the deposition
peak and maximum oxidation rates occur at or near the change in
flow passage diameter to maximize its effect on the resulting fuel
chemistry.

A. Studies of Flow into an Abrupt Expansion

1. Validation of Simulations with Surface Deposition Measurements

To use simulations to explore the influence of the fluid dynamics
on fuel thermal degradation, it is important to first validate the
simulated surface depositionwith themeasured depositmass. For the
case of the tube expansion, Figs. 5a and 5b show measured and
simulated deposit masses from the two fuel samples (F4177 and
F3084) along the heated primary and secondary tubes (Figs. 3a and
3b). (In this paper, all plotted solid curves represent simulations.)
Three different flow rates were used to study the effect of reaction
time and oxidation extent on the surface deposit distribution near the
expansion. Previous NIFTR experiments that were performed at
185�C showed that F4177 oxidizesmore rapidly than F3084 [5]. As a
result of the differences in oxidation characteristics between the
fuels, two different flow rate ranges (0:10–0:30 ml=min and
0:22–1:00 ml=min) were used to promote deposition near the step
while completely consuming the dissolved O2 for each fuel.

In previous studies, comparisons were usually made between
measured and calculated deposition rates that were normalized by a
constant surface area [5]. However in the present study, the flow
passage surface area is not constant. Thus, Fig. 5 compares the
calculated and measured deposition masses that are not normalized
by surface area. In Fig. 5, a measured mass value represents the
deposit mass along the entire length of a tube segment and is plotted
at the midpoint location of each segment. The CFD simulations
provide deposition rates along the interior surface of the flow
passages. For purposes of direct comparison with the mass
measurements, a deposition rate [kg=�m2 � s�] was converted to an
equivalent mass (�g) bymultiplying by the internal tube surface area
and the test period for eachflow condition. The depositmasseswithin
the computation grid cells adjacent to the solid wall were summed
along each tube segment length. The mass sum was located at the
midpoint of a segment as in the case of the actual carbon burn off
measurements. The simulation curves of Fig. 5 are fits of the
calculated tube segment deposit mass with the corresponding
midpoint location.

To compare the mass of accumulated deposits for different
experiments, the dissolved O2 was completely consumed at the

heated tube exit for the same initial fuel volume (990 ml). However,
to completely consume the dissolved O2, the total test time was
varied for different flow rates. In Fig. 5 at the lowest flow rate, the
deposit peak occurs just downstream of the flow path expansion for
both fuels. Increasing the flow rate results in the broadening of the
deposit profile, and the deposit peak occurs further downstream.
Significantly lower flow rates would be required to shift the deposit
peak upstream from the tube expansion, which would result in
impractically long test durations (many days or weeks) under the
present conditions. Similarly, for fuels that oxidize slowly at a given
flow rate (i.e., fuel F3084 relative to fuel F4177), the deposit peak
shifts downstream, and the deposit distribution along the flow path
becomes broader because of the coupling of the deposition rate with
the fuel oxidation rate.

The predicted locations of the deposit peaks for both fuels agree
well with the experimentally determined peak locations for the lower
flow range and are slightly offset from the measured peaks at higher
flow rates. This agreement occurs without any modification of the
chemical kinetic mechanism developed previously [5]. Figure 5
shows that the simulated depositmasses are higher than themeasured
values for the F4177 fuel sample but better follow the measured
deposit masses of the F3084 sample. In addition, this trend for these
fuel samples and the kineticmechanismwas also observed in the past
for tubes of constant diameter [5]. The kinetic mechanism was
developed to represent deposition behavior for a broad range of jet-
fuel samples primarily distinguished by AH, SH, ROOH, and M
species and cannot as yet represent all differences caused by trace
heteroatoms. Moreover, a goal of our long-term research program
has been to obtain measured and simulated surface deposition values
that are within 1 order of magnitude of each other. In the current
study, we have now applied the previously validated model to the
prediction of tubes with flow expansions and contractions. The
previous work showed excellent agreement in predicting oxygen
consumption and good agreement for predicting deposition mass.
The main thrust of the current work is in studying the effect of these
flow changes on oxidation and deposition rather than themagnitudes
of the absolute deposition quantity. Thus, the differences in deposit
magnitudes observed between calculation and experiment (up to a
factor of �5–10) do not detract from the goals of the study.

2. Simulations of Dissolved O2 Consumption and Surface Deposition

The reasonably good agreement between the simulated and
measured deposition provides confidence in our ability to perform
numerical simulations of other conditions that are beyond the present
experimental capability. Ideally, the experimental studies would be
performed under conditions where the deposit peak spans the
geometry change to emphasize the flow and chemistry effects caused
by geometry variation. However, because of the practical limitations
of the present experiments, therewere relatively low levels of surface
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Fig. 5 Deposit masses for flow path expansion with different flow rates: a) JP-8 (F4177) fuel sample and b) Jet-A (F3084) fuel sample.
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deposition at the flow passage expansion. Thus, two additional
slower flow rates (0.03 and 0:06 ml=min) that were expected to
produce more surface deposition were simulated in an effort to
explore the deposition behavior very near the expansion using fuel
F3084. In addition, a faster flow rate of 0:60 ml=minwas simulated
to study how the deposition rate behaves near the diameter change
under conditions of very low dissolved O2 consumption within the
primary tube.

Figure 6 shows the simulated dissolved O2 remaining and
deposition rates along the flow direction for the three flow rates used
in the experiments and the additional flow rates. For the lowest flow
rate (0:03 ml=min), the peak deposition occurs very near the step
with �75% of the dissolved O2 consumed in the primary tube. In
contrast, less than 1% of the dissolvedO2 is consumed in the primary
tube for the highest flow rate (0:60 ml=min), and nearly all of the
deposition occurs downstream from the expansion. The figure shows
that the dissolvedO2 consumption rates depend on the fuel flow rate
and tube radius under isothermal flow conditions. The oxidation rate
increases as the fuel flows from the primary to secondary tube
because of the factor of 10 increase in cross-sectional area between
the tube segments. The increase in cross-sectional area is accom-
panied by an increase in residence time for oxidation to proceed. In
addition, Fig. 6 shows that the deposition rates increase gradually
along the primary inner wall but more rapidly in the secondary tube
where the maximum deposition rate occurs. The location of
maximum deposition shifts downstream along the flow direction as
the flow rate increases because of the close coupling between
dissolved O2 consumption and surface deposition rate [4,5].

Figure 6 shows the effect of flow rate on O2 consumption and
deposition rate along the flow path. Because the fuel encounters the
expansion at different residence times for each flow rate, it would
seem useful to plot deposition rate with residence time. Figure 7
shows the deposition rates of Fig. 6 as a function of the average
residence time rather than as distance along the tubes. Because the
experiments were essentially isothermal with known mass flow rates
and cross-sectional areas, the residence times within the primary and
secondary tubes were calculated from the mean velocity and tube
length. For a tube of constant diameter, the deposition profiles at
various residence times would collapse to form a single curve,
because the oxidation and deposition rates are primarily a function of
the chemical reaction time. Thus, any effect of the expansion should
be more easily observed with the data plotted versus residence time.
Figure 7 shows that for five of the six flow rates, the deposition
profiles are very similar except for the residence times, which
correspond to the area near the step for eachflow rate. In fact, for each
flow rate, the deposition rates increase nearly identically in the
primary tube until the fuel reaches the expansion plane, which occurs
at various residence times based on the flow rate. For example, it
takes only 6.2 s for the fuel to reach the expansion for a flow rate of

0:60 ml=min, whereas 62 s is required for a flow rate of
0:06 ml=min.

Figure 7 shows that for all flow rates there is a sudden increase in
the deposition rate at the expansion. The deposition rate increases
until the peak location is reached at a residence time of 110 s for five
of the six flow rates. The deposition rate declines beyond the peak as
the dissolved O2 becomes depleted. The deposition peak normally
occurs near the residence time associated with the maximum
oxidation rate [5].

Figure 7 shows that the deposition rate behavior for the lowestflow
rate (0:03 ml=min) is different from those of the otherflow rates. The
maximum deposition rate occurs at a residence time (134 s) that is
longer than those of the otherflow rates. However, Fig. 7 shows that if
there was not an expansion along the flow path, the peak deposition
rate would occur at the same residence time as the other flow rates
(110 s). In fact, there is a peak in the deposition rate at this residence
time prior to the expansion for this flow rate. It is important to note
that this peak at 110 s occurs in the primary tube, whereas the deposit
peak occurs in the secondary tube for the higher flow rates. Thus, the
peak in deposition rate at 110 s for the 0:03 ml=minflow rate is lower
than those of the otherflow rates because of the lower deposition rates
in the primary tube. The maximum deposition rate observed near
134 s is due to the increase in deposition rate upon transition of the
flow from the primary to the secondary tube. The transition greatly
increases the deposition rate because of the increased residence time
in the larger tube combined with nearing the complete consumption
of dissolved O2, which reduces the deposition rate after the peak at
134 s. In the next section, the influence of the abrupt geometry
change on the fluid dynamics and deposition is more closely
examined.
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Fig. 6 Simulated profiles along the flow direction for the case of an abrupt expansion with F3084 fuel flowing at different flow rates: a) dissolved O2

profile and b) deposition profile.
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3. Influence of the Flow Path Expansion on Fluid Dynamics

and Chemistry

Figure 6b for fuel F3084 shows that a flow rate of 0:03 ml=min
results in a deposit peak that is nearest the expansion. Thus, this flow
rate is selected for further study of how fluid dynamics and chemistry
interact to influence the surface deposition near the expansion.
Figure 8 shows velocity vectors, remaining dissolved O2, and
deposition rates for (F3084) fuel flowing at 0:03 ml=min. Rather
than showing the entire tube length in Fig. 8a, the region near the
expansion is enlarged for clarity. The velocity vectors of Fig. 8a show
that a recirculation zone occurs after the expansion plane. In Fig. 8a,
P represents the axial location of the recirculation zone center, Q is
the axial location at the secondary tube inner wall where the
recirculation flow ends, and F is the location where the flow becomes
fully developed.

Figure 8b shows the simulated dissolved O2 at three radial
locations: the tube center (R0), the primary inner wall (Re), and the
secondary inner wall (Rw). Upstream of the expansion (before
203 mm in Figs. 8a and 8b), the dissolved O2 profile in the radial
direction is essentially uniform.Thus, the dissolvedO2 concentration
along the primary tube inner wall (Re) has the same concentration as
that at the tube center (R0). Figure 8b shows a small, sudden drop in
dissolvedO2 near the inner expansion corner (ra in Fig. 8a) resulting
from the sudden decrease in velocity as the fuel enters the secondary
tube. The lowest dissolved O2 concentration is observed along the
secondary inner wall (Rw) within the geometry transition region.
This is due to an increase in the local residence time resulting from
flow recirculation. The largest dissolved O2 radial concentration
gradient occurs after the expansion, which promotes the advection of
dissolvedO2 from the tube center to the secondary innerwall until the
fuel flow becomes fully developed (F in Fig. 8a), where the radial
gradient of the dissolved O2 concentration approaches zero.

Figure 8c shows the simulated deposition rate along the primary
tube inner wall (Re) and secondary tube inner wall (Rw). The
simulation predicts that the deposition rate increases gradually after
the expansion up to the 205 mm axial location, at which point the
deposition peaks and decreases thereafter. In the absence of a

recirculation zone, one would expect the deposition to continue
decreasing because the dissolvedO2 consumption is�87% complete
in this section of the tube. This is illustrated in Fig. 8c by the dashed
line, which is a qualitative estimation of the expected reduction in
deposition in the absence of fuel recirculation. The figure also shows
the excess deposition caused by the presence of the recirculation
zone (indicated by the striped region). As described already, this
excess deposition is likely due to the increased dissolved O2

consumption caused by the longer residence time in the larger tube
and an increase in the residence time caused by recirculation (Fig. 8a)
near the corner (rb) created by the transition to the large tube.

Because of the relatively small dimensions of the expansion
region, the excess deposition is difficult to observe experimentally
and becomes more difficult to observewith increasing flow rate. The
simulations of Fig. 7 have a narrow spur-like deposition increase near
the expansion plane for the higher flow rates (greater than
0:03 ml=min), and the fluid dynamics and chemistry at a flow rate of
0:30 ml=min are now considered. Figure 9 shows the simulated flow
and chemistry profiles near the expansion for fuel F3084 at
0:30 ml=min.

Comparing Figs. 8a and 8b, it is observed that the recirculation
zone length increases from 0.55 to 3.8 mm for flow rates of 0.03 and
0:30 ml=min, respectively. In addition, the center of the recircul-
ation zone moves downstream as the flow rate increases with
distances from the expansion plane to the recirculation center (P) of
0.2 mm for 0:03 ml=min and 1.1 mm for 0:30 ml=min. The figures
show that the velocity magnitude in the recirculation zone is higher
for the flow rate of 0:30 ml=min than that for the 0:03 ml=min flow
rate. The larger recirculation zone and greater velocities at a higher
flow rate result in different characteristics for the dissolved O2 and
deposition profiles.

Figure 9b shows the simulated dissolved O2 remaining at three
radial locations (R0, Re, and Rw). Along the tube center (R0), the
dissolved O2 is gradually consumed, as is the case for the
0:03 ml=min flow rate. Along the primary tube radius (Re), Fig. 9b
shows that the dissolved O2 concentration is the same as that at the
primary tube centerline (R0). However, there is a sharp drop in the
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dissolved O2 concentration after the expansion, followed by an
increase in the dissolved O2 as the flow approaches the end of the
recirculation zone at axial location Q. There are two possible causes
for the dissolvedO2 decrease along the primary radiusRe. The first is
that the velocity decreases after the expansion, which increases the
residence time and dissolved O2 consumption within the fuel.
However, this dissolved O2 concentration decrease is much faster
than that observed further downstream, after the flow becomes fully
developed (point F). More likely, the dissolvedO2 decrease is due to
the flow of fuel with a low dissolvedO2 concentration from near the
secondary tube wall towards the tube center. Downstream from the
recirculation center, P, the dissolved O2 concentration begins to
increase alongRe from the upward flow ofO2-rich fuel from near the
center region of the tube. Diffusion is not likely to play a significant
role in this region because the dissolvedO2 concentration gradient is
minimal. The velocity vector legend of Fig. 9a indicates that the
lowest velocity is near the outer expansion corner (rb), which
corresponds to a long fuel residence time. Thus, the lowest dissolved
O2 concentration is at this location and explains the low dissolvedO2

concentration near the secondary tube wall (Rw). Along the
secondary tube wall (Rw), Fig. 9b shows that the dissolved O2 is
initially low, gradually rises until the end of the recirculation zone (as
in the case of Re), and then begins to decrease.

Figure 9c shows color contour plots of the hydroperoxide species
(ROOH) mass fraction. The highest mass fraction of ROOH is near
the outer expansion corner (rb) and results from increased dissolved
O2 consumption caused by the long residence time there. Figure 9d
shows that the deposition rate peaks near this corner. An increased
ROOH mass fraction and increased dissolved O2 consumption
indicate enhanced autoxidative reactivity, and as a result, the
deposition rate is greatest in this location. The deposition rate along
the secondary wall (Rw) decreases beyond the center of the
recirculation zone (P) because of increased fuel velocities (lower fuel
residence times). When the flow becomes fully developed near
location F, the deposition rate once again begins to increase as the
dissolved O2 consumption rates become similar across the tube.

The phenomenon of a minimum in the dissolved O2

concentration and a peak in the deposition rate near the
recirculation zone near the expansion (Fig. 8) is also observed at
other flow rates. In Fig. 9d for a flow rate of 0:3 ml=min, a dashed
line qualitatively indicates the expected deposition rate that would
occur in the absence of an increased residence time because of
recirculation near the expansion. The deposition rate would be
expected to increase because of the increased residence time in the
wider secondary tube, approaching the simulated deposition rate
after the fully developed flow location (F). Figure 9d also shows the
excess deposition caused by recirculation near the expansion as a
striped region. Although the magnitude of the deposition rate in this
region is not large relative to the deposition rate downstream in the
secondary tube (Fig. 6), the deposition rate does increase by a factor
of 2.5 above that expected without recirculation. Fuel system
designers would be concerned with this excess deposition occurring
in a narrow region of the tube that could potentially cause flow
blockage.

The surface deposition studied thus far in this paper has been
limited to horizontal surfaces. We now briefly consider the vertical
plane surface at an expansion. This is the surface from point ra to rb
in Fig. 9a, which is shown in the three-dimensional sketch of
Fig. 10a. Figure 10b also shows a two-dimensional view of the
vertical plane from the tube exit. Figure 10c shows the simulated
deposition rates on the vertical expansion plane at six flow rates.
The figure shows that the deposition rates on the vertical wall are
larger at the lower flow rates in agreement with the deposition rates
on the adjoining horizontal walls, as shown in Fig. 6b. The y axis in
Fig. 10c represents the distance from the tube center to the
secondary inner wall along the expansion plane, and the x axis
represents the deposition rate. The parabolic-like shapes of the
deposition rate profiles in Fig. 10c result from the recirculation flow
pattern. The simulations indicate that the recirculation center moves
towards the tube center in the radial direction as the flow rate
increases, resulting in a deposition peak that is skewed toward the
tube center.
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B. Tube Contraction

1. Measurement and Simulation of Surface Deposition

for a Flow Path Contraction

Now we consider the contraction case, where the primary tube ID
is relatively wide, and the secondary tube has a narrow bore.
Figure 11 compares measured and simulated deposit masses for the
two fuel samples and shows that the calculated peak deposit axial
locations agree reasonably well with those of the measurements. As
with the expansion case, the agreement in deposit magnitude is better
for the Jet A sample (F3084) than for the JP-8 sample (F4177).
Figure 11 shows that for both fuels most of the deposition occurs on
the primary inner wall at all flow rates. As in the case of the
expansion, it is difficult to detect excess deposition near the
contraction using experimental measurements.

It is important to examine the dissolved O2 consumption to better

understand deposit formation under different flow conditions.

Figure 12 shows the simulated remaining dissolved O2 and

deposition rates along the heated tubewith a contraction for the Jet A

fuel at four different flow rates. In Fig. 12a, most of the O2 is

consumed before the contraction because of the large ID and

relatively long residence time in the primary tube. When the flow

enters the secondary tube, the oxidation rates decrease because of

higher velocities and shorter residence times. Figure 12b shows the

distribution of the simulated deposition rate as a function of tube

length that can be compared with the dissolved O2 profiles of

Fig. 12a. The deposition rates quickly grow from the inlet until the

maximum oxidation rate is reached and then rapidly decrease until
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the contraction plane is approached. The peak deposition rates for all
the flow rates are located on the primary inner wall.

A goal of this study was to perform the experiments at conditions
where the deposit peak occurs near the contraction. Unfortunately, it
was not possible to increase the flow rate to move the deposit peak
further downstream because of the self-imposed requirement of
having complete dissolved O2 consumption within the entire tube.
Figure 12 shows that even at a flow rate of 0:31 ml=min, dissolved
O2 consumption is not complete within the tube. As in the expansion
case, the figure demonstrates a close coupling between flow rate and
dissolved O2 consumption, as well as a strong correlation between
the dissolved O2 consumption rate and the location of the deposit
maximum.As a result, the dissolvedO2 profiles vary only slightly for
the different flow rates, and the deposition rate maxima are all in
the primary tube. Figure 12b shows interesting behavior in the
deposition rate near the contraction, which is most notable for the
highest flow rate (0:31 ml=min). At this flow rate, the deposition
peak is closest to the contraction and is accompanied by a sharp
increase in deposition.

2. Flow and Chemistry Behavior Near the Contraction

To better understand the flow and chemistry behavior near the
contraction, Fig. 13 shows velocity profiles, species concentration
contours, and deposition rates for a flow rate of 0:28 ml=min.
Figure 13a shows the simulated velocity vectors near the contraction.
The fully developed flow in the primary tube becomes disrupted
�1 mm before the contraction, and the velocity vectors become
parallel again �2 mm downstream from the contraction plane. In
contrast to the expansion case, there is no recirculation flow near the
contraction corner (rb), but instead the fuel flows downward toward
the tube center. Also, the velocity rapidly increases as the fuel enters
the narrow secondary tube and increases until becoming fully
developed. The flow velocity decreases as the ra–rb plane is
approached, and thevelocity tends to zero near the rb corner. Because
the corner is a stagnant flow area, fuel resides at this location for a
relatively long period, which results in increased dissolved O2

consumption, with relatively little (�1:4%) of the dissolved
O2 remaining there as shown in Fig. 13b. Fuel with a lower dissolved
O2 mass fraction flows away from the rb corner and around the inner
contraction corner (ra), mixing with the main flow. As a result, the
dissolved O2 mass fraction near the wall at the entrance of the
secondary tube is relatively low.

Figure 13c shows a color contour plot of the simulated mass
fraction of insoluble species, which are the products of autoxidative
reactions and are direct precursors of surface deposition (Reaction 21
of Table 3). Figure 13c shows that a significant insoluble mass
fraction is produced within the primary tube because of the long
residence time. There are lower mass fractions of insolubles near the

wall because of surface reactions that produce deposits. In the fully
developed flow region of the secondary tube, the relatively fast flow
rate and low oxidation rate result in fewer insolubles being produced
there.

Figure 13d shows the simulated deposition rate along the inner
walls of the primary and secondary tubes. The deposition rate on
the primary tube wall slowly increases because of O2 consumption
but suddenly drops at the outer contraction corner (rb) as a result of
the low dissolved O2 mass fraction there. The highest deposition
rate occurs in the secondary tube near the inner contraction corner
(ra). This high deposition rate occurs despite the fast flow rate and
low oxidation rate there. The deposition rate decreases rapidly over
a distance of �0:1 m after the contraction plane and then decreases
more slowly until the end of the heated tube as shown in Fig. 13d.
The higher deposition rate early in the secondary tube is caused by
insolubles, produced in the primary tube, being forced into the
secondary tube by the high flow rate at the contraction plane. These
high levels of insolubles react at the secondary inner wall to form
surface deposits. If there were no additional insolubles flowing
from the primary tube, the deposition rate in the secondary tube
would be significantly lower at the tube entrance. This excess
deposition is shown in Fig. 13d as a region above a qualitatively
drawn line that estimates the deposition rate expected without
insolubles from the primary tube. The narrow tube ID, high
velocity, and resulting short fuel residence time result in a low
deposition rate expected there in the absence of the insolubles
emanating from the primary tube. This excess deposition occurs in
a narrow flow passageway, greatly increasing the opportunity for
fuel flow blockage. Fortunately here it occurs over the relatively
long 10 cm axial distance.

The phenomenon of excess deposition at the secondary tube wall
near the contraction is also observed for the other flow rates as shown
in Fig. 12b. The deposition rate in the secondary tube rapidly
decreases near the contraction but decreases gradually downstream
from the contraction for eachflow condition. In Fig. 14, the simulated
deposition rate is plotted versus residence timewith the axial distance
converted to residence time at each flow rate. Figure 14a shows that
the deposition rate profiles in the primary tube when plotted versus
residence time are identical until the contraction is reached. At the
contraction, the deposition rate changes rapidly for each flow rate,
but the deposition rates again converge at long residence times after
the flows become fully developed. Near the contraction plane
(enlarged view of contraction plane behavior shown in Fig. 14b), the
magnitudes of the deposition rate decrease near rb and increase near
ra, and both appear to be related to how close the contraction plane is
to the maximum in the deposition rate. For example, a large decrease
in deposition rate near rb and large increase near ra are noted for the
0:31 ml=min flow rate, which occurs closest to the maximum
deposition rate. In contrast, at 0:21 ml=min, the changes in
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deposition rate at these locations are significantly smaller. Thus to
minimize the excess deposition in a narrow tube, it is important to
avoid having themaximum deposition rate (andmaximum oxidation
rate) occur near sudden flow contractions.

Figure 15 shows the simulated deposition rates for the vertical

surface at the contraction for four different flow rates. In contrast to

the deposition behavior for the vertical surface of the expansion, the

deposition profile is nearly linear from the outer (rb) to inner (ra)
corners with the deposition increasing towards the tube axis. The

lower deposition rate in the outer corner (rb) is likely due to the lower
dissolved O2 concentration there. In addition, the figure shows that

the deposition rate increases with increasing flow rate, which agrees
with the adjoining deposition on the primary and secondary tube
horizontal surfaces (Fig. 12b). The deposition rate for the
0:21 ml=min flow rate is low because of the very low dissolved O2

level (�1:5%) adjacent to the wall. For the tube expansion, higher
flow rates cause decreased deposition on this vertical surface,
whereas the reverse is true for a contraction.

C. Implications for Fuel System Design and Operation

One goal of this work is to improve the ability of fuel system and
nozzle designers to efficiently use the fuel heat sink while preventing
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the negative impact of fuel degradation associated with high-
temperature fuel autoxidation. Although aircraft fuel systems and
nozzles contain extremely complex flow pathways, the simple
cylindrical expansion and contraction systems studied here provide
interesting information that can be used to help design fuel system
components that minimize excessive surface deposition from fuel
autoxidative degradation.

For the expansion case, recirculation flow causes excess
deposition at the beginning of thewider secondary tube. Because this
deposition occurs in the wider tube it is not as likely to cause
problems as if it occurred in the narrower bore tubing. However, the
designer needs to consider both the flow rate and the wall and fuel
temperatures for this situation. Lower flow rates, such as will occur
for fuel flowing through a leaky valve, along with high fuel and wall
temperatures will decrease the length of the recirculation zone and
shorten the axial length of the tube in which the deposits occur. This
will greatly increase the deposit mass per unit area and may cause
narrowing of the passageway even for relatively wide flow passages.

The contraction case is more likely to be found in aircraft systems,
as fuel is transported through wide tubing in the fuel tank to narrow
passageways in the nozzle. For the contraction geometry, the excess
deposition occurs at the beginning of the narrow secondary tube,
which is the type of tight clearance location in which deposition
needs to be avoided. Therefore, the designer should avoid sudden
contractions in passageway diameter in locations where the fuel and
wall temperatures are high. Fortunately, the acceleration of flow in
the narrow tube causes the surface deposition to be spread over a
greater axial region than in the expansion case. The fuel flow ratewill
play a role in the how the deposition is distributed over the length of
the tube, with higher flow rates being desirable to minimize deposit
quantity per unit surface area in the narrow tubing after a contraction.

In both expansion and contraction situations, the designer should
avoid having the peak of oxidation and deposition rates occur near
these flow geometry changes. Ideally, performing the CFD with
chemistry calculations shown here for the entire heated section of the
fuel system would allow prediction of the location of maximum
deposition as a function of the engine throttle setting and indicate
engine settings and fuel system locations where deposition can be of
concern. Although itmay not be currently practical to simulate such a
large and complex region, it may be possible to perform these
calculations on the highest temperature regions of the fuel system.

Futurework needs to study other geometry changes that may be of
interest for fuel systems, such as a sudden “elbow” change in flow
geometry. It would also be interesting to determine whether gradual
changes in geometry and/or rounded corners can minimize the
increased deposition that occurs at sudden passageway size changes.
In addition, deposition experiments need to be performed under
nonisothermal and turbulent flow conditions to confirm the general
applicability of the model employed here. The study of turbulent
conditions is especially desirable because aircraft fuel system flow is

often in this regime, although higher flow rates usually imply lower
fuel and wall temperatures and, thus, decreased deposition issues.
Also, the current study does not determine the extent to which a
passageway is blocked. This requires knowledge of the density of the
deposit, whose value may change with the temperature at which it is
produced and with the identity of the fuel.

V. Conclusions

This study explores via experiment and computational fluid
dynamics with chemistry the effect of a sudden expansion or
contraction in the flow path on jet-fuel surface deposition formed in
heated cylindrical tubes. Both experiments and simulations show
that, under isothermal laminar flow conditions, the peak deposit axial
location in the tube is a strong function of the fuel oxidation rate in the
flow direction. Although the limited axial resolution of the experi-
mental depositionmeasurements prevented observation of the effects
of the step change on oxidation and deposition, the computational
model was successfully used to detect excess deposition caused by
the step changes in flow geometry. The model was also used to
extrapolate to flow conditions that are experimentally inaccessible.
The measurements and calculations were performed for conditions
where the deposition peak occurs near the step change location to
maximize the effect of the change in geometry on fuel flow.

For the expansion, the simulation predicts that an increase in
deposition occurs in the wide secondary tube downstream of the
expansion because of a recirculation zone that increases fuel
residence and oxidation reaction times. For the contraction, simul-
ations of insoluble species produced during the relatively long
residence time in the wide primary tube flow into the secondary tube
via acceleration through the contraction. The high level of insolubles
in the narrow secondary tube causes excess deposition even though
oxidation reactions do not occur readily because of the short
residence time in this narrow tube. In the expansion case, the excess
deposition is less likely to create conditions where the deposit blocks
the flow passage because of its occurrence in the wider secondary
tube. For the contraction, the excess deposition is a greater concern
because it occurs in the narrow secondary tube and is more likely to
result in flow restriction issues.

Fuel system component designers need to consider the fuel and
wall temperatures, flow rates, throttle changes, and the locations of
changes in flow geometry to maximize fuel heat sink and minimize
fuel surface deposition problems caused by fuel oxidative degrad-
ation. Future studies need to consider other geometry changes,
nonisothermal temperature regimes, turbulent flow, changes in flow
geometry caused by deposit accumulation, and the prediction of
deposit volume and passageway restriction.

Acknowledgments

This material is based on research sponsored by U.S. Air Force
Research Laboratory under agreement nos. F33615-03-2-2347 and
FA8650-10-2-2934. TheU.S. government is authorized to reproduce
and distribute reprints for governmental purposes notwithstanding
any copyright notation thereon. The view and conclusions contained
herein are those of the authors and should not be interpreted as
necessarily representing the official policies or endorsements, either
expressed or implied, of U.S. Air Force Research Laboratory or the
U.S. government.

References

[1] Hazltett, R. N., Thermal Oxidation Stability of Aviation Turbine Fuels,
ASTM, Philadelphia, PA, 1991.

[2] Zabarnick, S., “Chemical Kinetic Modeling of Jet Fuel Autoxidation
and Antioxidant Chemistry,” Industrial and Engineering Chemistry

Research, Vol. 32, No. 6, 1993, pp. 1012–1017.
doi:10.1021/ie00018a003

[3] Zabarnick, S., “Pseudo-Detailed Chemical Kinetic Modeling of
Antioxidant Chemistry for Jet Fuel Applications,” Energy and Fuels,
Vol. 12, No. 3, 1998, pp. 547–553.
doi:10.1021/ef970157l

[4] Ervin, J. S., and Zabarnick, S., “Computational Fluid Dynamics

0

0.2

0.4

0.6

0.8

1

1.2

0 5 x 10-10 1 x 10-9 1.5 x 10-9 2 x 10-9 2.5 x 10-9 3 x 10-9 3.5 x 10-9 4 x 10-9

0.21 ml/min
0.25 ml/min
0.28 ml/min
0.31 ml/min

R
ad

ia
l D

is
ta

nc
e 

fr
om

 C
en

te
r,

 m
m

Deposition Rate, kg/m2-s

r
b

r
a

Fig. 15 Simulated deposition rates along the contraction plane at
different flow rates.

JIANG ETAL. 705

D
ow

nl
oa

de
d 

by
 D

A
zz

o 
R

es
ea

rc
h 

Li
br

ar
y 

D
ET

 1
 A

FR
L/

W
SC

 o
n 

Se
pt

em
be

r 1
3,

 2
01

2 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I: 

10
.2

51
4/

1.
59

08
1 

166 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



Simulations of Jet Fuel Oxidation Incorporating Pseudo-Detailed
Chemical Kinetics,” Energy and Fuels, Vol. 12, No. 2, 1998, pp. 344–
352.
doi:10.1021/ef970132m

[5] Kuprowicz, N. J., Zabarnick, S., West, Z. J., and Ervin, J. S., “Use of
Measured Species Class Concentrations with Chemical Kinetic
Modeling for the Prediction of Autoxidation and Deposition of Jet
Fuels,” Energy and Fuels, Vol. 21, No. 2, 2007, pp. 530–544.
doi:10.1021/ef060391o

[6] Graves, C., and Biddle, T., Verification of JP 	 8� 100 in Full-Scale

Fuel Nozzle Testing, Pratt &Whitney,West PalmBeach, FL, Jan. 1995.
[7] Chin, L. P., and Katta, V. R., “Numerical Modeling of Deposition in

Fuel-Injection Nozzles,” 33rd Aerospace Sciences Meeting and

Exhibit, AIAA Paper 1995-0497, Reno, NV, 1995.
[8] Jones, G. E., and Balster, W. J., “Phenomenological Study of the

Formation of Insolubles in Jet-A Fuel,”Energy and Fuels, Vol. 7, No. 6,

1993, pp. 968–977.
doi:10.1021/ef00042a038

[9] Rubey, W. A., Striebich, R. C., Tissandier, M. D., Tirey, D. A., and
Anderson, S.D., “GasChromatographicMeasurement of TraceOxygen
and Other Dissolved Gases in Thermally Stressed Jet Fuel,” Journal of
Chromatographic Science, Vol. 33, No. 8, 1995, pp. 433–437.

[10] ANSYS FLUENT, Ver. 12.0, ANSYS, Inc., Canonsburg, PA, 2009.
[11] Vandoormaal, J. P., and Raithby, G. D., “Enhancements of the Simple

Method for Predicting Incompressible Fluid Flows,” Numerical Heat

Transfer, Vol. 7, No. 2, 1984, pp. 147–163.
doi:10.1080/01495728408961817

[12] SUPERTRAPP, Thermophysical Properties of Hydrocarbon Mixtures
Database, Ver. 3.0, NIST, Gaithersburg, MD, 1999.

L. Maurice
Associate Editor

706 JIANG ETAL.

D
ow

nl
oa

de
d 

by
 D

A
zz

o 
R

es
ea

rc
h 

Li
br

ar
y 

D
ET

 1
 A

FR
L/

W
SC

 o
n 

Se
pt

em
be

r 1
3,

 2
01

2 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I: 

10
.2

51
4/

1.
59

08
1 

167 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



Appendix J. Preparation of a Research Jet Fuel Composition Comprised of Nearly 
Exclusively Methyl-

168 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



Preparation of a Research Jet Fuel Composition Comprised of Nearly
Exclusively Methyl-Branched Tetradecane Isomers Having a Freezing
Point below −47 °C
Heinz J. Robota* and Jhoanna C. Alger

University of Dayton Research Institute, 300 College Park, Dayton, Ohio 45469, United States

ABSTRACT: The potential for a variety of biologically derived alternative aviation fuels continues to be investigated. The
composition of some of these potential fuels contains only a limited number of isomers of only one carbon number. These types
of alternative fuels fail the distillation distribution specification in current use. However, it is unclear whether this has actual
impact on in-use performance if such an alternative blendstock were used to make a 50/50 alternative/petroleum blend. In order
to investigate this question further, the U.S. Air Force seeks a generic surrogate research fuel comprised of isomers of tetradecane
that meet the −47 °C freezing point specification of JP-8. We describe our laboratory investigation of a strategy for preparing
such an isomer mixture while remaining mindful of the desire to scale the procedures for making hundreds of gallons of such a
fuel. We start with a commercially available 1-tetradecene, hydrogenate the olefin to n-tetradecane, which is then
hydroisomerized using a Pt/US-Y zeolite catalyst, and the raw tetradecane mixture is separated from cracked products by
distillation. In order for the isomeric mixture to meet the freezing point specification, the remaining n-tetradecane content must
be reduced to <1.5%. We describe a solvent dewaxing approach that achieves this goal.

■ INTRODUCTION

As the military and commercial aviation community certify the
50/50 blends of petroleum-derived and synthetic jet fuels for
everyday use, decades of experience with the petroleum-derived
specifications provide a foundation upon which to base
performance expectations.1 However, for blends with higher
synthetic content, potentially approaching 100%, the empirical
foundation of current specifications no longer applies.
Consequently, identifying the relationships between composi-
tion and specific properties relating to the full spectrum of fit
for purpose specifications grows in importance. For example,
the role played by alkyl aromatic compounds in ensuring seal
swell is well-documented.1 Conventional petroleum-derived
fuel is composed of thousands of individual components that
vary considerably in proportion from one lot of fuel to
another.2 Therefore, separating such a mixture into its
constituent parts is simply not a viable approach to developing
a new specification. Furthermore, petroleum-derived fuels may
contain constituent classes, such as aromatics and molecules
containing saturated rings, not contained by every synthetic fuel
composition.1,3 As a path forward, an approach where specific
classes of constituents can be prepared and the functional
performance of these individual classes better understood
appears to be preferable.
We report here a preparative approach for making such a

reasonably well-defined composition constituting one subset of
a constituent class. Broadly speaking, the constituent class can
be described as the methyl-branched alkane isomers, which
comprise a large proportion of current synthetic fuel blending
components.4 Currently, certified synthetic blending composi-
tions are derived from either a Fischer−Tropsch (FT) process
or a natural triglyceride. When compositions of FT origin are
used, they are referred to as FT Synthetic Paraffinic Kerosene
(FT-SPK). Blendstocks derived from natural triglycerides are

frequently referred to as hydrotreated renewable jet (HRJ) or
hydrotreated esters and fatty acids (HEFA).1,5 Both of these
classes of synthetic fuel blendstock are composed of nearly 90%
methyl-branched alkane isomers spanning the carbon number
range from about C8 to C15. The remainder of the mixture is
the corresponding normal alkanes. Currently, technology
developers are investigating several approaches which would
produce a synthetic composition composed of very high
percentages of a single carbon number rather than the range of
carbon number found in FT-SPK or HEFA. An extreme
example would be the 15-carbon farnesene, which has the
structure shown in Figure 1. For aviation fuel use,6 it would

need to be hydrogenated first in order to improve thermal
stability, but this is one of the easiest catalytic transformations.
Being a single component, it exhibits a well-defined boiling
point rather than a boiling range found in current aviation fuel
specifications.7 Another example would be the narrow
distribution of products produced when either 1-butene or
iso-butene is oligomerized.8,9 The distribution of products
clusters around C8, C12, C16, etc. The boiling point would
exhibit a range, but would not follow the distribution of boiling
points found in current specifications. With these examples in
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Figure 1. The structure of farnesene.
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consideration, the particular methyl-branched alkane isomers
that we have selected to produce are those of tetradecane.
Our objective was to produce a distribution of C14 alkane

isomers that also meet the −47 °C freezing point specification
of JP-8.7 In practice, we found this to mean a residual n-C14
content of less than ∼1.5%. The eventual goal of this work is to
produce a practically useful quantity of this composition,
meaning between 500 and 1000 gallons. Therefore, each
laboratory step was executed using reagents or methods
compatible with larger-scale operations. Rather than use a
reagent grade of n-tetradecane as starting material, we started
with a 1-tetradecene economically available in bulk and
converted it to the corresponding n-tetradecane. Isomerization
of the normal alkane was accomplished with a 0.5% Pt/US-Y
zeolite catalyst under nearly ideal bifunctional hydrocracking
conditions. Operating conditions were selected to achieve an
isomeric composition comprising some triply branched isomers
as well as high concentrations of the doubly branched isomers,
in addition to the singly branched and normal isomers. This
resulted in a modest amount of hydrocracking. Since the
objective was a single carbon number isomeric composition, the
cracked products were removed by distillation. The freezing
point achieved with such a product distribution never fell below
−25 °C. Since the freezing point of n-tetradecane is 6 °C, the
normal alkane needed to be reduced further. This was
accomplished with a solvent dewaxing method, yielding a
mixture of predominantly methyl branched tetradecane isomers
with a freezing point no higher than −65 °C.

■ EXPERIMENTAL SECTION
Fixed-Bed Catalytic Reactor System. The reactor system

used in this investigation is based on a 1/2 in. OD stainless steel
tube 24 in. in length, mounted vertically in a three-zone electric
furnace. Heater control thermocouples are spot-welded to the
exterior of the reactor tube at the center of each 6 in. heated
zone and the length of the tube within the heater is covered
with a split cylindrical brass tube 1/8 in. thick for more even
heating. The reactor is fitted with a thermowell made from 1/8
in. stainless steel tubing entering the system at the exit end and
extending about halfway into the upper heated zone. Bed
temperatures could be measured using a traveling thermocou-
ple within the thermowell. A 20-μm sintered stainless steel filter
was located in the exit fitting of the reactor tube upon which a
wad of quartz wool was placed. 1.0 g of catalyst was used in
these measurements. The Pt/US-Y grains were gently mixed
with a 4-fold volumetric excess of SiC of a similar size range.
The catalyst charge was located near the center of the middle
heated zone by first loading an appropriate volume of the SiC
into the reactor bottom. The space above the catalyst was
similarly filled with SiC.
Liquid and gaseous feeds enter the reactor immediately

above the heated zone. Gas flow is controlled using Brooks
mass flow controllers. The liquid feed is delivered by an ISCO
high-pressure syringe pump charged from an external reservoir.
Reactor effluent enters a cylindrical pressure vessel where
liquids condense and gases pass on to the manual back-pressure
regulator. Upon exiting the system through the back-pressure
regulator, the gas stream is directed to a multiport valve located
a short distance from the inlet of an Agilent refinery gas
analyzer that could be used to quantify gaseous species. The
analyzer was calibrated with certified gas blends. Liquid
products were drained from the bottom of the high-pressure
receiver cylinder through a valve for external analysis.

0.5% Pt/US-Y Zeolite Hydroprocessing Catalyst. Pt
was deposited on a Zeolyst CBV-720 US-Y zeolite via ion
exchange to a loading of 0.5 wt %. The required mass of 6.9
wt % tetraammine platinum(II) chloride solution was diluted
with distilled water to yield 90 g of solution that was used to
slurry 10 g of the zeolite powder. The slurry was stirred with a
magnetic stir bar. The pH was frequently checked and adjusted
to 9.5 using concentrated aqueous ammonia. After a final pH
adjustment at the end of the day, the slurry was allowed to stir
overnight resulting in a final pH of 9.4 the following morning.
The solid was recovered by vacuum filtration, the cake dried in
static air at 120 °C for 4 h, and then calcined at 400 °C for 4 h.
After calcination, a 40−60 mesh fraction was recovered by
gently breaking and agitating aggregates on a 40 mesh sieve. A
Pt dispersion of 0.16 was determined using a dual-isotherm, H2
volumetric adsorption method at 30 °C.

Producing n-Tetradecane. The starting 1-tetradecene was
purchased from Chevron Phillips Chemical Company LP.
Hydrogenating an olefin to completion is not a demanding
catalytic transformation. A 1 gram reactor charge (∼3 mL) of
the Pt/US-Y catalyst was used for this purpose. The catalyst
was activated in H2 flow at a system pressure of 110 psig, a flow
rate of 100 mL/min, and a temperature of 450 °C. Once
activated, the initial reactor temperature was set. We began with
a liquid hourly space velocity of LHSV = 3/h and monitored
the effluent for residual olefin content via gas chromatography
(GC) analysis. Since the reduction consumes H2, we wanted a
sufficiently high excess of H2 to remain at the catalyst bed exit,
to facilitate complete reduction even as the olefinic remnant
became vanishingly small. Therefore, we maintained an H2/1-
tetradecene molar feed ratio of 10 at all hydrocarbon feed rates.
Eventually, we operated at 140 °C and LHSV = 8/h without
detectable residual olefin.

n-Tetradecane Isomerization. The isomerization reactor
was loaded as described for hydrogenation and the catalyst
activated in the same manner. The initial task was to construct
the selectivity/conversion map from which a suitable operating
point could be identified. An initial operating temperature of
250 °C was selected with LHSV = 1/h, a pressure of P = 400
psig, and an H2 flow of 8 mol (mol n-C14)

−1. Additional data
points were collected at operating temperatures between 240
°C and 280 °C, while holding the remaining conditions fixed, as
well as points at 280 °C and LHSV = 10/h and 20/h while
maintaining the H2:n-C14 molar ratio of 8 and a total pressure
of 400 psig. We selected an operating point of 0.88 fractional
conversion, which was achieved at 260 °C, P = 400 psig, LHSV
= 1/h and H2:n-C14 molar ratio of 8. Conditions were held until
∼1 L of liquid products was collected.

Separating C14 Isomers from Cracked Products. A
spinning band fractionating distillation unit (B/R Instrument
Corporation, Model M690) was used to separate the C14
isomer mixture from the associated cracked products.
Conditions were determined that resulted in a final C14 isomer
mixture left in the distillation pot which was ∼98 wt % C14 and
roughly equal masses of minor contributions with both larger
and smaller carbon numbers. (The initial 1-tetradecene
contains slightly over 1% C16.)

Freezing-Point Determinations. Freezing points were
measured by the U.S. Air Force Petroleum Agency Specification
Laboratory in a manner compliant with ASTM D-5972.

Solvent Dewaxing. Solvent dewaxing is a refining method
well-known in the processing of petroleum to a variety of
products.10 Prior to the development of catalytic dewaxing, it
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was widely applied to improve the low-temperature properties
of lube feedstocks by selectively removing the normal alkanes.
Based on several examples from the petrochemical industry, we
selected a 50/50 mix of toluene and methyl ethyl ketone
(MEK) as the solvent. We examined mixtures of tetradecane
isomers with solvent in relative ratios of 1:2, 1:3, and 1:5. In a
typical trial, 60 mL of the tetradecane mixture were mixed with
the appropriate amount of solvent. The composite mixture was
then divided equally among three test tubes 25 mm in diameter
and 200 mm in length. These tubes were submerged in a
programmable refrigerated methanol bath (normally used for
low-temperature viscosity measurements) at a starting temper-
ature of −20 °C. The bath was ramped down in temperature
over a 2-h period to −40 °C. After at least 60 min at −40 °C,
the solids that had formed were compressed to the bottom of
one tube using a wad of filter paper. Once the solids were
compressed, the tube was withdrawn from the bath and the
remaining liquid recovered. During the compression, it was
possible for some solids to slip by the filter paper and end up in
the top portion of the tube, which could influence the detected
composition. The solids were also thawed and collected. The
bath was then cooled to −50 °C and the solids separation and
recovery repeated in a second tube before finally lowering the
bath temperature to −65 °C and the process was repeated a
final time. Samples of both the clear liquid and the thawed solid
were analyzed by GC to determine the composition of the
tetradecane fraction. Once GC analysis confirmed that the n-
C14 content of the recovered liquid fraction could be reduced
by separation of the solidified portion, an improved
compression filter was devised. A perforated washer, near in
diameter to the test tube inner diameter, was welded to a 1/2 in.
stainless steel tube and used as a plunger. A plug of cotton was
secured to the washer with a covering of permeable paper. This
resulted in a much-better confinement of solids. With this
improvement, recovered liquids as well as remelted solids were
separated from the solvent using a rotary evaporator with a
water bath held at 80 °C. The recovered C14 liquid was
analyzed by GC and the freezing point of the solvent-stripped
soluble fraction determined.

■ RESULTS AND DISCUSSION
Hydrogenating the 1-Tetradecene. Hydrogenation of an

olefin over a precious metal catalyst proceeds rapidly at modest
temperature. An initial 1-tetradecene feed rate equivalent to
LHSV = 3/h at a target bed temperature of 150 °C yielded
undetectable levels of residual 1-tetradecene. An exotherm at
the top of the catalyst bed of ∼20 °C was also detected with the
traveling internal thermocouple. Subsequently, the target bed
temperature was lowered to 140 °C and the hydrocarbon feed
rate increased first to LHSV = 5/h, then to LHSV = 8/h. Under
the final conditions, the exotherm diminished to ∼10 °C and
was spread slightly deeper into the bed, presumably as a
consequence of the increasing flow rate of H2 with increased
hydrocarbon feed rate. In each case, residual 1-tetradecene was
undetectable. The system was run continuously during the
week and on some weekends. When it was necessary to stop
the liquid feed, the H2 flow rate was lowered to a stand-by flow
of ∼20 mL/min while maintaining the bed at 140 °C. Upon
restarting conversion, H2 flow was returned to process
conditions, followed by resumption of hydrocarbon feed.
Overall, ∼3 L of 1-tetradecene was converted to n-tetradecane.
Isomerization of n-Tetradecane. The isomerization

reaction sequence is initiated through the establishment of an

olefin population in near equilibrium with its alkane counter-
part formed on the metal function of the catalyst.11 The olefins
migrate to an acid site where they are protonated as the
enabling step to a variety of subsequent possible reactions.
When operating under ideal hydroisomerization conditions, a
given molecule undergoes only a single isomerization of the
alkane backbone before being rehydrogenated to an unreactive
alkane. Since the rate at which methyl groups can migrate along
the linear carbon chain is typically much faster than the rate at
which further isomerization rearrangements occur, the
distribution of isomers within a fraction of a given branching
degree (monobranched, dibranched, tribranched, etc.) are
detected near their equilibrium relative abundances.11 Thus,
as conversion is initiated, monomethyl branching is observed
exclusively. As the concentration of the monobranched isomers
increases, the rate at which this population undergoes a
subsequent isomerization increases, resulting in the appearance
and increasing abundance of dibranched isomers.12 Similarly, as
the dibranched population increases, tribranched isomers can
begin to form. While cracking through a β-scission can occur in
the protonated olefin at any degree of branching, the activation
barrier to such a scission is sufficiently higher than the
activation barrier to a branching rearrangement that only low
levels of cracking are observed. Once tribranched isomers form
the protonated olefin, cracking proceeds at a rate higher than
further methyl branching.13 Therefore, when seeking to
produce a highly isomerized composition of a given carbon
number, there is an operating point where the total fraction of
methyl branched isomers is at its highest relative abundance.
Further conversion results in rapidly increasing cracking at the
expense of the most highly isomerized fraction. Thus, prior to
selecting an operating condition, we mapped the net selectivity
to monobranched and multibranched feed isomers as well as
the loss to cracking as a function of n-tetradecane conversion.
Table 1 compiles the sequentially applied operating

conditions used to generate the span of conversions while

maintaining a system pressure of 400 psig and a H2:n-C14 molar
feed ratio of 8. Conformity with ideal hydrocracking behavior is
confirmed by how well the data points at 280 °C and high
LHSV fit with the selectivity data obtained at LHSV = 1/h,
while changing only the reactor temperature. Figure 2 shows
the selectivity to monobranched and multibranched C14
products, along with the fraction lost to cracking as a function
of n-C14 conversion. Distinguishing the monobranched
products from products with higher branching in the
chromatogram is simplified by the small number of individual

Table 1. Sequence of Operating Conditions Used To Span a
Range of Conversions for Producing the Selectivity Versus
Conversion Data

liquid hourly space velocity,
LHSV (1/h)

liquid feed rate
(mL/min)

temp
(°C)

fractional
conversion

1 0.057 250 0.81
1 0.057 240 0.55
1 0.057 280 0.99
10 0.567 280 0.70
20 1.134 280 0.47
1 0.057 250 0.79
1 0.057 255 0.75
1 0.057 260 0.87
1 0.057 265 0.98
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products and their clear separation from other constituents in
the recovered liquid. Resolution of the multibranched products
into individual classes, such as dibranched, tribranched, etc., is
not possible, because of the complexity of the chromatogram.14

The evolution of the product composition with increasing
conversion is consistent with the qualitative description of ideal
bifunctional hydrocracking presented.13 Since we seek to
produce a C14 liquid with the highest degree of isomerization,
as well as a residual normal component sufficiently low to
suppress the freezing point to less than −47 °C, we have
plotted these results to explicitly express the remaining fraction
of n-C14 in Figure 3. While it is possible to reduce the residual

normal component with increasing conversion, a residual
normal fraction of <0.2 requires an overall conversion of >0.85.
Unfortunately, at such high conversions, an examination of
Figure 2 shows that the cracked fraction increases rapidly above
0.4. We were unable to find previous results for the conversion
of n-C14 under similar conditions with a similar catalyst. Thus,
for comparison, we have recalculated the results of Weitkamp
for the conversion of n-C15 over a Pt/Ca−Y zeolite catalyst, in
terms of the remaining normal alkane fraction, as a function of
conversion.15 The trend is consistent with our observations. Of
particular interest is that at the highest conversions, where over
90% of the conversion can be attributed to cracking, the
residual normal feed alkane remains a substantial fraction of the
C15 liquid recovered. This indicates that a strategy for the
preparation of hundreds of gallons of highly isomerized C14

based exclusively on a hydroisomerization step, followed by
distillation, depends critically on the tolerable remaining normal
alkane fraction, which allows compliance with the aviation fuel
freezing point specification.
In order to gauge what level of remaining normal alkane

might be tolerable, we operated at a conversion of 0.81
sufficiently long to collect enough product liquid for distillation.
The light components were distilled over and the liquid
remaining in the pot analyzed. C14 made up just over 95 wt %
of the recovered liquid. This composition, with 23 wt % n-C14,
had a freezing point of −13 °C, much closer to the 6 °C
freezing point of neat n-C14 than the targeted −47 °C JP-8
specification. A second attempt was made by operating for an
extended time at a conversion of 0.88. Also, rather than simply
distilling off the light cracking components from the mixture
and retrieving the entire C14 fraction, distillation was continued
and small incremental fractions were taken in the hopes of
changing the relative concentration of n-C14 in each successive
cut. This allowed us to collect a small volume of C14 with a
residual n-C14 concentration of 7 wt %, which had a freezing
point of −27 °C. While this was an improvement over the
previous value, it was still quite distant from our target. As
Figure 2 shows, it is doubtful that forcing even higher
conversion will reduce the residual normal content much
below 10%. Furthermore, at the extremely high conversions
that would be required, Figure 2 shows that the amount of C14
that could be recovered becomes impractically small.
Consequently, a different strategy for achieving the JP-8
freezing point specification, which would be compatible with
producing practical quantities of the isomerized C14, is required.

Hydroisomerization and Solvent Dewaxing. Solvent
dewaxing is a separation method employed in refining
petroleum products for the production of lubricating fluids.10

Highly paraffinic fractions with carbon numbers in excess of 24
are useful for making these fluids. Unfortunately, even modest
percentages of normal alkanes cause these materials to gel or
solidify at impractically high temperatures. Solvent dewaxing
was developed to remove the normal paraffins with reasonably
high selectivity. Similarly, application of solvent dewaxing to
middle distillate fractions allows the preparation of diesel fuels
compatible with arctic conditions. We were unable to find any
previous reports where this method had been applied to
removing the normal alkane component from a mixture of
alkane isomers comprised of a single carbon number. After
reviewing a variety of reports and patent examples, we elected
to use a 50/50 mix of toluene and methyl ethyl ketone (MEK).
Two further parameters needed to be defined: (1) the ratio of
solvent to solute and (2) the temperature required to achieve
the required extent of n-C14 reduction.
Examination of Figure 2 reveals that at a conversion near 0.8,

total isomerization selectivity achieves its highest value while
the cracking losses are limited to <25%. This is a reasonable
tradeoff, with respect to efficiency when considering larger-scale
preparation. In the solvent dewaxing step, we would need to
reduce the residual 20% n-C14 sufficiently to achieve the
freezing point specification. In order to address these questions,
several hundred milliliters of isomerized C14 were produced and
separated by distillation from their associated cracking
products. As noted above, initial experiments focused only on
determining how effectively the n-C14 could be selectively
removed from the mixture. This was done exclusively by GC
determination of the C14 composition using the entire
C14:solvent mixture. Only the results for the 1:5 ratio are

Figure 2. Product selectivity to monobranched feed isomers,
multibranched feed isomers, and cracked products as a function of
conversion.

Figure 3. Residual normal alkane fraction in the fed Cn effluent
mixture as a function of conversion for n-C14 (this work, −0.5% Pt/
US-Y zeolite) and n-C15 (Weitkamp, −0.5% Pt/CaY zeolite) as a
function of conversion.
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shown in Table 2, because each ratio yielded the same residual
n-C14 proportion, indicating that, in this simple system,

temperature is the most critical factor. This is particularly
apparent in going from −60 °C to −65 °C, where the residual
n-C14 drops from 4.3% to 1.3%.
With the preliminary indication that the n-C14 could be

nearly eliminated, the improved filtration plunger was used to
better segregate the fractions, allowing for freezing-point
determination of the solvent-stripped, recovered C14 liquid.
Clearly, a temperature no higher than −65 °C is required to
reliably suppress n-C14 to the extent required to meet the −47
°C JP-8 freezing point specification. The results with the 1:3
ratio are presented to underscore this point. In the process of
removing the test tube from the bath and separating the liquid
from the compressed solid, a delay was encountered which
allowed the tube to warm slightly. During the actual execution
of the operation, it was unclear how important such a brief
delay might be. Clearly, the resulting n-C14 content of 2.2% was
more than enough to elevate the freezing point of the mixture
to above the −47 °C specification. For this reason, we
established an operating maximum tolerable residual n-C14
content of 1.5%. The last two entries, with a ratio of 1:2
show the same apparent freezing point even though the residual
n-C14 content differs by more than a factor of 2. This is an
artifact of the freezing point measurement. Although several
values are reported as −71 °C, this value is the lowest reliable
freezing point measurable with the automated unit used for this
determination. Thus, once this value is reached, no further
information about the true freezing point is available.
When assessing these findings with regard to preparing

practical quantities of this C14 isomer mixture, three additional
factors must be considered. The first is shown in Table 2. Since
every gallon of recovered C14 isomer mix requires the stripping
of a larger volume of solvent, the efficacy of the 1:2 C14:solvent
ratio is satisfying. In these measurements, we made no attempts
to test the efficacy of even lower ratios, as a scaled-up solid−
liquid separation scheme must first be defined before
meaningful trials can be undertaken. Second, the partitioning
of the C14 isomers between the liquid and solid fractions is of
interest. These data make clear that the methyl-isomer
component of the isomer mixture does not solidify under
these conditions, even without the solvent present. Any loss of
branched isomers to the solid must therefore be via
encapsulation in the freezing n-C14 matrix. This can be
evaluated simply by looking at the C14 GC analysis of the

solids fraction. In these small-scale measurements, the occluded
branched C14 fraction is quite variable, ranging from as little as
28% to as high as 45% of the solidified mass. These
observations would indicate that a reasonable yield of the
branched C14 would be ∼40% of the starting alkane in the
absence of a second round of processing and recovery. This is
based on a recovery of 75% C14 from the isomerization
conversion followed by a 55% recovery of branched isomers
from the aggregate. Finally, an indication as to whether the loss
of branched C14 is due to occlusion or to the onset of further
differential solidification would be of interest. This can be done
in several ways. We have chosen to compare the signal intensity
distribution of the branched fraction in the GC analysis of the
liquid recovered containing 0.5% residual n-C14 with that
observed in the mixture prior to solvent dewaxing, as shown in
Figure 4. Both chromatograms have been normalized to peak

FID current of the 3-methyltridecane isomer observed at a
retention time near 14.87 min. If there were no differential
crystallization, the intensity distribution of the branched C14
contribution in both samples would be perfectly superimposed.
However, note that the apparent intensity of the multibranched
isomer fraction shows a systematic relative attenuation in the
full complement of isomers relative to that observed in the
solvent-dewaxed isomer distribution. If monomethyltridecanes
are preferentially lost to the solid, normalizing on the
diminished fraction will artificially elevate the apparent intensity
of the higher branched isomers. While this results in a slight
yield loss, it actually increases the relative contribution of
multibranched isomers to the final isomer composition. Ideally,
a distribution of isomers, in which multibranched isomers are in
much greater abundance than monobranched isomers, similar
to that observed by Claude et al. in their Figure A5,14 would be
desirable, with respect to producing a low-freezing, highly
isomerized surrogate fuel in reasonable yield. However, since
our work is a precursor to the production of practical quantities
of such an isomeric mixture, the use of zeolites like ZSM-22,
which are not readily available commercially, precludes their
use by us. It is possible to produce an isomer distribution in
which the multibranched fraction accounts for over 60% of the

Table 2. Residual n-C14 Content and Freezing Points for
Representative C14:Solvent Ratios and Bath Temperaturesa

C14:solvent
ratio

bath temperature
(°C)

residual n-C14 mass
percent (%)

freezing point
(°C)

1:5 −40 9.4
1:5 −50 8.1
1:5 −60 4.3
1:5 −65 1.3 −71

1:3 −65 2.2 −41

1:2 −65 1.3 −71
1:2 −65 0.5 −71

aAs noted in the text, freezing points were only measured at a bath
temperature of −65° C after improving the filtration plunger.

Figure 4. Comparison of the relative populations of single and
multiply branched isomers before and after solvent dewaxing. Both
distributions are normalized to the peak FID current of the 3-
methyltridecane isomer at a retention time of ∼14.87 min. The relative
FID current of the multibranched isomers appears larger in the
dewaxed mixture than in the initially prepared mixture. This suggests
the selective solidification of some proportion of the monomethyl
isomers, such that when these are used as the normalization basis, the
apparent abundance of the multibranched isomers appears elevated.
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total distribution using our Pt/US-Y zeolite catalyst, as shown
in Figure 5. The residual normal fraction accounts for ∼7% of

the total. However, producing such a distribution comes at the
expense of yield. A total conversion of 98% is required with
∼68% cracking. When losses from solvent dewaxing are
factored in, a likely net yield of only 10%−15% remains.
When making practical quantities, a yield loss of this magnitude
is unappealing. However, if a distribution rich in multibranched
components is really required, the methods applied in this work
provide a pathway for such a composition.
Freezing Point Dependence on n-C14 Content. With

the availability of a nearly normal alkane-free mixture of C14
alkane isomers, we can better quantify the effect of the residual
normal fraction on the measured freezing point. Beginning with
the dewaxed isomer mixture, containing a normal remnant of
0.44%, we have prepared a series of compositions with
increasing normal C14 weight percent and had the freezing
point determined as prescribed by ASTM D-5972. The result is
shown in Figure 6. As the n-C14 content decreases, the impact
on freezing point becomes incrementally greater. This is most
pronounced at the lowest n-C14 content, where a 25 °C drop in
freezing point occurs with only a 1% absolute change in n-C14
content. While refining our solvent dewaxing procedures, we
estimated that a residual normal below 1.5% would be required

to meet the targeted freezing point of −47 °C. That boundary
value is reaffirmed through this measurement. What else
becomes apparent is just how sensitive the freezing point is to
the slightest changes in n-C14 content as it becomes vanishingly
small. At our lowest n-C14 content, the freezing point lies far
below the JP-8 specification of −47 °C. At such low true
freezing points, the instrumentation used to measure the
freezing point according to the applicable ASTM method
reaches a minimum meaningful value near −70 °C. If the true
freezing point falls below this value, a true freezing point is not
returned by the method. A remaining question is how strongly
the details of the isomeric composition influence the effect of
residual n-C14 on freezing point of the mixture. Unfortunately,
we have yet to identify a manageable approach for increasing
the relative content of multibranched isomers relative to the
monobranched fraction.

■ CONCLUSIONS
We have prepared a mixture of predominantly methyl-branched
C14 alkane isomers with a freezing point below −47 °C, which
is the specification value for JP-8 fuel, using an approach that is
amenable to scaling for preparing practical quantities of such a
mixture. The isomeric composition is achieved by subjecting n-
C14 to hydroisomerization using a 0.5% Pt/US-Y zeolite catalyst
at a fractional conversion just under 0.9. The cracked products
formed at this conversion can be efficiently separated from the
C14 fraction via fractional vacuum distillation. In order to
achieve the targeted freezing point, the residual n-C14 content
must be reduced to <1.5 wt %. n-C14 can be reduced to below
this amount using a solvent dewaxing method with a solvent
composed of a 50/50 mixture of methyl ethyl ketone and
toluene at a solvent:C14 ratio between 1:2 and 1:5. Direct
production of the isomer mixture based only on sequential
hydroisomerization and hydrocracking fails, because of an
unacceptably high residual n-C14 proportion, as well as
unacceptably high losses due to cracking at the conversion
required to minimize the normal residual. Using the nearly n-
C14-free isomer mixture as a starting point, the dependence of
the measured freezing point on the n-C14 content was
determined. This measurement affirms that the permissible
residual n-C14 must be limited to <1.5 wt % and reveals an
extreme sensitivity of the freezing point to quite small changes
in n-C14 content as it falls below 1 wt %.
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Characterization of Gaseous and Particulate Emissions From a
Turboshaft Engine Burning Conventional, Alternative, and Surrogate
Fuels
Jeremy Cain,† Matthew J. DeWitt,*,‡ David Blunck,§ Edwin Corporan,§ Richard Striebich,‡

David Anneken,‡ Christopher Klingshirn,‡ W. M. Roquemore,§ and Randy Vander Wal∥

†National Research Council; Wright-Patterson Air Force Base, 1790 Loop Rd. N. Bldg. 490, WPAFB, Ohio 45433-7103, United
States
‡University of Dayton Research Institute, 300 College Park, Dayton, Ohio 45469-0043, United States
§Air Force Research Laboratory/Propulsion Directorate, 1790 Loop Rd. N. Bldg. 490, WPAFB, Ohio 45433-7103, United States
∥Pennsylvania State University, 203 Hosler Bldg., University Park, Pennsylvania 16802, United States

ABSTRACT: The effect of fuel composition on the operability and gaseous and particulate matter (PM) emissions of an Allison
T63-A-700 turboshaft engine operated at four power settings was investigated in this effort. Testing was performed with a
specification JP-8, a synthetic paraffinic kerosene, and four two-component surrogate mixtures that comprise compound classes
within current and future alternative fuels. Comparable engine operability was observed for all fuels during this study. Major
gaseous emissions were only slightly effected, with trends consistent with those expected based on the overall hydrogen content
of the fuels. However, minor hydrocarbon and aldehyde emissions were significantly more sensitive to the fuel chemical
composition. Linear correlations between speciated hydrocarbon and aldehyde emissions were observed over the full engine
operating range for the fuels tested. The corresponding slopes were dependent on the fuel composition, indicating that fuel
chemistry affects the selectivity to specific decomposition pathways. Unburned fuel components were observed in the engine
exhaust during operation with all fuels, demonstrating that completely unreacted fuel compounds can pass through the high
temperature/pressure combustion zone. Nonvolatile PM emissions (soot) were strongly affected by the fuel chemical
composition. Paraffinic fuels produced significantly lower PM number and mass emissions relative to aromatic-containing fuels,
with the paraffin structure affecting sooting propensity. The observations are consistent with those expected based on simplified
soot formation mechanisms, where fuels with direct precursors for polycyclic aromatic hydrocarbon formation have higher PM
formation rates. The effect of a specific chemical structure on the relative PM production is important as this would not be
evident when comparing sooting tendencies of fuels based on bulk fuel properties. All fuels produced similar single log-normal
size distributions of soot, with higher sooting fuels producing larger mean diameter particles. It is hypothesized that the
controlling growth and formation mechanisms for PM production are similar for different fuel chemistries in this regime, with
composition primarily affecting soot formation rate. This hypothesis was supported by preliminary TEM analyses that showed
similar soot microstructures during operation with either conventional JP-8 or alternative fuels. Overall, this study provides
additional and improved insight into the effect of fuel chemical composition on complex combustion chemistry and emissions
propensity in a gas turbine engine, and can assist with the successful development of predictive modeling tools.

■ INTRODUCTION

Worldwide aviation growth, rising fuel costs, and limited
petroleum resources have resulted in a need to supplement
conventional jet fuel production with alternative (nonpetro-
leum derived) aviation fuels. The U.S. Air Force (USAF) and
the Commercial Alternative Aviation Fuel Initiative (CAAFI)
have taken lead roles in evaluating and certifying alternatively
derived fuels for operation in military and commercial aircraft,
respectively.1 The military aviation fuel specification for JP-8
(MIL-DTL-83133F)2 was modified in 2008, and a commercial
aviation fuel specification (ASTM D7566)3 was created in 2009
to allow for use of alternatively derived paraffinic kerosene fuels
as blending feedstocks up to 50% by volume with petroleum-
derived fuels. Specifically, fuels produced via Fischer−Tropsch
(F-T) synthesis [termed synthetic paraffinic kerosenes (SPKs)]
or hydrodeoxygenation and hydroisomerization of triglyceride-
type compounds [termed hydroprocessed esters and fatty acids

(HEFAs)] were certified for use as blending feedstocks in 2009
and 2011, respectively. SPKs and HEFAs are predominantly
composed of linear and branched (iso-) paraffins, with minimal
concentrations of aromatics (<0.5% by volume) and heter-
oatomic compounds (<15 ppmv sulfur and <2 ppmv nitrogen),
due to the synthesis techniques and current physical and
chemical specifications. However, as the diversity of potential
feedstocks and processing methods increases, in addition to the
desire to produce fully synthetic fuels that do not require
blending for use, it is expected that the range and types of
chemical functionalities in alternative fuels will significantly
increase.
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Understanding the effects of varying fuel composition on
engine performance and emissions propensity provides
guidance regarding the suitability of potential alternative fuels
for use in legacy and future aircraft and the impact on aviation
emissions. The latter is important since aircraft emissions, like
other sources, can have adverse human health effects4,5 and
may impact the atmospheric environment through direct and
indirect processes.6 There have been a number of experimental
investigations into the operational performance and emissions
propensity of combustors and turbine engines operated with
synthetic paraffinic-like alternative fuels (e.g., SPK and HEFA),
both neat and in blends with petroleum-derived fuels.7−22

These evaluations have shown that similar engine performance
and major gaseous emissions (e.g., CO2 and NOx) can be
obtained with a significant reduction in particulate matter (PM)
emissions (mass and particle number), as compared to
petroleum-derived fuels. Additionally, the selectivity of certain
minor speciated hydrocarbons and oxygenated species has been
found to be sensitive to fuel composition.7,23 This indicates that
the fuel structure has an impact on the complex physical and
chemical processes occurring within a gas turbine combustor.
An improved understanding of the effect of chemical
compound class on combustion emissions and performance
can help identify optimal compositional properties of
alternative fuels and assist in the development of experimental
and predictive modeling tools (e.g., “Rules and Tools”
program).1 This understanding is also practical, as supplemen-
tal fossil feedstocks (e.g., oil shale, tar sands) are beginning to
be used to augment traditional crude-oil resources.
A detailed study was performed with fuels of varying

chemical compositions to characterize the operation and
emissions of a turboshaft engine over a range of power
settings. Testing was performed with a specification jet fuel (JP-
8), an SPK that conforms to the specification requirements for
an alternative fuel blend feedstock, and four two-component
surrogate blends that are composed of compound classes
typically found in aviation fuels and are representative of
potential classes in future alternative fuels. This effort also
supports a current Strategic Environmental Research and
Development Program (SERDP) project (WP2145) designed
to establish a scientific basis for developing accurate kinetic
models for gaseous [e.g., CO, NOx, total unburned hydro-
carbons (UHC), and hazardous air pollutants (HAPs)] and
particulate matter (soot) emissions from engines operating with
alternative and conventional fuels.

■ EXPERIMENTAL APPROACH
Fuels and Engine Operating Conditions. Two fully formulated

fuels and four two-component surrogate mixtures were evaluated to
investigate the effect of fuel composition on engine operation and
emissions propensity. The fully formulated fuels included a petroleum-
derived specification JP-8 and an iso-paraffinic kerosene derived from
coal via Fischer−Tropsch synthesis produced by Sasol (termed SPK in
this paper).15 The JP-8 conformed to standard fuel specification
requirements, with a total sulfur content of ∼700 ppmw and an
aromatic content near the average for a typical jet fuel (∼18.0%). The
SPK was produced via oligomerization of C3 and C4 olefins, followed
by hydrotreating and fractionation to produce a fuel with the desired
boiling range.24 This SPK is a highly branched iso-paraffinic fuel with
low cycloparaffin content and negligible normal paraffin and sulfur
content. The surrogates were composed of binary fuel blends that were
selected to independently assess the effect of various hydrocarbon
classes on emission propensity. All surrogates used n-dodecane (C12)
as the primary component, while the second component was

interchanged between m-xylene (m-X), methylcyclohexane (MCH),
2,2,4-trimethylpentane (iso-octane: i-C8), and n-heptane (C7). These
latter compounds represent aromatic, cycloparaffin, iso-paraffin, and n-
paraffin hydrocarbon classes, respectively. The percentage of the total
molar carbon from n-C12 for each mixture was kept constant (∼70.8%)
to provide a basis for comparison of the various fuels. In addition to
chemical structure, these mixtures allowed for investigation of the
effect of certain physical and chemical properties, such as the overall
hydrogen content (or hydrogen-to-carbon (H/C) ratio), which have
previously been used when comparing the emissions propensity of
petroleum-derived fuels. Selected properties of these fuels are shown
in Table 1. The properties shown were either determined using
standard ASTM test methods, calculated based on volume blend
percentages, or quantified via two-dimensional gas chromatography
(GC×GC) analysis. Testing with multicomponent solvents of specific
hydrocarbon classes may be more applicable to ultimate implementa-
tion in existing engines; however, the current approach allows for
direct investigation of the respective individual compounds and assists
with ongoing development of predictive engine modeling tools.

Testing was performed using an Allison T63-A-700 turboshaft
engine located in the Engine Environment Research Facility of the
Aerospace Systems Directorate at Wright-Patterson Air Force Base.
This engine model and combustor type have been used extensively in
prior studies that investigated the effect of fuel composition on
emissions propensity and engine operation.10−13,15,16,22,25,26 Engine
emissions and operability measurements were obtained at four engine
power conditions: nominally 3% (low-speed idle), 7% (high-speed
idle), 15% (intermediate), and 85% (cruise) of the maximum rated
power (nominally 282 HP). The low-speed idle condition was set by
controlling the throttle position, while the turbine outlet temperature
(T5) was maintained constant for all other power settings/fuels to
provide an equivalent basis for comparison (overall power output).
The engine was started with JP-8 for each test to provide baseline
operation and emissions data, transitioned to the specific test fuel
supplied from an external tank, and subsequently returned to JP-8 to
verify consistent operation. This approach minimized the amount of
each test fuel required to perform the desired measurements. It should
be noted that, although the T63 is an older technology engine, the
emissions trends and operational performance with varying fuel
compositions from this platform have been consistent with those
observed for more modern technology engines.27

Gaseous and Particulate Emissions Measurements. Major
and minor gaseous and PM emissions were quantified during the
engine testing. Samples were extracted from the engine exit plane via
temperature-controlled probes (150 °C with recirculating oil) and
transported 25 m through heated 0.775 cm i.d. stainless steel tubing to
analytical instrumentation located in the Air Force Research
Laboratory (AFRL) Turbine Engine Research Transportable Emis-
sions Laboratory (TERTEL). The transfer lines were heated to avoid
condensation of volatile organic compounds and water vapor and
reduce the loss of soot onto the tube walls. Gaseous (undiluted) and
PM (N2 dilution at the probe tip) emissions were measured using
separate probes, with the respective transfer lines maintained at 150
and 75 °C. Sample dilution is used for aerosol measurements to inhibit
particle interactions during transport and to prevent saturation of
measurement instrumentation. A nondispersive infrared (NDIR)
analyzer (California Analytical, model 602P; ± 2% accuracy) was
used to determine the dilution ratio for correction based on the diluted
and raw CO2 concentrations.

The total particle number (PN) (number of particles per volume of
sample gas) and particle size distributions (PSD; 5−230 nm) were
measured in the diluted sample stream using a condensation particle
counter (CPC; TSI, model 3022A) and scanning mobility particle
sizer (SMPS; TSI, model 3936), respectively. The SMPS consisted of
an electrostatic classifier (TSI, model 3080), long differential mobility
analyzer (DMA; TSI model 3081), and a CPC (TSI, model 3025A).
The reported CPC instrument measurement accuracies are ±10% for
the model 3025A, and ±10% for measured concentrations of <5.0 ×
105 particles/cm3 and ±20% for higher concentrations for the model
3022A. Measurement repeatability is typically less than ±5% during

Energy & Fuels Article

dx.doi.org/10.1021/ef400009c | Energy Fuels 2013, 27, 2290−23022292

179 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



testing. Black carbon total mass emissions were quantified using a
multi-angle absorption photometer (MAAP) (±5% of measured
concentration). The MAAP measurements were corrected for the
nitrogen dilution used to prevent condensation of moisture and
volatile species.
Major and minor gaseous emissions were quantified in the raw gas

sample. A Fourier-transform infrared gas analyzer (MKS, MultiGas
2030) measured the concentration of several major and minor gaseous
species, including CO2, CO, NOx, CH4, and C2H4 (±2% of measured
concentration). A flame ionization detector (California Analytical,
model 600) measured the total unburned hydrocarbons (UHC) (±3%
accuracy). Trace and specific hydrocarbon species were sampled and
quantified via two separate methodologies. Charcoal tubes (Supelco,
Orbo−32 small) were used to sample unburned hydrocarbons,
including low molecular weight aromatics (e.g., mono- and
diaromatics). Dinitrophenylhydrazine tubes (DNPH; Supelco,
LpDNPH H30) were used to sample aldehydes. Compounds were
extracted from the respective tubes using carbon disulfide (charcoal)
or acetonitrile (DNPH), and quantification was performed via gas
chromatography with flame ionization detection/mass spectrometry
(hydrocarbons) and high pressure liquid chromatography with
ultraviolet detection (aldehydes). Correction for the respective
sampling, extraction, and quantitation efficiencies for each technique
was made to determine the actual mass for each species of interest in
the exhaust. The relative uncertainties for these methods based on
propagation of error analysis are estimated to be ±3% of the reported
concentrations. Further details on these specific techniques are
provided elsewhere.28

Emission Index Calculations. Emission index (EI) values,
defined as the amount of the combustion product normalized to the
mass of fuel burned, were used for data comparison. This approach
provides normalization when comparing engine operation with
different fuels and at varying power settings. Emission index values
for gas-phase compounds (mass emitted/kg fuel consumed) were
calculated with a method similar to that used by Spicer et al.,29 which
determines the mass of fuel burned by assuming all fuel carbon is
emitted as CO2, CO, and UHC

α
= ×

+ · + +
⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

m
EI
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kg

(MW 10 )
(MW MW ) ([CO ] [CO] [UCH])x

i i i
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C H 2
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where mi and MWi are the emitted mass and molecular weight of
species i, MWC and MWH are the molecular weights of carbon and
hydrogen, α is the hydrogen-to-carbon (H/C) ratio of the fuel, and
[CO2], [CO], and [UHC] are the concentrations of CO2 (back-
ground-corrected for atmospheric concentration), CO, and UHC in
the exhaust, respectively.
Particle number emission indices were calculated using the

methodology included in the current draft of the SAE Aerospace
Information Report (AIR) 603730
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where PN is the dilution-corrected particle number (i.e., number of
particles per mL of sample gas) at the CPC inlet, and Tsample and Psample
are the sample temperature and pressure, respectively, at the inlet of
the CPC.30

■ RESULTS AND DISCUSSION
Engine Operability. The basic engine operability, as

inferred from the required fuel mass flow rate to achieve the
target power setting and short duration operating stability, was
similar over the full power range for all fuels evaluated in this

study. A slight reduction (∼1−4%) in the required mass flow
rate at the highest power setting relative to operation with JP-8
was observed for the paraffinic fuels with higher overall
hydrogen content. This is most likely due to the higher heat of
combustion by mass (e.g., see Table 1).

Gaseous Emissions. Major Emissions. The major gaseous
emissions were similar with different fuels, following trends
consistent with those expected primarily based on the overall
hydrogen content of the fuels. Emissions indices of CO2 and
CO over the range of power conditions studied are shown in
Figures 1 and 2, respectively. Gaseous emissions data were not

obtained during operation with the C7/C12 blend at the 15%
power condition due to a malfunction in the heated transfer
line. As shown, the CO2 emissions increased with increasing
engine power with a concurrent decrease in CO emissions;
these trends are due to improved combustion efficiency at
higher power settings. The measurement uncertainties for these
species were 1−2%. The trends observed for CO2 with fuel
type are within the measurement uncertainty, but the trends for

Figure 1. Emission indices for CO2 as a function of engine power and
fuel.

Figure 2. Emission indices for CO as a function of engine power and
fuel.
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CO are statistically significant (error bars within plot symbols).
Both CO and CO2 emissions were reduced as the fuel H/C
ratio increased (e.g., paraffinic mixtures), as expected based on
comparable required mass flow rates. The CO emissions for the
paraffinic fuels were reduced by approximately 10−20%
(compared to JP-8) over the full range of power conditions
evaluated. Notably, the CO and CO2 emissions for the m-
xylene/C12 blend were equivalent to those for JP-8, which
could be expected since the hydrogen content of these fuels was
almost identical. The trends for the total unburned hydro-
carbon emissions (not shown) were consistent with those for
CO, with a 10−20% reduction (compared with JP-8) at the
lowest power setting. The total NOx (NO + NO2) emissions
were minimally affected during operation with the various fuels,
which is reasonable since the formation of these species is
primarily thermally driven and the turbine exit temperature was
maintained constant. The effect of the specific chemical
structure for the paraffinic fuels on the major emissions was
not readily evident. In general, the effect of bulk fuel properties
(e.g., hydrogen content) on CO, CO2, and total UHC
emissions is consistent with those previously observed during
testing with neat synthetic and blends of SPK-type fuels on this
and other turboshaft engines.12,13,15

Minor Speciated Emissions. The effect of fuel composition
and structure was significantly more evident during quantifica-
tion of the minor speciated gaseous emissions. In particular, the
speciated aromatic emissions were very sensitive to the fuel
composition, which is important since these classes of
compounds are known precursors to polycyclic aromatic
hydrocarbons (PAHs), and subsequent soot.31 Comparisons
of the emission indices (EI) of benzene and toluene as a
function of engine power and fuel type are shown in Figures 3

and 4; these correlations illustrate the dependence of aromatic
formation on fuel composition. The measurement uncertainties
based on propagation of errors analysis were approximately 4−
7% of the measured concentrations; error bars are within plot
symbols. For all fuels tested, the emission indices of these
species decrease with increasing engine power, which is due to
increased combustion efficiency at elevated combustor temper-
atures and pressures. With respect to the effect of fuel
composition on formation of a specific species, a significant

reduction in both benzene and toluene yields (relative to
operation with JP-8) was observed for the paraffinic fuels. In
terms of the chemical structure, species that are either direct
precursors (e.g., cycloparaffins) to these specific aromatic
compounds or selectively form reaction intermediates prone to
ring formation have higher aromatic yields. The propensity of
the molecular structure of paraffins to produce benzene or
toluene was observed to follow cycloparaffin > iso-paraffin > n-
paraffin. For example, the C7/C12 blend produced the lowest
benzene yields, followed by the iso-paraffinic fuels (i-C8/C12
and SPK), and then MCH/C12. Cycloparaffins can form
aromatics directly through dehydrogenation of the ring
structure via intermolecular hydrogen abstraction reactions
(e.g., high yield of toluene for MCH/C12 at low power).
However, iso- and n-paraffins must first undergo either ring
closure or decomposition to combustion/pyrolytic intermedi-
ates prone to ring formation (e.g., propargyl radicals and
propylene) to ultimately form cyclic and aromatic compounds.
Additionally, an increased branching ratio of iso-paraffins results
in higher production rates of the C3-intermediates prone to
ring/aromatic formation and growth. These effects were
evident in the benzene selectivities, as shown in Figure 3.
The SPK most likely had a higher benzene formation than the
i-C8/C12 blend due to the larger number of potential
intermediates and products that could selectively form a six-
member ring. It should be reiterated that the SPK in this study
was highly branched with no linear paraffins, whereas the i-C8
blend had a high n-paraffin percentage (>70% C12). The
selective decomposition of the SPK to C3-intermediates is
further illustrated by comparison of ethylene emission indices
as a function of engine power and fuel, as shown in Figure 5.
The SPK had lower ethylene yields compared to all other fuels,
which were similar at all but the highest power condition.
Ethylene is produced via β-scission decomposition of primary
carbon radicals; the lack of linear character in the SPK inhibits
the ethylene formation during pyrolytic decomposition of the
fuel. JP-8 had the highest quantified yields of benzene and
toluene, which occurs since the base fuel contains these
compounds that can be emitted as uncombusted fuel
(discussed in next section) and also formed from precursors
(e.g., cycloparaffins). The moderate yields of these two specific
aromatic compounds for the m-X/C12 blend occurs since the

Figure 3. Emission indices for benzene as a function of engine power
and fuel.

Figure 4. Emission indices for toluene as a function of engine power
and fuel.
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direct formation of benzene/toluene from m-X is not inherently
favored. However, the measured m-xylene emission index for
this blend (∼3.2 g/kgfuel at low-speed idle) was 20 times higher
than that for JP-8 due to direct emission of unburned fuel
(discussed later).
Larger molecular weight aromatics were quantified in the

engine exhaust during testing. Mass emissions of naphthalene
and pyrene were highest for JP-8, followed by m-X/C12 and the
SPK (factor of 5−10 lower than JP-8). These trends are
consistent with the previous discussion regarding the presence
of these compounds in the base JP-8 fuel and production
pathways for ring closure and molecular growth. Moreover, JP-
8 contains direct precursors for production of naphthalene,
such as decalin and tetralin, which will increase the rate of this
specific formation pathway. This further illustrates the effect of
chemical class and molecular structure on speciated compound
formation. The naphthalene and pyrene emissions for the
paraffinic surrogates were below the quantitative detection limit
of the analytical technique employed. However, these and
larger PAHs are present since they are produced via the
controlling free-radical pyrolytic pathways in the combustion
regime.
Speciated aldehydes were sampled and quantified for the

fuels tested. Similar to the results for unburned and speciated
hydrocarbons, the emission indices for the aldehydes decreased
with increasing engine power. The most prevalent aldehydes
emitted for all fuel and engine power combinations were
formaldehyde, acetaldehyde, and propionaldehyde. The only
exception observed was that the m-tolualdehyde emission was
higher than propionaldehyde for the m-X blend testing, which
is attributed to the direct formation of this specific aldehyde
from m-X in the fuel. Unfortunately, comparison of form-
aldehyde emissions was not possible for some test conditions
due to intermittent moisture condensation at a heated transfer
line connection. The high absorption efficiency of form-
aldehyde in water precluded comparison of the formaldehyde
emission trends. All other gaseous species were unaffected by
the occurrence of moisture condensation. Similar studies on
this T63 engine with the same JP-8 and comparable SPKs have
shown that formaldehyde is the aldehyde produced in the
highest yield.28

Linear Correlations between Speciated Emissions. Recent
studies characterizing the emissions from a gas turbine engine
operated with petroleum-derived fuels have shown that linear
correlations exist between various species in the exhaust
stream.32,33 For example, Yelvington et al.33 observed linear
correlations between various hydrocarbons and formaldehyde
with a slope independent of power setting and petroleum fuel
composition. These correlations are beneficial because they
provide a convenient basis for removing the effect of ambient
inlet temperature from the data and allow for comparison with
other studies that are performed under significantly different
environmental conditions. They can also assist with the
development of improved emissions models for gas turbine
engines. Such correlations are useful since they could assist with
prediction of various speciated emissions by quantifying a few
select compounds. For petroleum-derived fuels, linear
correlations that are independent of composition indicate that
the relative formation rates of the various species are
proportional during oxidation/pyrolysis, and slight changes in
the base composition do not significantly alter relative
production rates.
Recent studies with SPK-type fuels have shown that the

relationship (i.e., slope) between speciated products is sensitive
to significant changes in the fuel chemistry.7,23 This implies that
the decomposition pathways and rates can be affected by the
fuel chemistry in the high pressure/temperature combustion
environment. A similar dependency for the emitted ratio of
combustion products was observed in the current study.
Comparison of the emission indices for benzene and
acetaldehyde to that of ethylene as a function of engine
power and fuel composition is shown in Figures 6 and 7,

respectively. Ethylene was used for normalization since it was
produced in significant yield, while accurate quantification of
formaldehyde (used in previous studies) was not obtained in
this study. Linear correlations between combustion products as
a function of power settings were observed for all fuels used in
this study. Similar linear relationships were observed for other
primary reaction products measured. Figure 6 shows that the
production of benzene relative to ethylene was highly sensitive
to fuel composition, with over a factor of 6 difference between

Figure 5. Emission indices for ethylene as a function of engine power
and fuel.

Figure 6. Correlation between the emission indices for benzene and
ethylene as a function of fuel composition and engine power settings.
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the highest (JP-8) and lowest (C7/C12) ratios. These results
indicate that decomposition products are formed proportion-
ally, but the relative rates (i.e., slopes) vary with significant
changes to the fuel composition, which is consistent with
previous studies.7,23 This occurs since specific reaction
pathways will be favored depending on the fuel chemistry. It
is noteworthy that the slopes and trends observed for the JP-8
and SPK fuels in this study were very consistent with those
from a recent study using the same SPK, but different JP-8, on a
CFM-56 engine.23 This demonstrates that the basic combus-
tion chemistry in these gas turbine engines is similar despite the
significant difference in the operating pressures and temper-
atures. It should also be noted that the slopes can vary with
either an increase or decrease in the formation rate of a given
species. For example, although the absolute yields of
acetaldehyde were similar for the different fuels over the
engine power range, a decrease in ethylene selectivity for the
SPK fuel resulted in doubling the slope of the correlation for
these species (see Figure 7). Hence, the SPK is not more prone
to formation of acetaldehyde, but rather this species is formed
at a higher rate relative to ethylene. Overall, these linear
relationships, which are a function of fuel chemistry, are useful
since they can assist with the understanding of the complex
combustion process, and can aid the development of predictive
computational models.
Unburned Fuel Emissions. During testing with the various

fuels, unburned/unreacted fuel compounds were emitted in the
engine exhaust at low power settings. The unburned fuel
compounds collected on the charcoal tubes were extracted
using carbon disulfide and identified and quantified using gas
chromatography/flame ionization detection. Chromatograms of
samples collected during testing with each of the two-
component blends and JP-8 at the lowest power setting are
shown in Figure 8 to illustrate the presence of unburned fuel
components in the exhaust. For all of the surrogate fuel blends,
n-dodecane is a primary emission product, along with the
second fuel component. Decomposition products (primarily
intermediate n-alkanes and 1-alkenes) are evident in the
chromatograms. For testing with JP-8, it is clear that unburned
fuel is being emitted from the engine, as the chromatogram of

the extracted hydrocarbons is identical to that for the fuel. It
was estimated from a detailed analysis based on the volume of
exhaust gas sampled and mass of total fuel collected that the
unburned fuel components comprised a significant percentage
(40−70%) of the total unburned hydrocarbon emissions
measured online for all fuels evaluated. This phenomenon
has also been observed for measurements recently obtained
from higher-efficiency turbine engines (e.g., CFM-56 and
F117) using the same methodology; these results will be
reported elsewhere. These results provide quantitative evidence
that uncombusted fuel components are emitted from gas
turbine engines during low power operation. In future studies,
the use of advanced analytical methods, such as two-
dimensional gas chromatography, will provide for improved
identification and quantitation of individual species and
chemical classes. The presence of specific unburned fuel
constituents (e.g., n- and iso-alkanes) in engine exhaust has
previously been reported for measurements from military34 and
commercial35,36 turbine engines using different sampling and
analysis techniques. The identification and quantification of
unburned fuel components in engine exhaust is important
because the UHCs are typically assumed to be partially oxidized
or pyrolyzed fuel products. Furthermore, computational models
used to accurately predict combustion efficiency and emissions
will need to account for physical effects, such as fuel droplet
atomization and vaporization, in addition to reaction kinetics,
to accurately predict unburned hydrocarbon emissions.

Figure 7. Correlation between the emission indices for acetaldehyde
and ethylene as a function of fuel composition and engine power
setting.

Figure 8. Gas chromatograph analysis of charcoal tube samples
collected during testing at the lowest engine power setting: (a) m-X/
C12, (b) MCH/C12, (c) i-C8/C12, (d) C7/C12, and (e) JP-8.
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Particulate Matter Emissions. Particulate matter (PM)
emissions were characterized during operation of the T63
engine with the varying fuel compositions over the operating
power range. The PM emissions reported herein are primarily
nonvolatile, since the exhaust is either highly diluted (aerosol
samples) or maintained at a temperature sufficient to prevent
condensation of volatile organic compounds (VOCs) or
particle nucleation.
PM Aerosol Emissions. The total particle number and size

distribution emissions were quantified for the various fuels over
the operating range of the T63 engine. It should be noted that
these data were not corrected for particle loss during transport
from the extraction probe to the instrumentation. There is
currently not an accepted standard methodology for determi-
nation of the transport efficiency of turbine engine PM through
sampling lines. However, estimation of the particle loss
percentage as a function of particle diameter was made based
on the primary loss modes, which include thermophoresis,
diffusion, and impaction, using the particle transport tool
developed by Liscinsky and Hollick.37 For the sampling
methodology used in this study, the estimated losses changed
the relative particle numbers (PNs) (reported below) by less
than 4% for tests at the 3, 7, and 15% power settings, and by
approximately 4−7% at the 85% power setting for all fuels
except the m-X/C12 testing (which was minimally affected by
the loss correction). Since these differences have a minimal
effect on the trends observed, all aerosol data presented herein
were not corrected for particle loss.
A comparison of the particle number (number of particles

emitted per kg of fuel burned) (PN-EI) as a function of power
setting and fuel type is shown in Figure 9. The total PN

emissions increased with increasing engine power for all fuels
tested, which is due to increased soot formation rates at higher
combustion temperatures and pressures. However, there is a
very strong dependence of the PN-EI on the fuel chemical
composition. The fuels that contain aromatics (JP-8 and m-X/
C12) had the highest propensity to form PM since PAHs are
precursors to soot.38 For the paraffinic compounds (inferred
from the two-component blends), sooting propensity was
lowest for the linear paraffins, with intermediate behavior for

the cyclo- and branched paraffins. The reductions in PN
emissions (relative to aromatic-containing fuels) were signifi-
cantly higher at the lower power settings, with the relative
reduction decreasing with increasing engine power.
The relative sooting propensity with respect to fuel chemistry

can be explained based on simplified formation mechanisms for
PAH, and subsequently soot, formation.31 Aromatic compo-
nents present in the parent fuel can act as direct precursors for
PAH formation via condensation and addition reactions with
products of incomplete combustion and pyrolysis. This can lead
to rapid molecular growth of the aromatics to higher molecular
weight PAHs. Paraffinic compounds, however, must first
undergo decomposition to lower molecular weight (C2−C5)
intermediates, which subsequently undergo addition and ring
closure reactions to form aromatic rings that continue to
grow.31,39−41 These additional reaction steps decrease the
overall PM formation rate produced from paraffinic fuels
relative to those with aromatics. With respect to molecular
structure, an increased branching ratio has been shown to
increase sooting propensity in both model and fully formulated
fuels, primarily due to the increased selectivity to species (e.g.,
propene and propargyl radical) that increase ring formation and
PAH growth rates.10,15,41 Cycloparaffins can undergo bond
fission, resulting in ring-opening reactions that provide
reactivity similar to that with normal paraffins. However, they
can also undergo direct dehydrogenation reactions to form
aromatics. These competitive pathways result in sooting
propensity that is comparable or greater than that in the iso-
paraffins,10 depending on the fuel formulation and combustion
conditions. As the combustion temperature increases, decom-
position and molecular growth reaction rates increase and, thus,
reduce the difference in sooting propensities between aromatic
and paraffinic fuels.
The fully formulated SPK had a sooting propensity between

the aromatic-containing fuels and the paraffinic surrogate
blends. It could have been expected that the SPK would
exhibit similar sooting propensity to the i-C8/C12 blend.
However, this specific SPK has a very high degree of branching
with no linear paraffinic content, while the surrogate blend has
a significant amount (>70% by mass). This high percentage of
n-paraffins substantially reduces the sooting propensity of the i-
C8/C12 blend. This behavior was also observed during a recent
study performed on the T63 platform using fully formulated
SPK fuels with varying branching ratios. It was observed that
the SPK fuels with higher iso-paraffin contents and degree of
branching produced higher soot.15

The sooting tendencies of hydrocarbon fuels have previously
been compared with respect to their hydrogen content (or H/
C ratio) since this has been shown to be a relevant parameter
for predicting sooting behavior.26,31,42 Other parameters, such
as the threshold sooting index (TSI), have also been shown to
correlate fuel properties (e.g., smoke point and fuel molecular
weight) to their sooting tendency. The aromatic content of the
fuel is also a primary factor in sooting tendency, as previously
discussed; however, this parameter is partially accounted for by
hydrogen content. A comparison of the ratio of the PN
emission index to that for JP-8 for the six fuels tested at cruise
power as a function of the overall hydrogen content is shown in
Figure 10 (uncertainty of ±28% of the calculated ratio). These
results are consistent with those expected as there is a general
correlation of decreasing soot formation with increasing
hydrogen content.26,31,42 However, there is a considerable
degree of variability in the relative PN emissions for the

Figure 9. Comparison of particle number emission index as a function
of fuel composition and engine power setting.
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paraffinic surrogate blends, even though the overall hydrogen
contents are very similar (e.g., SPK and i-C8/C12 blend). This
further illustrates that chemical composition can have a
significant impact on the overall sooting behavior of the fuel,
which is consistent with trends observed during comparable
studies.10,15 The differences in the sooting tendency of fuels
shown in Figure 10 are intensified relative to those for
petroleum-derived fuels since the chemical character (e.g.,
branching ratio) was substantially changed while maintaining a
constant hydrogen content. For petroleum-derived fuels, the
concentrations of multiple chemical classes are typically
changed in concert with hydrogen content, which will reduce
the overall variability in the corresponding sooting metric.
Overall, the observations for sooting propensity as a function of
fuel composition are consistent with previous chemical class/
alternative fuel studies and with simplified soot formation
mechanisms, where the formation rate of reactive intermediates
prone to molecular growth reactions affects the overall PM
emissions.
Soot particle size distributions (PSDs) were measured over a

mobility diameter range of 5−230 nm. As with the total PN-EI,
the size distributions are primarily for nonvolatile particles. The
PSD for each fuel, shown in PN-EI units for each dynamic
mobility diameter, at the high-speed idle (7%) and cruise
(85%) power conditions is shown in Figures 11 and 12,
respectively. The distributions are an average of multiple (2−5)
scans at each fuel and power combination. The PSD for each
fuel tested was observed to be unimodal and shifted to larger
particle sizes with increasing engine power. This is consistent
with characterization of nonvolatile PM emissions (e.g., no
nucleation mode < 10 nm observed) and has been reported for
previous studies.9,13,14,43−46 The general trend in the size
distributions as a function of fuel composition is consistent with
those observed for the total PN emissions. It is also observed
that the higher-sooting aromatic fuels have larger mean particle
diameters, with decreasing mean particle size for the paraffinic
fuels. The larger particles are selectively formed due to higher
soot formation and molecular growth rates, which increase the
particle size following inception; the decreased formation and
molecular growth rates for paraffin compounds renders smaller
particle sizes. On the basis of the similarities in the size
distributions throughout the engine power range, it is

hypothesized that the fuel composition primarily affects the
PM formation rate, but the formation and growth mechanism
of nonvolatile soot particles is similar. Further discussion is
provided during discussion of the nonvolatile soot morphology
determined via transmission emission microscopy (TEM). It is
acknowledged that subsequent volatile transformations of the
PM emissions during cooling and condensation may be
dependent on the fuel composition. However, the incipient
particles are minimally affected by this volatile fraction.

PM Mass Emissions. The total black carbon mass emissions
were measured using a multi-angle absorption photometer
(MAAP). Total PM mass emissions showed a strong
dependence on the fuel chemical composition, with trends
consistent with those for the total PN emissions. The
reductions in the mass emissions relative to JP-8 for a specific
fuel and engine power setting were proportional to, but slightly
greater than, the PN-EI emissions. A parity plot comparing the
percent reduction (from JP-8 emission levels) in mass emission
index (MAAP-EI; ± 6% relative uncertainty) and PN-EI

Figure 10. Comparison of particle number emission index at the 85%
power condition with respect to the fuel hydrogen content. Figure 11. Comparison of particle size distributions for the various

fuels at the 7% engine power condition.

Figure 12. Comparison of particle size distributions for the various
fuels at the 85% engine power condition.
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(±20% relative uncertainty) is shown in Figure 13. Specific
focus is given to the testing with the paraffinic fuels, which

showed the greatest relative reduction in both the total PN and
mass emissions, and also had the largest reductions in the
particle size distribution and corresponding mean particle
diameter characteristics relative to operation with JP-8. As
shown, the percent reductions in the mass emissions relative to
neat JP-8 were greater than the corresponding PN emissions.
This is due to the reduction in mean particle diameter on the
corresponding mass (i.e., particles are still formed, but impart a
smaller impact on the total mass emissions). These results show
that characterization of both mass and number emissions is
useful to provide improved insight into the effect of fuel
chemistry on emissions propensity and soot production
pathways.
Effect of Fuel Physical Properties on PM Emissions. The

effects of various liquid fuel properties that may potentially
impact combustion performance and emissions propensity were
examined. Fuel properties that affect fuel droplet spray and
atomization characteristics (e.g., viscosity and surface tension)
and vaporization rate (e.g., flash point) were measured and are
reported in Table 1. Fuel viscosity was measured at 40 and 90
°C (rather than at the specification test temperature of −20
°C) to be more representative of fuel nozzle temperatures. At
these elevated temperatures, there is minimal difference
between the bulk viscosities for all fuels evaluated. Similarly,
the measured surface tensions (between liquid and air) for
these fuels did not show a trend consistent with the observed
PM emissions. The paraffinic mixtures all had very low flash
points (below the +5 °C minimum instrument limit) due to the
high concentrations of the blend components with very low
flash points (<0 °C) despite that for n-C12 (74 °C). The flash
point of neat m-xylene (25 °C) is substantially higher, resulting
in a moderate flash point for the blend (44 °C), while the wide-
distillation ranging SPK and JP-8 have flash points consistent
with the production targets. The potential impact of fuel flash
point is believed to be minimal compared to the chemical
compositional effects. A previous study on the same engine
platform with various fuels and solvents showed minimal
correlation between fuel physical properties and PM

emissions.10 It should be noted that the aforementioned
properties may affect fuel spray characteristics under
combustion conditions (e.g., elevated temperature and
pressure) more strongly than indicated by the near-ambient
fuel property measurements. Fuel spray visualization studies
could be of merit in future investigations.

Transmission Electron Microscopy of Soot Particles.
Morphological analysis of the nascent soot structures produced
during operation with the JP-8 and SPK fuels was performed by
transmission electron microscopy (TEM) to provide insights
into the effect of fuel chemical composition on the soot
nanostructure. Soot particles were collected on 300 mesh
copper TEM grids (Ted Pella, Lacey Formvar/Carbon #01883-
F) loaded onto stages of a cascade impactor (MSP, nano-
MOUDI II, 125B). Samples were collected from a raw sample
line at low-speed idle, intermediate, and cruise conditions. Off-
line analysis of the soot particles was performed by a 200 kV
field emission TEM (JEOL, EM2010F). Micrographs for
samples collected on stage 11 (Dp,50% = 32 nm) of the cascade
impactor at the three power conditions for both JP-8 and SPK
are shown in Figure 14. These images are representative of soot
particles collected on different stages (particle sizes) and for the
various two-component fuel blends tested. Overall, the
nanostructure is similar for soot particles produced from all
fuels evaluated in this study. Particle lamellae are short and

Figure 13. Comparison of percent reduction in PN-EI to percent
reduction in MAAP-EI from JP-8 emissions.

Figure 14. TEM micrographs for particles collected on stage 11
(Dp,50% = 32 nm) of cascade impactor. Production conditions are given
in the panels: JP-8 (left), SPK (right), low-speed idle (top),
intermediate (middle), and cruise (bottom).
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poorly organized overall, and most are randomly oriented with
respect to one another rather than exhibiting a stacking order
(e.g., graphite). This type of disorder is indicative of chaotic
growth conditions wherein diversity of species, coupled with
high concentrations, disallows ordered growth.
With respect to engine power, the nanostructures appear

more defined at cruise than at the lower power conditions, yet
are still highly similar. Despite differences in turbulence and
mixing between low and high power levels, the similarity in
soot nanostructure is consistent with comparable soot forming
environments across engine conditions. Moreover, similarity
between both the nonvolatile soot nanostructure and the
particle size distributions (as previously discussed) indicates
that the mechanisms for (nonvolatile) soot particle formation
are similar; changes in gas-phase species concentrations (as
affected by fuel composition) or temperature would primarily
alter the PM growth rate. The soot nanostructure produced in
the turbine engine combustor shown in Figure 14 does not
resemble that typically produced in ordinary laboratory flames
with simple fuels;47 such differences are indicative of different
environments of formation and growth. Further study and
analyses are necessary to provide expanded insight into these
observations.

■ SUMMARY AND CONCLUSIONS
An investigation was conducted to study the effect of fuel
composition on the operability and gaseous and particulate
matter emissions for an Allison T63-A-700 turboshaft engine.
The testing was performed with a specification JP-8, an SPK,
and four surrogate mixtures that comprise compound classes
representative of current and future alternative fuels. All fuels
provided comparable engine operation during testing. Major
gaseous emissions were only slightly affected, with trends
consistent with that expected based on the overall hydrogen
content of the fuels. However, minor hydrocarbon and
aldehyde emissions were significantly more sensitive to the
fuel composition. The speciated aromatic emissions were highly
sensitive to chemical composition, as evidenced by their high
formation rates from fuels that contained aromatics or had high
selectivity to produce reactive intermediates prone to ring
closure and addition. The fuel composition was found to have a
significant effect on the specific decomposition and oxidation
pathways based on the impact to proportional formation rates
between individual species (i.e., slope). These data can assist
with understanding the complex combustion and pyrolysis
chemistry in addition to the successful development of
predictive modeling tools. Evidence of unburned fuel
components in the exhaust stream was observed for all fuels
evaluated in this study. This demonstrates that completely
unreacted fuel compounds can pass through the high
temperature and pressure combustion zone.
The nonvolatile PM emissions were strongly affected by the

fuel chemistry. Paraffinic fuels were found to produce
significantly lower PM emissions than fuels containing aromatic
compounds. Additionally, an increased branching ratio of
paraffins was observed to increase soot production. These
results are consistent with those expected from simplified soot
formation mechanisms, where compounds (e.g., aromatics) that
can act as direct precursors for PAH formation via
condensation and addition reactions with other combustion/
pyrolysis products will have higher relative PM formation rates.
However, paraffinic compounds must first undergo decom-
position to lower molecular weight intermediates prior to

molecular growth and soot formation. Paraffinic compounds
that have higher selectivity to form reactive intermediates prone
to ring growth (e.g., iso-paraffins) had higher soot formation
rates. Understanding the effect of chemical structure on
emissions propensity is important since the cause for observed
differences would not be evident when comparing sooting
tendencies of fuels based on bulk fuel properties. All fuels
produced similar unimodal particle size distributions, with
higher sooting fuels producing larger mean diameter particles.
On the basis of similarities in the nonvolatile particle size
distributions, it is hypothesized that the fuel composition
primarily affects the overall PM formation rate, but the
controlling growth and formation mechanisms are similar.
This hypothesis was supported by TEM analysis that showed
that the soot microstructure was similar during operation with
the different fuels. The effect of fuel composition on the total
PM mass emissions was consistent with that for the overall
particle number emissions, but mass reductions were slightly
higher due to shifts in the size distributions to smaller particle
size. This study provides additional and improved insight into
the effect of fuel chemical composition on gaseous and
nonvolatile particulate emissions.
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ABSTRACT: High-performance liquid chromatography (HPLC) with electrospray ionization−mass spectrometry (ESI−MS)
was used to identify several classes of heteroatomic, polar compounds containing oxygen, nitrogen, and sulfur in a variety of jet
fuel samples. While nitrogen, oxygen, and sulfur compounds are present only at low concentrations in jet fuel, they contribute
significantly to some important fuel properties. These trace, heteroatomic species can provide positive (e.g., improved lubricity)
or negative (e.g., reduced thermal stability) impacts. Reversed-phase liquid chromatography with ESI−MS detection allows for
the polar components to be selectively ionized and subsequently identified, despite the complex hydrocarbon fuel matrix. Phenols
and carbazoles are detected in negative-ion [M − H]− mode, while anilines, pyridines, indoles, and quinolines are observed in
positive-ion [M + H]+ mode. Accurate mass measurements allow for the molecular formula of the polar components to be
determined, while different structural classes of isomeric compounds could be determined via HPLC separation and the
formation of derivatives. Derivatization shifts the retention time, species masses, and potentially, the ion charge formed of specific
compound classes, allowing them to be positively identified. The usefulness and limits of HPLC with ESI−MS for quantitation of
these fuel polar, heteroatomic species are also explored.

■ INTRODUCTION

Aviation jet fuel is a produced via petroleum distillation to yield
a kerosene cut primarily consisting of aliphatic and aromatic
hydrocarbon species. While these bulk species give fuel many
desired combustion properties, such as a high heat of
combustion, other trace, heteroatomic species are also present,
which can provide positive (e.g., improved lubricity) or
negative (e.g., reduced thermal stability) impacts. A number
of chemical analysis techniques have been applied to the bulk
and trace analyses of jet fuels with separation techniques, such
as gas chromatography (GC) with various detection methods1

and, most recently, two-dimensional GC × GC.2,3 Pre-
separation techniques (e.g., solid-phase extraction) have proven
very useful in simplifying the complex fuel matrix for analysis of
trace species.4 Because GC is limited to compounds with
relatively high volatility, liquid chromatographic methods have
also been employed for analysis of lower volatility fuel species,
such as additives and metal species.5,6 However, many detection
methods used in liquid chromatography [e.g., ultraviolet−
visible (UV−vis) absorption, refractive index, and electro-
chemical] do not readily provide positive identification of
unknown compounds and are limited to species that have
unique properties particular to that detector. Mass spectro-
metric (MS) detection of liquid chromatographic separations
provides the promise of a more universal detection method,
which can also provide identification of species via exact mass
information. The ionization methods currently available for
liquid chromatographic detection [e.g., electrospray ionization
(ESI) and atmospheric pressure chemical ionization (APCI)]
are limited to species that are readily ionizable, and the
ionization efficiencies are very sensitive to the conditions
employed (e.g., ionization technique and mobile phase). High-

performance liquid chromatography (HPLC) with ESI−MS
detection appears to hold particular promise for the detection
of trace, heteroatomic species in complex hydrocarbon fuel
mixtures because these species are more readily ionizable than
the bulk hydrocarbon compounds.
In recent years, ESI−MS has been employed for the analysis

of many complex hydrocarbon mixtures, including petroleum,
diesel fuel, vegetable oil, and jet fuel.7−12 In limited studies of
jet fuel analysis, ESI−MS has been used to identify homologous
series of various trace species, including phenols, pyridines,
anilines, quinolines, carbazoles, and polar oxidation prod-
ucts.13,14 In this paper, we employ HPLC with ESI−MS
detection to explore the qualitative chemical analysis of trace,
heteroatomic species in a series of jet fuels. Both positive- and
negative-ionization modes are used for the identification of
naturally occurring polar, heteroatomic species, fuel additives,
and fuel oxidation products. The usefulness and limits of HPLC
with ESI−MS for quantitation of these species are also briefly
explored.

■ EXPERIMENTAL SECTION
Analyses were conducted using an Agilent 1200 series HPLC equipped
with a diode array detector in series with an Agilent 6210 Time-of-
flight mass spectrometer (TOF-MS). A reverse-phase column (Agilent
C8, 2.1 mm inner diameter, 5 μm particle size, and 100 Å pore size)
was used for both negative- and positive-ion modes. The column was
temperature-controlled to 30 °C to create a consistent slightly above
ambient temperature condition. Electrospray source conditions
included a nitrogen drying gas flow rate of 11 L/min at 350 °C, a
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nebulizing pressure of 50 psi, a capillary voltage of 3500 V, a
fragmentor voltage at 220 V, and an octupole radio frequency (RF)
voltage at 60 V. These conditions were used for both negative- and
positive-ion mode analyses. The diode array detector extracted a UV
absorption response at 254 nm, which was used to verify the
repeatability of samples through the column as well as confirm
retention times of standards.
Methanol and water were used as mobile-phase solvents, obtained

from Fisher Scientific, and of Optima liquid chromatography−mass
spectrometry (LC−MS) grade. An acetic acid modifier (Sigma-
Aldrich, eluent additive for LC−MS) was added to both mobile phases
at 0.1 vol % during the corrosion inhibitor/lubricity improver (CI/LI)
additive analysis. Samples analyzed via positive-ion mode were eluted
by a gradient of methanol and water, while negative-ion mode analyses
were carried out isocractically. All isocratic elutions were performed
with 100 vol % methanol for 10 min at 0.3 mL/min. The gradient
conditions for positive-ion mode were an isocratic hold at 60:40 (vol
%) methanol/water for 4 min and then a ramp to 100 vol % methanol
over 5 min, with a final isocractic hold of 11 min. The total analysis
time was 20 min at a total flow rate of 0.3 mL/min.
A total of 16 samples of petroleum jet fuels, including Jet A, JP-8,

and JP-5 fuels, were obtained from the Air Force Research Laboratory
(AFRL) Fuels Branch. Fuel samples were diluted by a factor of 20 in
methanol prior to injection. Pure compounds used as standards were
typically diluted to approximately 1 parts per million (ppm). These
dilutions were necessary because concentrated samples resulted in
severe peak tailing, as a result of overloading of the electrospray source
and/or MS detector, and decreased mass accuracy for empirical
formula generation. The sample volume injected was typically 5 μL,
although this was varied if the response was determined to be too high
or low. The accuracy of the exact mass measurements of the TOF−MS
system was found to be within ±15 ppm by comparison to known
standards obtained from Sigma-Aldrich.
For some analyses, liquid−liquid extractions were also performed

on the fuels prior to chromatographic injection. This extraction was
performed to concentrate the fuel polar species and remove any bulk
matrix effects that the fuel may have on the ionization of the desired
species. A 10 mL vial was used for the extractions, with 5 mL of fuel
being added along with 1 mL of methanol, at which point the two
phases were well-mixed. It was assumed that the polar fuel compounds
were efficiently extracted by the methanol, although this was not
verified. After the methanol was extracted, the mixture was further
diluted by a factor of 100 before injection.
Some fuel samples were treated with a derivatization agent to

selectively react with a target functional group. The objective of this
preparation is to assist with the identification of ionizable compounds,
which share similar retention times and molecular formulas. For initial
experiments with derivatization, primary amines (in jet fuel, these are
predominantly anilines) were targeted by reaction with 2-pyridine
carboxaldehyde, as shown in the reaction below.

The reaction was carried out by taking 100 μL of jet fuel and
adding 10 μL of 2-pyridine carboxaldehyde and 100 μL of
toluene to a 2 mL vial. The vial was heated to 75 °C for 1 h.
After cooling, 800 μL of methanol was added to further dilute
the sample. A series of standards were prepared by treating 1%
solutions of standard amines by similar means and then
analyzing the solutions by GC−MS. The GC−MS analysis
indicated that only the derivatization product and excess
pyridine-2-carboxaldehyde were present after the reaction.

■ RESULTS AND DISCUSSION
HPLC with ESI−MS detection was employed for analysis of
polar, heteroatomic species in a variety of jet fuel samples. The
goals of this effort were to (a) determine the usefulness of the
technique for analysis of these species in jet fuel, (b) determine
optimum analysis parameters for detection of these species, and
(c) determine the types of heteroatomic, polar species that are
commonly found in jet fuel. Initial chromatographic studies
were conducted on a JP-8 fuel sample (AFRL accession number
F-4177), which has been employed in other published
studies.15

Negative-Ion Mode Studies. Negative-ion mode with a
relatively short 50 mm C8 column was used, and the resulting
chromatogram for this fuel is shown in Figure 1. The figure

shows a large peak near 1 min retention time with a smaller
peak near 2 min retention time. Using an estimated void
fraction of 0.66 for the column yields a non-retained time of
0.49 min for this column, demonstrating partial retention of
ionizable species with only limited chromatographic separation.
While only fuel F-4177 is shown in Figure 1, it was found that
all 16 jet fuel samples evaluated here exhibited similar negative-
ion chromatograms on this column. The discussion here will
center on the 1 min retention time peak, because the second
smaller peak at 2 min is the result of increased background
response that occurs upon injection of fuel samples.
The presence of a single peak attributed to fuel components

indicates that very little chromatographic separation is
occurring here, but detailed analysis of the mass spectral
information shows evidence of separation. Figure 2 shows
extracted mass spectra at retention times of 0.71 and 0.82 min
within the single peak of Figure 1. The differences in the mass
spectra show that chromatographic separation is occurring
within this single peak. It is important to note that ESI is a soft
ionization technique that results in no observable ion
fragmentation. Also, because fuels are petroleum distillate
fractions, homologous series of compounds are expected and
their presence is readily observed by a mass series that differs by
mass-to-charge ratio (m/z) of 14 (CH2 mass). The top mass
spectrum in Figure 2 shows a m/z series (135, 149, 163, 177,
191, and 205), which are identified as being due to
deprotonation of a homologous series of alkyl-substituted
phenols. The identification of this series was determined by a
comparison of the measured exact m/z to calculated m/z (these
agree to ±4 ppm) and mass spectra and retention time
agreement with injected phenol standards. The identification of

Figure 1. TIC for JP-8 fuel F-4177 in negative-ion mode.
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phenols in negative-ion mode ESI−MS in methanol solvent is
also supported by the previous work by Rostad.13 In addition,
previous work via other methods has shown that phenols are
commonly found in jet fuel at concentrations up to ∼1000
ppm.16

The phenols observed in these fuels by ESI−MS correspond
to substitution on the aromatic ring with 2−10 carbons (CH3
and CH2 groups), but the mass spectral data do not reveal the
structural identity of the isomers present. GC has previously
been used for jet fuels to identify substituted phenols with up to
6 carbons,4 but detection of larger phenols is likely limited by
volatility and concentration. Thus, the current LC method
shows an improved ability to detect larger phenols in jet fuel.
Of the 16 jet fuel samples evaluated, only 1 showed no evidence
of the presence of phenols. This fuel contained high
concentrations of jet fuel additives (JP-8 + 100), which may
interfere with efficient ion formation in the ESI source. In
addition to the phenols, a few unmarked ions are present at
0.71 min (m/z 223, 255, and 283) but should be ignored
because they are present in the solvent. The exact masses of
these most likely indicate acid functionality.
The bottom of Figure 2 shows the extracted mass spectrum

for the 0.82 min retention time of Figure 1. The figure shows a
homologous series (m/z 152, 166, 180, 194, and 208), which
exhibit greater response than the phenols (note the change in
the y axis scale). This relative response cannot be readily related
to a corresponding concentration difference because the ESI−

MS response can vary greatly over species classes. This
homologous series remains unidentified after significant effort.
Exact m/z searches of the observed m/z ratios correspond to
unlikely molecular formulas for fuel components, e.g., C6H7N3S
for m/z 152. Samples of species classes, such as carbazoles and
nitrophenols, which may occur in fuels and have the correct
unit masses, were obtained and injected into the system but did
not exhibit the correct exact m/z ratios or retention times. It is
not clear at what mass this homologous series begins, but for
many of the fuels examined, a peak is also obtained at m/z 138,
potentially indicating a molecular mass of 139 atomic mass
units (amu). This homologous series was observed in 13 of the
16 fuel samples studied, and thus, this unknown homologous
series is commonly but not universally found in petroleum-
derived fuels. A number of fuel samples also exhibited
homologous series of larger molecular weight compounds
between m/z 250 and 400, shown in Figure 2 at 0.82 min.
These series are outside the typical boiling range of jet fuel,
potentially indicating that they may have formed as the fuel
aged and are oxygenated compounds. Identification of these
series has proven difficult, because the empirical formulas
generated by the software yield numerous complex molecules
that would not have survived the refining process. Future work
with standards and other fuels is warranted to better determine
what types of fuels contain these compounds as well as their
identity. Table 1 shows a summary of the 16 fuels and the
homologous series observed in negative-ion mode.

Figure 2. Extracted mass spectra (negative-ion mode) for the chromatogram shown in Figure 1. The top spectrum is at a retention time of 0.71 min,
and the bottom spectrum is at a retention time of 0.82 min.
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Positive-Ion Mode Studies. In negative-ion mode, the
phenol series and the unidentified series are the major species
observed. An example total ion chromatogram (TIC) for the
injection of JP-8 fuel F-4177 in positive-ion mode overlaid with
a methanol blank is shown in Figure 3. Unlike in negative-ion

mode, there is more than a single chromatographic peak
present. While there is a relatively small non-retained peak
present when the mobile phase is initially at 60:40 (vol %)
methanol/water, a larger group of peaks forms from 9 to 15
min as the gradient shifts to 100 vol % methanol. Comparing F-
4177 to a blank methanol injection shows that this group of
peaks is partially due to the gradient and various contaminants
in the mobile phase, while the initial peak at ∼2 min is unique
to the fuel. Employing a gradient has allowed for some
chromatographic separation to occur, although this separation

is still limited because of the similar polarities of the ionizable
compounds present in the fuel.
As with the negative-ion case, extracted mass spectra taken at

various retention times through the total ion response of the
positive-ion mode chromatograms show a number of species
classes that are partially separated. Because the ionizable
compounds elute over longer periods of time, an average mass
spectrum was taken from 5 to 11 min, to better illustrate the
multiple series present, as shown in Figure 4. The figure shows

a number of homologous series, which are tentatively identified
as protonated species containing single nitrogen atoms, because
the highest abundance homologous series have even m/z ratios.
The homologous series consisting of m/z ratios of 136, 150,
164, 178, and 192 are likely anilines and/or pyridines. Although
aniline compounds are more commonly found in jet fuels than
pyridines,3 injection of both species classes showed that
pyridine compounds exhibit greater response in the ESI−MS
detector. This agrees with the higher gas-phase proton affinity
of pyridines,17 which has been shown to correlate with
increased response in positive-ion mode ionization.10 Both
anilines and pyridines have the same molecular formulas, and
thus, the exact mass measurement cannot be used to
differentiate the structural isomers.
The homologous series with m/z 120, 134, 148, 162, 176,

190, and 204 match the exact masses of both indoline and
tetrahydroquinoline species classes. These homologous series
exhibit similar response to the aniline/pyridine series. Injection
of an example of indoline and tetrahydroquinoline compounds
indicated that both of these compound classes readily ionize in
the ESI source and produce the measured exact m/z ratios.
It is also apparent from Figure 4 that a low but measurable

response is obtained in positive-ion mode for a number of odd
m/z ratio compounds. At this time, the identity of these species
is unclear. The exact m/z ratios yield empirical formulas for
protonated single oxygen compounds and/or compounds with
both a single oxygen and sulfur atom, although no known fuel
species were identified. The odd m/z compounds appear to
elute somewhat earlier (1−5 min) than the even m/z
compounds, indicating that these unknown compounds are
more polar than the nitrogen species. Preliminary work with
the analysis of fuel samples after thermal oxidative exposure
shows that the even m/z nitrogen compounds decrease in
concentration, while the odd m/z compounds increase in
concentration. This observation supports the conclusion that

Table 1. Summary of Homologous Species Classes in Jet
Fuel via Negative-Ion Mode

functional
group(s)

matching exact
masses phenols unknown

unknown
(heavier series)

primary ions
present

149, 163, 177, and
191

152, 166, 180, and
194 290−350

potential
empricial
formula CnH(2n − 6)O CnH(2n − 5)N3S

fuel type

2747 Jet A × × ×
2959 Jet A × × ×
2985 JP-5 × ×
3656 Jet A × × ×
3658 Jet A × ×
3684 JP-8 × × ×
3773 JP-8 × ×
3804 JP-8 × ×
4177 JP-8 × × ×
4336 JP-8 × × ×
4339 JP-8 × ×
4351 JP-8 × × ×
4718 JP-8 × × ×
4751 JP-8 × ×
5098 JP-8
5699 JP-8 × ×

Figure 3. TIC for JP-8 fuel F-4177 in positive-ion mode overlaid with
a blank methanol injection as a dotted line.

Figure 4. Extracted mass spectra for the chromatogram shown in
Figure 3 averaged over 5−11 min.
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these odd m/z peaks are due to oxygen-containing compounds.
Previous work in the identification of odd masses from positive-
ion ESI of heavy crude oil indicated that most of the odd mass
ions were due to 13C isotopic species of the even mass ions
rather than from zero or even number of nitrogen species or
oxygen species.11 The large response observed here for the odd
masses relative to the even masses (up to 30%) shows that
contribution of the 13C isotopes is negligible. Further work in
the identification of these odd m/z responses is warranted.
Table 2 lists the homologous series observed in positive-ion

mode for the 16 jet fuels studied in this work. Three even m/z
series were observed in addition to the two series reported
above. These include a m/z 144, 158, 172, and 186 series,

which correspond to quinolines and/or amino-naphthalenes; a
m/z 166, 180, 194, and 208 series, which correspond to
pyrroles and/or indoles; and a m/z 154, 168, 182, and 196
series, which correspond to a homologous series of
decahydroquinolines. The peak shape of the decahydroquino-
line series is too broad to be observed with a gradient but was
identified using an isocratic mobile phase of 100% methanol,
because the narrower chromatographic peak gives improved
signal response. Also listed in the table are three homologous
series of odd m/z ions observed in positive-ion mode. As
mentioned previously, these appear to be oxygen-containing
species that have not been identified, although a number of

Table 2. Summary of Homologous Species Classes in Jet Fuel via Positive-Ion Modea

even molecular ion compounds odd molecular ion compounds

functional
group(s)

matching exact
masses

quinolines/
amino-

naphthalenes
indolines/
THQ

anilines/
pyridines

pyrroles/
saturated
indoles DHQ unknown

benzofurans/
benzopyrans unknown

primary ions
present

144, 158, 172,
and 186

148, 162, 176,
and 190

150, 164, 178,
and 192

166, 180, 194,
and 208

152, 168, 182,
and 196

173, 187, 201,
and 215

175, 189, 203,
and 217

169, 183, 197,
and 211

potential
molecular
formula CnH(2n − 11)N CnH(2n − 7)N CnH(2n − 5)N CnH(2n − 3)N CnH(2n − 1)N

CnH(2n − 12)O/
CnH(2n − 2)OS

CnH(2n − 10)O/
CnH(2n)OS

CnH(2n − 16)O/
CnH(2n − 6)OS

fuel type

2747 Jet A × × × × × ×
2959 Jet A × × ×
2985 JP-5 × × × × × × × ×
3656 Jet A × × × × × × ×
3658 Jet A × × × × ×
3684 JP-8 × × × × × × × ×
3773 JP-8 × × × × × ×
3804 JP-8 × × × × × × ×
4177 JP-8 × × × ×
4336 JP-8 × × × × × × ×
4339 JP-8 × × × × × ×
4351 JP-8 × × × × × × ×
4718 JP-8 × × × × × ×
4751 JP-8 × × × × × ×
5098 JP-8 × × × × × ×
5699 JP-8 × × × ×

aTHQ, tetrahydroquinolines; DHQ, decahydroquinolines.

Figure 5. TIC and EIC of underivatized Jet A fuel F-3658 in positive-ionization mode.
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heterocyclic oxygen species are potential candidates, e.g.,
furanones and benzopyrans.
Analysis of Derivatized Fuel Samples by 2-Pyridine

Carboxaldehyde. With the larger number of ionizable
compounds detected in positive-ionization mode and many
that share retention times and molecular formulas, derivatiza-
tion methods were employed to better identify heteroatom
species. Various fuels were analyzed after derivatization to
compare the extent of reaction, shift in retention times, and
exact masses of the reactants and products. While previous
work has been focused on F-4177, which is representative of
many JP-8 fuels, it is easier to carry out the discussion with fuel
known to contain a high heteroatomic concentration. Jet A fuel
F-3658 has been studied previously16 and contains a high
concentration of nitrogen-containing compounds, which will
better enable determination of the extent of derivatization and
show the ability of derivatization to allow for peak
deconvolution. Figure 5 shows the TIC of the underivatized
fuel F-3658 with the extracted ion chromatogram (EIC) of [M
+ H]+: C10H16N at m/z 150. This is the exact mass of a
protonated C5-substituted pyridine or C4-substituted aniline.
The TIC is similar to F-4177 because it has a large peak with

the apex between 10 and 15 min; however, a smaller initial peak
is not present. This could be due to the lack of odd m/z
compounds (from Table 2), which tend to be more polar and
elute earlier. F-3658 also exhibits a higher total response
relative to F-4177, most likely indicating a higher concentration
of ionizable heteroatoms. The extracted ion chromatogram of
m/z 150 shows three peaks between 0 and 10 min. Each peak
could represent various isomers of C5-substituted pyridines, C4-
substituted anilines, or another class of compounds that have a
very similar exact mass. Standards that we have analyzed show
that anilines typically elute earlier than pyridines, but it is still
unclear which peak is representative of each functional group.
The derivatization method described previously was employed
to verify the identity of the peak representing an aniline. Figure
6 overlays the TIC and EIC of m/z 150.128 and 239.154. The
latter is the exact mass of a C4-substituted aniline derivatized
with 2-pyridine carboxaldehyde. The EIC of m/z 239.154 in the
neat fuel did not produce any significant peaks of note (not
shown).

The TIC has not significantly changed after the reaction,
with only two additional narrow peaks eluting slightly after the
apex of the large broad peaks. Currently, it has not been
determined what these larger peaks represent or what leads to
their formation. Overall, the minimal change to the TIC
indicates that the bulk of the heteroatomic species has been
unaffected by the derivatization, which is the desired result. The
EIC of m/z 150 exhibits two broad peaks between 5 and 10
min, while the EIC of m/z 239 shows a larger peak at
approximately 9 min and a smaller peak at 10 min. The most
significant difference between the neat fuel and the derivatized
fuel, with regards to EIC of m/z 150, is the removal of the first
peak at approximately 2.5 min. Because the derivatizing agent
can only react with primary amines or, in this case, anilines, it is
reasonable to assume that the first peak is due to the elution of
C4-substituted anilines. The large peak of m/z 239 is therefore
due to the formation of the derivatized product. For this
derivatized compound, the retention time is increased from 2.5
to 9 min. This is to be expected from the formation of a larger
and less polar hydrocarbon. The analysis has shown similar
results to other masses in the aniline/pyridine series of m/z
136, 150, 164, 178, etc. with regards to removal of the first peak
in the EIC and producing an additional peak matching the exact
mass of the derivatized compound. Additional derivatization
schemes will be explored in the future as a means to identify
unknown heteroatomic species in fuel.

Analysis and Quantification of Known Standards.
Additional HPLC−MS studies were performed for various
nitrogen and oxygen species that are relevant to jet fuel analysis.
The goal of these studies is to show the response of these
species in positive-/negative-ion mode electrospray, to compare
the response of the species, and to determine the ability of
ESI−MS to quantify these species in fuel. Initially, a range of
heteroatomic species were dissolved in methanol at 1−10 ppm
and injected into the system while monitoring the response in
both negative- and positive-ion mode. The results are
summarized in Table 3. The table shows that phenols,
carbazoles, and nitrophenols are the only species classes
studied, which showed response in negative-ion mode. The
phenol observation agrees with our jet fuel results shown above
and with the previous work by Rostad.13 Interestingly, Qian et
al.11 reported a low response for carbazoles in positive-ion

Figure 6. TIC and EIC of Jet-A F-3658 after the reaction with 2-pyridine carboxaldehyde. The extracted ion chromatograms show the exact mass of
a C4-substituted aniline before (- - -) and after (· · ·) derivatization.
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mode electrospray, while we do not observe a carbazole
response in positive-ion mode but do see a response for these
species in negative-ion mode. The bulk of the nitrogen species
are successfully ionized in positive-ion mode, including both
“basic nitrogen species”, such as pyridines and quinolines, and
“neutral nitrogen species”, such as anilines, indoles, indolines,
tetrahydroquinolines, decahydroquinolines, and naphthyl-
amines. Other studies indicate that positive-ion mode electro-
spray response of petroleum is dominated by basic nitrogen
species.12 These differences may be due to the effect of various
experimental parameters, such as the mobile phase, presence of
modifiers, concentration, presence of other analytes in the
spray, spray parameters, etc., on ionization efficiency. Because
jet fuel may contain both neutral and basic nitrogen species, the
response reported here is desirable but creates challenges in
identifying the species classes that exhibit identical exact m/z
ratios.
Figure 7 demonstrates the ESI−MS response versus

concentration for a series of four alkylphenols. The plot

shows that 2,4-di-t-butylphenol has the greatest response, with
a factor of ∼40 greater response than 2,6-di-t-butylphenol. The
other two phenols (2,3,5-trimethylphenol and 4-t-butylphenol)
have responses between those two. The data demonstrate that
small changes in alkyl substitution have a large effect on the ESI
response. Each of the four phenols displayed linear responses
over 3−4 orders of magnitude in concentration. The high

responding species 2,4-di-t-butylphenol exhibited nonlinearity
(not shown) at concentrations above 2 × 10−5 M, possibly
indicating that nonlinearity is more a function of signal
response than concentration. The varying response may be due
to a number of factors, including chemical effects of the
structure on ionizability in the liquid and gas phases and the
effect of the phenol structure on physical properties, which
influence the ability of species to form bare ions from the spray
droplets. The data of Figure 7 show the challenge in using ESI−
MS for quantification, especially for jet fuels, which contain
hundreds or thousands of different species, often including
dozens of differently alkyl-substituted species of a given class,
e.g., alkyl-substituted phenols.

Analysis of Corrosion Inhibitor/Lubricity Improver
Additive Dilinoleic Acid. A corrosion inhibitor additive,
which also gives fuel improved lubricity, is added to JP-5 and
JP-8 fuels at concentrations of 9−22.5 mg/L. The most
common formulation of this additive includes an active
ingredient, which is a dimer of linoleic acid, with a molecular
weight of ∼562 amu. This additive is not amenable to analysis
via GC because of its low volatility. Here, we explore the use of
HPLC−MS for qualitative and quantitative analyses of the
additive. Figure 8 shows the TIC obtained for JP-8 fuel after a
liquid−liquid extraction with an additive concentration of 10.2
mg/L. A concentration of 0.1 vol % acetic acid is added to the
methanol mobile phase, which results in an improved response
for the additive. The initial peak near 0.7 min is due to fuel
heteroatomic species, such as phenols and the unidentified
homologous series starting at m/z 138, and the peak and
shoulder at 0.8 and 1.2 min, respectively, are primarily due to
the CI/LI additive. A mass spectrum at a retention time of 1.2
min is also shown in Figure 8, demonstrating a grouping of
masses near m/z 561, which we attribute to linoleic acid dimers
with various levels of saturation. The signals at m/z 255 and
283 occur as background ions that typically show a slightly
increased response when fuel is injected.
Also shown in the figure is an EIC of the m/z 561 ion,

showing a peak at 1.2 min. This extracted ion signal at m/z 561
was used for quantitation of the CI/LI additive in jet fuel. An
example of using the standard addition method for quantitation
is shown in Figure 9. Aliquots (3, 5, and 10 μL) of a 930 mg/L
CI/LI standard mixture were added to 1 mL of methanol
extracted from a jet fuel using the LLE method. The plot
demonstrates quantitation of 0.85 mg/L of additive after
accounting for dilution factors via successive addition of
additive with excellent response linearity. Standard addition is
a good choice for quantitation in jet fuels because of the strong
effect of the solution matrix on ionizability using ESI−MS. We
estimate a detection limit for the CI/LI additive of ∼0.1 mg/L
using this method.

■ CONCLUSION
These initial studies have shown a number of potential as well
as limited applications for using LC−MS in jet fuel analyses.
The functionality of the ESI source in eliminating response of
the bulk hydrocarbon matrix is a great asset for targeting trace,
heteroatomic species. We have identified many common
species present in fuel samples to sub-ppm levels, which is
below the typical detection limit of GC−MS analyses.
Currently, this analysis is limited to a qualitative analysis.
Quantitation in a fuel matrix has proven to be difficult beyond
single standards because the ESI response can vary by orders of
magnitude for compounds from the same functional group.

Table 3. Ionization of Polar, Heteroatomic Species via ESI−
MS

ionization mode

species class species evaluated
postive
(+)

negative
(−)

phenols ethyl, dimethyl, trimethyl, and di-t-
butyl phenols

×

carbazoles carbazole ×
nitrophenols m-nitrophenol ×
anilines methyl and ethyl anilines ×
indoles 2-methyl and 6-methyl indole ×
indolines indoline and 3-methyl indoline ×
pyridines 2,4,6-trimethyl and 4-ethyl pyridine ×
quinolines quinoline, 3-methyl and iso ×
THQ tetrahydroquinoline ×
DHQ decahydroquinoline ×
naphthylamines 1-naphthylamine ×

Figure 7. Plots of negative-ion ESI−MS response versus concentration
for a series of alkylphenols.
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This instrument does show potential for quantitation of the CI/
LI additive in JP-8 by means of a standard addition method.
Additional work is being performed to improve the HPLC

separation of fuel samples. Separation by species classes would
greatly assist with identification and quantification of these
heteroatomic species. Derivatization will also be further
assessed, because we have shown it to be effective at targeting
and altering specific functional groups. Improved species
identification could be obtained by coupling a tandem MS to

produce ion fragmentation information. HPLC with ESI−MS
detection has shown promise for identification of trace, polar
species common to jet fuel, which is crucial for studies of fuel
thermal oxidation. While limited HPLC−MS work has been
performed here and elsewhere, further effort is warranted to
improve identification of various ions and to evaluate a larger
variety of fuel samples.
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Aluminum nanoparticles and explosive formulations that incorporate them have been a subject of

ongoing interest due to the potential of aluminum particles to dramatically increase energy content

relative to conventional organic explosives. We have used time-resolved atomic and molecular

emission spectroscopy to monitor the combustion of aluminum nanoparticles within the overall

chemical dynamics of post-detonation fireballs. We have studied the energy release dynamics of

hexahydro-1,3,5-trinitro-1,3,5-triazine (RDX) charges incorporating three types of aluminum

nanoparticles: commercial oxide-passivated nanoparticles, oleic acid-capped aluminum

nanoparticles (AlOA), and nanoparticles in which the oxide shell of the particle has been

functionalized with an acrylic monomer and copolymerized into a fluorinated acrylic matrix

(AlFA). The results indicate that the commercial nanoparticles and the AlFA nanoparticles are

oxidized at a similar rate, while the AlOA nanoparticles combust more quickly. This is most likely

due to the fact that the commercial nano-Al and the AlFA particles are both oxide-passivated,

while the AlOA particles are protected by an organic shell that is more easily compromised than an

oxide layer. The peak fireball temperatures for RDX charges containing 20wt. % of commercial

nano-Al, AlFA, or AlOA were �3900K, �3400K, and �4500K, respectively. VC 2013 American
Institute of Physics. [http://dx.doi.org/10.1063/1.4790159]

I. INTRODUCTION

Aluminum nanoparticles and explosive formulations

that incorporate them have been a subject of significant inter-

est in recent years due to the potential of aluminum particles

to dramatically increase energy content relative to conven-

tional organic explosives. To date, a large number of alumi-

nized explosive formulations have been studied, as

summarized in several reviews.1,2 In general, it has been

found that oxide-passivated aluminum nanoparticles

particles react slowly relative to detonation processes and

contribute primarily to “late-time effects” such as post-

detonation fireball combustion and air blast1 due to the high

melting point3 (2054 �C) and mechanical strength of the ox-

ide shell that protects the aluminum metal core from oxida-

tion. Since the properties of the passivation layer are thought

to exert an important influence on the post-detonation chem-

istry, it seems reasonable to suspect that changing the nature

of this layer might significantly influence the chemical

dynamics.

In recent years, synthesis methods have been developed

to produce aluminum nanoparticles which are passivated by

an organic layer4,5 rather the traditional oxide shell. Alterna-

tively, synthesis routes to particles in which a pre-existing

oxide layer is functionalized with various organic species

have also been discovered.6,7 We have previously synthe-

sized5 aluminum nanoparticles capped with oleic acid and

characterized their reactivity.8,9 In these particles, the or-

ganic shell is lost at temperatures of 200–300 �C, exposing
the reactive core. These particles have also exhibited signifi-

cantly enhanced reactivity with room temperature water,8 as

well as with ammonium nitrate and ammonium perchlorate

matrices and their decomposition products after heating.9

The purpose of the current investigation is to study the

post-detonation combustion dynamics of hexahydro-1,3,5-

trinitro-1,3,5-triazine (RDX) charges incorporating three

types of aluminum nanoparticles: commercial oxide-

passivated nanoparticles, the oleic acid-capped aluminum

nanoparticles (AlOA), and nanoparticles in which the pre-

existing oxide shell of the aluminum particle has been func-

tionalized7 with an acrylic monomer and copolymerized in

the presence of a fluorinated acrylate to yield an aluminum-

fluorinated acrylic composite material (AlFA). The fluoro-

carbons in this material have been shown to vigorously react

with the Al metal to produce AlF3 and Al4C3 once ignited.7

Reaction with O2 in the surrounding air to produce Al2O3

also occurs (the material is fuel-rich), but the fluorination

reaction is kinetically dominant, making this an intriguing

candidate to also study in explosive formulations.

The progress of the post-detonation chemistry is tracked

using atomic and molecular emission spectroscopy methods.

a)Author to whom correspondence should be addressed. Electronic mail:

wlewis2@udayton.edu.
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Temperatures are obtained using a previously developed

atomic emission spectroscopy-based technique10,11 which

involves doping the explosive charge with an inorganic im-

purity. The temperature is then determined by monitoring

the relative intensities of atomic emission lines correspond-

ing to emission from different energy levels of a selected

atom. Chemical dynamics are tracked via the time-

dependent intensities of electronic emissions from species of

interest, such as Al atomic lines and AlO vibronic bands. By

combining temperature measurements with the time-

resolved emission spectroscopy methods used by earlier

groundbreaking investigations12–18 to characterize the com-

plex chemical dynamics occurring after the detonation of an

explosive charge, we are able to monitor the combustion of

aluminum particles within the overall chemical dynamics of

the explosion and correlate this with the energy release pro-

cess. We have successfully used this approach to study RDX

charges incorporating nano- and micron-sized aluminum par-

ticles previously.11

II. EXPERIMENT

Pressed right-cylindrical charges (25mm height� 25mm

diameter) of 20 g total mass were prepared from a mixture

of RDX (73wt. %), a hydroxyl-terminated polybutadiene

(HTPB) binder (6wt. %), and an aluminum powder (20wt.

%) chosen from commercial nano-Al, AlOA, or AlFA. In

order to obtain temperature measurements during the post-

detonation combustion via atomic emission spectroscopy,

1wt. % ball-milled barium nitrate was added to the mixture

and mixed thoroughly before pressing. Oxide-passivated

nanoparticles (30–70 nm particle size) were obtained from

Nano Technologies; the AlOA (20–70 nm particle sizes) and

AlFA samples were synthesized as reported previously.5,7

The AlFA material consisted of micron–sized particles con-

taining oxide-passivated aluminum nanoparticles (30–130 nm

size) polymerized into a fluorinated acrylic matrix. We note

that the commercial nano-Al is �80wt. % active Al metal

content. The AlOA particles are �40wt. % active Al; the

AlFA particles are �50wt. % active Al. All charges were ini-

tiated using Reynolds RP-80 detonators placed on the end of

each cylindrical charge.

Light from the explosions was collected from the end of

the charge opposite the detonator using a 5mm diameter col-

lection lens mounted to the end of a 1000 lm core-diameter

fiber optic (Ocean Optics). The collection optics were in a

shielded observation room located several meters away from

the explosive charge. The collection optic were aligned to

view the center of each charge through a BK7 glass view-

port. The collected light was sent to a time-resolved emission

spectrograph constructed from a 1/8m spectrometer (Oriel)

interfaced to a 4096 pixel line-scan camera (Basler Sprint)

with a data collection rate of 1–70 kHz. The resolution and

usable spectral range of the spectrograph were 1.2 nm and

380–720 nm, respectively. The wavelength and intensity

axes of the spectrograph were calibrated with a mercury-

argon lamp (Ocean Optics) and a halogen lamp with a known

color-temperature (Thorlabs), respectively. We note that due

to the low light output of the color-temperature lamp in the

blue region of the spectrum and the short maximum integra-

tion time of the detector (1ms), the spectrum intensity could

not be corrected for instrument response at wavelengths

below �460 nm. The spectrograph was triggered by the

fire control circuits used to detonate the explosive charges.

Spectra were recorded at an integration period of 15 ls per

scan and each shot was repeated several times in order to

confirm reproducibility.

We note that in the current investigation, detonation

should be complete within �5 ls of detonator initiation

given the length of the charge and the detonation velocity of

the formulation, with subsequent emission assigned to the

post-detonation fireball resulting from afterburning of under-

oxidized detonation products. Interestingly, spectroscopy

methods similar to those used in the current study have

observed very high temperatures (9700K) associated with

early (t� 21 ls) shock breakout into the surrounding air by

monitoring atomic emission signals from N and O atoms.16

We do not expect breakout effects to contribute significantly

to the results of the current study on account of the longer

delay times and the fact that our temperature measurements

are obtained from an atom found in the explosive formula-

tion but not in the surrounding air.

III. RESULTS AND DISCUSSION

In Figure 1, we show typical emission spectra collected

from RDX charges incorporating the commercial nano-Al,

AlOA, and AlFA. Each spectrum shown was collected at

t¼ 30ls, where t¼ 0 corresponds to explosion of the detona-

tor. The spectra are remarkably similar; in each we find a

broadband emission covering the entire visible spectrum,

Al 2P1/2
2S1/2 and 2P3/2

2S1/2 atomic emissions at 394

and 396 nm, respectively,19,20 and the AlO X B vibronic

band.21 We also see a strong Na emission at 589 nm resulting

from Na impurities3 in the sample, as well as peaks at 554 nm

and 706 nm due to the 1S0
1P1 and

3D3
3F4 transitions in

Ba atoms, and peaks at 455, 493, and 614 nm from the 2S1/2
 2P3/2, the

2S1/2  2P1/2, and the 2D5/2  2P3/2 transitions

in Baþ ions, respectively.22 The peak at 650 nm may

have contributions22 from both Ba (3D3
3D3) and Baþ

(2D3/2
2P1/2) at the resolution of the spectrograph. In the

case of the charges incorporating AlOA, we also see intense

Li lines at 610 nm and 671 nm, due to a Li impurity. A num-

ber of smaller unassigned peaks and bands are also found

throughout the spectra. Unfortunately, no AlF vibronic bands

were observed for the RDX-AlFA charges, possibly due to

the weak emission character of the AlF bands found in this

region of the spectrum.21 We note that additional AlF bands

have been reported21 at wavelengths outside the spectral range

of our spectrometer, and future experiments are planned to

focus on any UV emissions.

Although the spectra share the same basic features, the

time-dependence of the Al, AlO, and broadband emissions

differs between the charges containing the various types of

aluminum particles. In Figure 2, we show the intensity of the

Al atomic emission and the broadband emission as measured

at 600 nm as a function of time. Unfortunately, the AlO band

intensities could not be readily extracted and plotted due to

044907-2 Lewis et al. J. Appl. Phys. 113, 044907 (2013)
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the overlapping broadband emission in this region of the

spectrum. Nevertheless, visual inspection of the spectra for

the various charges as a function of time confirmed that the

Al and AlO signals occurred in coincidence, as is typical

during Al combustion.23–27 In Figure 2(a), we see that for

the RDX-AlOA charges, the Al atomic emission lines are

strongest in the scan obtained at t¼ 15 ls and then decrease

in each subsequent scan. In contrast, the RDX charges con-

taining commercial nano-Al or AlFA exhibit little Al or AlO

emission until t¼ 30ls. The time-dependence of the Al lines

in these two types of charges is virtually identical. The

intensity of the broadband emissions shows a similar trend.

Strong broadband emissions are typically observed during Al

combustion,23–27 but we must be cautious in the interpreta-

tion of this signal since it can also be produced by particu-

lates such as soot. In Figure 2(b), we see that the charges

incorporating commercial nano-Al or AlFA again behave

similarly to one another, while the evolution of the signals

from the RDX-AlOA charges is shifted to somewhat earlier

times. Taken at face value, the data in Figure 2 seem to indi-

cate that combustion of the AlOA particles within the post-

detonation fireball occurs on a faster timescale than either

the commercial nano-Al or AlFA, and that the timescale for

oxidation of the latter two particles is quite similar. If indeed

this is the case, we might expect to see some evidence of this

in the fireball temperatures. Temperature measurements are

particularly relevant for the AlFA material, since it may be

possible for the aluminum nanoparticles to react exothermi-

cally with the fluorinated acrylic matrix before competing

oxidation processes can occur,7 increasing the temperature,

but producing only weak AlF vibronic signals, for example.

In Table I, we list the apparent temperatures of the fire-

balls obtained from the Ba atomic emissions. The tempera-

tures were obtained by the two-line method, utilizing the 554

and 706 nm Ba emission lines since they persisted longest

following the detonations. Unfortunately, Ba emission lines

were not reliably prominent in the first 1–2 scans (0, 15 ls).
The error in the temperatures obtained in subsequent scans

was determined by the available signal-to-noise ratio of the

Ba peaks in the spectra, with higher Ba signals correspond-

ing to lower error bars. The error bars listed in Table I corre-

spond to either the 95% confidence level calculated from the

signal-to-noise ratio of the scan or the inherent accuracy

limit of the method,28 whichever is larger. As mentioned

above, each shot was repeated several times to confirm

reproducibility. The temperature of the fireball resulting

from the RDX charges containing the commercial nano-Al

are in the range of 3600–3900K, in good agreement with

earlier measurements.11 The temperature obtained for the

RDX-AlOA charges is initially in the 4000–4500K range,

but then quickly drops to less than 2600K for t� 45 ls. We

FIG. 2. Time dependence of (a) the Al atomic emission peak at 396 nm and

(b) the broadband emission at 600 nm for each of the types of explosives

charges studied following detonation.

FIG. 1. Emission spectra obtained from detonation of barium-doped 20 g

RDX charges containing 20wt. % aluminum nanoparticles chosen from

commercial nano-Al (bottom spectrum), AlOA (middle spectrum), or AlFA

(top spectrum). All spectra were captured at t¼ 30ls relative to the start of

detonation. Prominent peaks and bands are labeled with the identity of the

emitting species and the energy of the upper electronic state involved in the

transition. The spectra are corrected for instrument response at wavelengths

to the right of the vertical dashed line (k� 460 nm).

TABLE I. Apparent fireball temperatures for the various types of explosives

charges used in the current study, obtained from Ba atomic emission lines

evident in the time-resolved spectra. The temperature was calculated by the

two-line method using the Ba emission peaks at 554 and 706 nm. The 95%

confidence levels are given in parentheses.

Time (ls)
20wt. % commercial

Al in RDX

20wt. %

AlOA in RDX

20wt. %

AlFA in RDX

0 … … …

15 … 4000 (400) …

30 3900 (200) 4500 (500) 3200 (300)

45 3600 (300) <2600 3400 (500)
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can estimate only an upper bound for this temperature based

upon the presence of the Ba line at 554 nm and the absence

of any other Ba or Baþ lines in the corresponding spectrum.

The temperatures obtained for the RDX-AlFA charges are in

the range of 3200–3400K. It is interesting to note that this is

near the expected temperature for aluminum fluorination

reactions,29 although this may be coincidental since these

particles are fuel-rich and we know from the emission spec-

tra that oxidation is also occurring. For reference, the appa-

rent temperatures of RDX charges that contain no Al content

(obtained previously10,11 using the same methodology) are in

the range of 2600–2900K.

We note that two Li lines from different energy levels

are observed in the RDX-AlOA spectra, resulting from a Li

impurity in AlOA. Unfortunately, we cannot use these to

obtain an additional temperature measurement since the peak

at 671 nm oversaturated the detector in the as-collected spec-

tra (before correction for detector response was applied).

The prominent pedestal at the base of this peak is most likely

due to charge “bleeding” from the oversaturated pixels into

neighboring ones. Additionally, the Li concentration in the

sample is currently unknown, thus, we cannot be certain that

the Li emissions are not subject to self-absorption effects.

The fact that the temperatures obtained for the RDX-

AlOA charges is similar to (or perhaps even a bit higher

than) those of the charges with commercial nano-Al, while

the RDX-AlFA charges yielded lower temperatures, is con-

sistent with the observed oxidation kinetics discussed above,

i.e., that the oxidation timescales are similar for the commer-

cial nano-Al and AlFA but that the AlOA particles burn

more quickly. The AlOA and AlFA particles contain

�40wt. % and �50wt. % Al metal, respectively,5,7 only

about half of the Al metal content of the commercial par-

ticles. The lower percentage of Al metal content correspond-

ingly lowers the energy content of the explosive charge.

Consequently, if the AlFA particles burn at a similar rate to

the commercial nano-Al, then we would expect the tempera-

ture to be intermediate between that of RDX alone and RDX

with the commercial nanoparticles. This is precisely what we

observe. On the other hand, the observation that the RDX-

AlOA charges are able to achieve a peak temperature at least

equal to that of RDX with the commercial nanoparticles, de-

spite the substantially lower Al content, lends additional sup-

port to the idea that the combustion kinetics for the AlOA

particles are faster than those for the other particles studied.

Of course, the fact that the temperature drops so quickly for

the charges incorporating the AlOA particles also supports

this idea.

IV. CONCLUSIONS

The results of the current investigation seem to indicate

that the AlOA nanoparticles react more quickly in the fireball

than either the commercial nano-Al or the AlFA nanopar-

ticles even though the nanoparticle sizes in the samples are

comparable. It also indicates that the oxidation rates of the

commercial nano-Al and the AlFA particles (or at least the

Al content in the AlFA material) are similar. Clearly, addi-

tional experimental investigations and possibly also input

from theory will be required to establish a detailed mechanis-

tic understanding. Nevertheless, the most straightforward

interpretation of these results would seem to be that changing

the passivation layer of aluminum nanoparticles from an ox-

ide shell to organic passivation can significantly enhance the

post-detonation combustion kinetics.
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Converting Algal Triglycerides to Diesel and HEFA Jet Fuel Fractions
Heinz J. Robota,* Jhoanna C. Alger, and Linda Shafer

University of Dayton Research Institute, 300 College Park, Dayton, Ohio 45469, United States

ABSTRACT: Over 2 L of algal triglycerides were first converted to n-alkanes using a 3% Pd/carbon catalyst in a fixed bed
reactor at 350 °C under 800 psig of H2. The starting triglyceride was composed of 10.5% C16 and 85.2% C18 fatty acids. The
Pd/C catalyst exhibited primarily decarbonylation and total reduction deoxygenation pathways, which changed in relative
contribution over the nearly 200 h of continuous operation. Both the C18/(C18+C17) and C16/(C16+C15) product ratios changed
from 0.3 at the start of the deoxygenation run to 0.6 at its conclusion. Overall, the catalyst became more active during the run.
After a first pass deoxygenation, over 85% of the product was composed of n-alkanes divided nearly equally between the Cn and
Cn−1 chain lengths corresponding to the starting fatty acid chain lengths. The alkanes along with a few percent 1-alcohols were
separated from the remaining incompletely converted components by distillation and subjected to a polishing hydrogenation
using a 0.5% Pt/alumina catalyst. A portion of this first pass n-alkane composite was hydroisomerized to improve its cold flow
properties using a 0.5% Pt/US-Y zeolite catalyst. Even with an iso/normal ratio of just over 1 in the product stream, the mixture
solidified near ambient temperature. To further improve the cold flow properties of this diesel composition, it was subjected to a
solvent dewaxing procedure, which yielded a product that remained liquid at −20 °C. The incompletely converted components
remaining after the first pass deoxygenation were subjected to a second deoxygenation pass under the same conditions used for
the fresh triglycerides. The product alkanes were again separated by distillation, alcohols were reduced to alkanes, and a single
composite alkane mixture was prepared by combining the first and second pass alkanes. Overall, more than 95% of the product
stream produced by the two deoxygenation passes was composed of n-alkanes. This final composite mixture was processed
further to a HEFA (hydrotreated esters and fatty acids) jet composition using the same 0.5% Pt/US-Y zeolite catalyst at three
different conversion severities. With single pass cracking conversions of 43%, 59%, and 93%, yield losses of 41%, 44%, and 75% to
a C8− naphtha fraction were observed. Such high yield losses argue against a strategy where HEFA jet is the primarily targeted
product. We suggest a strategy in which the yield loss to naphtha can be limited to less than 10% based on making principally a
renewable diesel fuel from which a HEFA jet can be extracted as a minority product.

1. INTRODUCTION

To convert renewable triglycerides to liquid transportation
fuels, either diesel or HEFA (hydrotreated esters and fatty
acids) jet, a number of chemical transformations must be
undertaken.1 First, the triglycerides must be converted to
normal alkanes. This can be accomplished by catalytic
deoxygenation of (1) triglycerides; (2) free fatty acids derived
from triglycerides; or (3) secondary esters produced by the
transesterification of triglycerides with an inexpensive alcohol.
Next, the normal alkanes must be catalytically isomerized and
hydrocracked to a distribution of alkane isomers and the
fractions appropriate for diesel and HEFA jet recovered.2,3

Hydrocracking is required for producing HEFA jet because the
naturally occurring distribution of fatty acid chain lengths found
in the triglycerides yields alkanes with boiling points near or
above the high temperature limit of the boiling point
distribution in both commercial and military aviation fuels.4,5

Similarly, when considering the low temperature requirements
for these fuels, any remaining normal alkanes in a very highly
isomerized mixture of the initial alkane distribution will have a
freezing point considerably higher than the −40 °C required by
the Jet-A commercial4 specification and further still from the
−47 °C required for military JP-8.5 On the other hand, the
native distribution of fatty acid chain lengths yields alkanes that
are quite suitable for use as a diesel fuel.5 To improve cold flow
properties, the normal paraffins would require only a relatively
mild hydroisomerization treatment. Consequently, production

of diesel fuel would result in a much higher yield to a
commercial product. However, the European renewable fuels
initiative has set targets for renewable fuel use by energy
consuming sector.6 Consequently, it will be necessary to
produce aviation fuel from renewable sources. In its roadmap
document, the World Energy Council has stated: “...algae
biodiesel jet fuel represents the best potential answer for the
sustainability of the aviation industry.”7

The recent review by Kubicǩova ́ and Kubicǩa on the use of
triglycerides as a source of fuel demonstrates a considerable
variety of catalysts and feedstocks used to produce normal
alkanes.1 However, not a single example of an algae-derived
triglyceride is cited. While algal triglycerides should be
chemically similar to many of the seed-oil triglycerides,
potential complications from minor constituents entering the
triglyceride stream during extraction cannot be appreciated
until a variety of oils is evaluated. Also, accumulation of
potential contaminants within the deoxygenation catalyst bed
requires extended exposures under steady operating conditions.
Rapid changes in catalyst activity were most typically observed
when deoxygenation was carried out in H2-free or low H2

content gas streams.1 Under conditions with inherently short
catalyst lifetimes, it would not be possible to identify more
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specific feed-related changes in catalyst function. A second type
of deactivation was observed with sulfided catalysts operating
without further sulfide supplementation.8 This resulted in slow
loss of sulfur from the active sulfides and changed the character
of the catalysts over time. With a co-fed source of sulfur, high
conversion to alkanes was observed for up to 250 h. To assess
the potential effect of minor feed constituents, runs of over
many hundreds of hours are required.
While much effort has been focused on the production of

alkanes from the triglycerides, much less has been published
with regard to the further conversion of these alkanes to actual
fuel compositions. Even in instances where selectivity to a
single alkane is high, such as with an alumina-supported
molybdenum sulfide, detectable amounts of incompletely
converted oxygenates remain.9 When further hydroprocessing
these oxygenate contaminated alkanes, water is produced,
which can interfere with the acid functionality of the
bifunctional hydroisomerization or catalytic hydrocracking
catalysts employed.10 How this affects overall activity,
selectivity, and stability remains to be elucidated. Also, it is
conceivable that some of the oxygenates will not be completely
converted to alkanes over the bifunctional upgrading catalyst.
How this might affect fuel fit-for-purpose properties is
unknown, but by knowing which compounds are likely to
survive the upgrading process and at what concentrations,
synthetic test blends could be formulated in order to investigate
these issues further.
We report here our investigation of the conversion of algae-

derived triglycerides into both a diesel fuel fraction and an
aviation fuel fraction (HEFA jet). The triglycerides are
converted to a mixture of normal alkanes using a 3%
Pd/carbon catalyst in a hydrogen stream with an approximate
H2/triglyceride molar feed ratio of 30. Rather than targeting
complete conversion to alkanes in a single reactor pass, we
selected operating conditions which gave a product alkane
content between 70 and 85 mass percent. Although feed
conditions remained unchanged over the course of the initial
alkane producing phase, the alkane yield increased as the run
progressed with an increasing fraction of the even numbered
alkanes. Gas phase compositions were also monitored in order
to relate changes in liquid composition to changes in gas phase
products. These first pass alkanes were concentrated by
distillation into a composite in which the alkane concentration
was nearly 95%. The remaining high boiling liquids were then
converted in a second catalytic pass to produce additional
alkanes, which were again concentrated by distillation and
aggregated with the first pass alkanes for further conversion into
fuel compositions.
The first pass normal alkane aggregate was subjected to

hydroisomerization using a 0.5% Pt/US-Y zeolite catalyst to
produce a composition suitable for use as a diesel fuel. The
initial conditions resulted in conversion around 60% with the
proportion isomerized or cracked dependent on feed alkane
carbon number. An initial diesel composition was then
recovered by separating the lightest components by distillation.
By reducing the remaining normal alkane content using a
solvent dewaxing method, a branched isomer enriched diesel
composition suitable for low temperature conditions was
demonstrated.
Three different bifunctional catalytic cracking strategies for

producing HEFA jet were investigated using a composite of
first and second pass normal alkanes. Prior to hydrocracking,
the entire alkane mixture was first subjected to a polishing

deoxygenation treatment in which predominantly alcohols were
reduced to alkanes over a 0.5% Pt/alumina catalyst. In the first
hydrocracking approach, conditions were selected which
resulted in 50% cracking of the heavier feed alkanes. A second
condition was chosen such that secondary cracking of products
could just be clearly detected. In the final approach, conditions
were selected that resulted in near 100% cracking of the feed
alkanes in a single reactor pass. Effluent streams are categorized
into the fraction too light for HEFA jet (naphtha), the nominal
HEFA jet fraction, and the remaining incompletely converted
feed isomers. The relative amounts are considered with respect
to lost fuel value for each of the potential single pass conversion
conditions. Finally, considering both diesel and HEFA jet
fractions, a conversion strategy is suggested which would
preserve the greatest fuel value of the original algal alkanes.

2. EXPERIMENTAL SECTION
2.1. Algal Triglycerides. Algal triglycerides, produced by Phycal,

were provided by the Air Force Research Laboratory. The roughly
2.5 L of bright orange liquid were derived from a single source. The
liquids were clear, but a thin cloudy layer could be seen at the bottom
of each sample bottle. We elected to use the triglycerides as delivered
without further filtration. The composition of the triglycerides was
analyzed by Phycal and is provided in Table 1. At least 95% of the total

fatty acid mass is composed of C16 and C18 fatty acids. The measured
density is 0.917 g/mL. On average, there will be one double bond per
triglyceride. Based on the analyzed composition, an average formula
weight of 850 g/mol is used in relevant calculations.

2.2. 3% Pd/Carbon Deoxygenation Catalyst. The 3%
palladium on carbon catalyst was prepared using a PdCl4

−2 solution
prepared from PdCl2 crystals by dissolving them in a 2 M HCl solution
with mild heating. Norit RX 3 Extra was used as the carbon support.
The delivered extrudates were crushed and the 40−60 mesh fraction
used for this catalyst. A water pore volume of 1.3 g-H2O/g-carbon was
determined and the PdCl4

−2 solution was diluted with 2 M HCl to
deliver the required amount of Pd in a pore volume impregnation. The
granules were dried in static air overnight at 150 °C. Pd dispersion was
measured using CO as the adsorbing gas in a Micromeritics volumetric
adsorption instrument following reduction in hydrogen at 350 °C.
Assuming a CO/Pd adsorption stoichiometry of 1, we determine the
proportion of surface accessible Pd to be 20%.

2.3. 0.5% Pt/US-Y Zeolite Hydroprocessing Catalyst. Pt was
deposited on a Zeolyst CBV-720 US-Y zeolite by ion exchange. The
required mass of a 6.9% tetraammine platinum(II) chloride stock
solution was diluted with distilled water to yield 9 kg of solution to
which 1.0 kg of the zeolite was added. The slurry was vigorously stirred

Table 1. Fatty Acid Composition of the Algal Triglycerides

fatty acid carbon no./double bonds wt %

myristic 14:0 0.79
pentadecanoic 15:0 0.09
palmitic 16:0 10.11
palmitoleic 16:1 0.41
heptadecanoic 17:0 0.23
stearic 18:0 2.66
oleic 18:1 66.92
linoleic 18:2 14.56
linolinic 18:3 1.09
arachidic 20:0 0.28
eicosanoic 20:1 0.16
other 0.23
sum 97.53
wt % C16 10.52
wt % C18 85.23
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with an overhead mixer. The pH was frequently checked and adjusted
to 9.5 using concentrated aqueous ammonia. After a final pH
adjustment at the end of the day, the slurry was allowed to stir
overnight resulting in a final pH of 9.4 the following morning. The
solid was recovered by vacuum filtration, and the cake was dried in a
convection oven at 110 °C for 4 h. The dried cake was then calcined at
400 °C for 4 h in static air. After calcination, a 40−60 mesh fraction
was recovered by gently breaking and agitating aggregates on a 40
mesh sieve. The Pt dispersion was determined using volumetric H2
chemisorption at 30 °C using a Micromeritics adsorption instrument
following reduction in hydrogen at 450 °C. Using the dual isotherm
method, the proportion of surface accessible Pt was determined to be
17%, using only the irreversibly adsorbed volume.
2.4. Fixed Bed Catalytic Reactor System. Two equivalent

reactor systems were used in this investigation, one for converting the
algal triglycerides to alkanes and the other for hydroprocessing the
aggregate alkanes. The reactors are based on 1/2 in. outer diameter
(OD) stainless steel tubes of 24 in. length mounted vertically in a three
zone electric furnace. Heater control thermocouples are spot-welded
to the exterior of the reactor tube at the center of each heated zone,
and the length of the tube within the heater is covered with a split
cylindrical brass tube of 1/8 in. thickness to promote uniform
temperature. The reactors are fitted with a thermowell made from
1/8 in. stainless steel tubing entering the system at the exit end and
extending to about half way into the upper heated zone. Bed
temperatures could be measured using a traveling thermocouple within
the thermowell. A 20 μm sintered stainless steel filter was located in
the exit fitting of the reactor tube.
Liquid and gaseous feeds enter the reactor immediately above the

heated zone. Gas flow is controlled using Brooks mass flow controllers.
The liquid feed is delivered by a heated ISCO high pressure syringe
pump charged from a heated external reservoir. While heating is not
required for the original triglycerides, the incompletely converted
materials solidified at room temperature. In order to keep this mixture
melted and of low viscosity, feed reservoir, pump syringe, and related
tubing were heated to 65 °C. Reactor effluent enters a cylindrical
pressure vessel where liquids condense and gases pass on to the
manual back-pressure regulator. Reactor exit lines and liquid receivers
were warmed with heat tape to 65 °C in the case of triglyceride
processing and 30 °C for the hydroprocessed algal alkanes. Upon
exiting the system through the back-pressure regulator, the gas stream
is directed to a multiport valve located a short distance from the inlet
of a refinery gas analyzer, which could be used to quantify permanent
gases. The analyzer was calibrated with certified gas blends. Liquid
products were drained from the bottom of the high pressure receiver
cylinder through a valve for external analysis. In cases where separable
water was present, the liquids were heated in an oven to 60 °C in their
sealed sample bottles in order to promote better phase separation. The
water was then extracted using a Pasteur pipet.
2.4.1. Catalyst Charging and Operating Conditions for

Triglyceride and Related Feed Conversion. 7.0 g of 40−60 mesh
sized 3% Pd/C catalyst were charged without diluent to a reactor tube.
This volume of catalyst fills 11 in. of the reactor tube and was placed
such that 2.5 in. extended into both the upper and lower heated zones.
The volume above and below the catalyst bed was filled with SiC of
similar granule size. The triglyceride was charged at the rate of
0.177 mL/min, (WHSV = 1.5/h) roughly 1.91 × 10−4 mol/min. H2
was fed at 154 mL/min, providing for a molar ratio of H2/triglycerides
slightly in excess of 30. Each zone of the furnace was set to 350 °C.
When measuring the temperature profile within the bed at steady state,
a nearly constant temperature of 352° ± 2 °C is registered. An
exception is the first inch of the bed, where an exotherm of less than 8
°C was observed. This temperature excursion is attributed to the rapid,
exothermic hydrogenation of the olefinic fatty acids.
As detailed in the results, the first pass conversion of the

triglycerides did not completely convert the triglycerides to alkanes.
Also, a plug formed in the reactor at the end of the first pass
conversion. The reactor was recharged with catalyst as noted above.
After separating the alkanes by distillation, the bottoms were
reprocessed using the same hydrocarbon and H2 feed rates as used

for the fresh triglycerides. In this instance, no exotherm was observed
and a constant bed temperature of 352 ± 2 °C was measured
throughout this phase of the conversion.

2.4.2. Catalyst Charging and Operating Conditions for Alkane
Hydroprocessing to Diesel and HEFA Jet Compositions. The alkanes
recovered by distillation from the deoxygenation step contained
incompletely reduced alcohols. These alcohols were fully reduced to
alkanes in a polishing step using a 0.5% Pt/alumina catalyst at 300 °C,
900 psig H2 flowing at 150 mL/min and a liquid feed corresponding to
LHSV = 6/h. The water produced in the reduction was separated from
the organic phase prior to further conversion. For converting the
alkanes to fuel compositions, 1.0 g of the 40−60 mesh sized 0.5% Pt/
US-Y catalyst was mixed with a 4-fold volumetric excess of similarly
sized SiC. The bottom of the reactor tube was filled with sufficient SiC
of similar size so as to locate the catalyst charge in the center of the
middle heated zone. The volume above the catalyst was then filled
with additional SiC. The mixed alkanes were charged at 0.165 mL/min
(LHSV = 3/h), H2 was fed at 140 mL/min, and the system operated at
800 psig. Each zone of the furnace was set to 258 °C for isomerization
to diesel. For HEFA jet production, temperatures used are noted in
the following.

2.5. Analysis of Product Liquids. Liquid samples were analyzed
by gas chromatography-flame ionization detection (GC-FID) using an
Agilent model 7890 gas chromatograph fitted with a 30 m DB-5MS
column having 0.25 mm inner diameter (ID) and a 0.25-μm film. The
GC temperature program began with an initial temperature of 40 °C
(3-min hold) followed by ramping (10 °C/min) to 325 °C (20-min
hold). The samples were diluted 1 to 10 in carbon disulfide. Samples
(1 μL) were injected onto the column using a 100:1 split with a
constant column H2 carrier gas flow rate of 1 mL/min. The GC
injector temperature was 300 °C, and the detector was held at 350 °C.

The data analysis method used to quantify the GC-FID results into
the abundances of normal and isomerized paraffins was based on
ASTM D-5442,11 which is predicated on the fact that for flame
ionization detection of hydrocarbons, area percents of the hydro-
carbon peaks translate directly to weight percents. The carbon
distribution method used was a modification of D-5442, based on
results published by Claude et al., which illustrated where the various
branched paraffins chromatographically elute in relation to the normal
paraffin of the same carbon number.12 In mixtures of paraffins, the
most highly branched isomers of Cn elute before the n-Cn−1 peak.
Therefore, the total signal assigned to a given carbon number Cn
(starting with n = 7) requires summing the area between the
monobranched isomers of the Cn−1 paraffin and the monobranched
isomers of the Cn paraffin followed by subtracting the area of the
n-Cn−1 peak. This isomerized Cn signal is then added to the signal of
n-Cn paraffin. Because the n-Cn−1 peak is superimposed on the signal
from the more highly branched Cn isomers, the baseline for integrating
the n-Cn−1 peak is drawn from the valley before to the valley following
the peak. In addition to the paraffins in the reaction products, small
quantities of 1-alcohols also eluted over the same retention time range
as the paraffins. Correction factors were determined and used for
quantitation of the 1-alcohols, since they have lower responses in FID
than the alkanes of the same concentration.

To determine what products other than paraffins were produced
from the triglycerides, a gas chromatography mass spectrometry (GC-
MS) method was used. Samples were diluted in carbon disulfide as
described. The column used in the Agilent Model 6890 gas
chromatograph was a 30 m DB-5MS with a 0.25 mm ID and a
0.25 μm film. The GC temperature program employed an initial
temperature of 35 °C (5-min hold) followed by first ramping
(5 °C/min) to 170 °C and then ramping (10 °C/min) to 310 °C
followed by a 20-min hold. 1-μL injections were injected with a 40:1
split and a constant column He carrier gas flow rate of 1 mL/min. The
GC injector temperature was 280 °C, and the Agilent Model 5973
mass spectrometer transfer line was held at a temperature of 280 °C.
The mass spectrometer was operated in scanning mode to acquire
mass spectral data in the range from 33 to 600 Da. The NIST 98
library search software was used to identify the major components in
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the samples. Total ion current area responses were used to assign
semiquantitative concentrations to the identified compounds.
2.6. Spinning Band Fractionating Distillation Unit. A spinning

band fractionating distillation unit (B/R Instrument Corporation
model M690) was used to separate the algal alkanes from the
inadequately deoxygenated molecules as well as for separating light
cracked products from the diesel. A 1 L round-bottom flask, with a
thermowell for measuring the pot liquid temperature, was charged
with the mixture to be distilled. A chiller, set to 4 °C, circulates fluid to
cool the condenser portion of the spinning band column. Distillations
at 50 Torr absolute pressure were executed using the vacuum pump
and pressure controller attached to the unit. Multiple aliquots
recovered from the fixed-bed reactor system used to convert the
algal triglycerides to alkanes were combined into a single mixture.
Charges of roughly 800 mL were put into the distillation pot.
Distillations of the deoxygenated triglycerides were executed so as to
first remove the light ends (≤C12) and water and then to recover the
desired alkane fraction (C12−C22). The water and light ends fraction
was terminated when the reflux atmospheric equivalent vapor
temperature reached 155 °C and the targeted mixed alkane fraction
collected until the atmospheric equivalent vapor temperature reached
345 °C or all receivers were filled. All liquids remaining in the pot
when the final receiver filled were recombined with the remaining
undistilled aggregate for further recovery in a subsequent distillation.
Product liquids collected from each separate distillation were then
combined to make up the algal alkanes used to feed the
hydroprocessing conversion reactor.
The same unit operating at atmospheric pressure was used for

separating a diesel boiling-range product following catalytic hydro-
isomerization and hydrocracking of the initially produced n-alkanes.
Light components were taken overhead and distillation terminated
when the reflux vapor temperature exceeded 135 °C. The entire
distribution of products remaining in the distillation flask was
recovered as the diesel composition.
2.6. Solvent Dewaxing of the Hydroisomerized Diesel

Composition. Solvent dewaxing was achieved by using a 1:1

volumetric mixture of toluene and methyl ethyl ketone. The solvent
was mixed with the diesel fraction in a 5:1 volumetric ratio and chilled
in a thermostatted, refrigerated methanol bath to −40 °C. The
precipitated waxy solids were separated from the remaining liquid by
compression filtration, and the liquid was recovered. The solvent was
then removed in a rotary evaporator leaving the dewaxed diesel liquid.

3. RESULTS AND DISCUSSION

3.1. First Pass Conversion of Triglycerides to Alkanes.
The catalytic conversion of triglycerides to alkanes proceeds by
multiple reaction routes.1 Decarbonylation, in which CO is lost,
or decarboxylation, in which CO2 is lost, can both proceed in
either the absence or presence of hydrogen. The resulting
alkanes (and alkenes when H2 is absent) contain one less
carbon atom than present in the original fatty acid. Hydro-
deoxygenation, the complete reduction of the oxygenated
species, produces an alkane with the same number of carbon
atoms as the original fatty acid. Much of the previous work has
been focused on elucidating reaction pathways and has
employed model compounds rather than the more complex
compositions found in actual vegetable oils. Also, the aim was
not to recover processable quantities of alkanes, so dilute
reagents in batch reactors are commonly used. When
converting either free fatty acids or fatty acid esters over
Pd/C in gas streams at low H2 partial pressures, deoxygenated
products were formed primarily through either decarboxylation
or decarbonylation.13−17 Immer and Lamb found that the
preferential pathway switched from decarboxylation to
decarbonylation when the H2 partial pressure exceeded a
threshold.16 Rozmyszłowicz et al. made a similar observation.17

Under low H2 partial pressures, even numbered alkanes
typically appear as only minor deoxygenation products. Similar
results are found with supported Pt catalysts.18 In contrast,

Table 2. Normal Alkane Composition and Fraction of Total Liquids as a Function of Time on Streama

hours on stream 24 33 52 59.5 76.5 84 100.5 123 146.5 170.5 193.5

normal alkane carbon no. wt %

13 0.44 0.38 0.34 0.31 0.32 0.33 0.33 0.34 0.31 0.29 0.30
14 0.56 0.53 0.57 0.53 0.47 0.45 0.43 0.45 0.49 0.53 0.50
15 6.00 5.10 4.61 4.04 4.08 4.32 4.31 4.33 3.94 3.60 3.66
16 2.46 3.51 4.35 5.58 5.62 5.33 5.25 5.39 5.93 6.41 5.91
17 48.19 40.99 36.89 31.98 32.83 34.55 34.73 34.67 31.37 28.57 28.88
18 18.01 26.64 32.68 41.78 43.05 40.58 40.21 40.96 45.03 48.51 44.63
19 0.35 0.32 0.30 0.29 0.29 0.30 0.30 0.30 0.29 0.28 0.28
20 0.13 0.19 0.22 0.28 0.28 0.26 0.27 0.27 0.29 0.32 0.30
21 0.07 0.07 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
22 0.04 0.05 0.06 0.07 0.07 0.06 0.06 0.06 0.07 0.07 0.07
23 0.06 0.06 0.06 0.06 0.05 0.05 0.05 0.05 0.05 0.06 0.06
24 0.03 0.04 0.04 0.05 0.05 0.04 0.04 0.04 0.05 0.05 0.06
25 0.07 0.06 0.06 0.05 0.04 0.04 0.05 0.05 0.04 0.05 0.05
26 0.12 0.14 0.15 0.15 0.14 0.13 0.14 0.13 0.14 0.17 0.19
total 76.54 78.06 80.38 85.22 87.35 86.51 86.23 87.11 88.07 88.97 84.94

effluent gas constituents vol %

CO 4.79 4.11 3.90 3.27 3.81 3.67 3.95 3.83 3.50 3.24 4.37
CO2 0.36 0.34 0.38 0.42 0.36 0.35 0.35 0.35 0.40 0.46 0.61
methane 0.07 0.05 0.06 0.08 0.07 0.05 0.05 0.05 0.08 0.09 0.16
ethane 0.30 0.24 0.19 0.14 0.30 0.16 0.17 0.16 0.13 0.11 0.18
propane 1.35 1.24 1.57 1.60 1.35 1.77 1.89 1.97 2.13 2.25 1.35
propene 0.01 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.01 0.00 0.01
exit flow (mL/min) 165 163 158 154 155 158 159 153 154 152 53
recovered H2O (g) 18.2 19.9 21

aThe associated exit gas flow rate and composition with mass of water where collected.
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conversion of rapeseed oil in fixed-bed reactors over sulfided
Ni, Mo, or NiMo catalysts in H2 at 500 psig produced both
Cn−1 and Cn alkanes, depending on catalyst composition.19 In
particular, in the absence of Ni, the sulfided Mo-based catalyst
converted rapeseed oil nearly exclusively via hydrodeoxygena-
tion, yielding primarily n-octadecane as product. A similar
observation was made in the case of supported Mo2C in the
conversion of methylpalmitate, where C16 alkanes and alkenes
were the predominant products. However, in the same study,
Pd/C and Pt/C catalysts produced primarily C15 products.20

Thus, based on these previous observations, we anticipated that
we should observe primarily C15 and C17 alkanes in the
conversion of the algal triglycerides over our 3% Pd/C catalyst.
Table 2 shows the alkane analysis observed over the course

of processing just over 2 L of the algal triglcyerides. The weight
percent of each of the normal alkanes is based upon the FID
signal area for that peak relative to the sum of all peaks in the
chromatogram of that sample. In every case, the alkanes
account for less than 100% of the liquid composition but are
always a very high percentage of the total. In the conventional
sense, the triglyceride conversion is 100% throughout the run,
in that propyl esters of either stearic or palmitic acids represent
the only remnants of the original triglycerides. GC-MS analysis
of the liquids was used to identify and quantity the major
nonalkane contributors to the recovered composition. The
remainder of the recovered liquid was composed primarily of a
variety of oxygenated species: (1) partially converted esters,
such as propyl stearate, acetyl stearate, and propyl palmitate;
(2) alcohols, such as octadecanol and hexadecanol; (3) the
condensation products of free fatty acids and alcohols, such as
stearyl stearate and palmityl stearate; and (4) free fatty acids,
primarily stearic acid. The only clearly identified olefin was
octadecene, which never exceeded 1% of the total.
At the beginning of the run, the odd numbered alkanes

formed from stearic and palmitic acids are, indeed, the most
abundant products. Even so, the octadecane and hexadecane
still represent roughly a quarter of the yield from conversion of
stearic acid and palmitic acid side chains of the original
triglycerides. This indicates that the alkane products arise from
multiple reaction paths. As the run proceeded, with the external
conditions of liquid feed rate, H2 flow rate, and reactor set point
temperature unaltered, the catalyst became more active and
exhibited a change in primary reaction pathway. The increased
activity is reflected in progressively larger normal alkane
content in the recovered liquids, starting at 76% and peaking
at 89%. The changing primary reaction pathway results in the
octadecane/(octadecane + heptadecane) and hexadecane/
(hexadecane + pentadecane) ratios each growing from under
0.3 to over 0.6 as the run proceeded. This shows a shift toward
greater hydrodeoxygenation, where the oxidized terminal
carbon of the fatty acid becomes fully reduced, and away
from pathways that cleave the oxidized carbon from the chain
as either CO or CO2. A similar trend is observed for the other,
minor fatty acid side chains with 14 and 20 carbon atoms.
Although not noted in the original analysis, fatty acid side
chains with 26 carbons appear to be present in meaningful
abundance, based upon the yield of normal alkanes with 25 and
26 carbon atoms. The observed activity increase with time on
stream has not been previously reported.
A comparison of the relative decarbonylation and decarbox-

ylation rates can be made by comparing the relative amounts of
CO and CO2 detected in the exit gas stream. Generally, the
CO2 content in the gas remains nearly constant over the course

of the run. CO is at its highest at the start, but it declines after
the first two days to a somewhat variable but near constant
level. Thus, it appears that the relative selectivity between
decarbonylation and decarboxylation always favors decarbon-
ylation to about the same extent, even as the overall selectivity
between these carbonyl cleavage pathways and complete
reduction pathways changes by a factor of 2. Early in the run,
a distinct water phase could not be easily separated from the
remainder of the liquid products, although droplets of water
were observed. As the run progressed, a separate water phase
grew in relative abundance. In the three operating periods
where water could be readily recovered, an oxygen balance
could be estimated. When the oxygen present in effluent CO
and CO2 is integrated over the liquid product collection period
and added to the mass of recovered water, it accounts for
roughly 90% of the oxygen fed to the reactor in the form of
triglycerides. An analysis of the aqueous phase using gas
chromatography revealed 1-propanol, 1,2-propanediol, ethanol,
and acetic acid. Combined, these minor constituents accounted
for only about 5 mass % of the aqueous phase. Since conversion
to alkanes is not complete, leaving some oxygenated products
in the organic liquid product, accounting for 90% of the fed
oxygen in the form of H2O, CO, and CO2 is quite satisfactory.
Another potential factor that could affect the CO/CO2 ratio is
the water−gas shift (WGS) reaction. If WGS achieved
equilibrium at the reactor exit in the three periods where
water could be quantified, the expected CO/CO2 ratio would
be roughly 0.4.21 Since the observed ratio is between 7 and 11,
it appears safe to conclude that, under our operating conditions,
the Pd/C catalyst is ineffective for equilibrating the WGS
reaction and that the observed CO/CO2 ratios faithfully
represent the relative rates of decarbonylation and decarbox-
ylation.
The conversion of stearic acid should be a good indicator of

what one might expect when converting a triglyceride. With the
triglyceride, following hydrogenation of any double bonds, the
first reaction would presumably cleave the fatty acid chain from
the glyceryl backbone to yield the free fatty acid. Our observed
CO/CO2 ratio differs decisively from the ratio observed by
Immer and Lamb during the first 10 h of stearic acid conversion
over a 5% Pd/C catalyst under 0.75 atm H2 in a semibatch
stirred tank reactor. However, they observe a rapid shift from
predominantly decarboxylation to decarbonylation at about 10
h without a change in external operating parameters. Further,
when operating with only 0.38 atm H2, decarboxylation
predominates exclusively. Since our conversion was operated
with 55 atm H2, it is quite possible that decarbonylation was
predominant from the outset. The internal volume of our
reactor and product recovery system is such that the effluent
gas composition does not reach a representative steady state for
many hours. Consequently, we sampled the effluent only
immediately prior to draining the liquid product from the
receiver at the end of a collection period. If our catalyst also
exhibited a transient period in which decarboxylation was
dominant over decarbonylation, it would have gone undetected.
Immer and Lamb also observed heptadecane exclusively as the
alkane product whereas we observe both heptadecane and
octadecane at all operating times, but with a growing selectivity
toward octadecane. This may be related to the higher H2
pressure in our measurements. A question that these measure-
ments is unable to resolve is whether the octadecane arises
exclusively from total reduction of the free stearic acid, or if
under these higher H2 pressures, cleavage can occur between
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the carbonyl carbon and the acid oxygen to produce a free fatty
aldehyde and an alcohol? We do observe small quantities of
both 1-propanol and 1,2-propanediol in the segregated aqueous
phase, which supports a reaction pathway producing a cleaved
aldehyde. Kraŕ et al. report high yields of octadecane when
hydrotreating sunflower oil using a sulfided CoMo/Al2O3
catalyst but report only the detection of propane.22 They
make no mention of any product alcohols. Similarly, Kubicǩa
and Kaluzǎ report high octadecane yields in vegetable oil
deoxygenation over sulfided Ni, NiMo, and Mo catalysts
without mention of product propanol.19 These differing
observations suggest a multitude of reaction pathways for
converting the fatty acid side chains in biological triglycerides to
alkanes depending on catalyst and reaction conditions.
During the final operating period noted in Table 2, a plug

began to develop within the reactor, resulting in diminished gas
flow. Consequently, the gas composition measured in that final
period is likely not truly representative of the operating
behavior of the system during that entire period. Following
liquid collection in the last noted period, exit gas flow ceased
entirely and the liquids collected had developed a yellow color.
Such yellow discoloration is common when alkanes are in
contact with precious metal catalysts at elevated temperatures
and when the local H2 partial pressure falls due to consumption
and stagnation of fresh flow. This development terminated the
first pass deoxygenation conversion run.
The relative propane amount follows the shift from carbonyl

cleavage reaction pathways to complete reduction pathways.
Early in the run, the detected moles of propane account for just
under half the moles of triglyceride fed. At the point of highest
alkane yield, the detected moles of propane account for just
over 70% of the moles of triglyceride fed. The unaccounted-for
three carbon glyceryl backbone is distributed over numerous

unquantified species. As noted above, propanol species are
found in the aqueous fraction and a remnant of propyl stearate
can also be detected. Where ethane, ethanol, and acetic acid
arise is unclear but might also have a connection with the
glyceryl species. Propene, while detected, never accounts for
even 1% of the C3 molecules detected. Similarly, methane is
present in detectable, but not meaningful, quantities.

3.2. Separation of Alkane Products Following First
Pass Triglyceride Conversion. Upon completion of the first
pass conversion of the algal triglycerides, all of the individually
collected fractions were combined for recovery of the targeted
alkanes by distillation. The aggregate was large enough that
three separate distillations were required. Each distillation was
executed with the cut point temperatures noted above.
Distillate collected between the lower and upper vapor
temperature bounds of 145 and 345 °C was manually switched
between receivers as each approached its 100 mL capacity. An
example of how the composition evolved from the first to last
receiver collected within the target fraction during one
particular distillation is given in Table 3. The normal alkanes
attributable to the C16 and C18 fatty acids, n-C15, n-C16, n-C17,
and n-C18, account for between 96% and >99% of the recovered
normal alkanes in each receiver. All of the aliquots from the first
triglyceride conversion pass within the targeted vapor temper-
ature bounds from each of the three distillations were
combined into a single algal alkane aggregate with the
composition also shown in Table 3. Note that the sum of the
C14, C16, C18, and C20 normal alcohols account for just over 1%
of the total sample weight.
This range of alkanes is well suited for use as a synthetic

diesel fuel with a typical composition spanning C10 to C22. As
normal alkanes, the low temperature properties of this
composition are not acceptable, as considerable crystallization

Table 3. Normal Alkane Content of Progressive Distillation Fractions between a Minimum and Maximum Atmospheric
Equivalent Vapor Temperature of 145 and 345 °C for One of Three Distillations and the Composition of the Major
Constituents in the Aggregate of the Distilled Fractionsa

receiver start/end temp. (°C) 155/298 298/302 302/304 304/307 307/307 307/309 309/311

normal alkane carbon no. wt % aggregate wt % 1-alcohol aggregate wt %

8 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
9 0.10 0.01 0.00 0.00 0.00 0.00 0.00 0.02 0.00
10 0.19 0.05 0.01 0.00 0.00 0.00 0.00 0.03 0.00
11 0.16 0.08 0.02 0.00 0.00 0.00 0.00 0.03 0.00
12 0.12 0.09 0.03 0.00 0.00 0.00 0.00 0.03 0.00
13 0.91 0.93 0.51 0.13 0.02 0.00 0.00 0.32 0.00
14 1.28 1.54 1.15 0.50 0.18 0.06 0.01 0.69 0.04
15 6.89 8.75 8.02 5.33 3.06 1.65 0.67 4.57 0.00
16 6.97 8.53 8.73 7.60 6.06 4.61 3.06 5.54 0.12
17 35.15 38.56 40.81 41.87 40.89 38.70 35.56 38.54 0.00
18 36.79 34.58 35.61 40.10 44.29 47.84 53.68 43.54 0.55
19 0.24 0.19 0.18 0.21 0.25 0.29 0.37 0.33 0.00
20 0.20 0.13 0.11 0.13 0.17 0.21 0.28 0.25 0.59
21 0.04 0.02 0.02 0.02 0.03 0.03 0.05 0.05 0.00
22 0.04 0.02 0.01 0.01 0.02 0.02 0.03 0.03 0.00
23 0.04 0.02 0.00 0.01 0.01 0.01 0.02 0.02 0.00
24 0.03 0.01 0.00 0.00 0.00 0.01 0.01 0.01 0.00
25 0.03 0.01 0.00 0.00 0.00 0.01 0.01 0.01 0.00
26 0.10 0.04 0.00 0.01 0.01 0.01 0.02 0.02 0.00
total 89.36 93.55 95.21 95.93 94.98 93.45 93.79 94.02 1.31

aThe start and end temperature for filling each receiver is indicated. In this example, all receivers filled before reaching 345 °C. Only n-alkane carbon
numbers contributing at least 0.01 wt % in some fraction are shown. Iso-alkanes, alcohols, and other oxygenates which contribute to the total FID
signal are not included. As a result, the given total does not sum to 100%.
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of the n-C17 and larger constituents takes place at room
temperature. To suppress crystallization to much lower
temperature, isomerization of these alkanes using a hydro-
isomerization catalyst is required. 700 mL of this aggregate
were withdrawn for further processing. For conversion to a jet
fuel composition, all of the principal constituents will need to
be catalytically hydrocracked into a C8 to C15 fraction.
Experience with the hydrocracking of a Fischer−Tropsch wax
to a synthetic paraffinic kerosene compliant with MIL-DTL-
83133G5 has taught us that the residual n-C15 fraction has a
critical influence on the ability of the composition to meet the
−47 °C maximum freezing point. In ideal bifunctional
hydrocracking, the largest cracked constituent is three carbon
atoms shorter than the cracked molecule.23 If the objective
were to convert all of the algal alkanes to a fully compliant
HEFA jet, complete cracking of the C18 fraction alone will be
inadequate, as this will result in a residual n-C15 fraction on the
order of several percent. To reduce this residual to an
acceptable level, estimated at less than 1 wt % of the total
HEFA jet composition, some secondary cracking will be
necessary. However, secondary cracking is unavoidable, as it
will also be necessary to completely crack the C17 and C16
fractions from the starting composition. Unfortunately, this will
result in considerable waste of the algal alkanes, since the
likelihood of cracking is nearly equal for each of the n-4 to n/2
internal bonds of the original normal alkane.23 Only a limited
amount of a C8 fraction can be tolerated, and nearly none of the
C7 and smaller fraction can remain in the HEFA jet in order to
meet the flash point requirements. We explore this issue of
maximizing useful output by exploring three approaches to
producing a HEFA composition detailed below. To adjust the
catalytic hydrocracking operating parameters to achieve the
targeted conversions, multiple adjustments in response to
product composition will be required. This will consume
considerable feed before an acceptable product composition is
achieved. Therefore, a larger fraction of the algal alkane mixture
has been reserved for exploring conversion to a HEFA jet
composition.
3.3. Second Pass Conversion of Partially Converted

Triglycerides to Alkanes. The second pass conversion of the
distillation bottoms recovered from separating the first pass
alkanes was also done at 350 °C and with the liquid volumetric
and H2 feed rate the same as that employed in the first pass
conversion of the triglycerides. The complex nature of the
incompletely converted mixture precludes determining a
measure of conversion. About 20% of the mixture is made up
of n-C17 and n-C18, and the remainder is a multitude of partial
conversion products such as 1-octadecanol, stearic acid, and
propyl stearate and secondary reaction products such as the
esters formed by condensation of 1-hexadecanol or
1-octadecanol with stearic acid to form heavy esters. These
latter components make up about 60% of the mixture. The
effluent gas composition, shown in Table 4, has a higher relative
contribution of CO2 than observed during the first pass
conversion, but CO still dominates the reaction products
resulting from carbonyl cleavage from the rest of the fatty acid
chain. GC-MS was used to identify the principal constituents in
the liquid product stream. Table 5 shows the relative
normalized peak areas corresponding to all constituents
registering greater than 0.1% of the total area. Normal alkanes
made up 55% of the liquid product, which is a much smaller
relative amount than observed when the neat triglycerides were
fed in the first deoxygenation pass, especially when accounting

for their presence in the feed. Also, in contrast to the even/odd
ratios found during the first deoxygenation pass, the odd
numbered n-1 alkanes are now in higher abundance than their
even numbered companion. Nevertheless, this second pass
conversion brings to nearly 95% the total mass of alkane
recovered from the conversion of the initial triglyceride. As with
the first pass alkane product, the desired fraction in this second
pass product was recovered by distillation and combined with
the remaining first pass alkanes to yield the final alkane
composition used in further conversions to HEFA jet
compositions.

3.4. Conversion of the First Pass Alkane Aggregate to
a Diesel Fuel Composition. The aggregate product described
in Table 3 was used as a starting material for preparing a diesel
fuel composition. As prepared, the range of carbon numbers
falls within the usual C10−C22 range considered as diesel fuel.
However, being nearly exclusively normal alkanes, this
composition would be unsuitable by itself as a fuel due to the
crystallization of the heavier components in the mixture at
temperatures near 25 °C. While it might be possible to blend
this renewable composition into a petroleum-derived fuel at a
proportion that would allow the composite to meet relevant
pour point specifications, a desire for a purely renewable fuel

Table 4. Major Effluent Gas Constituents Other than Feed
H2 during the Second Pass Deoxygenation

effluent gas constituents vol %

CO 0.89
CO2 0.13
ethane 0.01
propane 0.16
exit flow (mL/min) 130

Table 5. GCMS Analysis of the Product Composition during
the Second Catalytic Deoxygenation Pass

mass spectrometer analysis of principal GC peaks

area % compound

0.31 n-tridecane
1.26 n-tetradecane
3.63 n-pentadecane
2.81 n-hexadecane
25.73 n-heptadecane
19.32 n-octadecane
0.24 heptadecenal
0.33 n-nonadecane
0.15 n-hexadecanoic acid
0.29 n-eicosane
0.14 1-octadecanol
0.67 propyl palmitate
0.2 heneicosane (n-C21)
5.26 stearic acid
0.81 acetyl stearate
0.21 n-C22

3.85 propyl stearate
0.25 n-C23

0.19 n-C24

0.29 n-C25

0.78 n-C26

0.59 nonacosanol
5.64 palmityl stearate
22.75 stearyl stearate
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would require isomerization of these normal alkanes into a
suitably isomer-rich mixture. We have undertaken further
processing of these normal alkanes to produce a diesel fuel
composition that would have a pour point suitable for use in
extreme low temperature applications.
The selected catalyst operating conditions of 258 °C,

LHSV = 3/h, 140 mL/min H2 at 800 psig result in conversions
ranging from about 65% for the n-C18 to about 50% for the
n-C15. Under these conditions, about 25% of the C18 undergoes
hydrocracking while less than 5% of the C15 cracks. For the
diesel composition, we would like to preserve as high a
proportion of the alkanes in an uncracked state as possible
while achieving as high a state of isomerization as possible.
Since we have a limited amount of the algal alkanes with which
to work, we elected conditions that produced a feed isomer/
normal ratio a bit larger than 1. The feed isomer composition is
a mixture of primarily mono- and dimethyl branched alkanes
also in roughly equal relative abundance. The detailed alkane
product composition is shown in Table 6 along with the
corresponding chromatogram in Figure 1. Since cracking yields

molecules too light for typical diesel use, it again became
necessary to separate the light fraction from the heavier fraction
to be further processed into a cold-weather suitable fuel. The
distilled product composition is also given in Table 6.
With over 30% of the distilled diesel fraction coming from

n-C17 and n-C18, this potential fuel begins shedding crystals just
below room temperature, making it unsuitable for practical use
as a neat fuel. A higher degree of feed isomerization would
produce a composition that would remain solids-free down to
temperatures near 0 °C but at the expense of additional
cracking. At even lower temperatures, such as those
encountered in high latitude climates during winter, where
temperatures of −20 °C are frequently encountered, this entire
composition solidifies. Therefore, we have undertaken a solvent
dewaxing procedure, to reduce the residual normal alkanes to
the point where the overall composition remains a liquid at
−20 °C. The chromatogram for this dewaxed composition is
shown in Figure 2, and the detailed composition also shown in
Table 6. With dewaxing, the n-C17 and n-C18 contribution is
now just under 11% while the distribution of isomers has

Table 6. Detailed Composition of the Raw and Distilled Product Obtained by Hydroprocessing the Aggregate Product
Described in Table 3 over a 0.5% Pt/US-Y Zeolite Catalyst

hydroprocessed product composition distilled product composition dewaxed product composition

carbon
no. total wt % normal wt % isomer wt %

carbon
no. total wt % normal wt % isomer wt %

carbon
no. total wt % normal wt % isomer wt %

5 0.88 0.20 0.68 5 0.02 0.00 0.01 5 0.01 0.00 0.01
6 1.40 0.28 1.11 6 0.04 0.01 0.03 6 0.00 0.00 0.00
7 1.90 0.33 1.57 7 0.17 0.04 0.13 7 0.21 0.02 0.19
8 2.30 0.33 1.96 8 0.71 0.13 0.57 8 0.22 0.10 0.12
9 2.47 0.33 2.14 9 1.73 0.28 1.45 9 1.60 0.25 1.35
10 2.48 0.32 2.16 10 2.61 0.35 2.25 10 2.89 0.35 2.54
11 2.28 0.25 2.02 11 2.59 0.29 2.30 11 3.00 0.32 2.68
12 1.94 0.19 1.75 12 2.19 0.21 1.98 12 2.73 0.27 2.46
13 1.87 0.32 1.55 13 2.11 0.35 1.76 13 2.63 0.44 2.19
14 2.11 0.68 1.44 14 2.30 0.73 1.57 14 6.92 3.44 3.48
15 4.56 2.10 2.46 15 4.94 2.29 2.64 15 6.29 2.33 3.97
16 9.25 3.43 5.81 16 9.74 3.60 6.15 16 8.47 1.73 6.74
17 33.34 14.59 18.75 17 35.79 15.94 19.85 17 31.88 4.07 27.81
18 32.25 15.28 16.97 18 34.36 16.61 17.75 18 30.46 1.75 28.71
19 0.26 0.10 0.16 19 0.26 0.11 0.16 19 0.50 0.00 0.50
20 0.19 0.07 0.12 20 0.20 0.08 0.12 20 0.27 0.00 0.27

Figure 1. Chromatogram of the composite product obtained by hydroprocessing the normal alkane aggregate described in Table 3. Conditions were
selected that produced a feed isomer/normal ratio a bit larger than 1. At that condition, hydrocracking does occur and gives rise to the distribution of
cracked products shown.
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remained virtually unchanged. We have employed a solvent
dewaxing method to accomplish this improvement in low
temperature properties. For practical applications, a more
desirable approach would be selective catalytic dewaxing in
which the normal alkanes are preferentially isomerized rather
than cracked.24

As can be seen in Table 6, the C8− fraction is just under 7%
of the total mass. With higher isomerization of the feed,
additional cracking will also occur. An optimum conversion
would be greater than observed here at 258 °C but not as high
as observed when focusing on an aviation fuel at 268 °C, as
described more fully below. At the 268 °C operating point, the
C8− fraction is about 15%. Thus, we believe that a strategy for
preserving the overall fuel value of the algal alkanes while also
producing practically useable fractions will focus on feed
isomerization to a diesel composition with acceptable low
temperature properties while recovering the cracked fraction in

the jet fuel range for use as a HEFA jet. Such an approach
should limit losses to the C8− fraction to less than 10%.

3.5. Conversion of the Composite Alkane Aggregate
to a HEFA Jet Composition. Synthetic paraffinic kerosene
(SPK) has been approved for both U.S. military and
commercial aviation use as a 50/50 blend with petroleum
derived Jet-A or Jet-A1 fuel.25 The appropriate specification for
this SPK can be found in MIL-DTL-83133G.5 When derived
from renewable triglycerides, these SPKs are typically referred
to as HEFA jet, hydroprocessed esters and fatty acids. The algal
compositions of this work fall into this designation. Typically,
C9−C15 alkane isomers make up the bulk of these SPK
compositions with minor contributions from C8− and C16+
isomers.25 Since C17 and C18 will contribute the majority of the
deoxygenated mass from natural triglycerides, hydrocracking is
required to shift the composition into the SPK range. This
results in an unavoidable yield loss, since only minor shifts in
cracking selectivity can be effected through a combination of
catalyst and operating conditions.23 When catalytically hydro-
cracking a Cn alkane, the range of cracked products will be
predominantly found in the C3 to Cn−3 range.

23 Consequently,
the portion in the C3−C8 range (naphtha) will be unsuitable for
use in SPK. These losses become relatively greater as the
starting molecule becomes progressively smaller. Under
practical conditions, as much as 40−50 wt % of the cracked
distribution from a triglyceride-derived n-alkane mixture can be
shifted out of the useful range.
In this work, we have examined three approaches to

converting the algal n-alkane starting mixture to a HEFA jet.
In the first approach, the single pass conversion is higher than
that used for mildly isomerizing the feed alkanes to a diesel type
of composition, with net cracking targeted near 50%. In so
doing, the feed n-alkanes become substantially isomerized and
can be separated from the jet fraction and used directly as a
diesel fuel composition. Alternatively, this heavier fraction
could be recombined with fresh feed in a recycle to extinction

Figure 2. Chromatogram of the C15−C18 range in the dewaxed diesel
fraction.

Table 7. Feed and Product Compositions at the Three Levels of Conversion Severity when Targeting HEFA Jet

alkane
composition feed n-alkanes modest feed cracking T = 268 °C higher feed cracking T = 272 °C

feed alkanes cracked to extinction
T = 278 °C

carbon no.
total

mass %
n-alkane
mass%

iso-alkane
mass %

total
mass %

n-alkane
mass%

iso-alkane
mass %

total
mass %

n-alkane
mass%

iso-alkane
mass %

total
mass %

n-alkane
mass%

iso-alkane
mass %

4 0.00 0.00 0.00 0.63 0.21 0.42 0.82 0.27 0.54 2.37 0.74 1.63
5 0.00 0.00 0.00 1.88 0.44 1.43 2.45 0.58 1.87 6.06 1.38 4.68
6 0.01 0.00 0.00 3.02 0.66 2.36 3.98 0.88 3.09 8.85 1.90 6.95
7 0.04 0.01 0.03 4.22 0.80 3.41 5.76 1.11 4.65 11.72 2.20 9.52
8 0.12 0.03 0.10 5.36 0.85 4.51 7.50 1.20 6.30 14.07 2.17 11.90
9 0.23 0.06 0.17 5.98 0.85 5.13 8.37 1.19 7.18 14.36 1.92 12.44
10 1.03 0.79 0.24 7.14 1.37 5.77 9.72 1.65 8.06 14.75 2.02 12.73
11 0.18 0.07 0.12 5.77 0.60 5.17 8.08 0.81 7.27 11.14 0.99 10.15
12 0.17 0.08 0.09 5.09 0.51 4.58 7.03 0.67 6.36 7.97 0.63 7.34
13 0.62 0.45 0.17 4.46 0.59 3.87 5.75 0.67 5.09 4.64 0.33 4.31
14 2.93 2.03 0.90 4.48 0.81 3.68 4.78 0.63 4.14 2.14 0.12 2.01
15 5.17 5.07 0.10 3.94 1.11 2.82 3.37 0.69 2.68 0.59 0.04 0.56
16 6.08 5.94 0.14 5.38 0.88 4.50 4.30 0.46 3.84 0.30 0.01 0.29
17 38.03 37.43 0.60 21.02 4.37 16.65 14.81 1.97 12.83 0.43 0.02 0.41
18 43.38 42.21 1.16 21.08 3.87 17.21 12.89 1.49 11.40 0.19 0.01 0.18
19 0.82 0.34 0.48 0.20 0.02 0.18 0.10 0.01 0.09 0.02 0.00 0.02
20 0.51 0.30 0.21 0.11 0.02 0.10 0.05 0.01 0.05 0.02 0.00 0.02
21 0.17 0.07 0.10 0.03 0.00 0.03 0.02 0.00 0.02 0.02 0.00 0.02
22 0.10 0.05 0.04 0.02 0.00 0.02 0.02 0.00 0.02 0.02 0.00 0.02
23 0.09 0.03 0.06 0.02 0.00 0.02 0.01 0.00 0.01 0.01 0.00 0.01
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strategy and eventually wholly converted to jet and naphtha
fractions. Under these mildest of cracking conditions, the
cracked product distribution would remain unchanged by
further, secondary cracking of the initial product distribution. In
a second approach, a more aggressive operating point is
selected such that the onset of secondary product cracking is
just detected. Again, the heavier-than-jet fraction can be
separated and either used directly as diesel or recycled to
extinction. In the most aggressive approach, the feed is
converted so fully in a single pass that only a negligible portion
of the composition heavier than jet remains. This would result
in no diesel and require only the separation of the naphtha
fraction from the jet fraction. Since water can affect the
performance of the acid function in the bifunctional Pt/US-Y
zeolite catalyst used in these transformations,10 we elected to
reduce any remaining oxygenates to a minimum prior to further
fuel-making processing, as noted in the experimental
description. Table 7 presents the feed and effluent
compositions as well as the reactor temperature required to
achieve them while holding pressure at 800 psig and LHSV at
1/h.
As an estimate of cracking conversion, we have taken the

difference between the sum of the C15−C23 amounts in the feed
and effluent compositions. While the feed components larger
than C18 can contribute cracked products into this range, their
total amount is sufficiently small that the fraction of cracked
products overlapping with the feed composition presents a
negligible error. A slightly larger error arises from counting C15
exclusively as feed, since the first major cracking product from
C18 will be C15. However, in the two intermediate cracking
cases, this results in a modest error. In the extinction case, the
error is reduced by the high extent of both primary and
secondary cracking. Using these criteria, the three conditions
result in about 43%, 59%, and 93% cracking at temperatures of
268 °C, 272 °C, and 278 °C, respectively. A second figure of
merit is the fraction of the effluent that falls in the C8− naphtha
fraction. This fraction is lost from the useable HEFA jet fuel
range. In the three examples of Table 7, the C8− fractions
comprise 15%, 21%, and 43% of the recovered reactor effluent.
By comparing liquid mass fed with liquid mass recovered,
potential additional losses to vapor products are found to be
inconsequential. Clearly, conversion of these algal alkanes to a
HEFA jet fuel with the selected catalyst is not a high yield
undertaking. If we normalize the naphtha loss to the mass
found in the C9−C15 fraction, the relative losses become 41%,
44%, and 75%, respectively. The increase from 41% to 44%
reflects the added loss resulting from the onset of secondary
cracking. In principle, the normalized cracked fraction molar
distribution should be similar at all conversions until secondary
cracking sets in. This is supported by the 40% obtained when
comparing the relative amounts of C4−C8 with C9−C15
observed under diesel isomerization conditions noted in
Table 6. From the standpoint of fuel-making efficiency, a
strategy in which only the jet fraction is targeted clearly results
in much lower yields of high value fuel. The observed 40% loss
to naphtha agrees well with the estimates made based on
bifunctional hydrocracking chemistry.
The fuel freezing point is an important characteristic of

HEFA jet and is limited to −47 °C in JP-8.5 In other work, we
have found that the normal alkane content of the higher carbon
numbers has the most direct influence on this property. When
converting these algal alkanes, the feed contains normal C14−
C16. However, the C16 content is sharply reduced through

distillation, as the SPK is primarily constituted of the C9−C15
alkanes. Thus, under partial cracking conditions, the relative
contribution of normal alkanes in this range is a combination of
residual feed normal as well as the normal alkanes formed from
the cracking reaction. As can be seen in Table 7, the (n-C14 +
n-C15)/SPK mass ratio is 0.052, 0.028, and 0.003 for conversion
at 268 °C, 272 °C, and 278 °C, respectively. In the separation
of SPK from the remainder of the stream, the C15 content will
be reduced further, with the normal alkane reduced relatively
more than the isomerized portion of that carbon number. With
that in mind, we have examined the (n-C14 + n-C15)/SPK mass
ratio found in a variety of SPKs held by the Air Force Research
Laboratory. They range from a high of 0.034 to a low of 0.004.
Therefore, we believe SPK recovered from a stream with a
composition like that obtained at 268 °C would not meet the
freezing point specification unless half of the C15 fraction were
excluded from the product. The ratio at 272 °C is sufficiently
low that the small further diminution in this part of the
distribution by separation from the heavier remnants will likely
allow it to achieve the required freezing point. We have no
doubt that the highly cracked and isomerized product obtained
at 278 °C will meet the freezing point requirement.

3.6. Maximizing the Fuel Value of the Algal Alkanes.
To be used as a fuel, the alkanes obtained from deoxygenation
of triglycerides must undergo some isomerization if they are to
constitute a significant fraction of a final fuel. As shown,
accompanying that isomerization will necessarily be some
cracking as well. Once cracking occurs, loss of fuel value to the
C8− naphtha fraction is unavoidable. However, an overly high
normal alkane content will produce a diesel fraction with
unacceptable cold flow properties. Therefore, the deciding
factor in maximizing the fuel yield from any natural triglyceride
is the required low temperature properties of the produced
diesel fuel. Although the typical ASTM specification for diesel
fuel, D-975, provides methods for determining low temperature
properties such as cloud or pour point, no firm value is
specified.26 Another factor influencing the required extent of
isomerization is whether a SPK product is also required. Since
the diesel fuel fraction could accommodate the cracked product
down to C10, these highly isomerized, lower molecular weight
constituents could help improve the lower temperature
properties of the composite diesel fuel by helping to solvate
the higher weight normal alkanes, thereby reducing the need
for further cracking. However, if SPK is required as a separate
product, then the boiling point range specification in MIL-
DTL-83133G5 forces the inclusion of some heavier compo-
nents. However, as evidenced by the Shell FT fuel described by
Corporan et al., the distribution need not extend fully to C15.

25

From a process economic perspective, minimizing the
number of operations required to produce the product slate
is desirable. We employed a solvent dewaxing operation to
improve the low temperature properties of a mildly isomerized
algal alkane aggregate. The fraction removed by freezing can
then also be separated from the solvent and returned to the
hydroisomerization feed stream for further processing. A more
efficient approach employs catalytic, rather than solvent,
dewaxing.24 In catalytic dewaxing, the normal fraction of the
mixture is selectively isomerized while minimizing the further
reaction of the already isomerized constituents. We have been
unable to ascertain how much such an approach would reduce
parasitic cracking losses from either open or patent literature.
Such an approach has the benefit of being continuous but is
best suited to producing diesel, rather than aviation, fuel. A
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general conclusion is that the value of alkanes derived from
natural triglycerides is maximized when they are used primarily
as a diesel fuel. However, in light of renewable aviation fuel
requirements, the most economically appealing product
distribution will depend critically on the exact triglyceride
composition, or potential range of compositions, to be
converted to aviation fuel.

4. CONCLUSIONS
We have demonstrated the conversion of algal triglycerides to
both diesel and HEFA jet fuel compositions. Using a 3% Pd/C
catalyst at the fixed conditions of WHSV = 1.5/h, T = 350 °C,
P = 800 psig and an H2/triglyceride molar ratio of 30, normal
alkanes comprise over 85% of the aggregate recovered effluent.
Both the Cn−1 and Cn alkanes stemming from an initial
Cn−1COOH fatty acid side chain are recovered, with the Cn
alkanes being 15−20% more abundant in the combined
aggregate of all the produced alkanes. We observe decarbon-
ylation to be the predominant pathway to the Cn−1 alkane, with
the CO/CO2 typically in excess of 9. The catalyst maintained
high activity for over 190 continuous hours and exhibited
considerable performance evolution over that time. Most
notably, decarbonylation accounted for the majority of the
alkanes formed at the beginning of the run, but complete
reduction produced the majority of alkanes at the end of the
run. Further, the catalyst became more active for the reduction
pathway with time on stream. Decarboxylation appeared to
operate at a near constant and much lower rate than the other
two main pathways. Rather than catalyst deactivation forcing
run termination, a physical obstruction of uncertain origin
resulted in a plugged reactor. The desired n-alkanes were
separated from the remaining free acids and heavy esters by
distillation, although a small but significant amount of 1-alcohol
was also recovered with the alkanes.
The incompletely converted material recovered from the

distillation pot was processed a second time over a fresh charge
of the same catalyst at the same temperature, pressure, and flow
rates used for the fresh triglyceride feed. In contrast to first pass
conversion of the triglycerides, the heavy esters formed in the
first pass from condensation of partially reduced alcohols and
free fatty acids undergo only modest conversion to alkanes in
the second pass. Also, the combined decarbonylation plus
decarboxylation pathways predominate, as indicated by the
much higher proportion of recovered odd numbered n-alkanes.
The relative contribution of decarbonylation and decarbox-
ylation still strongly favors decarbonylation but to a slightly
smaller degree than observed during first pass conversion.
Before converting the n-alkane mixture over the Pt/US-Y

zeolite bifunctional hydrocracking catalyst, residual oxygenates
were converted to water over a Pt/alumina catalyst. The water
was separated from the remaining hydrocarbon mixture. The
first pass alkanes, comprised principally of 4.6% n-C15, 5.5%
n-C16, 38.5%, and 43.5% n-C18 were mildly hydroisomerized
using a Pt/US-Y zeolite catalyst in order to improve cold flow
properties. Isomerization was held to just over 50% so as to
limit undesired cracking to even lighter products. The
combined isomerized and cracked composition was distilled
so as to remove the fraction too light for a diesel fuel. With the
high concentration of remaining n-C17 and n-C18, cold flow
properties were still unacceptable for low temperature use.
Further reduction in n-alkane content relative to the isomerized
fraction was achieved using solvent dewaxing to produce a fuel
composition which remained fluid at −20 °C.

Three approaches for converting the algal alkanes to a HEFA
jet only composition were investigated. The three approaches
differ in the extent of single pass cracking conversion targeted.
The three conditions result in about 43%, 59%, and 93% net
cracking at temperatures of 268 °C, 272 °C, and 278 °C,
respectively. Only under the most aggressive single pass
conditions are the heaviest molecules sufficiently reduced in
abundance that no recycle of the insufficiently converted
fraction would be needed in a continuous conversion process.
Under the least aggressive conditions, it is doubtful that the
amount of remaining n-C14 and n-C15 is low enough that the
HEFA jet fraction would meet the −47 °C freezing point
requirement under MIL-DTL-83133G for JP-8. Under these
three conditions, losses to the C8− naphtha fraction when
normalized to the C9−C15 fraction comprise 41%, 44%, and
75%, respectively. Because of these high losses, a renewable
aviation turbine fuel strategy that preserves the overall highest
liquid fuel yield would target the production of primarily diesel
fuel. The aviation fuel would then be recovered from the
cracked fraction that naturally accompanies the hydroisomeri-
zation of the original n-alkanes to the extent required for
meeting an appropriate diesel fuel pour point specification.
Such an approach would limit the loss of algal alkane fuel value
to less than 10%.
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ABSTRACT: Fuel is a harsh environment for microbial growth. However,
some bacteria can grow well due to their adaptive mechanisms. Our goal was
to characterize the adaptations required for Pseudomonas aeruginosa
proliferation in fuel. We have used DNA-microarrays and RT-PCR to
characterize the transcriptional response of P. aeruginosa to fuel. Tran-
scriptomics revealed that genes essential for medium- and long-chain n-
alkane degradation including alkB1 and alkB2 were transcriptionally induced.
Gas chromatography confirmed that P. aeruginosa possesses pathways to
degrade different length n-alkanes, favoring the use of n-C11−18. Furthermore,
a gamut of synergistic metabolic pathways, including porins, efflux pumps,
biofilm formation, and iron transport, were transcriptionally regulated.
Bioassays confirmed that efflux pumps and biofilm formation were required
for growth in jet fuel. Furthermore, cell homeostasis appeared to be carefully
maintained by the regulation of porins and efflux pumps. The Mex RND efflux pumps were required for fuel tolerance; blockage
of these pumps precluded growth in fuel. This study provides a global understanding of the multiple metabolic adaptations
required by bacteria for survival and proliferation in fuel-containing environments. This information can be applied to improve
the fuel bioremediation properties of bacteria.

■ INTRODUCTION

Pseudomonas aeruginosa can adapt to diverse ecological niches
due to its metabolic versatility.1 P. aeruginosa has been shown to
grow in jet fuel storage systems and petroleum oil fields and is
able to degrade a wide range of hydrocarbons.2,3 Thus, P.
aeruginosa has been proposed as an important microorganism
for bioremediation of light non-aqueous phase liquids
(LNAPLs).4,5 Normal alkanes in fuels are metabolized via
oxidation and are used as a sole carbon source for energy and
growth. The P. aeruginosa genome encodes two membrane-
bound alkane hydroxylases (AlkB1 and AlkB2) and essential
electron transfer proteins, rubredoxins (RubA1, RubA2), and
FAD-dependent NAD(P)H2 rubredoxin reductases required
for alkane degradation.6,7 In addition to AlkB1 and AlkB2
monooxygenases, bacteria also utilize soluble heme-thiolate
prokaryotic-P450 monooxygenases to oxidize n-alkanes. Both
membrane-bound AlkB and cytochrome P450 act efficiently on
medium chain alkanes ranging from C5−C16.

8 However, the
physiological signal that regulates the alkane degradation
pathway of P. aeruginosa is not well known. On the other
hand, it is known that in Pseudomonas putida GpO1 the alk
genes are regulated by AlkS, which activates the expression of
the alkane degradation pathway in presence of alkanes. The

expression of the alkane degradation pathway is also regulated
by a catabolic repression control (CRC) system that represses
the alk genes depending on the availability of simple carbon
sources in the growth environment.9,10 Another difference
between P. aeruginosa PAO1 and P. putida GpO1 is that the
alkane degradation genes in GpO1 are grouped in two clusters
located on the OCT plasmid,11 whereas in P. aeruginosa PAO1
the alk genes are located in the chromosome.
Although P. aeruginosa is equipped with the basic machinery

to consume fuel as a carbon source, fuel is considered a harsh
environment for bacteria to survive. Therefore, bacteria prefer
to proliferate in the water phase or fuel−water interface. To
encounter these adverse conditions, bacterial cells have
developed multiple adaptations, including the ability to change
the cell surface hydrophobicity and form biofilms,12 regulate
outer membrane porins and membrane permeability, and
extrude toxic compounds. Biofilms are the aggregation of cells
enclosed in a matrix of polymeric compounds, primarily
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exopolysaccharides (EPS).13,14 Biofilms are important for
bacteria to survive when environmental conditions deteriorate.
Bacteria are capable of producing biofilms on a number of
different surfaces including fuel tank walls, fuel lines, and the
fuel−water interfaces.15,16 P. aeruginosa secretes alginate that
produces the specific characteristic observed in the biofilms
formed in the lungs of cystic fibrosis patients.14 EPS helps to
avoid direct contact of cells with fuel. In this study, we show
that genes responsible for alginate biosynthesis and alginate
transport across the cell inner membrane have been transcrip-
tionally induced, indicating that the fuel environment can
promote biofilm formation.
Jet fuel contains aromatic and cyclic hydrocarbons which are

toxic to the cell.17−19 Also, fuel can capture heavy metals during
transport and storage, which may also affect bacteria. It has
been proposed that membrane proton antiporter-pumps of the
resistance-nodulation-division (RND) family can function in
the extrusion of toxic compounds including antimicrobials,
organic solvents, and heavy metals.20 The tripartite efflux
pumps MexAB-OprM, MexCD-OprJ, and MexEF-OprN have
been shown to provide broad resistance to antibiotics and
different aromatic compounds in P. aeruginosa.20,21 Homolo-
gous proteins in E. coli encoded by the acrAB/EF-Tol genes
have shown similar activity.19,22 Deletion of these efflux pump
systems rendered the cell susceptible to toxic molecules.20

Outer membrane porins have been shown to have an essential
role in the adaptation of bacteria to different environments.
Porins can transport everything from glucose and carbohy-
drates to phosphate, polyphosphate, and even organic solvents,
such as toluene and naphthalene.23−25 Previous studies showed
that P. aeruginosa cells lacking the outer membrane proteins
OprF were highly resistant to the toxic effects of toluene.23 The
protein OprG has also been linked to the transport of solvents,
such as naphthalene into the cell.24,25

Although the fundamental aspects of the metabolic
machinery and pathways involved in the utilization of
hydrocarbons may be known, the transcriptional expression
profiles of genes involved in survival, adaptation, and
proliferation of bacterial cells in fuel have not been well
characterized. Therefore, we initiated a whole genome
expression analysis using Affymetrix microarray chips against
P. aeruginosa PAO1 in order to study the transcriptional profile
of the fuel degrading strain P. aeruginosa ATCC 33988, which
was originally isolated from a fuel tank. We utilized the available
microarray chip for the PAO1 strain, which also encodes
functional genes responsible for fuel degradation.2,26,27 In
addition, we have used quantitative reverse transcription
polymerase chain reaction (qRT-PCR) to confirm the results
obtained through microarray analyses. Chemical analyses using
gas chromatography−mass spectrometry (GC-MS) allowed us
to describe the degradation profile of jet fuel and the
progression and consumption rate of fuel hydrocarbons,
including n-alkanes, and cyclic and aromatic hydrocarbons.
Finally, we performed functional assays in the presence of fuel
to determine the formation of biofilms and the role of efflux
pumps in the resistance of toxic compounds and proliferation
of bacteria in fuel. Here, we provide a comprehensive
description of the transcription profile of P. aeruginosa when
exposed to jet fuel. The results demonstrate how multiple
metabolic pathways and adaptations take place for effective
proliferation of bacteria in fuel. This study provides a new
global understanding of the genetic and metabolic plasticity of
bacterial cells. This knowledge can be used in combination with

genetic engineering, biotechnological, and environmental
engineering approaches to enhance characteristics such as
nutrient uptake, biofilm formation, surfactant production, and
tolerance to toxic compounds in order to improve the potential
of bacteria for detoxification and bioremediation of hydro-
carbons and LNAPLs.

■ MATERIALS AND METHODS
Bacteria Strains and Growth Condition. The P.

aeruginosa strain ATCC 33988 originally isolated from a fuel
storage tank was used in this study. P. aeruginosa ATCC 33988
was initially grown in LB (Lysogeny broth) medium overnight
at 28 °C. Cells were harvested by centrifugation at 10,000 rpm
for 5 min. Cells were then washed twice with M9 minimal
medium to remove trace amounts of LB before inoculation to
M9 minimal medium. Four independent cultures of P.
aeruginosa were grown in M9 minimal media with filter
sterilized Jet A fuel at 28 °C with aeration. The chemical
composition of Jet A was confirmed by GCxGC (Table S6,
Supporting Information). As a control, bacteria were grown in
M9 minimal media with glycerol as the sole carbon source.
Bacteria were grown to mid log phase (0.5−0.6 OD600), and
cells were cooled rapidly on ice. Cells were harvested by
centrifugation (4 °C) with 10% ethanol/phenol (19:1)
solution, and the pellet was frozen immediately on dry ice.

RNA Isolation, cDNA Synthesis, and Affymetrix
GeneChip Analysis. Total RNA was extracted from cells
using the Qiagen Total RNA kit as described by the
manufacturer. Any DNA contamination was removed by
DNAase treatment. The quality of RNA was initially assessed
by electrophoresis through a 1% agarose gel and by the Agilent
Bioanalyzer System (Agilent Technologies, Palo Alto, CA).
Total RNA, free of genomic DNA, was used to synthesize
cDNA. First strand cDNA was synthesized with random
primers using SuperScript II Reverse transcriptase. The cDNA
was fragmented and labeled with biotin. Subsequently, the
labeled-cDNA was hybridized to the Affymterix microarray
chips. Arrays were then washed and stained as described in the
Affymetrix GeneChip Expression Analysis Technical Manual,
using the instructions specifically for P. aeruginosa PAO1. After
washing and staining, Microarray chips were scanned using the
Affymetrix GeneChip Scanner 3000. The initial data analyses
were performed using Affymetrix Microarray Analysis Suite
(MAS), version 5.1. Signal values, detection calls (present,
absent, marginal), and P values for each detection call were
generated using Affymetrix gene chip operating software
(GCOS). PCA analyses of microarray chips distinguished
four replicates of glycerol chips different to four replicates of jet
fuel chips based on their expression profiles. However, to
reduce dimensionality, we removed the outlier chip from each
condition; three chips from each condition were considered for
further analyses. All nine possible comparison analyses were
performed using Glycerol CHP files as baseline values to obtain
signal log ratio (SLR), change call, and P values associated with
the change call. Nonspecific hybridization probes were
eliminated by removing signals from a defined cutoff. Data
were normalized across the two different conditions. Data were
filtered based on the presence call, consensus changed call
(CCC), and SLR to obtain significantly up-regulated and
down-regulated genes as described previously. 28

Quantitative Reverse Transcription PCR (qRT-PCR).
Quantitative RT-PCR was used to validate the microarray data.
Gene-specific qRT-PCR primers (Table S1, Supporting
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Information) were designed for several genes representing
some of the important biological processes identified by
microarray. A SYBR-Green mediated two-step RT-PCR
method was used to measure gene expression using the CFX
quantitative real-time PCR instrument (BioRAD). PCR-
amplified target sequences for each gene were amplified from
Pseudomonas aeruginosa ATCC 33988 genomic DNA, quanti-
fied, and used as external standards for quantification during
qPCR. Reverse transcription was carried using 100 ng of total
RNA, random primers, and 75 U of iScript MMLV-RT
(RNaseH+). The threshold cycle values (Ct) were obtained
from amplification curves and the gene expression fold changes
was calculated using 2−ΔΔCT method.
Fuel Degradation Profiles by GC X GC. Studies were

conducted to investigate which specific compounds or
compound types in Jet A fuel were preferentially degraded by
P. aeruginosa. The bioassays were performed by using 10 μL of
Jet A aviation fuel in 1 mL of M9 minimal media containing P.
aeruginosa at 0.03 OD in a 10 mL glass vial sealed with a
Teflon-lined lid. The samples were maintained in a 28 °C
incubator for a period of 13 days, without opening the vial.
Multiple sample replicates were incubated at the same time, and
then sample vials were removed from the incubator at the time
of testing, and finally extracted and analyzed by GC X GC as
explain in Table S7 of the Supporting Information.
Fluorescent Staining of Cell Aggregates and Biofilm

Assay. An Olympus BX50 F4 fluorescence microscope was
used to visualize cell aggregations and biofilms. Cells were
carefully collected from the fuel−M9 interface and live/dead
staining was performed using the BacLight LIVE/DEAD kit
(Life Technologies, U.S.A.) to visualize viable cells. A biofilm
assay to quantify the formation of bacterial biofilms was
conducted as described by Gunasekera et al.29.
Efflux Pump Blockage Assay. To demonstrate that the

Mex efflux pumps were important in the adaptation and
resistance of P. aeruginosa to fuel, we used the known Mex-
efflux pump inhibitor, c-capped dipeptide Phe-Arg β-
naphthylamide dihydrochloride (Sigma-Aldrich P4157−
250MG), to block the efflux pumps and determine the impact
on cell growth in the presence of fuel. P. aeruginosa ATCC
33988 was inoculated at 0.03 OD600 into 5 mL M9 medium,
and the c-capped dipeptide added at 0, 20, 40, 60, 80, and 100

μg/mL. Cultures were overlaid with 2 mL of Jet A fuel. Control
samples were produced by adding 0.2% glycerol as the carbon
source to samples containing efflux pump inhibitor but not fuel.
The experiments were performed in triplicate and repeated
twice each. Cultures were grown at 28 °C aerobically in a
shaking (200 rpm) incubator, and the growth was monitored by
measuring OD600.

■ RESULTS AND DISCUSSION
To date, there has been no comprehensive study describing the
diverse synergistic cellular adaptations that have to be triggered
in P. aeruginosa to survive and thrive in toxic fuel-containing
environments. Using DNA microarrays, we surveyed the global
expression profile of P. aeruginosa genes to gain a deeper
understanding into the complex machinery required for fuel
degradation and adaptation.
The P. aeruginosa core genome has been shown to be highly

conserved across different strains, irrespective of their origins,
regardless of whether a strain is an environmental or clinical
strain.1 It has also been shown that environmental strain
isolates have physiological properties similar to the clinical
strain PAO1.2 Moreover, alkane hydroxylase genes are present
in both clinical and environmental isolates.30 The PAO1 strain
can utilize Jet A fuel (data not shown), dodecane,24 and
hexadecane26 as carbon sources. Whole genome sequencing of
Pseudomonas aeruginosa ATCC 33988 revealed that this
genome is at least 99% similar to the PAO1 strain for the
known genes contained in PAO1 chips. DNA sequence
analyses of the genes selected for the qPCR study showed
100% sequence homology to the PAO1 strain. However, P.
aeruginosa ATCC 33988 grows faster in jet fuel than the clinical
strain PAO1 and appears to be better adapted to the fuel
environment. Therefore, we used the P. aeruginosa ATCC
33988 strain for this study.
The Affymetrix gene-chip of P. aeruginosa PAO1 (Pae_G1a)

genome consists of 5900 probe-sets representing 5549 protein-
coding sequences, 18 tRNA genes, a representative of the rRNA
cluster, 117 genes from different strains other than PA01, and
199 probe sets of intergenic regions. We used clustering
algorithms to analyze expression data. Of 5549 genes, 3778
genes were called present in all 6 conditions and 5461 genes
were called present or marginally present in at least 2 chips with

Figure 1. Regulation of P. aeruginosa functional genetic classes when grown in fuel. Functional classifications are according to P. aeruginosa genome
project (www.pseudomonas.com). Black and gray bars represent % induced and % repressed genes of total differentially expressed genes,
respectively.

Environmental Science & Technology Article

dx.doi.org/10.1021/es403163k | Environ. Sci. Technol. 2013, 47, 13449−1345813451

222 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



an alpha-1 value of 0.05. Of 5570 annotated Open Reading
Frames (ORFs) in the P. aeruginosa PAO1 genome (www.
pseudomonas.com31), here we found that under fuel growth,
2963 genes were induced and 617 genes were repressed over 2-
fold. Additionally, differentially expressed genes were assigned
to different functional classes (Figure 1). Analyses showed that
47% of the induced and 22.5% of the repressed genes were
hypothetical with unknown functions in P. aeruginosa. Of the
induced known genes, 12.4% were membrane proteins, 14.6%
were putative enzymes, and 14.4% were transcriptional
regulators (Figure 1). Up-regulation of large number transcrip-
tional regulators during fuel growth allowed cells to adapt to
the fuel environment rapidly. Among the down-regulated genes,
the functional class of translation and post-translational
modification were most notable (Figure 1). Almost every
gene involved in the formation of ribosomal small (S) and
ribosomal Large (L) proteins were significantly down-regulated
probably due to slower growth rates in fuel compared to
glycerol. In addition, a large number of genes related to
translational and post-translational modification, amino acid
biosynthesis and metabolism, energy metabolism, cell division,
and cell wall were down-regulated.
The microarray results were further validated using

quantitative reverse transcription−PCR (qRT-PCR) for several
candidate genes that represented the different pathways studied
through microarray (Figure 2). The results showed that the
mRNA expression levels detected by qRT-PCR were consistent
with the expression levels obtained by microarray.

Alkane Degradation Pathways. Alkanes are highly
reduced saturated hydrocarbons with high energy content.
Therefore, alkanes can serve as a rich carbon and energy source
for bacteria to grow. Alkane degradation is a complex process
that involves the uptake of alkanes from a hydrophobic
environment to the inside of the cell, followed by oxidation
using substrate specific enzymes. P. aeruginosa is known to
secrete surfactant rhamnolipids that emulsify hydrocarbons,
thereby improving the uptake process.32−34 In addition,
rhamnolipids increase the hydrophobicity of the cell surface
improving adaptability of P. aeruginosa to fuel-containing
environment. A complex gene regulatory network is involved
in rhamonlipid production. The rhlAB gene operon encoding

the rhamnosyltransferase involved in rhamnolipid biosurfactant
production was up-regulated in our experiment over 5-fold,
suggesting that rhamnolipid plays a role in fuel uptake.
Degradation of alkanes involves hydroxylation of the terminal

methyl group to render a primary alcohol, followed by further
oxidation to an aldehyde, and then conversion to fatty acids.
Fatty acids are conjugated to co-enzyme A (CoA) and further
processed by β-oxidation to generate acetyl CoA. Activation of
medium chain (C5−C11) or long chain alkane molecules (C12
and greater) require the expression of the alkane hydroxylase
genes, which encode membrane bound monooxygenases. The
alkB1 and alkB2 genes are known to be present in P. aeruginosa,
and our results showed that both genes were up-regulated by
6.75- and 2.33-fold (Table S2, Supporting Information),
respectively, when grown in jet fuel. In agreement with a
previous study,35 the alkB1 and alkB2 genes were differentially
expressed during the exponential phase of growth. However,
the genes encoding two soluble electron transfer proteins
rubredoxins (PA5350, PA5351) and rubredoxin reductase
(PA5349) were not transcriptionally induced by fuel. These
results are in agreement with Marin et al.,35 in which they
showed that rubredoxins and rubredoxin reductase encoding
genes are constitutively expressed even in the presence of
alkanes. Rubredoxin transfers electrons from NADH-depend-
ent flavoprotein to rubredoxin reductase and to AlkB and the
cytochromes. AlkB1 and AlkB2 have overlapping substrates
ranging from medium chain length alkanes to long chain
alkanes. The AlkB1 and AlkB2 were shown to be particularly
active on C10−C22/C24 alkanes but were differentially express at
different stages of the growth phase.32 In addition to AlkB1 and
AlkB2, cytochrome P450 alkane hydroxylases (PA2475, PA
3331), which are ubiquitous among all kingdoms of life,7 were
also induced in P. aeruginosa when grown in fuel.
Several ferrodoxins and ferrodoxin reductase (PA4331) were

up-regulated when Pseudomonas was grown in fuel, indicating
the possible involvement of these enzymes in jet fuel
degradation (Table S2, Supporting Information). Both AlkB
and Cytochrome P450 monooxygenase oxidize medium-chain
(C5−C11) and long-chain alkanes (>C11). The up-regulation of
alkB1 (6.75-fold), alkB2 (2.33-fold), and P450 (4.89- and 3.85-
fold) indicates that these enzymes were activated by the
presence of fuel and likely involved alkane degradation. In
addition to alkB and P450 genes, a number of enzymes
involved in terminal oxidation pathways were induced
including, alcohol dehydrogenase, aldehyde dehydrogenase,
and acyl-CoA-synthetase (Table S2, Supporting Information).
The fatty acid degradation pathway plays a critical role in
consumption of jet fuel by P. aeruginosa. The initial oxidation
step of beta-oxidation is catalyzed by acyl-CoA dehydrogenase.
We observed that multiple acyl-CoA dehydrogenases were
induced in the presence of fuel. A number of enzymes in the
enoyl-CoA hydratase family that catalyze the second step of β-
oxidation pathway were also induced (Table S2, Supporting
Information).

Selective Consumption of n-Alkanes in Jet-A Fuel by
P. aeruginosa. Jet fuel composition analyses performed by
two-dimensional gas chromatography (GC × GC) provided
new insights into the type of hydrocarbons degraded by P.
aeruginosa ATCC 33988. These results further confirmed
activity of n-alkane degradation pathways detected by micro-
array. The results showed that n-C9, C10, and C11 presented a
slower rate of decomposition over the 13 days, while a much
greater decline in concentrations occurred for n-C12 through n-

Figure 2. Validation of microarray gene expression data using qRT-
PCR. A few candidate genes that represented some of the important
biological processes identified by microarray including alkane
degradation (alkB1, alkB2), EPS biosynthesis mechanism (pelA,
pelD, pelE, algD), efflux pumps, and porin regulation (oprF, oprG,
oprN, oprJ), iron transport, and metabolism (Fur, pchF, pfeR) were
selected to be tested by qRT PCR. Microarray fold-change data were
compared against the qRT-PCR data.
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C18 alkanes (Figure 3a). These results agreed with the
degradability profiles shown for the PAO1 strain by Smits et

al.,30 which indicated higher degradability of n-C12 to n-C16
compared to shorter chain alkanes <n-C10. We also observed
that the P. aeruginosa ATCC 33988 strain degraded n-alkanes
longer than C20 (data not shown), suggesting that additional
alkane degradation pathways may exist in this organism. The
consumption rate of 10-carbons aromatic napththalene, tetralin,
and the dicyclicloparaffin decalin was compared to the
consumption rate of n-C13, the most degraded normal alkane

(Figure 3b). Naphthalene and tetralin were entirely unde-
graded. However, the concentration of decalin was reduced
from its original concentration by 25% as compared to an
approximate 85% loss of the n-alkane C13. Clearly, cells
preferentially consumed the n-alkane in favor of the aromatics
(Figure 3b). The results demonstrated that saturated cyclic
compounds that have no aromaticity such as decalin are also
degraded but to a lesser degree than the n-alkanes. These
observations are in general agreement with the studies
conducted on oil spills where bacteria consume hydrocarbons
in the order of n-alkanes > branched alkanes > low molecular
weight aromatics > cyclic alkanes > higher molecular weight
aromatics.3

Biosynthesis of Extracellular Polysaccharides and
Biofilm Formation. The formation of biofilms in the fuel
environment has been indicated previously.15,16 P. aeruginosa
successfully colonizes fuel tanks by secreting extracellular
polysaccharides and forming biofilms. We observed that P.
aeruginosa produced a significant amount of biofilm at the fuel
and M9 media interface (Figure 4a). Microscopic analyses
showed that most of the cell aggregations were alive (Figure
4b). Under static condition, P. aeruginosa formed a significant
(P < 0.01) amount of biofilm when compared to P. aeruginosa
grown in glycerol in as short as 3 days (Figure 4c). Using
expression microarray, we identified genes likely responsible for
extracellular polysaccharide (EPS) and biofilm formation. We
noticed that in the presence of fuel, alginate, and Pel protein
biosynthesis and export mechanisms were induced (Table S3,
Supporting Information). Alginate, a linear polymer of β-1,4-
linked D-mannuronic acid, is known to play a role in the
development of biofilms of P. aeruginosa in the upper and lower
airways of cystic fibrosis patients.9,32 With the exception of
algC, which does not reside in the algD operon, all the other
genes involved in biosynthesis and secretion of alginate were
induced in the presence of fuel. The algC gene, which has
additional functions in lipopolysaccharide (LPS) biosynthesis,36

was down-regulated in presence of fuel (Table S3, Supporting
Information). The algA and algD genes which encode the
enzymes required for synthesis of the alginate precursor
guanosine diphosphate (GDP) mannuronic acid were up-
regulated over 4-fold in fuel (Table S3, Supporting
Information). Once the alginate precursor is synthesized in
the cytoplasm, it is polymerized and exported across the outer
membrane. The genes that encode the alginate precursor
transport proteins, alg8 and alg44, were induced over 7-fold.
The genes encoding three periplasmic proteins (AlgG, AlgK,
AlgX) involved in forming a scaffold to protect alginate
degradation from alginate lyase were also induced. The gene
products of algI, algJ, algF, which serve as the reaction center
for O-acetylation in the membrane were also induced in fuel.
Additionally, the algE gene that encodes the outer membrane
protein that exports alginate from periplasm to the environ-
ment was up-regulated. Overall, our study provides novel
insight into the production of alginate by P. aeruginosa during
fuel growth. Exopolysaccharides make cells more mucoid,
enabling cells to attach to fuel tank surfaces and produce
biofilms, which prevent direct contact of cells with fuel. The
regulation of alginate biosynthesis is a complex process
controlled at the transcriptional level, which involves a number
of proteins including AlgT, AlgR, MucA, and MucB.9 However,
the expression of these transcriptional regulator genes was not
changed under fuel condition suggesting that transcription of
the alginate biosynthetic genes might be activated by an

Figure 3. Selective consumption of Jet A fuel hydrocarbons by P.
aeruginosa. (a) Degradation rate of normal alkanes based on molecular
weight. (b) Comparison of the consumption of four different jet fuel
hydrocarbons representing four important compound classes in fuel:
n-C13 (C13H28), indicative of paraffins and isoparaffins; decalin
(C10H20), indicative of cycloparaffins; naphthalene (C10H8), indicative
of diaromatics; and tetralin (C10H14), indicative of monoaromatics.
The samples were analyzed by GC × GC with dual flame ionization
detection (FID) and mass spectrometry detection.
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unknown mechanism in the presence of fuel. However, it is
likely that slight fluctuations of these regulatory proteins can
produce a strong change in the expression of their target genes.
Alternatively, mutation of the coding region of these transcrip-
tional regulators could affect the way they interact with the
operator region of the alginate genes, leading to increased
expression. Increased production of alginate due to mutation of
the inner-membrane antisigma factor mucA gene has been
reported.12

In addition to alginate, pal and psl exopolysaccharides are
also implicated in playing a role in biofilm formation in P.
aeruginosa. Our study showed that the entire pel operon (pelA-
G) was induced in the presence of fuel. This suggests that
extracellular pel may be playing a role in cell aggregation and
biofilm formation. PEL-polysaccharide production is regulated
by PelD,37 a degenerate diguanylate cyclase receptor; this gene
was induced 5.4-fold during fuel growth. It has been shown that
P. aeruginosa PA14 strain produced Pel protein in air−water
interface biofilms.36 In our study, we consistently observed the
formation of this biofilms at the fuel−water interface (Figure
4a); it is possible that increased Pel production may be playing
a role in cell aggregation. The formation of biofilms, particularly
at the fuel−water interface was clearly demonstrated in our
growth characterization experiments (Figure 4b,c).
Efflux Pumps and Porin Regulation. The role of

membrane proteins is crucial in regulating cell homeostasis.

The two major general porins, OprF and OprG, were down-
regulated 8.25- and 7.02-fold, respectively, when P. aeruginosa
was grown in jet fuel. The down-regulation of these porins was
also confirmed by qRT-PCR (Figure 2). Aromatic compounds
present at about 20% (v/v) in fuel are highly toxic to cells. It
has been shown that aromatics such as toluene and naphthalene
can be transported into the cell through the porins OprF and
OprG, respectively.23,25 Li et al.,23 showed that mutant cells
defective in OprF were highly tolerant to toluene. Volker et
al.,38 showed that when the solvent-tolerant Pseudomonas putida
S12 was exposed to toluene oprF was repressed. Previous
studies indicated that OprG is required by P. fluorescens to grow
in pure naphthalene,25 and that it works in P. putida and P.
aeruginosa by forming a diffusion channel with emulsifying
activity.25 However, our GC × GC analysis revealed that when
grown in jet fuel, P. aeruginosa ATCC 33988 does not degrade
aromatic hydrocarbons (Figure 3b).
Besides prevention of the internalization of toxic hydro-

carbons, bacterial cells may activate multiple efflux pump
mechanisms to extrude toxic hydrocarbons and ions from the
cells in order to maintain a low intracellular level that can be
managed by biodegradative pathways. It has been shown that
multidrug efflux pumps of the RND family, which are highly
conserved among bacteria, are involved in the resistance of
bacteria to toxic compounds and small molecules. Furthermore,
efflux pumps MexAB-OprM, MexCD-OprJ, and MexEF-OprN

Figure 4. (a) Biofilm formations by Pseudomonas aeruginosa ATCC 33988 when grown in Jet A fuel aerobically in a bioreactor. Note that cell
aggregates and biofilms are mainly formed at the fuel water interface. F, fuel layer; B, biofilm; E, emulsified fuel; and M, M9 buffer. (b) Epi-
fluorescent microscope image of biofilm/cell aggregates induced by fuel. Cells were stained with Syto9/propidium iodide. Live cells are green, and
dead cells are red. L, live cells; D, dead cells; and Ag, cell aggregation. Bar indicates 5 μm. (c) Quantification of Jet A-induced biofilm formation after
3 days incubation at 28 °C. Biofilms were quantified by crystal violet staining. A significant difference is indicated by ∗ for p < 0.01.
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have been proposed as possible mechanisms of aromatic
solvent extrusion.20,23,39 These tripartite pumps can move
solutes from the cytoplasm and from the periplasm to the cell
exterior.40 Our results showed the MexCD-OprJ and MexEF-
OprN efflux pumps were up-regulated in fuel about 4-to 6-fold
and 5-to 8-fold, respectively (Table S4 and Figure S1,
Supporting Information). However, the MexAB-OprM efflux
pump was repressed by about 2-fold. This result indicated that
in Pseudomonas aeruginosa ATCC 33988, the MexAB-OprM
efflux may not be a major contributor to the solvent extrusion
system. In P. aeruginosa, the mexAB-oprM operon has been
shown to be expressed at a basal level as a primary system for
intrinsic multidrug resistance.41 However, it has also been
observed that the mexCD-oprJ and mexEF-oprN can be
activated in cases where the mexAB-oprM is not expressed or
when exposure to a specific compound makes the activation of
these efflux pumps advantageous over the expression of the
mexAB-oprM pump.42

We also observed that a great number of other efflux
transporters were up-regulated in the presence of fuel. For
example, 21 probable RND efflux pumps and probable drug
efflux pumps were up-regulated (Table S4, Supporting
Information). Out of these genes, PA1238, PA1541, PA3523,
and PA4990 were highly up-regulated, 16.50-, 33.00-, 15.40-,
and 10.93-fold, respectively (Table S4, Supporting Informa-
tion). Furthermore, we have observed that the RND-divalent
metal cation efflux transporters czcA, czcB, czcC, czcD were up-
regulated 6.75-, 7.13-, 16.63-, and 2.85-fold, respectively (Table
S4, Supporting Information). The Czc proteins have been
involved in the extrusion of toxic metal ions such as cadmium,
zinc, cobalt, magnesium, and copper.43 The manner in which
jet fuel is transported and stored provides a great chance that
metal ions, including heavy metals, might get dissolved in the
fuel. While the level of these toxic metals in most instances can
be very low, they tend to partition and concentrate into the
aqueous phase where microorganisms prefer to grow. Also,
many heavy metal ions, such as Pb, Hg, and Cd, are highly toxic
even at very low concentrations. Because of the susceptibility of
organisms to metal toxicity, bacteria have evolved mechanisms,
such as active efflux pumps, that can reduce the intracellular
levels of metal and its toxicity. The metal efflux pumps
appeared to be required for effective growth in fuel. It is also
likely that some of these efflux pumps could be activated by the
same trigger signals that activate the Mex efflux pumps. Our

results revealed a great complexity of efflux systems that may
likely be activated to reduce the intracellular concentration of
toxic molecules. As shown here, these efflux pumps provide
protection to the cell and are important systems for
homeostasis regulation and resistance to toxic compounds
(Figure S1, Supporting Information).

Role of Efflux Pumps in Cell Resistance to Fuel. To
demonstrate that Mex efflux pumps were truly important in the
adaptation and resistance of P. aeruginosa to fuel, we decided to
use a known efflux pump inhibitor to block the efflux pumps
and observe any effects of this blockage. The efflux pump
inhibitor Phe-Arg-β-napthylamide (PAβN), a c-capped dipep-
tide, was applied at different concentrations to M9 minimal
media containing fuel or glycerol as the sole carbon source.
PAβN has been shown to bind and inhibit the function of
MexAB-OprM, MexCD-OprJ, and MexEF-OprN efflux
pumps,44−49 reducing the resistance of bacteria to antibiotics.
It was expected, as in the case of antibiotics resistance, that if
efflux pumps were involved in protecting the cell by reducing
the intracellular levels of organics and other toxic compounds
from fuel that their blockage would lead to an observable
growth reduction.
The results showed that addition of PAβN efflux pump

inhibitor to fuel-containing minimal media samples effectively
inhibited P. aeruginosa growth for several days (Figure 5a). For
the first 4 days, growth inhibition was observed at every
concentration tested from 20 to 80 μg/mL. However, only the
highest concentration, 80 μg/mL, was able to permanently
inhibit the growth of P. aeruginosa (Figure 5a). However, when
40 and 80 μg/mL PAβN were added to glycerol-containing
minimal media samples, no growth reduction was observed
(Figure 5b). This result demonstrated that the inhibitory effect
was not due to direct antimicrobial activity of the efflux pump
inhibitor on the bacteria. Furthermore, the results clearly
support that blockage of the efflux pumps by PAβN led to the
toxic accumulation of fuel compounds in the cell cytoplasm that
prevented the bacteria from growing. Additional experiments
performed with the Gram-negative fuel-degrading bacteria
Acinetobacter venetianus showed a similar result, indicating
that PAβN mediated efflux pump blockage can lead to fuel
toxicity and growth inhibition in other bacteria (data not
shown). Efflux pump blockers may be applied to prevent
biodeterioration of fuel.

Figure 5. (a,b) Effect of efflux pump inhibitor (c-capped dipeptide) on Pseudomonas growth in the presence and absence of fuel. Bacteria were grown
in M9 minimal media containing Jet A fuel (a) and glycerol (b) as sole carbon sources for growth in the presence of 0, 20, 40, 60, and 80 μg/mL
Phe-Arg-β-naphthylamide efflux pump inhibitor.
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Iron Acquisition. Iron is an essential element for living
cells, but it is strictly regulated because iron is toxic to the cell
in excess.50 In fuel-degrading bacteria, there are a number of
iron enzymes including integral membrane di-iron alkane
hydroxylases (e.g., AlkB), cytochrome P450 enzymes, ferredox-
in reductase, and ferredoxin that utilize iron to transfer
electrons to P450. Also, several iron-containing alcohol
dehydrogenases require iron as a cofactor. Significant up-
regulation of these genes during fuel growth indicated a greater
demand for iron during alkane degradation. P. aeruginosa
employs multiple acquisition pathways to transport iron inside
the cell. It has also been observed that critical iron
concentration serves as a signal for P. aeruginosa to produce
biofilms.51 Our study revealed that both high affinity
pyoverdine and the lower affinity pyochelin systems51,52 were
induced in P. aeruginosa while growing in fuel (Table S5,
Supporting Information). Both pyoverdin and pyocheline act as
siderophores, binding to extracellular iron (Fe+3), which is
then transported across the outer and inner membranes. All the
genes encoding the pyoverdine biosynthesis pathway (pvcA-F)
and genes encoding the pyochelin biosynthesis pathway (pchC,
pchD, pchF), along with its outer membrane receptor FptA,
were highly induced (Table S5, Supporting Information). The
genes encoding the proteins PvdS53 and PchR,54 which
positively regulate the biosynthesis of pyroverdine and
pyocheline, respectively, were induced about 7-fold during
fuel growth. In the iron-depleted condition, Fe2+ prevents FUR
repression, and as a result the iron regulatory protein PvDS is
activated. In our study, during fuel growth, genes encoding the
FUR and PvdS proteins were down-regulated and up-regulated,
respectively. Fur down-regulation was also confirmed by qRT-
PCR (Figure 2). In P. aeruginosa, Fur is an essential protein that
negatively regulates the expression of number of genes involved
in iron uptake.52 Fur down-regulation activates a cascade of
regulatory and iron uptake mechanisms including several extra-
cytoplasmic sigma factors (Table S5, Supporting Information)
known to be iron-regulated.55 Fur regulates the fepBDGC
operon, which encodes an ABC transporter involved in the
transport of ferric enterobactin; this operon was also up-
regulated during fuel growth. Fur also regulates the expression
of the two component systems for the uptake of ferric
enterobactin; we noticed that the genes pfeS and pfeR, which
encode the ferric enterobactin sensor and response regulator,
respectively, were up-regulated. Additionally, the genes
encoding a second low affinity ferri-enterbactin receptor,
PirA, and the PirR-PirS regulatory system, were induced.
Overall, a significant number of genes related to iron transport
and metabolism were up-regulated in our study, indicating a
greater demand for iron during fuel growth. Therefore,
depleting iron in the fuel tank environment could potentially
inhibit or compromise P. aeruginosa growth in jet fuel. It is clear
that survival and proliferation in fuel requires multiple
synergistic cellular responses.
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Computational fluid dynamics simulations canbeused to simulate the flow, heat transfer, and fuel chemistrywithin

fuel system cooling passageways. The standard k-ε turbulence model with the standard wall function,

renormalization group k-ε model with an enhanced wall function, and the shear stress transport k-ω model were

evaluated for their ability to represent turbulent fuel flow and heat transfer under high heat flux and flow rate

conditions. The renormalization group k-ε model with an enhanced wall function provided the greatest fidelity in

representation of turbulent thermal and flow behavior studied in heated tube experiments conducted at supercritical

pressure. Moreover, the renormalization group k-ε model with an enhanced wall function allowed reasonable

simulation of heat transfer deterioration, which was more likely for flow conditions involving a large heat flux with

low mass flux rate. As the fuel was heated from the liquid to the supercritical phase, the viscosity temperature

dependence was the primary transport property leading to heat transfer deterioration. A pseudodetailed chemical

kinetic mechanism was used to study the effect of high heat flux and flow rate on dissolvedO2 consumption together

with a global submechanism for the simulation of thermal-oxidative surface deposition. The deposition

submechanism developed previously for low heat flux conditions provided reasonable agreement between

normalized, measured, and simulated deposit profiles.

Nomenclature

A = preexponential factor in Arrhenius rate expression,
mole, L, s

Ac = interior cross-sectional area of tube, m
Cp = specific heat, J∕kg-K
Di = inner diameter of tube, m
G = mass flux, _m∕Ac, kg∕m2-s
K = thermal conductivity, W∕m-K
k = turbulent kinetic energy, kJ∕kg
_m = mass flow rate, kg∕s
P = pressure, MPa
_q = volumetric heat generation, kW∕m3

q 0 0 = heat flux, kW∕m2

R = internal radius of tube, m
r = radial distance from tube centerline, m
Re = Reynolds number, ρV Di∕μ
T = temperature, K
uτ = friction velocity, �τω∕ρ�1∕2, m∕s
y = distance of wall-adjacent cell centroid from wall, m
y� = dimensionless distance of wall-adjacent cell centroid

from wall, uτy∕ν

Greek

ε = turbulence dissipation rate, kJ∕kg-s
μ = dynamic viscosity, kg∕m-s
μt = turbulent viscosity, kg∕m-s
ρ = density, kg∕m3

τw = wall shear stress, N∕m2

ν = kinematic viscosity, m2∕s

I. Introduction

I N ADDITION to providing propulsive energy for hypersonic
vehicles, hydrocarbon fuels are used for the regenerative cooling

of the combustion chamber and nozzles. As part of an active cooling
system, heat is rejected to flowing fuel under conditions of high
surface temperatures and large heat fluxes relative to those found in
conventional gas turbine engines [1,2]. These high temperatures
promote fuel degradation and the formation of deposits on heat
transfer surfaces. Surface deposits inhibit cooling by increasing the
thermal resistance for conduction heat transfer from flow passage
walls. If there is sufficient deposit accumulation in the presence of
large heat fluxes, wall-material temperature limits can be reached
with the potential for catastrophic vehicle failure. In addition, surface
deposits can create an increased pressure drop in regenerative cooling
channels and cause nozzle injection problems. Thus, surface
deposition is the limiting issue for the use of hydrocarbon fuels in
regenerative cooling [2]. In order for vehicle designers to minimize
the potential for deposit formation from the use of hydrocarbon fuels,
it is important to understand how surface deposition is influenced by
flow turbulence, convective heat transfer deterioration, and fuel
degradation chemistry.
Computational fluid dynamics (CFD) simulations can be used to

help understand how the turbulent flow in regenerative cooling
passageways influences the heat transfer and fuel chemistry within
the fuel system of a hypersonic vehicle. Thus, selection of a
turbulence model that adequately represents the turbulent behavior
under these conditions is vital. In the past, the standard k-ε (SKE)
turbulence model with the standard wall function (here, referred to
together as the SKE-st turbulence model) was used to successfully
simulate the fuel flow and thermal conditions relevant for military jet
aircraft [3–5]. The SKE-st turbulence model has been employed in
nearly all previous simulations of fuel thermal degradation due to its
simplicity and fidelity with experimental measurements [5,6].
However, the SKE-st model may be inaccurate under conditions of
large temperature gradients. Thus, it is necessary to investigate the
performance of the SKE-st turbulence model relative to other
turbulence models for heat fluxes and Reynolds numbers that are
greater than those of past fuel thermal degradation studies. In this
paper, simulations of turbulent fuel flow under high heat flux
conditions that used the SKE-st baseline model are compared with
those that used the SKE turbulence model with an enhanced wall
function (SKE-en turbulence model), the renormalization group k-ε
turbulence model with an enhanced wall function (RNG-en
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turbulence model), and the shear stress transport k-ω (SST)
turbulence model [7–10].
Previous studies of high heat flux cooling have noted a sudden,

local rise in the wall temperature that occurs as the fluid reaches the
supercritical phase near the heat transfer surface [11–13]. In this past
research, the rise in wall temperature was attributed to heat transfer
deterioration (HTD), which was defined as a reduction in the heat
transfer rate below the normal heat transfer rate [14]. Although high
temperatures can significantly reduce the wall-material strength and
result in increased surface deposition rates, avoidance of HTD is
particularly important for the regenerative cooling designs of
hypersonic vehicles. The majority of HTD studies have employed
water as the heat transfer fluid andwere relevant for the nuclear power
industry. In addition, CO2 was used in a number of studies [14,15].
Relatively few HTD studies have employed hydrocarbons fluids
[16,17]. CFD simulations and experiments are used in this paper to
explore the flow and thermal conditions, which lead to HTD
involving a hydrocarbon fuel.
The high fuel velocity within regenerative cooling passages

implies short bulk fuel residence times. Short residence times are
desirable for limiting thermal-oxidative deposit reactions. On the
other hand, the temperature of the surface contacting the fuel is
relatively high under these conditions. High surface temperatures
may result in the fuel being in the supercritical phase near the wall,
while remaining in the liquid phase in the bulk fuel flow. This results
in varied reaction chemistry and flow physics across the tube radius.
At wall temperatures that are higher than in the current study, it may
be possible for both thermal oxidation and pyrolysis reactions to
occur at the same axial tube location, such that pyrolysis occurs very
near, or at, the wall, while thermal oxidation occurs away from the
wall in the bulk fuel. Calculations and experiments are performed
here to study thermal oxidation and deposition under conditions
of high temperatures and flow rates representative of those found
in hypersonic vehicles. A recently developed thermal-oxidative
chemical kinetic mechanism is used to represent oxidation chemistry
and surface deposition reactions under these conditions.

II. Experimental

Experiments were performed in which JP-8 fuel flowed vertically
upward at 300 ml∕min through a 0.0032-m-o.d. (1∕8 in:) resistively
heated stainless steel (316) tube. The surface roughness (arithmetic
average) of the tube samples was 0.2 to 0.4 μm. Figure 1 shows the
tube held between two electrical clamps. The tube downstream from
the upper clamp, aswell as the tube upstream from the lower clamp, is
unheated. The electrical power from a 50 kVA dc power supply was
adjusted to obtain the desired fuel outlet bulk temperature that was
limited by the maximum temperature (746°C) allowed for the safe
use of the stainless-steel tubing. The exterior temperature profiles
along the tube were measured by fourteen K-type thermocouples
welded to the outer tube surface. In later sections of this paper, the
heated length (Fig. 1) refers to the tubing between the electrical
clamps, and the unheated length is downstream from the downstream
clamp but prior to the thermocouple Tee where the outlet bulk
temperature was measured.
Two different groups of experiments were performed using the

resistively heated tube. The first group was used in the study of
turbulence models and jet fuel thermal-oxidative behavior. The
second series were used to study heat transfer behavior. All
experiments were carried out at a pressure of 5.5� 1.0 MPa, which
is above the fuel critical pressure of roughly 1.8 MPa. At this
pressure, liquid fuel transitions to the supercritical phase without
boiling. The duration of each experiment was limited to 25 min to
avoid flow disruptions from blockage by fuel deposits.

A. Turbulence Model and Thermal-Oxidative Chemistry Studies

Table 1 summarizes the flow and heating conditions in the
experiments used to study turbulence models and thermal-oxidative
behavior. The use of a constant inlet flow rate, 300� 10 mL∕min,
and two heated tube lengths provided different fuel residence times
and outlet Reynolds numbers. The heating power supplied to the tube

was estimated from the difference between the inlet and outlet fuel
enthalpies multiplied by the mass flow rate. The enthalpies were
determined from the bulk inlet and outlet temperatures at 5.5 MPa
using SUPERTRAPP (Version 3.0) with the assumption that the fuel
was n-dodecane [18]. Since jet fuel is a complex mixture of
hydrocarbons, the enthalpy for n-dodecane was used for simplicity
[19]. The mass flow rate was measured using a turbine flow meter
(Max Machinery, Model 284-542). This energy balance neglects
ambient heat losses. Using a natural convection correlation [20] for a
vertical cylinder in air, and assuming an emissivity of 0.8 for the
stainless-steel tube, the sum of the convective and radiative losses
from the tube exterior was estimated to be less than∼3% of the input
power. Thus, it was reasonable to neglect heat losses from the tube.
Lastly, the volumetric heating rate _q was estimated by dividing the
heating power by the metal tube volume in the heated region. The
experimental parameters for the two tube lengths are summarized in
Table 1.
For the thermal-oxidative chemistry studies, measurements of the

dissolved O2 are obtained by in-line sampling of the fuel and
injection into a gas chromatograph and are reproducible towithin 5%
[21]. The dissolvedO2 was measured before the inlet (from a Tee not
shown) and near the outlet (from the Tee in Fig. 1) of the heated tube.
The mass of the surface carbon deposits was measured by sectioning
the tube and performing carbon burn-off measurements on the
sections using a LECO RC-412 multiphase carbon determinator
(each section length is ∼0.025 m).

 

Electrical
connectors

Tube 
specimen

Copper 
cables

Clamp

Electrical 
isolator

Flow

Tee

Fig. 1 Resistively heated stainless-steel tube that heated vertically
upward flowing jet fuel.

Table 1 Experimental parameters for turbulence
model and deposition studies

Parameter Long tube Short tube

Inner diameter, m 0.00069
Outer diameter, m 0.0032
Heated (unheated) length, m 0.254 (0.15) 0.127 (0.15)
Inlet flow rate, mL∕min 300
Inlet Reynolds number 5,000
Inlet fuel temperature, K 300
Outlet fuel temperature, K 677 570
Outlet Reynolds number 67,000 43,000
Heating power, W 4,500 3,100
Heat flux, q 0 0, kW∕m2 8,200 11,000
Volumetric heating, _q,MW∕m3 2,300 3,200
Average residence time, ms 15 8
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B. Studies of Heat Transfer Behavior

In the second group of experiments, the inlet flow rates and heat
fluxes were varied within a long tube (0.254 m) with constant inner
and outer diameters (0.00069 m and 0.0032 m, respectively) to study
the effect of the flow rate on the heat transfer behavior. For these
experiments, Table 2 lists the involved parameters, including inlet
and exit Re and _q.

III. Numerical

A commercially available CFD code (Fluent 12.0) was used to
simulate the fuel behavior within the heated tube [22]. The
simulations involved the finite volume solution of theNavier–Stokes,
turbulent energy, thermal energy, and species equations. Convective
terms were represented by a second-order accurate upwind scheme,
and a version of the SIMPLEC algorithm was used in the solution
procedure. The upward flow inside the vertical tubes was assumed to
be axisymmetric and steady. For the relatively large velocities
involved in this study, buoyancy forces within the fuel were assumed
to be negligible and, thus, the gravity term was not included in the
momentum equations. The effect of surface deposition on the flow
itself (i.e., flow blockage and heat transfer resistance) was not
modeled, as the deposits measured in the present experiments were
very thin. Similar to the calculations involving the fuel enthalpy as
described in the experimental section, n-dodecane was used in the
CFD simulations as a surrogate fuel for simplicity [19]. The
temperature-dependent thermal and transport properties (density,
viscosity, thermal conductivity, and specific heat) for n-dodecane
were obtained from the SUPERTRAPP property program and used
for all numerical computations [18]. The tube inlet velocity and
temperature (300 K) profiles were assumed to be uniform for
simplicity, and the inlet velocity was estimated from the cross-
sectional flow area together with the inlet volumetric flow rate.When
the normalized residuals for all calculated variables were reduced
below four orders of magnitude from their maximum values, the
solution was considered to be converged.
Axisymmetric computational grids were used to simulate the flow

within the heated tubes. Figure 2 shows a representative grid with the
number of cells used in the simulations. Cells comprising the
relatively thick tube walls were included in the computational

domain. The unheated section was also included in the computations
such that themeasured bulk temperature at the outlet could be used as
one form of validation of the simulations.
Uniform cell spacing was used in the axial (flow) direction (Fig. 2)

of the fuel and metal tubing zones. In addition, the cells within the
tube wall were spaced uniformly in the radial direction. Because of
the high heat flux, relatively large radial temperature gradients were
expected in the fuel near the solid–liquid interface and, thus, the
structured grids were clustered more densely in this region. A
description of the grid independence of the solutions is given
in Sec. IV.

A. Turbulence Models

Unlike the SST turbulence model, the SKE and RNG turbulence
models do not provide values of the flow variables near the wall and
wall functions are used for this purpose. In this paper, the SKE and
RNG models were used with the enhanced wall function and are
referred to as the SKE-en and RNG-en models, respectively. The
enhanced wall function combines a blended law-of-the-wall and a
two-layer zonal model to describe the flow within the inner layer of
thewall [22,23]. For the enhancedwall function, the first grid point is
located within the viscous sublayer, so that y� < 1. The SKE-st
turbulence model was used as a baseline comparison with the other
turbulence models.
The numerical study and evaluation of the turbulence models was

conducted by two methods. In the first, the simulations were
performed by imposing the measured exterior wall temperature
profile as a boundary condition. The bulk temperature at the unheated
outlet was calculated using the four turbulence models, and these
values were compared with the measured temperature there. In the
second method, simulations were performed using volumetric heat
generation in the tube wall together with an adiabatic boundary
condition for the exterior tube wall. For this second stage of
simulations, the measured and simulated exterior wall temperature
profiles were compared.

B. Thermal-Oxidative Chemistry

In this work, the dissolvedO2 consumption and surface deposition
resulting from liquid phase thermal-oxidative reactions are

Table 2 Thermal and flow conditions for HTD studies (tube length 25.4 cm, inner diameter 0.069 cm,
outer diameter 0.32 cm)

Parameters Experiment 1 Experiment 2 Experiment 3 Experiment 4 Experiment 5

Flow rate, mL∕min 373 452 457 300 109
Inlet Re 5,800 7,050 7,130 4,680 1,700
Heated zone exit Re 19,900 52,000 97,000 111,000 43,000
Measured outlet temperature, K 402 502 598 677 683
_q,MW∕m3 616 1,590 2,420 2,110 790
q 0 0, kW∕m2 2,150 5,550 8,400 7,370 2,750
q 0 0∕G, kJ∕kg 0.17 0.37 0.55 0.74 0.76

Note: q 0 0 � heat flux (kW∕m2), G � mass flux (kg∕m2-s)

(160/100 cells for long and short tubes)

(24 cells)

(10 cells)
(110 cells)

Exterior surface

Interior 
surface Axis of symmetry

Heated section Unheated section Tube wall 
thickness

Flow 
passage

Flow direction

Fig. 2 Representative axisymmetric computational grid (not to scale). Red is associatedwith the heatedwall, and blue represents the unheatedwall. The
uncolored grid corresponds to the fuel.
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simulated. A pseudodetailed chemical kinetic mechanism has been
developed to represent jet fuel autoxidation reactions [5]. This kinetic
mechanism treats the fuel as a mixture of compound classes and is
comprised of reactions with rate parameters that are estimates from
literature values. A global deposition submechanism was used to
simulate the deposition rate [5]. The chemical reactions, activation
energies, and A factors are listed in Table 3. Table 4 lists the initial
species mass fractions for a JP-8 fuel sample, designated as F4177,
with the remaining mass fraction assigned to the bulk hydrocarbon
species, RH. These values were obtained from the correlation of
measurements performed previously. In Tables 3 and 4, I is an
initiator species. Determining the exact identity of this species
remains an active area of research. This trace species only has the role
of starting the chain mechanism. The initial inlet concentrations of
the other nineteen species (Table 3) were set to zero.
As described later in this paper, the fuel is heated to the

supercritical regime only in thin regions adjacent to the wall. Since
the pyrolytic temperature regime is confined to thin regions and the
residence times are short, cracking and the effects of pyrolysis on
bulk fuel properties were ignored in the simulations. Thus, the
present work does not numerically simulate the pyrolytic chemistry
of jet fuel.

IV. Results and Discussion

It is important to assess the grid independence of a numerical
simulation. Thus, the results of the grid refinement study are
described next. The selection of a turbulence model is crucial in the
correct modeling of the fluid dynamics, heat transfer, and fuel
chemistry. In the following paragraphs, we describe the selection of a
turbulence model based on its ability to simulate the measured bulk
outlet fuel temperature and external wall temperature profile. An
accurate simulation of these temperatures, in turn, is an indirect

confirmation of a reasonable representation of the fluid dynamics and
heat transfer. This is followed by a discussion of an unexpected heat
transfer deterioration observed in the experiments, which is also
simulated here. Lastly, the results from simulations of thermal-
oxidative deposition in long and short tubes are described.

A. Grid Study

The grids were refined via grid adaption in Fluent using values of
the outlet fuel temperature to establish grid independence of the
solution. Table 5 shows the grid refinement study involving theRNG-
en model for both long and short tubes. For both tubes, the difference
between the first and third refinements in the calculated outlet fuel
bulk temperatures is less than 1.5K. The chemical kineticmechanism
used to represent the fuel thermal-oxidative chemistry is employed by
equations that are numerically stiff. As a result, prohibitively long run
times are required for very fine grids. Thus, to save computational
time, the grid with the first level of refinement was used in all
simulations. In addition, grid refinement studies were conducted for
all the turbulence models, but only the results for the RNG-en model
are shown here for brevity.

B. Turbulence Model Studies

The SKE-st, SKE-en, RNG-en, and SST turbulence models were
evaluated in two stages. In the first stage, the measured exterior wall
temperature profile was used as a boundary condition for the energy
equation, and the outlet bulk temperature was compared to
measurements. Table 6 shows the calculated bulk temperatures at the
end of the unheated section (for the long tube) resulting from the use
of the measured exterior wall temperatures. A thermocouple also
measured the outlet fuel temperature, and ΔToutlet in Table 6
represents the difference between the simulated and measured outlet

Table 3 Pseudodetailed chemical kinetic and global deposition mechanism [5]

Rxn Reactants Products A factor (mol, L, s) Activation energy
(kcal∕mol)

1 I - → R· - 1.00E − 03 0
2 R· O2 → RO2· - 3.00E� 09 0
3 RO2· RH → ROOH R· 3.00E� 09 12
4 RO2· RO2· → TERMRO2RO2 - 3.00E� 09 0
5 R· R· → R2 - 3.00E� 09 0
6 RO2· AH → ROOH A· 3.00E� 09 5
7 A· RH → AH R· 1.00E� 05 12
8 A· RO2· → PRODAH - 3.00E� 09 0
9 ROOH SH → PRODSH - 3.00E� 09 18
10 ROOH - → RO· ·OH 1.00E� 15 39
11 RO· RH → ROH R· 3.00E� 09 10
12 RO· - → RPRIME CARBONYL 1.00E� 16 15
13 ·OH RH → H2O R· 3.00E� 09 10
14 RO· RO· → TERMRORO - 3.00E� 09 0
15 RPRIME RH → ALKANE R· 3.00E� 09 10
16 RO2· → R· O2 1.00E� 16 19
17 RO2· R· → TERMRO2R - 3.00E� 09 0
18 ROOH M → RO· ·OH M 3.00E� 10 15
19 PRODAH - → SOLUBLES - 1.00E� 09 0
20 PRODAH - → INSOLUBLES - 3.80E� 10 6.5
21 INSOLUBLES - → DEPOSITS - 3.00E� 03 16.3

Note: Symbol Expression: I, initiator species; R·, hydrocarbon radical; RO2·, peroxy radical; RH, hydrocarbon; ROOH,

hydroperoxide; AH, phenol; SH, reactive sulfur species (e.g., sulfide); M, dissolved metal species.

Table 4 Initial concentrations of
species used in the chemical mechanism

Species Initial mass fraction fuel F4177

I 2.08 × 10−9

O2 7.08 × 10−5

ROOH 3.24 × 10−6

AH 5.91 × 10−5

SH 2.35 × 10−3

M 1.41 × 10−6

Table 5 Calculated outlet bulk temperature and cell
numbers simulated by RNG-en model

Tube type Grid Total cells Outlet fuel T�K�
Long tube 1st refinement 9,180 667.1

2nd refinement 18,944 667.7
3rd refinement 39,429 668.1

Short tube 1st refinement 7,140 566.4
2nd refinement 18,300 567.3
3rd refinement 37,584 567.6
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fuel temperatures. The listed y� values for the location of the first cell
adjacent to the wall (and along the entire flow path) are an indication
of the grid density near the wall and satisfy the requirements for the
different wall models. The largest jΔToutletj is associated with
the SKE-st model. Although a coarse grid near thewall is required by
the standard wall function, it results in inaccurate temperatures for
this high heat flux condition. In contrast, finegrid spacing is used near
the wall for the SKE-en, RNG-en, and SST turbulence models such
that the first grid point lies within the viscous sublayer (y� < 1). The
smallest value of jΔToutletj occurs with the use of the RNG-enmodel.
Figure 3 shows simulated bulk fuel temperatures along the flow

path in the long tube calculated using the four turbulencemodels. The
fuel temperature determined with the SKE-st model rises more
rapidly than those calculated by the othermodels. Thus, the use of the
SKE-stmodel predicts a relatively high convective heat transfer to the
fuel. In contrast, SKE-en allows a finer grid spacing near thewall than
the SKE-st model, and the bulk temperature profile is closer in
agreement with the other models. Figure 3 shows that the use of fine
grid spacing in the vicinity of the wall yields bulk temperatures that
agree with the measured outlet fuel temperature. In particular, the
bulk temperatures calculated using the RNG-en and SST models
agree well with each other along the entire flow path. For conditions
of a relatively high flow rate and heat flux, the thermal boundary layer
will be thin. For this situation, a turbulence model must have the
ability to resolve the thin boundary layer behavior, and a fine grid
spacing near the wall is necessary. This is an important observation
because nearly all previous thermal stability simulations used the
SKE-st turbulencemodel, which requires a relatively coarse grid near
the wall. Recent work has also demonstrated that the enhanced wall
function can provide accurate simulations of the velocity profile in
turbulent channel flow [24]. Lastly in Fig. 3, the calculated bulk
temperatures (SKE-en, RNG-en, and SST) continue to rise somewhat
after the heated section. This is due to the rise in the fit of the external
wall temperatures that was used as a temperature boundary condition
in the calculations. For example, Fig. 4 shows that the measured
exterior wall temperatures have a relatively small rise, which is due to
the uncertainty in the measurements, as indicated by the error bars.
In the majority of past fuel degradation simulations [3–5], the

measured wall temperature profile was used as a thermal boundary
condition, and the relative agreement between the measured and

calculated exit bulk temperatures was used as a metric of success for
adequate simulation of the heat transfer behavior. The focus of these
previous studies was primarily on the fuel chemistry rather than on
the heat transfer itself. However, the unique high heat flux and high
temperature conditions of this paper require additional consideration.
In the second stage of turbulencemodel evaluations, the exterior tube
surfacewas considered to be adiabatic, due to the small heat losses to
the ambient, and _q, the volumetric heating within the tube wall, was
imposed. The exterior wall temperature of the tube was then
calculated for comparison with measured profiles. As will be shown
later, this boundary treatment proved to be a more stringent measure
of the performance of the turbulence models rather than imposing the
measured temperature profile.
In this work, _q was not directly measured. Instead, the enthalpy

difference for the surrogate fuel (n-dodecane) between the exit and
entrance of the heated sectionwas obtained from SUPERTRAPP and
used to estimate _q, assuming no heat losses. The enthalpy at the
heated region exit is based on the bulk temperature there. Since the
heated region exit temperature could not be directly measured, it was
obtained from the first stage of turbulence model evaluations that
used the measured wall temperature profile as a boundary condition
and the RNG-en turbulence model. With _q known, it was used in the
energy for a given turbulence model for comparison of the measured
and simulated exterior surface temperature profiles.
Figure 4 showsmeasured and simulated exterior wall temperatures

for both the heated and unheated tube segments of the long tube. The
measured exterior wall temperature profile has a peak near the inlet.
In contrast, the exterior wall temperature profiles simulated using the
SKE-st and SST models do not have a well-defined initial peak and
have a wall temperature that roughly varies linearly with distance
along the heated tube. The SKE-en model captures the initial peak in
the exterior wall temperature, but the simulated temperatures in the
heated segment are high relative to the measured values. A
requirement for use of the standardwall function is that the first cell is
located between a y� of 30 and 300. In contrast, for the enhancedwall
function, the first grid point is located within the viscous sublayer so
that y� ≤ 1. Figure 4 shows that the fine grid spacing near the wall

Table 6 Outlet bulk temperatures calculated by different turbulence models for the long
tube of Table 1

Turbulence model Wall treatment y� Simulated outlet
temperature (K)

ΔToutlet�K�
�Tsimulated − Tmeasured�

SKE-st standard wall function 20–120 712 35
SKE-en enhanced wall function 0.3–0.6 650 −27
RNG-en enhanced wall function 0.2–0.8 667 −10
SST standard k-ω model 0.3–0.6 662 −15

Note: SKE � standard k-ε, RNG � renormalization group, SST � shear stress transport, st � standard wall

function, en � enhanced wall function.
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Fig. 3 Calculated bulk fuel temperatures along the length of the long
tube using different turbulence models.
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Fig. 4 Exterior surface temperatures calculated using volumetric heat
generation with an adiabatic exterior surface for the long tube and
different turbulence models.
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provides significant improvement over the SKE-st model, in that the
temperature profile shape obtained from the SKE-en model is more
correct. However, the SKE-en model underpredicts the convective
heat transfer in the fuel, which is reflected by the highest exterior wall
temperature. Thus, the SKE-en model is inadequate for repre-
sentation of the turbulent behavior under the present thermal and flow
conditions. Figure 4 shows that the RNG-en model produces the
initial peak in the exteriorwall temperaturewith a temperature profile
that has the best agreement with the measurements. The wall
temperatures predicted by the RNG-en model are somewhat higher
than the measurements. This may be due in part to the assumption
of an adiabatic exterior surface. As described in the experimental
section, this assumption is not strictly true, as there are small losses.
In addition, there are differences between the actual and surrogate
fuel properties. However, the influence of these differences on the
resulting temperature simulations is expected to be small [19]. The
difference between the measured exterior surface temperature and
that simulated using the RNG-en model shows that there are limits in
the ability of the RNG-en model to fully capture the physics of HTD.
In addition, the SKE-st, SKE-en, RNG-en, and SST turbulence

models were used to simulate the flow and heat transfer within the
short tube (not shown). The trends in heat transfer characteristics that
were observed in the long tube were also found with the short tube
and the use of these turbulence models. The RNG-enmodel provided
the greatest fidelity with measurements for both the short and long
tubes. Thus, it was used in all remaining simulations described in
this paper.

C. Studies of Heat Transfer Behavior

Figure 4 shows a peak in themeasured exterior surface temperature
near the inlet of the heated tube. This peak has a corresponding local
maximum interior surface temperature due to heat conduction
through the tube wall. A peak in the interior surface temperature is a
concern because there is potential for increased surface deposition
and eventual flow blockage at this location. In addition, any
unexpected peak in thewall temperature in a fuel system can result in
exceeding material temperature limits. To explore the conditions that
result in this surface temperature peak, experiments were performed
in which the fuel flow rate and heat flux were varied. In parallel,
simulations of the experiments were performed using _q within the
tube wall together with an adiabatic exterior surface boundary.
Table 2 lists inlet and exit Re, _q, and the q 0 0∕G (kJ∕kg) used in the
experiments. The mass flux G is the mass flow rate divided by the
cross-sectional flow area of the tube. Here, q 0 0 was estimated by
dividing the heating power by the interior surface area of the tube in
the heated region. The ratio q 0 0∕G (kJ∕kg) has been used in past
studies to characterize the rate of applied heating relative to its
convective removal rate [15].
Figure 5a shows the calculated temperatures of the interior tube

surface in contact with the fuel. These temperatures correspond to the
exterior surface temperatures in Fig. 5b for five different experiments
that were performed. To include a range of flow conditions, the
experiments involved either laminar or turbulent flow at the entrance
of the heated portion of the tube. For example, the inlet Re for
experiment 5 was laminar (Re of 1700), while those of the other
experiments were turbulent (Re of 4680 to 7130). In all experiments,
the outlet Rewere highly turbulent (19,900 to 111,000). Experiment
3 had the greatest heating rate (2420 kW∕m3) while experiment 1
used roughly one-fourth of that value. The peaks in the inner wall
temperature profiles of experiments 4 and 5 are above the critical
temperature of the fuel (shown for reference). Since the pressure is
above the critical pressure, the fuel adjacent to the wall has
transitioned to the supercritical phase. In addition, for experiment 3,
there is a relatively small peak in the interior surface temperature,
which approaches the critical temperature. In previous studies using
other fluids, HTD has been associated with transition from the liquid
to supercritical phase [11–15]. As indicated in Fig. 5a, it is believed
that the temperature peaks near the inlet for experiments 3 through 5
are evidence of HTD. Past studies involving the heating of water by a
large heat flux have found similar behavior in that the interior wall

temperature sharply increases and then rapidly decreases as water is
heated from the liquid to the supercritical phase [11–13]. Although
somewhat less obvious, an emerging peak for experiment 2 that has
interior wall temperatures below the critical temperature seems to
also suggest the presence of HTD.
A plot of the heat transfer coefficient along the interior wall

provides an explicit means of demonstrating HTD. As an example,
Fig. 6a shows the simulated inner wall temperature and heat transfer
coefficient along the heated section for experiment 4 of Fig. 5a.
Figure 6a shows that the heat transfer coefficient drops sharply near
the location where the fuel contacting the wall transitions to the
supercritical phase. Rather than monotonically decreasing or
leveling, the heat transfer coefficient rises again after the heat transfer
coefficient minimum near the inlet. Similar reduction in the heat
transfer coefficient (i.e., HTD) for CO2 systems has been observed
previously [14]. Figure 6b shows an image of the heated tube
containing flowing fuel during experiment 4. The red, glowing
section in the image occurs in the region of HTD and the
accompanying temperature rise shown in Fig. 6a. Figure 6b provides
a visual demonstration of the occurrence of HTD and suggests the
importance of understanding HTD, particularly for the design of
advanced fuel systems.
Previous research involving supercritical water found that HTD

occurs for a critical q 0 0∕G value that, in turn, depends on the pressure
and flow path geometry [25]. Referring to the q 0 0∕G values in
Table 2, Fig. 5a shows that thewall temperature peaks associatedwith
HTD is most obvious for q 0 0∕G above 0.5, that is for experiments 3
through 5. For those thermal and flow conditions, the wall heating
rate becomes sufficiently high such that the convective flow cannot
adequately transport the thermal energy from the interior tube
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Fig. 5 Plots of a) simulated interior wall temperatures and b) measured
(dashed curves) and simulated (solid curves) exterior surface temper-
atures for the conditions of Table 2.
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surface, and this is demonstrated by the presence of large temperature
gradients near the tube interior surface. As an example, Fig. 7a shows
simulations of the fuel temperature in the form of color contours
along the heated (short) tube for dimensionless radial locations and
the conditions listed in Table 1. Figure 7a shows that the temperature
variation in the radial direction is relatively small over most of the
tube radius, except very near the tube interior surface. Near the axial
location where HTD occurs (∼0.4 cm), there is a subcritical bulk
flow and a thin layer of fuel in the supercritical phase adjacent to
the wall. The enlarged view of Fig. 7b further emphasizes the
presence of large temperature gradients near the heated surface. For
example, at a distance of roughly 0.4 cm along the tube length, there
is a temperature difference of roughly 400 K between r∕R � 0.88
and r∕R � 1.

The ratio q 0 0∕G gives an indication of the potential for HTD but
does not offer insight into the HTD mechanism itself. In attempts to
explain HTD, several mechanisms have been proposed. Some
researchers purport that a buoyancy dominated (upward) flow is
necessary for the occurrence of HTD [26]. The present simulations
were performed with (upward flow) and without gravitational
acceleration in the momentum equations and essentially the same
fuel temperature profiles were obtained. Thus, buoyancy was not
required here for the occurrence ofHTD. This agreeswith thework of
Palko and Anglart [27] who studied the influence of buoyancy on
HTD in flowing water. Some researchers have attributed HTD to the
changes in transport properties as a fluid transition from a
compressed liquid to a supercritical fluid, but explanations of this
mechanism do not agree [11,12,15,25,27].We now explore the effect
of properties on HTD in following paragraphs.

D. Effect of Properties on HTD

To understand the effect of temperature-dependent transport
properties on HTD, simulations were performed in which the fuel
temperature at the entrance of a tube (0.069-cm-i:d: × 0.32-cm-o:d:×
12.7-cm-long) was varied over the range 300 to 600 K. The
temperature of the exterior tube surface was held at 1000 K for
simplicity, and the short tube was simulated since the inlet section
is the region of concern. In addition, a high inlet flow rate of
300 mL∕min, along with the RNG-en turbulence model, was used
in the simulations. Because of the large Re along the tube
(Re ∼ 100; 000 at the tube outlet), buoyancy forces were neglected.
Figure 8 shows simulated interior surface temperatures associated

with different tube-inlet temperatures. Although the calculated
interior surface temperatures are above the critical temperature, a
temperature peak indicating the occurrence of HTD is most evident
for a subcritical inlet temperature of 300 K. With increasing inlet
temperature, the peak in the interior surface temperature diminishes.
This behavior shows that HTD ismaximizedwhen there is a largeΔT
between the inlet bulk fuel temperature and the hot wall. This
observation is also supported by the simulations shown in Fig. 5a,
which also showed that the phase change from liquid to supercritical
phase also encourages HTD. Similarly, it was observed in past
experiments with CO2 that the greatest deterioration in heat transfer
occurred with the lowest inlet temperatures for a given pressure [11].
It appears likely that the observation that a large ΔT and a liquid
supercritical fluid phase change promote HTD is due to the sudden
change in the temperature-dependent transport properties near
the wall.
It is desirable to understand how properties (e.g., density ρ,

dynamic viscosity μ, specific heat Cp, thermal conductivity K, or a
combination of these) play a role in the occurrence of HTD in the
present hydrocarbon studies. Thus, a series of simulations were
performed by holding one property constant while allowing the
others to vary with the temperature. Again, the inlet fuel temperature
was 300 K for a flow rate of 300 mL∕min with an exterior surface
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temperature of 1000 K. Figures 9 and 10 show simulated interior
surface temperatures for each property that is sequentially held
constant. In the legend of Fig. 9 for example, ρ-Constantmeans that
the density was held constant and μ, Cp, and K varied with the
temperature. The legend none held constant means that all transport
properties were simultaneously varied with fuel temperature. Each
property value was held constant at a single temperature in the liquid
phase (390 K) and also in the supercritical phase (780 K). Figures 9
and 10 show the interior wall temperatures for constant properties
evaluated in the liquid phase and supercritical phase, respectively.
Figures 9 and 10 show that the fuel viscosity has the largest effect

on the occurrence of HTD under these conditions.When the dynamic
viscosity is held constant at either the liquid (390 K) or supercritical
phase (780K) values, the inlet peak temperature profile is eliminated,
showing that HTD is inhibited. These results indicate that viscosity is
the dominate transport property leading to HTD under these
conditions. Figure 11 shows a plot of the dynamic viscosity in the
(compressed) liquid and supercritical phases for a constant pressure
of 5.52 MPa between 300 and 950 K for n-dodecane and generated
using SUPERTRAPP [18]. In addition, dynamic viscosity values
along the saturated liquid and vapor curves are shown for
reference. Figure 11 shows that the viscosity decreases by roughly
two orders of magnitude in the temperature range 300 to 900 K. This
is a large change with temperature relative to ρ, Cp, andK, which all
vary by less than a factor of five in this same temperature range. It is
apparent from the figures that other transport properties can also play
a role in HTD (e.g., density). While the fuel viscosity decreases by
roughly two orders of magnitude (in the temperature range 300 to
900 K), the resulting heat transfer is ultimately a complex function of

the coupled temperature-dependent behavior of all of the transport
properties and their effect on the velocity and thermal boundary
layers.
A decrease in the wall shear stress near the location of HTD was

observed in the present CFD simulations. In light of the similarity
between heat and momentum transport in the turbulent boundary
layer, the heat transfer coefficient would then be expected to decrease
there as well. In addition, our CFD simulations showed a reduction in
the turbulence intensity near the wall in regions of HTD. A reduction
in turbulence intensity translated to a decreased turbulent mixing and
heat transport from the wall. The current results are supported by an
early study of HTD by Shiralkar and Griffith [11] who heated CO2

from the subcooled liquid phase to the supercritical phase under
supercritical pressures. They believed that decreases in viscosity and
density within the supercritical phase adjacent to the heated surface
reduced the local wall shear stress. As a consequence, this resulted in
HTD because the effects of low viscosity and density near the heated
surface were not yet offset by increased velocities in the core of the
flow [11]. In our study (Fig. 8) as well as that of [11], it was necessary
for the inlet temperature to be below some value (with the fluid still in
the liquid phase) and for the wall temperature to be above the critical
temperature for a given supercritical pressure in order for HTD to be
observed. This condition ensured a thin layer in the supercritical
phase adjacent to the heated wall with a bulk temperature below the
critical temperature and, consequently, a reduction in the wall shear
stress. Figure 8 emphasizes the importance of the effects of the inlet
fuel conditions for a heated section within an advanced fuel system
and would be of concern for designers.
To summarize, a series of experiments and simulations were

conducted to investigate HTD involving jet fuel, and the following
were observed:
1) The RNG-en turbulence model allowed reasonable simulation

of HTD within a supercritical layer near the wall.
2) HTD occurred for flow conditions of a large heat flux q 0 0 with

low mass flux rate G.
3) Buoyancy dominated flow was not required for the occurrence

of HTD in the present study.
4) HTD was reflected by a rapid decrease in the heat transfer

coefficient and a rapid increase in thewall temperature above the fuel
critical temperature. A peak in thewall temperaturewas related to the
large temperature difference between the interior wall and bulk fuel,
which was associated with transition from the subcritical to
supercritical phase in the fluid near the interior surface.
5) As fuel was heated from the liquid to the supercritical phase, the

viscosity temperature dependencewas the primary transport property
leading to HTD.

Fig. 9 Simulated interior wall temperatures with one property held
constant (liquid phase value determined at 390 K) while the other
properties vary with temperature.
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E. Thermal-Oxidative Chemistry Studies

It is important to study the effect of high heat flux on surface
deposit formation to enable the development of software tools that
allow fuel system designers to use the cooling capacity of the fuel
most efficiently while avoiding excessive deposit production.
Previously, a pseudodetailed chemical kinetic mechanism was
developed to numerically simulate dissolved O2 consumption and
surface deposition over the temperature range 458 to 673 K [5]. This
mechanism demonstrated good agreement between simulations and
experiments for deposits produced over a range of fuel samples at
relatively low heat flux conditions. Here, the use of this chemical
kinetic mechanism to simulate dissolved O2 consumption under the
present high heat flux and high wall temperature conditions is
explored.
Figure 12a shows a plot of the simulated dissolved O2 along the

interior surface and centerline for the long tube. In the heated section,
little dissolvedO2 (less than 0.8%) is consumed in agreementwith the
experimental measurements (<2% O2 consumed) due to the short
residence time (∼12 ms) there. Figure 12a shows that theO2 profiles
along the interior surface and tube centerline are nearly identical,
despite the higher temperature at the interior surface of the heated
tube. DissolvedO2 consumption depends on both the residence time
and fuel temperature, and this result emphasizes the importance of
residence time in fuel oxidation. Anearly uniform fuel temperature of
667K ismaintainedwithinmost of the downstreamunheated section.
Because of the longer times (that is up to a residence time of∼8 ms in
the unheated section and ∼12 ms in the heated section) at higher
temperatures, the resultingO2 consumption is greater in the unheated
section than in the heated section. Figure 12b shows similar dissolved
O2 consumption behavior in the short tube.
The pseudodetailed kinetic mechanism used to simulate dissolved

O2 consumption also included a global deposit submechanism for the
simulation of thermal oxidative deposition [5]. This deposition
submechanism demonstrated good agreement between calculations

and experiments for deposits produced for a range of different fuel
samples under relatively low heat flux conditions. Here, this global
deposit submechanism developed previously is employed without
modification to simulate deposition under our high heat flux and high
wall temperature conditions. The purpose of this work is to better
understand the deposition process at these conditions, and to examine
the usefulness of the deposition submechanism at these extrapolated
conditions.
The simulated and measured deposit profiles are compared on a

normalized basis, where the simulated and measured deposits are
normalized to their respective peak values. This normalization is
performed to assess the ability of the simulation to correctly
predict the deposition profiles, while initially not being concerned
with absolute deposit quantities. The normalized deposit profiles
(simulated and measured) are plotted in Figs. 13a and 13b for the
long and short tubes, respectively. The figures show reasonable
agreement in the measured and simulated deposit profiles for both
tubes. For both the long and short tubes, the simulations and
measurements show a peak near the end of the heated section, with a
drop in deposition upon entering the unheated tube, followed by an
increase in deposits near the end of the unheated section. The good
agreement in deposit profiles between the simulation and measure-
ment gives confidence in the ability of employing the deposit
submechanism for the current conditions, which are beyond the
conditions for which it was developed.
It is important to note that the absolute magnitude of the simulated

deposit prediction using this deposition submechanism is not in good
agreement between simulation and experiment, with the simulation
being lower than the experiment by up to a factor of 6 × 103 (for the
peak deposition in the long tube). This lack of agreement is not
unexpected as the deposition submechanism is a global mechanism
that was developed for a particular set of fuels under lower heat flux
and temperature conditions. One goal of this work is to obtain these
comparisons between the simulation and experiments to allow
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the a) long tube and b) short tube.
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development of improved deposition submechanisms that can be
used to predict deposition over a wide range of flow and temperature
conditions. We have chosen not to modify the Arrhenius parameters
in the deposition submechanism to match the deposition of the
current study, but rather use the differences between simulation and
experiment to help determine future modifications required for a
deposit submechanism that is more globally applicable.
One important difference between the simulated and measured

deposit profiles occurs near the tube entrance region for both the
long and short tubes. The measured deposit profiles both show
significantly higher normalized deposition than the simulations. We
have previously shown that thewall temperatures in these regions are
above the fuel supercritical temperature and, thus, fuel pyrolysis may
occur in the near-wall region. Simple kinetic calculations (assuming a
global fuel pyrolysis activation energy of ∼60 kcal∕mol) show that
the extremely short residence times (<1 ms) for which the fuel is
exposed to these supercritical temperatures results in only minor
extents of fuel pyrolysis. At this time, it is unclear whether fuel
pyrolysis at the near-wall region of the tube entrance can be the cause
of the increased deposition observed experimentally for both tubes.
Future chemical kineticmechanisms can combine pyrolytic reactions
along with the current oxidative reaction scheme to further elucidate
the chemistry occurring in the near-wall regime.
Another interesting observation in the deposition profiles of both

long and short tubes is the increase in deposition near the end of the
unheated section. This increase in deposition occurs despite the
relatively low temperatures in this region, especially for the short tube
(Fig. 13b). An examination of the profiles of the global insolubles
species is instructive in determining the cause of this increased
deposition. The insolubles species concentrations are plotted in
Figs. 12a and 12b for the long tube and short tubes. The plots show
that for the long tube, the insolubles continue to be produced in the
unheated section due to increased O2 consumption. This is less
apparent in the short tube, but this tube exhibits a higher level of
insoluble production in the heated section due to the higher
temperatures. The increase in deposition in the unheated section of
the long tube can be explained by the continued increase in the
insolubles deposit precursor species in this section, which is caused
by increased O2 consumption at relatively high temperatures. The
short tube simulation only shows aminor increase in deposition at the
end of the unheated section despite a larger increase demonstrated in
the measured profile. The short tube exhibits a significant cooling of
the fuel when entering the unheated section. Cooling can result in the
increased formation of insolubles due to decreased solubility at lower
temperatures. The current deposit submechanism does not consider
this process of insoluble formation and thus, may underpredict
deposition in cooled regimes. Future deposit submechanisms may
need to consider the effect of fuel cooling on insoluble formation. The
extent of fuel cooling after heating depends on fuel system design,
with some fuel systems having insignificant cooling due to fuel
combustion soon after fuel heat exposure.

V. Conclusions

The first challenge of this work was to select an appropriate
turbulencemodel so that simulation results would correctly represent
the fuel behavior under high heat flux conditions. In the past, the
standard k-ε turbulence model (SKE) was used successfully to
simulate high Reynolds number flow. For the current flow and
heating conditions, poor agreement was found for the SKE model
incorporating a standard wall function (SKE-st), which used coarse
grid spacing near the wall. The fine grid spacing of the SKE
turbulence model with an enhanced wall function (SKE-en model)
provided a significant improvement over the SKE-stmodel. Thus, the
grid density in the vicinity of the wall is important and fine grid
spacingmay likely be requiredwhen large heat fluxes are imposed on
the interior wall surface. However, simulations using the SKE-en
model also showed an underprediction of the fuel heat transfer
compared with the shear stress transport k-ω (SST) turbulencemodel
and the renormalization group k-ε turbulence model with an
enhanced wall function (RNG-en) and measured temperatures. The

SST model failed to predict the physical phenomena of the initial
peak in the wall temperature that was observed in the experiments.
The RNG-en turbulence model provided an accurate solution for
representation of the turbulent behavior under the present high heat
flux conditions. The simulated temperatures obtained using the
RNG-en model yielded reasonable heat transfer rates, which were
reflected by the agreement between measured and simulated outlet
fuel bulk temperatures and by the ability to reproduce the measured
exterior wall temperature.
The understanding and simulation of heat transfer deterioration

(HTD) and, ultimately, how it may be avoided is important for the
design of high speed aircraft. HTD was manifested by a rapid
decrease in the heat transfer coefficient and a rapid increase in the
wall temperature above the fuel critical temperature. An unexpected
local maximum in the wall temperature may create a local maximum
deposition rate on the interior tube surface that could lead to increased
heat transfer resistance and tube material failure or flow path
blockage. Experiments and simulations involving jet fuel flowing
under conditions of high heat flux and supercritical pressure were
performed to investigate HTD. It was found that an initial peak in the
wall temperature was caused by HTD within the supercritical layer
adjacent to the interior tube surface and that the RNG-en turbulence
model allowed reasonable simulation of HTD there. In addition, it
was found that HTD occurs for flow conditions involving a large q 0 0
with a lowG. The observedwall temperature peakswere related to the
large temperature difference between the interior surface and bulk
fuel, which was associated with transition from the subcritical to
supercritical phase in the fluid layer adjacent to the interior tube
surface. As the fuel was heated from the liquid to the supercritical
phase, the viscosity temperature dependence was the primary
transport property leading to HTD. Lastly, buoyancy dominated flow
was not required for the occurrence of HTD in the present study.
A pseudodetailed chemical kinetic mechanism was incorporated

in the present simulations to study the effect of high heat flux and
flow rate on dissolved O2 consumption together with a global
submechanism for the simulation of thermal-oxidative surface
deposition.DissolvedO2 consumption depends on both the residence
time and the temperature. Because of the longer residence times at
higher temperatures in the long tube, it was found that the resulting
O2 consumption was greater in the unheated section than in the
heated section. Most thermal-oxidative stability studies of jet fuel
report results involving only heated flow paths while ignoring the
behavior in unheated passages. However, the current research
showed that there was greater O2 consumption in the unheated
section and demonstrates that O2 consumption in unheated passages
should not necessarily be ignored. Increased consumption of O2 is a
concern as it may lead to increased surface deposition there. The
deposition submechanism was developed previously for use under
low heat flux conditions and was considered here to assess the
usefulness of the deposition submechanism at the present extra-
polated conditions. Reasonable agreement was found between the
measured and simulated deposit profiles that were normalized by the
peak deposit values for both tubes. This agreement provided a degree
of confidence in the use of the deposit submechanism for the current
conditions. Because of differences between the measured and
simulated absolute deposition magnitudes, the global deposition
submechanism needs to be further investigated for use over a wide
temperature range. In addition, the role of fuel pyrolysis near the
heated interior surface at the tube entrance should be studied in future
work. A long-range goal of this work is to develop improved
deposition submechanisms that can be used to predict deposition over
a wide range of flow and temperature conditions.
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a b s t r a c t

To better understand the process of fuel biodeterioration, Jet-A and F-76 diesel fuel were exposed to
Pseudomonas aeruginosa, a common fuel contaminant, and Marinobacter hydrocarbonoclasticus, a marine
hydrocarbon degrader, and the extent of hydrocarbon decomposition produced by these bacteria
determined. Degradation assays containing fuel-minimal media mixtures and bacteria were analyzed by
gas chromatography (GC) to discern the consumption of fuel hydrocarbons. Experiments were conducted
in closed systems to prevent evaporation of hydrocarbons and allow accurate quantitation. Results
indicated that P. aeruginosa preferred to consume mid-range normal alkanes (C12eC18) followed by
higher chain n-alkanes (C19eC23). Cycloparaffins were consumed at much lower rates, while aromatic
and isoparaffins were not consumed. However, M. hydrocarbonoclasticus showed a different profile with
preferential degradation of shorter n-alkanes (C8eC11) and specific aromatic compounds. Both types of
bacteria were incapable of degrading branched alkanes. During larger scale bioreactor tests, bacteria
were able to degrade similar hydrocarbons. This study clearly demonstrated that the effects of fuel
biodeterioration can go well beyond corrosion and filter fouling, with different bacteria metabolizing
different fuel hydrocarbons and presenting the possibility for microbes to directly change fuel compo-
sition and properties. Results are discussed in light of the use of newer alternative fuels which can have
dramatically different hydrocarbon profiles compared to conventional petroleum fuels.

Published by Elsevier Ltd.

1. Introduction

Biological growth and its effect on the cleanliness of aviation,
marine and ground fuels is a significant concern to fuel users.Water
introduced into fuel by condensation or through leaky infrastruc-
ture can often collect at the bottom of tanks exacerbating microbial
growth and biodegradation. Bacteria are ubiquitous in the envi-
ronment but once in fuel, extensive growth and biofilm formation
can lead to costly and disruptive problems in fuel systems including
tank corrosion, fuel pump failures, filter plugging, injector fouling,
topcoat peeling, and engine damage (Edmonds and Cooney, 1967;

Passman et al., 2001, 2012; Jung et al., 2002; Rauch et al., 2006;
Brown et al., 2010; Korenblum et al., 2010; White et al., 2011). Be-
sides these effects, there has been speculation about the effects of
microbes on the actual fuel composition and quality. Microbes can
severely reduce the concentration of lubricity improvers present in
diesel fuels, increasing wear in pumps and at other high friction
surfaces (Stamper et al., 2012). Because kerosene and diesel distil-
late products may serve as food and energy source to microor-
ganisms, it is possible that rampant growth could lead to
measureable changes in fuel composition.

Multiple bacterial species have been isolated from environ-
ments exposed to fuel (Edmonds and Cooney, 1967; White et al.,
2011) with Pseudomonas aeruginosa and Marinobacter hydro-
carbonoclasticus being ubiquitous hydrocarbon degraders of
terrestrial and marine environments, respectively (Belhaj et al.,
2002). Bacteria and other microorganisms in fuel tanks prefer to
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live in the water/fuel interface, feeding on the hydrocarbons,
thereby having a limitless supply of fuel available to grow. While
the fuel is a source of energy for the bacteria, components of it may
be toxic to the organism; many bacteria have evolved protection
mechanisms such as the formation of biofilms and the activation of
efflux pumps for protection (Gunasekera et al., 2013). Biofilms are
collections of cells enclosed in a matrix of polymeric compounds,
primarily exopolysaccharides (EPS) (Vu et al., 2009). Biofilm for-
mation in fuel tanks and its importance have been described
(Passman, 2003). The combination of biofilms and the cellular
material from organisms can create significant masses that can
disable filters, plug flow paths and generally upset the intricate
nature of the fuel delivery system for aircraft and ground engines.

P. aeruginosa, a rod-shaped, gram-negative bacteria, is known to
metabolize normal alkanes in fuels via oxidation and use them as
the sole carbon source for growth. P. aeruginosa has two alkane
hydroxylases (alkB1 and alkB2), cytochrome P450 and other
essential electron transfer proteins that allow it to metabolize
medium and long normal alkanes (Gunasekera et al., 2013). The
P. aeruginosa strain ATCC 33988, originally isolated from a fuel
storage tank, was used in this study. Some Pseudomonas species
have also been known to consume other hydrocarbons including
aromatics and cyclic hydrocarbons but generally these hydrocar-
bons appear to be more toxic to microorganisms (Corwin and
Anderson, 1967; Inoue and Horikoshi, 1989; Li et al., 1998). Mar-
inobacter hydrocarbonoclasticus is also a rod-shaped, gram-negative
aerobic halophilic heterotrophic bacteria recently isolated from
marine environments polluted with hydrocarbons. While the exact
pathways by which Marinobacter can metabolize multiple hydro-
carbons are not well understood, this bacteria is known to degrade
normal alkanes by the action of the alkane monooxygenases
encoded by the alkB genes (Smith et al., 2013). Also this bacteria is
well-known for its ability to use hydrocarbon as the sole source of
carbon and energy and for being an important player in the
biodegradation of polycyclic aromatic hydrocarbons (PAH) in
seawater (Vila et al., 2010). However, the degradation of Jet-A and
diesel fuels by Marinobacter has not been studied.

The objective of this investigation was to characterize the
hydrocarbon degradation profile of P. aeruginosa and
M. hydrocarbonoclasticus when grown on Jet-A and F-76 marine
diesel fuels as the sole carbon source. Further, the biodegradation
rate of major hydrocarbon components in these fuels by each
bacteria was investigated to ascertain which compounds could be
consumed most readily to determine the possible impact of fuel
biodegradation. The effect of bacteria on fuel was studied by per-
forming fuel bioassays in which fuel and minimal media mixtures
exposed to bacteria were carefully analyzed by two-dimensional
gas chromatography (GCxGC) in order to characterize fuel hydro-
carbon degradation rate and profile. Experiments using alternative
fuels and larger scale bioreactors were also conducted to confirm
the results observed in small vial experiments, extending the
applicability of this study to the effect of biodegradation on larger
volumes of conventional fuel and new alternative fuels.

2. Materials and methods

2.1. Fuel bioassay

Studies were conducted to investigate which specific com-
pounds or compound types in Jet-A and F-76 fuel were preferen-
tially degraded by P. aeruginosa. The fuel-degrading bacteria
P. aeruginosa strain ATCC 33988, originally isolated from a fuel
storage tank, was grown in LuriaeBertani (LB) broth overnight in a
shaker incubator at 28 �C. The cells were then pelleted and washed
three times with M-9 minimal media to remove any residues of LB

broth before being added to the bioassay mixture. The bioassays
were performed by using 10 mL of Jet-A or F-76 fuel in 990 mL of M-9
minimal media (90 mM Na2HPO4$7H2O, 22 mM KH2PO4, 8.5 mM
NaCl, 18.6 mM NH4Cl, 2 mM MgSO4, 0.1 mM CaCl2 and 0.02 mM
FeSO4) containing P. aeruginosa at 0.03 OD (optical density
measured at 600 nm) in a 8 mL glass vial sealed with a PTFE-lined
lid. The lids were tightened and sealed with parafilm. The samples
were maintained in a 28 �C incubator for a period of between 10
and 13 days, without opening the vial. Multiple samples (triplicate
for each time point) were incubated at the same time, and then
sample vials were removed from the incubator at the time of
testing. Control samples were also prepared in separate vials con-
taining the same proportions of fuel and minimal media but
without bacteria. Each vial was used for a single test, including
optical density measurement or measurement of the fuel compo-
nents remaining in the sample by GC. The OD of the inoculated
mediumwas measured using a SmartSpec Plus Spectrophotometer
(Bio RAD).

M. hydrocarbonoclasticus cells were grown in marine broth
overnight in a shaker incubator at 28 �C. The cells were then pel-
leted and washed three times with M-9 minimal media to remove
any residual marine broth before being added to the bioassay
mixture at a final concentration of 0.040 OD. The slightly higher OD
was used because of the slower growth rate of Marinobacter in
comparison to Pseudomonas. Because M. hydrocarbonoclasticus was
a marine bacteria requiring seawater for growth and did not grow
well in pureM-9, we tested differentminimalmedia and found that
an aqueous media mixture comprised of 50% (v/v) seawater (Nutri-
SeaWater Natural Live Ocean Saltwater by Nature’s Ocean), 40% (v/
v) deionized sterile water and 10% (v/v) M-9 media was optimal for
growing Marinobacter. Samples containing fuel were incubated for
up to 21 days at 28 �C.

Jet-A and F-76 fuels were examined. Jet-A, commercial aviation
fuel closely resembling Air Force aviation fuel JP-8, contained no
fuel system icing inhibitor which is known to act as a biocide. F-76
is the marine diesel fuel used by the US Navy for non-nuclear ship
propulsion and other non-aviation functions. Both the Jet-A and F-
76 were filter-sterilized through a 0.22 mm filter to remove any
microbes from extraneous sources.

2.2. Sample preparation and GC analysis

The fuel/M-9 samples were analyzed using a liquideliquid
extractionwithmethylene chloride (Fisher Optima, purity,>99.9%),
followed by GCxGC analysis on an Agilent 7890/5975 GCxGC with
flow modulation. Methylene chloride extraction of water, soils and
other solids is a routine technique for isolating organics from
aqueous or solid matrices (Burford et al., 1993). For each sample, an
internal standard (Base/Neutrals Surrogate Standard, Ultra Scien-
tific) and 2.0 mL of methylene chloride were added to the M-9/fuel
mixture and shaken by hand for one minute. The vials were then
placed in an ultrasonic bath for 10 min to assist the methylene
chloride extraction process and break emulsions within the sample.
The samples were centrifuged; the methylene chloride, containing
any organic components from the original 10 mL of fuel, or
decomposition products from the bacteria, was removed to a GC
vial for analysis. Because different jet fuel components have
different solubility in aqueous systems, this liquideliquid extrac-
tion technique removed all the organics from the sample to be
collected, whether in the organic phase or aqueous phase.

GCxGC was conducted using a non-polar 30 m primary column
(DB5-MS, Agilent Technologies) and a shorter, 5 m secondary col-
umn (DB-17, Agilent Technologies), using hydrogen carrier gas;
other analytical conditions are previously described (Johnson and
Synovec, 2002; Striebich et al., 2011; Van der Westhuizen et al.,
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2011). An example of a 2-dimensional separation is given in
Figure S1 (Supporting Information). Because GCxGC provides two
distinct separations, better resolving power between the compo-
nents is possible. Another significant advantage of this system was
that a flame ionization detector (FID) and amass spectrometer (MS)
measured chromatographic response simultaneously, providing
the ability to perform qualitative and quantitative analysis of the
samples.

Gas chromatography with thermal conductivity detection (GC-
TCD) was used to examine the organism’s use of oxygen within the
vial system. Caps with septa replaced the typical hard caps used in
the majority of experiments, so that the headspace could be
sampled. A gastight syringe was used to extract a 0.5 mL gas phase
sample at regular intervals during the 10 and 21 day experiments,
to characterize the oxygen usage. A 30 m HP-Molesieve (Agilent)
column was used to separate the components of the headspace.

2.3. Bioreactor hydrocarbon degradation experiment

A bioreactor (BIOFLO 110 Fermentor, New Brunswick Scientific)
was used to provide a more realistic experiment to simulate bio-
logical growth in fuel tanks than the small vials could provide. This
reactor was filled with 5 L of M-9 inoculated with the P. aeruginosa
at 0.03 OD. In order to keep the same ratio of nutrient to organism
as in the vials, a total of 50 mL of Jet-Awas added to the reactor. The
bioreactor system containing fuel and bacteria was incubated for a
period of 3 months at 28 �C with agitation. The system was vented
and agitated using an automatic impeller at 125 rpm in order to
maintain optimal air diffusion and to prevent the formation of
anaerobic conditions. The bioreactor oxygen probe was used to
track the oxygen levels over the duration of the experiment;
normal oxygen levels similar to those observed at the beginning of
the experiment were maintained during the three month test.

2.4. Alternative fuel bioassay

Vial experiments such as those described in Section 2.1 were
conducted using the alternative fuel Synthetic Paraffinic Kerosene
(SPK) and the isoparaffinic hydrocarbon mixture Isopar-M; both of
these fuels contained only branched alkanes. To determinewhether
fuels comprised of isoparaffins were less susceptible to biodegra-
dation, P. aeruginosa was grown in SPK and in Isopar-M. Briefly,
P. aeruginosa cells were cultured overnight in LB at 28 �C in a shaker
incubator. Next day, the cells were pelleted, washed three times
with M-9 minimal media to remove any traces of the LB media, and
the cell culture diluted to 0.03 OD inM-9minimalmedia. Cells were
then added to 8 mL glass vials already containing either 10 mL of
pure isoparaffinic fuels or 10 mL of isoparaffinic fuel with 5% (v/v) of
n-hexadecane. A total of 15 sample vials containing Pseudomonas
and 8 negative control vials without Pseudomonas were used for
GCxGC analysis. An additional 8 sample vials were used to track
growth by measuring OD.

3. Results and discussion

Analyses of Jet-A and F-76marine diesel fuel composition before
and after exposure to P. aeruginosa and M. hydrocarbonoclasticus
was investigated using GCxGC. This technique was used because it
separates complex mixtures better than traditional GCeMS and is
especially suited to study Jet-A and diesel fuel range hydrocarbon
mixtures (Striebich et al., 2001, 2011; Johnson and Synovec, 2002;
Van der Westhuizen et al., 2011). The original Jet-A fuel investi-
gated contained almost 22% aromatics and nearly 24% normal al-
kanes, with the balance containing isoparaffins and cycloparaffins,
while F-76 diesel contained more aromatics (27.9%) and less than

half the normal alkanes (11.8%) as shown in Table 1. It was impor-
tant to accurately know the hydrocarbon composition of the fuels
before exposure so that changes in composition could be attributed
to degradation by the bacteria following exposure.

3.1. Optimization of fuel bioassays

In order to demonstrate how fuels were consumed by
P. aeruginosa and M. hydrocarbonoclasticus, a number of fuel bio-
assays were attempted with different volumes of fuel and combi-
nations of water and minimal media. The M-9 minimal media was
found to be the best supporter of Pseudomonas aerugionosa growth
when fuel was used as the sole carbon source. For the marine
bacteria, M. hydrocarbonoclasticus, a combination of 10% (v/v) M-9
media, 50% (v/v) seawater and 40% (v/v) ultrapure water provided
the best aqueous phase for growth in the presence of fuel. Growing
bacteria in 1:1 and 1:5 fuel to aqueousmedia ratios did not produce
measurable changes in fuel hydrocarbon concentration in incuba-
tion of up to 14 days. However, by reducing the fuel to media ratio
to 1:100, the degradation of fuel hydrocarbon components was
clearly detected and measured.

The accurate quantitation of hydrocarbons consumed could not
be easily measured in early experiments due to the evaporation of
volatile compounds. Although open vials prevent the depletion of
oxygen and provide faster biodegradation, trial experiments using
loose caps showed a large reduction of volatiles (less than C11), such
that it was difficult to clearly determine howmuch of each compo-
nent was either degraded or lost to evaporation. Therefore, airtight
vials were used in subsequent experiments. Because the vial head-
space was the only source of oxygen for the bacteria, a headspace
volume 8-times larger than the media/fuel matrix was maintained.

Investigations were conducted to demonstrate that the system
was not deprived of oxygen during the experiment. Fig. 1 shows the
oxygen concentration and Pseudomonas growth for samples in

Table 1
Fuel hydrocarbon composition using GCxGC analysis.

Jet-A F-76

Weight % Weight %

Alkylbenzenes 16.76 11.35
Alkylnaphthalenes 0.54 4.54
Indan/tetralins 4.54 12.03
Isoparaffins 32.82 19.87
n-paraffins
n-C07 0.02 0.01
n-C08 0.17 0.05
n-C09 1.05 0.15
n-C10 4.18 0.48
n-C11 7.52 0.73
n-C12 5.91 0.81
n-C13 3.28 0.77
n-C14 1.27 1.05
n-C15 0.35 1.15
n-C16 0.09 1.29
n-C17 0.03 1.58
n-C18 <0.01 1.14
n-C19 <0.01 0.81
n-C20 <0.01 0.73
n-C21 <0.01 0.52
n-C22 <0.01 0.34
n-C23 <0.01 0.23
Total n-paraffins 23.89 11.84
Cycloparaffins
Monocycloparaffins 18.15 27.40
Dicycloparaffins 3.21 12.93
Tricycloparaffins 0.10 0.05
Total cycloparaffins 21.45 40.39
Total 100.0 100.0

Bold indicates the subtotals from the groups.
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sealed vials (with septa) taken over a 10 day experiment. A similar
experiment was performed with Marinobacter over a period of 21
days (Fig. 2). As expected, after a few days, the cell count increased
dramatically as measured by optical density, and headspace mea-
surements of the sealed vials indicated declining oxygen concen-
trations inversely proportional to cell growth through day 6 for
Pseudomonas; by day 6, oxygen concentration fell below 5% (v/v),
which is not conducive to aerobic fuel degradation and growth. As
observed, by day 6 Pseudomonas had reached its maximum growth
in Jet-A, and after that, the culture optical density was reduced
(Fig. 1a). Interestingly, Pseudomonas was able to achieve higher cell
density in F-76 than in Jet-A and that growth continued through
day 8 in F-76 even though a greater reduction in oxygen levels was
observed by day 3 (Fig. 1b). In the case of Marinobacter, oxygen
concentration stayed above 15% at all times. The higher oxygen
levels in the headspace of the Marinobacter samples in comparison
with the Pseudomonas samples may be due to the fact that Mar-
inobacter grew at a lower rate and to a lower cell density than
Pseudomonas (Fig. 2).

The observation that Pseudomonas was able to grow to a higher
cell density in F-76 than in Jet-A may be due to this organism’s
preference for the heavier n-alkanes in fuel. Although the total n-
alkane content in Jet-A is 23.9% while in F-76 is only 11.8%, the F-76
fuel contains a concentration of heavier n-alkanes (�n-C15) that is
16-times higher than that found in Jet-A (7.8% in F-76 versus 0.47%
in Jet-A) (Table 1). Pseudomonas appeared to be very selective to the
higher molecular weight alkanes and found more of them in F-76
than Jet-A.

The development of a small scale vial test using a 1:100 ratio of
fuel to media proved to be an optimal system for rapid and ac-
curate characterization of the hydrocarbon degradation profile of
bacteria. The small vial system prevented multiple issues that have
often affected the study of hydrocarbon biodegradation, including
preventing the evaporation of volatile hydrocarbon compound,
achieving abundant cell growth while using a small amount of fuel
that can be readily degraded in a short amount of time before the
cells reach the stationary phase, and preservation of oxygen
long enough to maintain rapid oxygenic biodegradation of
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Fig. 2. Growth curve and headspace oxygen usage for 21 day with Marinobacter in sealed vials with Jet-A (a) and F-76 (b).
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hydrocarbons. This method allowed us to accurately characterize
the hydrocarbon degradation profile of P. aeruginosa ATCC 33988
and M. hydrocarbonoclasticus when exposed to Jet-A and F-76 fuel.

3.2. Hydrocarbon consumption by Pseudomonas

Degraded samples were compared to control fuel samples
without bacteria, and the percentage degradation for Pseudomonas
with Jet-A and F-76 was determined (Figs. 3 and 4). Results showed
that the terrestrial and fresh water bacteria P. aeruginosa ATCC
33988 degrades normal alkanes from C9 to C23 preferentially,
independently of the fuel used. Most of these compounds showed
concentration reductions of more than 60% in less than 4 days
(Fig. 3b,c and 4a,b). Similarly, F-76 showed that mid-chain n-alkane
(C13, C15, C16, C18 and C19) degradationwas favored over the other n-
alkanes with degradation levels over 90% by day 8 (Fig. 4a, b). C17
was not well quantified due to the coeluting interferent, pristane.
The lighter n-alkanes degraded less than the heavier alkanes, with

n-C9 and n-C10 degraded by 30% and n-C11 degraded more than 40%
(Figs. 3a and 4a).

In terms of the degradation of aromatics, for the conditions
tested, this P. aeruginosa strain lacked the ability to degrade aro-
matics such as naphthalene, tetralin and alkylbenzenes, under the
experimental conditions tested. Interestingly, the C10 dicyclopar-
affin, decalin, was degraded to about the same extent as n-C10
(Fig. 3d). However, naphthalene (C10H8) and tetralin (C10H12), also
C10 compounds, did not degrade significantly, most likely due to
their aromatic nature (Figs. 3d and 4c). Other C10 alkylbenzenes (6
isomers) were examined and summed using GCxGC and were
found to be wholly unaffected by Pseudomonas under these con-
ditions (Fig. 3d). In spite of the fact that the normal alkanes were
degraded so readily, the branched alkanes including the C10 iso-
paraffins and the phytane did not significantly degrade. The
observation that mid-range n-alkanes degrade more than other
components in the fuel has been previously reported (Sanger and
Finnarty, 1984; Saadoun, 2002). Alkanes are relatively easy for
bacteria to degrade because of the number of oxygenase,

Fig. 3. Degradation of hydrocarbon components of Jet-A by Pseudomonas aeruginosa over a 13 day period in sealed vials. (a) C9 through C11 n-alkanes; (b) C12eC15 n-alkanes; (c)
C16eC18 n-alkanes; (d) 5 types of C10 compounds.
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dioxygenase, P450 and hydroxylase enzymes available to oxidize
the alkanes readily to alcohols (Gunasekera et al., 2013).

Phytane is a compound which is often used as a biomarker to
date oil spills in marine and terrestrial ecosystems because is very
resistant to biodegradation (Senn and Johnson, 1987). This isomer
of C20 (2,6,10,14-tetramethylhexadecane) is chromatographically
adjacent to n-C18 on most non-polar columns, such as those used in
these analyses. In this study, phytanewas entirely unaffected by the
Pseudomonas while the n-C18 alkane was readily degraded (Fig. 5).
The organism under these conditions clearly prefers to consume
specific isomers of compounds with the samemolecular formula as
observed by the great difference in degradation between phytane
and its isomer, n-C20 (Fig. 4c). How the organism could be so se-
lective is not well understood.

3.3. Hydrocarbon consumption by Marinobacter

To characterize the role of other bacteria in the degradation of
fuels, the fuel hydrocarbon degradation pattern produced by the
marine fuel-degrading bacteriaMarinobacter hydrocarbonoclasticus

was also investigated. This specie was isolated from a fuel-seawater
sample and is known to grow well in fuel-aqueous systems. F-76, a
naval propulsion fuel, is commonly stored in the ballast tanks of
vessels with seawater; consequently, a study of the behavior of
oceanic hydrocarbonoclastic bacteria with F-76 is pertinent.

Even though Marinobacter presented lower growth rate and
lower total growth than Pseudomonas, the clear difference in the
hydrocarbon degradation profile of each of these bacteria allowed
us to draw some general conclusions. Like Pseudomonas, Mar-
inobacter appeared to prefer n-alkanes over other types of hydro-
carbons. In contrast to Pseudomonas, Marinobacter highly favored
the degradation of shorter chain normal alkanes from C8eC10 with
no degradation of longer n-alkanes from C15 through C23 (Figs. 6
and 7). The degradation of the shorter n-C9 and n-C10 by Mar-
inobacterwas so efficient that theywere completely consumed in F-
76. However, the degradation of n-alkanes between C11 and C14
appeared to be more variable, with higher degradation of n-C11 and
C12 in F-76 diesel than in Jet-A fuel (Fig. 6a,b and 7a). In F-76,
degradation decreased with increasing carbon number for normal
alkanes greater than n-C11. Even after some of the shorter alkanes
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were completely consumed, Marinobacter did not appear to
significantly degrade the longer n-alkanes.

Another difference between the two organisms was that Mar-
inobacter, unlike Pseudomonas, was able to degrade certain aro-
matic compounds under the conditions tested (Figs. 6d and 7c).
Marinobacter degraded ethylbenzene very efficiently to concen-
trations of less than 5% remaining in both Jet-A and F-76. Jet-A has a
higher concentration of ethylbenzene and other low molecular
weight aromatics than does F-76 (due to its distillation range),
which may explain why the Marinobacter grew slightly better in
Jet-A. Aromatics consumption was highly selective since the bac-
teria showed a preference for ethylbenzene (C8H10), but no pref-
erence for any of the three other isomers of xylene (C8H10). In
addition, while most C3-alkylbenzenes were completely unde-
graded, the two isomers of ethyl-methylbenzene were significantly
degraded with less than 60% remaining (Fig. 6d). Normal-
propylbenzene was only degraded by about 20% (Fig. 6d) in Jet-A.
Only one isomer of the C4-alkylbenzenes (n-butylbenzene) was
degraded while other isomers were completely undegraded.
Overall, Marinobacter showed an unusual and distinct preference
for specific isomers of alkyl-aromatics. But in all cases, the dia-
romatic compound naphthalene, like the other diaromatic com-
pounds in both fuels, was completely resistant to degradation by
Marinobacter and Pseudomonas.

Clearly, Marinobacter has a metabolism that differs from Pseu-
domonas because Marinobacter degrades some alkyl substituted
benzenes. An increase in lower carbon number aromatic com-
pounds was not evident; there were no indications of the organ-
isms degrading alkylbenzenes to benzene or toluene products. In
fact, toluene itself was degraded by about 40% (Fig. 6d). It is not
clear why Marinobacter targets alkylbenzenes with specific alkyl
groups. It is possible that metabolizing compounds with less steric
hindrance such as n-paraffins (versus isoparaffins) or n-alkyl
substituted benzene isomers may be thermodynamically favored
by the organism. A good example of this preference is the con-
sumption of ethylbenzene with no consumption of xylene
(dimethylbenzene).

3.4. Bioreactor degradation study

Previous studies concerning the degradation of petroleum
products in the environment have indicated that microbes first
degrade n-alkanes, followed by cyclic alkanes, then isoparaffins and
finally the aromatic components (Vila et al., 2010). Although our
vial tests with the bacteria Pseudomonas showed a similar pattern
of hydrocarbon degradation with preferential consumption of n-
alkanes followed by cyclic alkanes, we did not observe the degra-
dation of branched and aromatic hydrocarbons. It may be possible
that the short timeframe, small volumes and limited oxygen
availability in the vial experiments may have prevented further
degradation of other hydrocarbon classes. To test this hypothesis, a
larger scale Jet-A fuel degradation study was performed using a
bioreactor with constant aeration to maintain optimal oxygen
levels and an incubation period of three months. It was apparent
that the bioreactor showed the same behavior as the smaller scale
experiments conducted in individual vials, in that the normal al-
kanes were significantly consumed by the Pseudomonas (Fig. 8).
After 3 months, some evaporation was evident in the bioreactor as
all of the early eluting volatile compounds between 5 and 15min on
the GC tracing were removed. However, the later eluting n-alkanes
(n-C12-17) were not being removed by evaporation as shown by the
consistent amount of chromatographically adjacent branched
alkane compounds of similar molecular weight and volatility at
time zero and after 3 months. The dotted lines in the figure indicate
the location of the missing normal alkanes consumed by the bac-
teria, while the branched alkanes around the n-alkanes remain
relatively unaffected (Fig. 8). The levels of the heavier normal al-
kanes C12 through C16 that remained after 3 months were quanti-
fied using GCeMS by extracted ion analysis (Table 2). Generally, the
heavier alkanes were highly degraded with a loss of more than 90%
from their original concentration. However, degradation of
branched alkanes and aromatic compounds was not observed by
using the bioreactor, indicating that the degradation profile of a
microorganism is highly determined by its intrinsic genetic and
metabolic function and not as much by the growth conditions.
Having said that, optimal growth conditions did increase the
degradation of those compounds for which the cell is equipped to
degrade.

3.5. Implication of alternative fuels hydrocarbon composition in
biodegradation

In the complex relationship between fuel composition, bacterial
growth and biodegradation it would appear from this study that
conventional fuels with high normal alkane content are a suitable
environment for microbial growth and biodegradation. On the
other hand, Pseudomonas and Marinobacter appeared incapable of
degrading the branched alkane components in the conventional
fuels. Currently, awide variety of alternate fuels are being produced
from many feedstocks, processes and conditions. In many cases,
these new alternative fuels may contain minimal amounts of n-
alkanes and high levels of branched alkanes, products of the spe-
cific processing conditions used to generate these fuels. One may
expect this type of fuel to be less susceptible to biological growth in
tanks, hoses and carts. While Pseudomonas and Marinobacter are
just two species from the vast richness of microbes in nature, they
are important and common representatives of those bacteria
capable of degrading fuel, and they may be used as examples to
describe the general characteristics of fuel-degrading bacteria.

To determine whether fuels comprised of isoparaffins were less
susceptible to bacterial degradation, the alternative fuel SPK and
the surrogate fuel Isopar-M were exposed to the bacteria
P. aeruginosa. The results showed that neither SPK nor Isopar-M
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could support the growth of Pseudomonas, indicating that this or-
ganism cannot use branched alkanes (isoparaffins) as the sole
carbon source for growth (Fig. 9). However, addition of the n-alkane
hexadecane at 5% (v/v) to SPK and Isopar-M allowed Pseudomonas
to thrive initially until the n-C16 was completely consumed at
which time the growth of the bacteria slowed and then stopped.
The addition of n-C16 to the isoparaffinic fuels also revealed that the
lack of growth in SPK or Isopar-M was not caused by toxicity of
components in the two fuels but by the lack of a readily metabo-
lizable carbon source. Bacteria exposed to both fuels showed a
complete lack of growth (as measured by OD) when n-C16 was not
added to the isoparaffin mixture.

These results indicate that it may be possible to design a fuel
which is more resistant to microbial growth and degradation by
reducing the compounds that bacteria prefer to consume. Such a
fuel could potentially save money in purchasing additives and

reducing expensive fuel system maintenance. Isoparaffinic fuels
are not the only alternative fuels being considered for aircraft
use, but are a major class within a gamut of potential alternative
fuels.

Other studies inmarine settings with environmental organisms
have shown that linear and branched alkanes are biodegradable,
as are aromatic compounds (Hua, 2006). Our study clearly showed
that n-alkanes are preferentially degraded by Pseudomonas and
Marinobacter and these results correlate with multiple reports that
indicate that mid-range n-alkanes degrade more than other
components in the fuel (Sanger and Finnarty, 1984; Saadoun,
2002). Alkanes are relatively easy for bacteria to degrade
because of the number of oxygenase, dioxygenase, P450 and hy-
droxylase enzymes available to oxidize the alkanes readily to al-
cohols. Under the conditions of this study, only Marinobacter
degraded aromatics, and then only specific isomers.

Fig. 6. Degradation of hydrocarbon components of Jet-A by Marinobacter over a 21 day period in sealed vials. (a) C9 through C11 n-alkanes; (b) C12 through C15 n-alkanes; (c) C16

through C22 n-alkanes; (d) comparison of various aromatic hydrocarbons.
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Biodegradation may be limited by many factors, including lack of
catabolic pathways in the microorganism and slow rates of
dissolution, desorption or transport. The tendency not to consume
aromatics structures or even branched paraffins of similar carbon
number to the degraded alkanes must indicate that the degrada-
tion of these hydrocarbons is not thermodynamically favorable, or
that the compounds may be toxic to the organism. Previously we
have shown that in order for bacteria to proliferate in fuel, mul-
tiple adaptations that go well beyond hydrocarbon consumption
have to be activated to maintain cell homeostasis in the adverse
fuel environment (Gunasekera et al., 2013).

The degradation of the fuel, due to significant disappearance of
the normal alkanes, may cause a change in fuel properties. In fuels,
n-alkane concentrations are often related to the fuel’s freeze point,
pour point, and other low temperature properties such as viscosity.
Interestingly, the heavy normal alkanes are generally believed to be
detrimental to fuel freeze point (higher concentrations create
higher freeze point). For example, higher concentrations of normal
C16eC20 for jet fuels have been shown to correlate with higher
freeze points (Striebich et al., 2005). Normal alkanes are sometimes
removed from process streams by isomerization in order to
improve freeze point. Other techniques involve reactions with
specific compounds to remove n-alkanes and improve freeze point
(Zabarnick et al., 2002). While the amount of fuel examined here is
too small to be able to accurately measure freeze point, a scaled-up
exposure of fuel to Pseudomonas is possible. Additional studies
conducted with more fuel are being considered to investigate the
possibility of organisms changing both trace and bulk fuel
properties.

4. Conclusion

Marinobacter and Pseudomonas consistently showed very
different metabolism of fuel. Marinobacter consumes low carbon
number n-alkanes and some aromatics, while Pseudomonas only
consumes mid-range and long range n-alkanes. It appeared that
bothmicroorganisms almost exclusively prefer n-alkanes over their
isoparaffinic counterparts. Undoubtedly, studying the differences in
these two microbes’ metabolic pathways will afford greater un-
derstanding of their hydrocarbon degradation potential. It was
clear that the components of isoparaffinic fuels were not toxic to
the bacteria because the organisms grew well in isoparaffinic
mixtures spiked with n-hexadecane. Isoparaffins were not
consumed, but neither did they create significant toxicological
response. However, isoparaffinic fuels without added n-alkanes
will not sustain these microorganisms. The future implications of
this study include the possibility of predicting the rate of fuel
biodeterioration based on the hydrocarbon profile of a particular
fuel and the development of fuels impervious to biodeterioration
with improved storage properties. The results presented here also
extend to the field of environmental bioremediation by proving a
detailed description of the hydrocarbon degradation rate of
different fuels and how different environmental bacteria react to
those fuels.
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Table 2
Loss of normal alkanes in the 3 month bioreactor experiment.

Compound Ion Time, min Response,
t ¼ 0 months

Response,
t ¼ 3 months

% Remaining

n-C12 170 17.22 318,000 17,100 5.4
n-C13 184 20.049 145,000 3200 2.2
n-C14 198 22.72 41,000 3980 9.7
n-C15 212 25.24 8190 740 9.0
n-C16 226 27.641 585 ND NA

ND indicates not detected.
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Fig. 9. Growth of Pseudomonas in the isoparaffinic alternative fuel SPK (a), and isoparaffin fuel surrogate Isopar-M (b) before and after addition of 5% (v/v) n-C16. The green curves
represent the degradation of n-C16.(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article).
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Appendix A. Supplementary data

Supplementary data related to this article can be found at http://
dx.doi.org/10.1016/j.ibiod.2014.04.024.
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ABSTRACT: The effect of aromatic type and concentration on the thermal-oxidative stability characteristics of a synthetic
paraffinic kerosene (SPK) aviation fuel was performed using batch and flow reactor systems, in combination with detailed
chemical fuel analyses. An improved understanding of the impact of aromatic addition will assist in optimizing beneficial
operational characteristics of the SPK feedstocks and the development of fully synthetic jet fuels. A primary goal of this study was
to elucidate the controlling reaction chemistry and identify the cause for differing stability characteristics for varying types of
aromatics. Studies were performed using a SPK comprised primarily of mildly branched iso- and n-paraffins as the base feedstock;
limited studies were performed using a highly branched SPK. Commercially available aromatic solvents were used to represent
petroleum-derived jet fuel and potential synthetic aromatic blending streams. These solvents were composed of mono- and
diaromatic compounds of varying average molecular weight and size. The resulting thermal-oxidative stability characteristics were
highly sensitive to the blend composition, with both increasing aromatic size and concentration, resulting in a higher deposition
propensity upon stressing. It was determined that oxidation and molecular growth of the aromatic compounds are the probable
primary pathways of surface deposit formation for these blends. Larger aromatic compounds (e.g., diaromatic) require fewer
successive growth steps to produce insoluble deposit precursors, resulting in significantly higher deposition propensity than lower
molecular weight (e.g., monoaromatic) species. Limited testing showed that the impact of aromatic type on deposition is
consistent for different SPK compositions, but the deposit magnitude may be affected.

■ INTRODUCTION

There has been significant interest during recent years in the
development and approval of alternative (non-petroleum)
aviation fuels. Alternative fuels have the potential to increase
the supply and availability of reliable domestic sources while
reducing associated cost volatility. Extensive laboratory and full-
scale testing have resulted in the approval of synthetic
paraffinic-type fuels for use as a blending feedstock (up to
50% by volume) in both commercial and military aviation fuels
(per ASTM D1655-11 and MIL-DTL-83133H). This includes
synthetic paraffinic kerosene (SPK) produced via Fischer−
Tropsch synthesis and hydroprocessed esters and fatty acids
(HEFA) derived from plant oils and animal fats. These SPK
and HEFA blend stocks are predominantly paraffinic (normal
and iso-) in composition and contain minimal aromatic and
heteroatomic compounds. The neat paraffinic blend stocks
exhibit favorable characteristics, such as excellent thermal-
oxidative stability and significantly reduced particulate matter
(PM) propensity during combustion, which is attributable to
the lack of the aromatics and heteroatomic compounds.1

However, the lack of these compound classes results in fuels
with insufficient material compatibility/seal swell and lubricity
characteristics. Therefore, the current fuel specifications have
taken a conservative approach, requiring a minimum total
aromatic concentration of 8% by volume (%v) for synthetic
blends to ensure that fit-for-purpose (FFP) requirements are
satisfied. This constraint reduces the beneficial aspects of the
neat paraffinic fuels, resulting in behavior that is generally

consistent with petroleum-derived fuels. Studies have been
performed that demonstrate that specific types of aromatics can
be added to SPK-type fuels, which provide acceptable seal swell
characteristics while maintaining reduced PM emission
production relative to petroleum-derived fuels.2 Determination
of favorable characteristics and required concentrations of
desired aromatics would also allow for the formulation of fully
synthetic jet fuels (FSJF), which would not require blending
with petroleum-derived fuels and could maximize favorable
operational characteristics of the fuel. However, an improved
understanding of the effect of the aromatic type and
concentration on other FFP characteristics is needed.
Thermal-oxidative stability, which is the propensity of a fuel

to produce undesirable deposits in fuel system passages,
controls, and nozzles as it absorbs waste heat from aircraft
components and other fluids because of reaction with dissolved
oxygen, is an important operational characteristic of a fuel. Fuel
specifications evaluate the relative thermal stability using ASTM
D3241 with a jet fuel thermal oxidation tester (JFTOT). The
thermal stability of the fuel is evaluated via the amount of
deposit on the aluminum heater tube using visual tube rating
(VTR) methods and the rate of plugging [e.g., pressure drop
(ΔP)] on a filter downstream of the heater tube. A VTR ≥ 3, a
ΔP > 25 mmHg, a “peacock” rating, or an “abnormal” tube
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color (defined in ASTM D3241 as “a tube deposit color that is
neither peacock nor like those of the Color Standard”) result in
a failure. Recent studies have investigated the effect of aromatic
addition (e.g., aromatic solvents and synthetic fuel streams) on
the thermal-oxidative stability of synthetic paraffinic fuels.3−7

These have included the use of both petroleum-derived and
synthetically produced aromatic compounds and evaluated
thermal stability by measuring the JFTOT breakpoint temper-
ature (highest temperature at which fuel passes the rating
criteria). Studies performed by Sasol using synthetically derived
aromatics, primarily composed of alkylbenzenes, have shown
that the base SPK thermal stability is not affected.4,5 However,
studies using petroleum-derived aromatics (mono- and
diaromatics) have shown that the addition at concentrations
≥10%v can decrease the fuel thermal stability.3,6 The failures
reported were attributed to the corresponding VTR rating of
the JFTOT tube, because there was a minimal increase in ΔP
during the testing.
A separate study performed to investigate the effect of

blending similar petroleum-derived aromatics at varying
concentrations into several SPK and HEFA fuels also showed
a corresponding decrease in thermal stability with an increasing
aromatic concentration.7 However, there was not a distinct
trend in the specific breakpoint temperature with respect to
base fuel composition, aromatic type, or total concentration. In
addition, many of the failures were due to “abnormal” deposit
color. For example, photographs of JFTOT tubes with the
corresponding VTR from this testing are shown in Figure 1.

The 1A and 3A failures were reported because of the deposit
having a “whitish/tannish” color, which is not typically
observed for petroleum-derived fuels. The deposits were
analyzed using infrared spectroscopy and elemental analysis
(not previously reported); it was determined that the deposits
were predominantly composed of carbon and oxygen and the
color was hypothesized to be related to the deposit thickness.
To provide improved insight into the experimental results, the
JFTOT tubes from this study were analyzed using ellipsometry
(Falex model 430) to quantify the deposit profile and thickness.
A comparison of the maximum average deposit thickness (nm)
over a 2.5 mm2 area to the corresponding VTR is shown in
Figure 2. Results are shown as either normal or abnormal for

each VTR; a thickness level of 85 nm is highlighted because this
is the proposed value that ASTM is considering as a pass/fail
criteria for use of an interferometer in the D3241 test method.
As shown, a VTR of 3 or greater correlates well with a high
maximum deposit level and may be able to discern
unacceptable thermal stability characteristics. However, there
is a wide range of deposit thickness levels for tubes with
abnormal VTRs of 1 and 2, with many “failures” having low
deposition levels. It may be necessary to determine appropriate
test conditions and rating criteria for using the JFTOT to
evaluate the effect of aromatics on synthetic fuel thermal
stability characteristics.
Because of the varying observations reported in previous

studies, a detailed study was performed herein to provide an
improved understanding of the effect of the aromatic type and
concentration on the thermal stability of SPK-type fuels.
Primary objectives were to supplement the previous JFTOT
studies with a more quantitative basis for evaluation and
improve the understanding between chemical composition and
properties on resulting performance. This approach will provide
improved ability to identify optimal aromatic compounds and
concentrations, which can be added to paraffinic fuels to
maximize desired operational characteristics and allow use
without blending with petroleum-derived fuel.

■ EXPERIMENTAL SECTION
Two reactor systems were used to evaluate the thermal stability of a
SPK blended with varying concentrations of different aromatic
solvents. This included a batch [quartz crystal microbalance
(QCM)] and a flowing (single-tube reactor) system. These systems
have been previously used to successfully evaluate the thermal-
oxidative stability characteristics of aviation-type fuels. The design and
operation of these have previously been described in detail;1,8,9 a brief
description of each is provided below.

QCM. The QCM is a batch reactor system that provides isothermal
stressing of a test fuel for an extended duration with an oxygen
headspace. Headspace oxygen and mass deposition are monitored in
situ to provide time-dependent information regarding the thermal-
oxidative stability characteristics of the sample. For this testing, 60 mL
of the test fuel was air-saturated under ambient conditions. The reactor
was closed, heated to 140 °C, and stressed isothermally for 15 h. The

Figure 1. Photographs of JFTOT tubes and reported VTR following
JFTOT testing with blends of an aromatic solvent blend in various
SPK and HEFA feedstocks.

Figure 2. Comparison of JFTOT tube maximum average deposit
thickness determined using ellipsometry to VTR from testing with
varying concentrations and types of aromatics in several SPK and
HEFA feedstocks.
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time-dependent deposition and oxygen consumption characteristics
were used to evaluate relative thermal stability characteristics.
Single-Tube Flow Reactor System. Thermal stability was

evaluated using a single-tube, single-pass flow reactor.1,9 The reaction
system has a 91.4 cm (36 in.) long actively heated section, where the
temperature is sufficient to promote the desired reaction chemistry.
Studies were performed using 0.216 cm (0.085 in.) inner diameter and
0.318 cm (0.125 in.) outer diameter reaction tubes constructed of 316
stainless steel. The fuel was air-saturated, and thermal stressing was
performed with an inlet volumetric flow rate of 10 mL/min, reaction
pressure of 38.9 bar (550 psig), and test duration of 6 h. The external
wall temperature was measured at various axial locations using strap-
welded K-type thermocouples. The temperature profile [Twall,max ≈
357 °C (675 °F), and Tbulk,out ≈ 316 °C (600 °F)] was sufficient to
consume all dissolved oxygen in the heated reaction zone. For the
reaction condition studies, the bulk fuel temperature is estimated to be
approximately 75−100 °C higher than the measured wall temper-
ature.9 Following testing, the reaction tube was removed and cut into
5.1 cm (2 in.) long sections. The total carbon deposit on each tube
segment was determined via temperature-programmed oxidation using
a LECO RC612 multiphase carbon analyzer. The stability character-
istics were determined by comparing the total mass quantity and axial
deposition profile.
Fuels and Aromatic Solvents. Experimental testing and analysis

was performed to investigate the effect of the aromatic type and
concentration on the thermal-oxidative stability characteristics of a
SPK. The primary SPK used in this study was produced from natural
gas via indirect liquefaction by Syntroleum Corporation (also termed
S-8). This fuel is composed of mildly branched (e.g., monomethyl-
substituted) isoparaffins with ∼20%v n-paraffins and a distillation
range similar to a typical JP-8 specification fuel. This SPK was used
during the certification of alternative blends for the B-52 platform.
Limited testing was performed using a SPK [also referred to as
isoparaffinic kerosene (IPK)] produced by Sasol. This fuel is produced
via oligimerization of C3 and C4 olefins, followed by hydrotreating and
fractionation, to produce a fuel with the desired boiling range.4,5,10

This process results in a SPK with a very high degree of branching and
low concentration (∼10%v) of cycloparaffins. The Sasol fuel was the
first synthetic fuel to be approved as a blend feedstock with Jet A-1
fuel. Both neat SPKs exhibit excellent thermal-oxidative stability, with
negligible deposition during stressing.1,11 Additional details on the
chemical and physical properties of these SPKs are provided
elsewhere.1,4,5,10−13 The thermal stability of the neat SPK and
aromatic blends was compared to a specification JP-8 (designated
POSF 6169). This JP-8 had a total aromatic concentration of ∼15.7%
v, total naphthalenes of ∼1.1%v, and a total sulfur content of ∼540
ppm by mass.
Commercially available aromatic solvents were used to represent

petroleum-derived jet fuel and potential synthetic aromatic blending
streams. Aromatic 100, 150, and 200 (designated A100, A150, and
A200) solvents were obtained from ExxonMobil and used in this
study. The solvents were analyzed for chemical composition via gas
chromatography/mass spectrometry (GC/MS) and two-dimensional
gas chromatography (GC × GC). These solvents are composed of a
range of mono- and diaromatic compounds with varying average
molecular weight ranges,2,6 which are listed in Table 1. A100 is
comprised primarily of C3 (83.6%v) and C4 (12.8%) alkylated
benzenes, with a low concentration of indane (1.1%). A150 is
comprised primarily of C3 (2.6%v), C4 (62.2%), C5 (18.3%), and C6

(1.3%) alkylated benzenes, C10- and C11-alkylated indans and tetralins
(7.3%), and naphthalene (6.7%). A200 is primarily composed of C5−
C8-alkylated benzenes (5.3%), C11−C13-alkylated indans and tetralins
(10.1%), naphthalene (6.7%), and C1−C4+-alkylated naphthalenes
(76.3%). The chemical compositions of these solvents are slightly
different but generally consistent with those previously reported when
used during previous research efforts.6 Analysis of these solvents
showed negligible heteroatomic or polar compounds present. Testing
with multi-component solvents allows for the evaluation of the effect
of the chemical class and structure on reactivity, without favoring a
specific reaction path, which could occur with single-component
testing. Studies were performed with each of these solvents at varying
overall concentration in the SPK fuel. In addition to the individual
solvents, a composite blend (referred to as “A-Blend”) was formulated
(30%v A100/60%v A150/10% A200), which simulates the range of
aromatic compounds in a “typical” aviation fuel. In comparison of the
gas chromatography/flame ionization detection (GC/FID) chromato-
grams of the individual and composite aromatic solvents, S-8, neat JP-
8, and the aromatic fraction of the JP-8 extracted using high-pressure
liquid chromatography14 are shown in Figure 3.

■ RESULTS AND DISCUSSION
Effect of the Aromatic Concentration. The effect of the

overall concentration of aromatics on the resulting thermal
stability characteristics was investigated using the composite
aromatic blend. Studies were performed varying the concen-
tration of the blend at 5%v increments in the SPK (S-8 unless
otherwise specified). Results from QCM testing are shown in
Figure 4; mass accumulation (solid lines) and headspace
oxygen (dashed lines) profiles are shown as a function of the
test duration and aromatic concentration. The corresponding
profiles are also shown for the neat SPK and JP-8. The neat
SPK exhibited excellent thermal stability characteristics, with
minimal deposition during stressing. This behavior is consistent
with that observed for other neat SPK and HEFA fuels.1

The specification JP-8 had a deposition level and profile
consistent with that typically observed for a petroleum-derived
fuel with good thermal stability evaluated using the QCM. A
higher total aromatic content in the SPK blends increased the
total mass deposition while decreasing the onset time for
oxidation. Testing with 5−15%v total aromatic content resulted
in comparable deposition to that for the JP-8. It should be
noted that the deposition for the petroleum-derived fuel is also
affected by heteroatomic compounds within the fuel, which are

Table 1. Aromatic Solvent Composition

concentration (%v)

solvent monoaromatic diaromatic
MW range
(g/mol)

MWave
(g/mol)

aromatic 100 100 106−148 122
aromatic 150 94 6 120−162 136
aromatic 200 18 82 128−196 152

Figure 3. Comparison of chromatograms of aromatic solvents,
aromatic solvent blend (30:60:10), S-8, JP-8, and aromatic fraction
of JP-8.
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negligible in both the aromatic solvents and the neat SPK. The
20%v blend had a substantially higher quantity of deposition
relative to the other concentrations and JP-8 fuel. However, the
total magnitude is within the typical range observed for
evaluation of petroleum-derived fuels on the QCM (≤8 μg/
cm2).
The flow reactor system was used to evaluate the thermal

stability of the solvent blends for concentrations of 5−15%v in
a flowing environment with a total dissolved oxygen
concentration representative of actual systems (e.g., ∼70 ppm
by weight). The carbon deposition and measured wall
temperature profiles as a function of the axial position and
aromatic concentration from this testing are shown in Figure 5.
The neat SPK results are not shown because negligible
deposition was observed during stressing. Consistent with the
QCM results, an increase in the total deposition quantity was
observed with an increasing total aromatic content. The onset
of the deposition was similar for each of the aromatic/SPK
blends, indicating that the aromatics do not significantly affect
the initial rate of fuel oxidation for the reaction conditions
studied. The observation of a maximum in the deposition
profile with a subsequent decrease is indicative of complete
consumption of the dissolved oxygen within the heated zone.
The significantly higher deposition characteristics for the JP-8
fuel are most likely due to heteroatomic (e.g., oxygen, sulfur,
and nitrogen) components within the fuel, which are known to
promote undesirable deposit formation under oxygen-limited
conditions.14−16 It is possible that slight differences in the
specific aromatic compounds in the petroleum-derived fuel and
aromatic solvents also impact the deposition propensity, but
this is believed to be minor compared to the role of
heteroatoms in the deposition process. Overall, the observation
that the magnitude of deposit formation correlates with the
total aromatic content indicates that this compound class
participates in and promotes deposit formation pathways.

Effect of the Aromatic Type. The effect of the type of
aromatic on the deposition propensity of the SPK was
evaluated by performing studies with the individual aromatic
solvents blended at a varying concentration in the SPK. These
were performed to determine if the aromatic structure and
molecular size (e.g., mono- versus diaromatic) have a significant
impact on thermal stability characteristics. QCM experiments
were performed by blending each of the individual solvents or
composite blend at 20%v with SPK and using the same reaction
conditions as previously reported. This relatively high
concentration was used to intensify the effect of the molecular
type on deposition. The results from this testing are shown in
Figure 6. The type of aromatic solvent had a major impact on
both the total mass accumulation and the corresponding rate of
oxygen consumption during thermal stressing. The total mass
deposition with A100, comprised solely of alkylated mono-
aromatics, was similar to that for the neat SPK, even though the

Figure 4. QCM mass accumulation (solid lines and open markers)
and headspace oxygen profiles (dashed lines and closed markers) at
140 °C with a varying total concentration of the aromatic solvent
blend (30:60:10) in SPK.

Figure 5. Carbon deposition and measured wall temperature profiles
from flow reactor testing with a varying total concentration of the
aromatic solvent blend (30:60:10) in SPK.

Figure 6. QCM mass accumulation (solid lines and open markers)
and headspace oxygen profiles (dashed lines and closed markers) at
140 °C with a varying aromatic solvent type in SPK at 20%v.
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aromatic solvent was present at 20%v. A100 did increase the
rate of fuel oxidation; however, this is believed to be primarily
due to dilution of the synthetic antioxidant in the neat SPK.
The addition of both A150 and A200 significantly increased
deposition levels, while testing with the 30:60:10 composite
blend resulted in deposition levels between the individual
solvent results. This observation is reasonable because of the
inclusion of both solvents within the blend. These results imply
that the molecular type of aromatics can affect the thermal
stability characteristics of synthetic fuels, with diaromatics
having a higher impact on the resulting deposition propensity.
The impact of the aromatic type on the SPK thermal stability

was also evaluated using the flow reactor system. Testing was
performed by blending each of the individual and composite
solvents at 10%v in the SPK using reaction conditions
consistent with the aforementioned studies. The carbon
deposition and measured wall temperature profiles as a function
of the axial position and aromatic type are shown in Figure 7.

Similar to the QCM testing, the addition of A100 showed
minimal effect on surface deposition levels, which were similar
to that for the neat SPK. The A100 is comprised solely of
alkylated monoaromatics, which are similar in composition to
the synthetic aromatic streams produced by Sasol. As previously
mentioned, JFTOT breakpoint studies showed that the thermal
stability of the Sasol SPK was not significantly impacted by this
type of aromatic stream.4,5 The A150 blend showed very similar
deposition characteristics to the 30:60:10 composite blend,
while the A200 promoted a significant increase in deposition,
which was substantially higher than that for the JP-8 fuel. These
results further indicate that aromatic compounds participate in
deposit formation pathways, with diaromatics having an
increased propensity to produce high-molecular-weight com-
pounds.
Pathways for Deposit Formation from Oxidation of

Aromatics. The thermal-oxidative stability characteristics of
petroleum-derived fuels have been related to the presence of
trace heteroatomic compounds within the fuels. These
deleterious compounds include oxygenates (e.g., phenols) and
reactive sulfur/nitrogen species.8,14−16 These species can

increase deposit formation via pathways that promote oxidation
and molecular growth at elevated reaction temperatures. The
presence of heteroatomic compounds in the neat fuels prior to
stressing intensifies deposition propensity, with increased
concentrations typically promoting higher deposition levels.
The SPK and aromatic solvents used in this study contained
negligible concentrations of these heteroatomic compounds.
However, the observation of significant carbon deposition
during oxidation, with sensitivity to the aromatic type and
concentration, indicates that molecular growth pathways do
occur within the synthetic fuel blends. The neat SPK readily
undergoes oxidation during thermal stressing but primarily
produces stable oxygenated compounds, which are not prone to
significant molecular growth. This is most likely due to the
paraffinic nature (mild branching and primarily linear structure)
of the SPK. Aromatic compounds undergo oxidation under
these reaction conditions, with rates competitive with those for
the neat SPK. This is due to the presence of weak bonds within
alkylated aromatics (e.g., benzylic hydrogens), which provide
energetically favorable sites for hydrogen donation and
subsequent oxidation. Alkylated aromatics can undergo
oxidation, producing compounds, such as phenols, aldehydes,
ketones, and carboxylic acids. Once formed, these species can
subsequently undergo ring-closure reactions, producing species,
such as benzofuranones.17 These products have the potential to
undergo molecular growth via further oxidation or reaction
with other aromatic compounds. It is likely that larger aromatic
compounds, such as diaromatics, require fewer consecutive
reaction steps to produce high-molecular-weight, low-solubility
species, which are prone to surface deposition. This would
increase the deposition propensity for blends, which contain
high concentrations of diaromatics, especially under oxygen-
limited conditions.
Analysis was performed on neat and thermally stressed

samples to determine if there was quantitative evidence of
molecular growth products following oxidative stressing. Polar
species/products were separated and concentrated using a
solid-phase extraction (SPE) pre-separation technique with
subsequent gas chromatographic (GC) analysis. A total volume
of 5−20 mL of sample was passed through 1 g of silica gel,
followed by a wash of three aliquots of hexanes and extraction
with 1 mL of methanol. Each extract was analyzed using GC ×
GC, GC/MS, and/or high-temperature GC/FID. GC/FID
chromatographs from the analysis of polars for a mixture of the
SPK with 10%v of the A-Blend (both neat and following
stressing in the flow reactor system) and the A-Blend following
stressing on the QCM are shown in Figure 8. Similarly, GC ×
GC chromatograms (color intensity correlates with the mass
concentration) from the analysis of polar products following
QCM stressing of the individual aromatic solvents (non-
blended with SPK to intensify product formation) are shown in
Figure 9. The unstressed SPK/aromatic blend had very low
concentrations of polar compounds (representative of all
aromatic solvents/blends used in this study). The oxidation
products from both the aromatic solvents and aromatic/SPK
blends exhibited a distribution consistent with sequential
molecular growth steps. The primary product region (1°) is
attributed to initial oxidation of the parent aromatic or SPK
compounds to produce oxygenated species. The secondary
(2°), tertiary (3°), and subsequent product distributions
(evident from high-temperature GC/FID analysis; not
shown) had molecular weight ranges (elution times) and
mass spectra ion fragmentation patterns [from mass spectro-

Figure 7. Carbon deposition and measured wall temperature profiles
from flow reactor testing with a varying aromatic solvent type in SPK
at 10%v.
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metric (MS) analysis] consistent with species formed via
molecular growth and oligomerization of the oxidation
products and/or parent fuel molecules (e.g., 1° + 1° or fuel
→ 2°, and 1° + 2° → 3°). For example, approximate carbon
number ranges for the A100 product regions shown in Figure 9
were 1°, C9−C13; 2°, C16−C22; and 3°, C24−C30. It was not
feasible to identify specific structures because of the various
isomers and types of alkylated aromatics in the solvent and co-
elution during analysis. Similar to the aromatic solvent testing,
the stressed flow reactor sample had products consistent with
molecular growth, as shown in Figure 8. There is a more
diverse range of the initial oxidation products for this sample,
most likely because of products formed directly from the SPK.
However, there is clear evidence of molecular growth products
consistent with those observed during the QCM stressing. GC/
MS analysis also confirmed these species as having an aromatic
base structure. This is an important observation because it

provides further evidence of molecular growth under conditions
more representative of actual fuel systems (e.g., oxygen-limited,
flowing reaction environment). The lower absolute concen-
tration of higher molecular weight products for the flow reactor
sample is most likely due to the loss of these species to surface
deposit formation within the heated or post-reactor zones and
the reduced oxygen availability (i.e., lower concentration of the
limiting reagent).
The significantly higher propensity of diaromatics to

promote surface deposition during flow reactor stressing occurs
because these larger precursors require fewer oxidation and
oligomerization steps to produce higher molecular weight
products, which are more prone to producing surface
deposits.15 For example, the A100 and A150 appear to require
2−3 molecular growth steps to form products with molecular
weight ranges observed following a single growth step for the
A200 solvent (see Figure 9). This result supports the assertion
that molecular growth and oligimerization are the primary steps
required for oxidative deposition, especially for fuels with a low
heteroatomic content. In addition, molecular type/size can have
a significant effect on the resulting thermal stability behavior,
especially under oxygen-limited conditions, where rapid growth
to deposit precursors is necessary for high deposition levels.

Effect of the SPK Composition on Deposition
Propensity. There is evidence that oxidation products of
aromatics can produce surface deposits, with increasing
propensity for higher concentration and larger molecular size.
It is possible that the type and composition of the SPK can also
affect the deposition propensity of the aromatic compounds. A
limited flow reactor testing was performed with a highly
branched SPK produced by Sasol. This type of SPK contains
monocycloparaffinic compounds (∼10−12%v) with negligible
normal paraffins and was used during previous aromatic
blending JFTOT studies.4,5 Testing was performed blending
the individual solvents and A-Blend at 10%v in this SPK; results
are shown in Figure 10. Consistent deposition trends with
those for S-8 testing were observed with respect to the effect of
the aromatic type. However, the absolute magnitude and initial
onset of the deposit were affected by the base SPK, with the
Sasol blends having a higher deposition quantity. For example,

Figure 8. Chromatographic analysis of polar compounds in neat and
stressed samples.

Figure 9. GC × GC analysis of polar compounds following stressing of
varying aromatic solvents in QCM.

Figure 10. Carbon deposition and measured wall temperature profiles
from flow reactor testing with a varying aromatic solvent type in Sasol
SPK at 10%v.
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the total heated zone deposit quantity for testing with the A-
Blend in S-8 and Sasol was approximately 580 and 910 μg,
respectively. This is most likely due to competition for
oxidation of the parent SPK species and the subsequent
propensity of these to undergo further molecular growth steps.
Therefore, it is most likely feasible to assume that the impact of
aromatic addition will be consistent for different SPKs, but the
magnitude of the deposit quantity may be affected. The impact
of the base SPK composition and properties on the resulting
deposition characteristics with the addition of aromatics merits
further study.

■ SUMMARY
Improved insight into the effect of aromatic addition on the
thermal-oxidative stability characteristics of synthetic paraffinic
feedstocks can assist in maximizing desirable operational
characteristics of paraffinic fuels (e.g., reduced emission
propensity and improved thermal stability). This can also
provide a basis for producing FSJF compatible with legacy and
future aircraft. SPKs exhibit excellent oxidative thermal stability,
which has been attributed to the lack of heteroatomic and
aromatic compounds within these fuels. Previous studies have
shown differing impacts of adding petroleum-derived or
synthetically produced aromatics on the resulting thermal
stability characteristics. An improved understanding of the
effect of aromatic type and concentration will assist in
identifying optimal aromatic types that will satisfy FFP
requirements while maximizing beneficial aspects of the
paraffinic base feedstocks. Batch and flowing thermal stability
tests were performed to examine the effect of the aromatic type
and concentration on oxidative deposition characteristics. It was
found that, for a specific aromatic type, the deposition
propensity is higher with an increasing concentration. This
result indicates that oxidation and growth products of aromatic
compounds can promote undesirable surface deposits. The
molecular size of the aromatic compounds also affected
deposition propensity, with larger species (e.g., diaromatics)
producing significantly higher quantities of insoluble deposits
because fewer successive molecular growth reaction steps are
required for deposition. Analysis of the oxidative products
following fuel stressing provided further evidence of molecular
growth of aromatic oxidation products. Additional studies can
provide improved insight and understanding into the effect of
the aromatic type on thermal stability, guidance for selection of
optimal aromatic compounds to satisfy FFP requirements, and
assistance in the development of viable test methodologies for
fuel implementation.
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Equilibrium Partitioning of Di-ethylene Glycol Monomethyl Ether
(DiEGME) between Fuel and Aqueous Phases at Sub-Ambient
Temperatures
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ABSTRACT: Improved understanding of the effect of temperature and concentration on the equilibrium partitioning of Fuel
System Icing Inhibitor (FSII) additive between fuel and aqueous phases can assist in identifying required dose concentrations for
safe aircraft operability. A novel experimental system was designed and used to quantify the equilibrium partitioning of the
currently approved FSII, di-ethylene glycol monomethyl ether (DiEGME), under conditions relevant to actual aircraft fuel
system operation. This included temperatures from ambient to −47 °C, total water contents from 130 to 560 ppmV, and initial
FSII concentrations from 100 to 1500 ppmV. The partitioning of DiEGME was a strong function of temperature, exhibiting
nonideal solution behavior. For a constant temperature, the resulting phase partitioning was independent of initial FSII and total
water concentrations, with a single equilibrium correlation established. FSII partitioning into the aqueous phase increased with
both decreasing temperature and initial FSII dose concentration in the fuel. The overall behavior was attributed to hydrophilic
interactions between the glycol ether and water, which become more favored at lower temperatures and concentrations. The
behavior is consistent with that expected based on the effect of temperature and concentration on the corresponding FSII activity
coefficients in each phase, and has previously been observed for analogous glycol ethers. Based on the partitioning behavior, very
low concentrations of FSII are expected to be sufficient to prevent water solidification to temperatures below the specification
freeze point of the fuel.

■ INTRODUCTION
Fuel system icing inhibitor (FSII) is one of three additives
currently required in U.S. military aviation fuels JP-5 and JP-8,
per specifications MIL-DTL-5624V1 and MIL-DTL-83133H,2

respectively. The primary function of FSII is to prevent water,
present in fuel systems at parts per million levels, from
solidifying and inhibiting aircraft operation. The requirement
for FSII was added in 1961 following several reported incidents
that attributed fuel system malfunctions and aircraft losses to
ice formation in the fuel system; an extensive research and
development program was performed to evaluate and approve a
FSII additive.3−5 The FSII additive currently approved for use
is di-ethylene glycol monomethyl ether (DiEGME) (CAS No.
111-77-3); the structure is shown in Figure 1. DiEGME has

both hydrophilic and hydrophobic functionalities and is soluble,
to varying degrees, in both fuel and water. FSII is required at
the highest concentration of the military fuel additives with
procurement ranges of 0.07−0.10 vol % (JP-8) and 0.10−0.15
vol % (JP-5), and on-aircraft minimum use limits of 0.03 vol %
(300 ppm) for JP-5 (per NAVAIR 00-80T-1096) and 0.04 vol
% for JP-8 (per USAF T.O. 42B-1-17). The higher procurement
range allows for possible FSII loss via water extraction during

fuel transport and storage, thus ensuring the minimum
requirement for aircraft use. Commercial aviation fuels Jet A
and Jet A-1 do not require FSII, but the additive is permitted
for use with a fuel procurement range of 0.10−0.15 vol % (per
ASTM D1655-13a8). ASTM is currently considering reduction
of the minimum procurement limit to 0.07 vol %, which will be
consistent with the USAF requirement.
There are many motivating factors for determining the

lowest FSII dose concentration which can provide the desired
anti-icing efficacy during operation. These range from logistical
and economic issues to application-based concerns. A lower
FSII requirement would significantly reduce the associated
logistical footprint and procurement issues of the additive,
rendering a considerable cost savings, especially for operation
outside of the United States. In addition, water bottoms
containing DiEGME are considered hazardous waste and have
disposal- and toxicity-related concerns. DiEGME has been
implicated in the peeling of fuel tank topcoat material in the
ullage space of integral wing fuel tanks in the B-52 and other
military aircraft; a lower concentration may reduce the
frequency of failure occurrences.9,10 From an application
perspective, the need for FSII may be reduced or eliminated
due to more stringent maintenance practices (e.g., improved
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Figure 1. Structure of DiEGME.
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sump draining), alternate system designs for newer aircraft, and
hardware modifications made to legacy aircraft (e.g., water
scavenge rakes). In addition, FSII is not required during
commercial aircraft flight, indicating the potential for safe
operation without the additive. However, there are significant
differences in the operation cycle of commercial and military
aircraft.
Extensive studies have been performed to determine the

minimum required DiEGME concentration to prevent blockage
of close tolerance flow paths due to ice formation. Most
notably, the U.S. Navy performed the majority of this testing
using the Fuel System Icing Simulator (FSIS), which evaluates
the plugging of a fine flow restriction (typically, a 30 μm wire
mesh filter) by recirculating fuel with a specified total water and
FSII content.11,12 These studies demonstrated that the
DiEGME concentration can be significantly lower than the
0.07 vol % procurement limit and still prevent solidification of
water at very low temperatures (<−40 °C). However, the FSII
concentration needed to prevent solidification was highly
dependent on the total quantity of water and test conditions
used. Many factors can affect the formation of ice in fuel
systems, including undercooling effects, fluid velocity, boundary
conditions, and the freezing transition temperature for FSII/
water mixtures.13 Because of the varying complexity, geometry,
and operating conditions experienced by different aircraft
platforms, it is difficult to independently evaluate the required
DiEGME concentration for all applications.
DiEGME primarily prevents ice formation in jet fuel by

selectively partitioning into any free water present and
suppressing the solidification temperature of the aqueous
phase. Several possible mechanisms for the freeze point
suppression by anti-icing inhibitors have been proposed,
including the role of hydrogen bonding and the resulting effect
on water activity.14−16 Determination of the extent of DiEGME
partitioning from fuel as a function of the total FSII/water
concentrations and temperature is useful because it provides
insight regarding the minimum freeze point suppression that
can be obtained. The measured freeze point of binary
DiEGME/water mixtures as a function of DiEGME concen-
tration is shown in Figure 2.13 The freeze point suppression is
minor at low concentrations, but rapidly improves as the
DiEGME concentration increases above ∼50 vol % (0.13 mol

%). The freeze point dependence shown in Figure 2 indicates
that a single eutectic point may exist at temperatures below
−70 °C; however, it was not possible to obtain quantitative
freeze point measurements within this concentration range
because of the reduced amount of latent heat released. The
inability to obtain quantitative freeze points could also
potentially be due to a larger number of molecular
conformations formed at higher glycol ether concentrations,
which can result in multiple types of solid phases. Similar
behavior has previously been reported for the solid−liquid
phase transition of ethylene glycol/water mixtures, where
different phase formation could be promoted, depending on the
cooling methodology used.17 For the ethylene glycol system, a
stable hydrate phase could be produced by seeding crystals for
nucleation and growth resulting in a phase diagram with two
eutectic points. The DiEGME/water system is more complex
because of the varying types of oxygen bonding within the
molecule and may allow formation of multiple crystal
structures. Regardless of whether the DiEGME/water system
has a single or multiple eutectic points, the respective freeze
points within the 60−100 vol % range are most likely well
below −50 °C. Since the specification fuel freeze points for JP-5
and JP-8 are −46 and −47 °C, respectively, there should be
minimal concerns with ice formation once the freeze point of
the FSII/water phase is below these values. In fact, this would
provide for safe operability, regardless of the aircraft platform or
mission profile. Since FSII is added to the fuel, and must
subsequently partition into any free water present, determi-
nation of the final phase equilibrium as a function of FSII/water
concentration and temperature is highly relevant. This would
not only provide a measure of the “potential protection” during
flight (via freeze point depression) and guidance for a
minimum required additive dose concentration, it would also
provide guidance of potential losses during fuel procurement
and transfer.18,19

Partition Coefficients of FSII in Fuel/Water Systems.
The equilibrium ratio of FSII between fuel and aqueous phases
provides guidance regarding the potential anti-icing efficacy
with varying FSII dosage concentrations. For aviation
applications, this ratio has previously been estimated using
the Partition Coefficient (PC), defined as

=Partition Coefficient (PC)
[DiEGME]

[DiEGME]
aq

fuel (1)

where [DiEGME]aq and [DiEGME]fuel are the concentrations
(in volume percent) of DiEGME in the aqueous and fuel
phases at equilibrium, respectively. A desired characteristic of
FSII is that it is soluble in the base fuel, but readily partitions
into any aqueous liquid present (e.g., has a high PC). The
higher the value of the PC, the greater the final [DiEGME]aq.
However, a high PC value may also result in higher loss during
fuel transport and storage. Although the equilibrium ratio is
most likely a function of temperature and concentration, there
is only limited data available pertaining to the functional
dependence of the PC. The majority of the studies were
performed using the previously approved FSII, ethylene glycol
monomethyl ether (EGME) (with and without glycerol) in JP-
4 fuels.20,21 Netzel and Gadberry20 measured the PC at
equilibrium with final concentrations of 0.10 and 0.20 vol %
EGME in JP-4 fuel under ambient conditions. A PC value of
163 ± 10 was obtained, which was found to be independent of
the FSII/water volume ratio or the total EGME concentration

Figure 2. Measured freeze point of DiEGME/water mixtures using
differential scanning calorimetry (≤50 vol %) and ASTM D1177 (>50
vol %).
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studied. Orrell and co-workers21 performed a more-detailed
study investigating the PC of EGME as a function of
temperature and concentration for varying fuel compositions.
These studies were primarily conducted with high water
concentrations (2500 ppmV) for temperatures from −50 °C to
+24 °C. The [DiEGME]aq was quantified while the fuel phase
concentration was calculated by mass balance based on initial
concentrations. The PC was found to increase significantly as
the temperature was reduced at constant FSII/water concen-
trations. For example, the PC values for testing with initial
concentrations of 0.60% EGME and 0.25% water (FSII/water
ratio of 2.4) were 119 (24 °C), 172 (−5 °C), 197 (−30 °C),
and 353 (−50 °C). However, the PC value was found to
decrease as the EGME/water ratio increased with a constant
total water or EGME concentration.
Limited studies have been performed to estimate the PC of

DiEGME in aviation fuels, and all have been performed at
ambient temperature. PC measurements were conducted for
EGME and DiEGME in JP-4 and JP-5 (400 mL fuel), using
consecutive extractions of the FSII from the fuel using large
quantities of water.22 The first extract (10 mL water) was
analyzed to quantify [DiEGME]aq while the second extract (40
mL water) was used to determine [DiEGME]fuel. Reported
values from the study are shown in Table 1. DiEGME was

found to have a higher degree of partitioning than EGME. With
respect to the EGME measurements, JP-4 values were higher
than previously reported,20 but it should be noted that the
aforementioned study reported the PC achieved at the final
FSII concentration while Table 1 values are for the initial
EGME concentration (which will decrease during partitioning).
Two more recent studies reported PC values of DiEGME in Jet
A of 480 (±20%)23 and 538.12 The former study employed the
use of a DiEGME/water ratio of ∼1, while the latter
methodology used consecutive FSII extractions with large
volumes of water. The primary purpose for quantifying the PC
of DiEGME in Jet A for these two studies was for screening of
potential alternative FSII additives.
All of the aforementioned PC values were estimated using

DiEGME/water ratios of one or less with a total water
concentration much higher than expected in the fuel. The ratio
of DiEGME/water required to inhibit solidification at reduced
temperatures will likely be in excess of one (i.e., ≥ 50% FSII,
see Figure 2). Accordingly, significant variance of the PC as a
function of the DiEGME/water ratio, total concentrations of
FSII and water, or temperature could result in a large
overestimation or underestimation of the required FSII
concentration. Although these variables would not affect the
behavior for an ideal solution at constant temperature, it is
reasonable to assume this system will deviate from ideality.
These trends were all observed during the temperature-
dependent study with EGME,21 but extension of the data to

current applications is limited due to the high water
concentrations used. Therefore, this study was performed to
investigate the effect of the pertinent variables on FSII
partitioning using concentration and temperature ranges
relevant to current aircraft fuel system operation.

■ EXPERIMENTAL SECTION
A novel experimental system and testing methodology were developed
to quantify the PC of DiEGME between fuel and water under aircraft
relevant conditions. The variables of interest included the temperature
and the total concentrations of DiEGME and water. The temperature
range of interest is from ambient conditions to the minimum that bulk
fuel could experience during flight, −47 °C, per the JP-8 and Jet A-1
fuel freeze point specifications. The DiEGME concentration range is
bound by a minimum level of interest, 0.01% by volume, to the current
maximum procurement limit (0.15 vol % in JP-5). The expected total
water content is difficult to specify directly, but recent estimations and
measurements of the total water content expected on aircraft indicate
that low quantities of water (<120−130 ppmV) should be
encountered during standard operation.19,24 In addition, the SAE
provides recommendations regarding the total water concentration
that should be used when performing aircraft fuel system and
component icing testing.25,26 The recommended total water contents
range from water saturated fuel at 80 °F (∼90 ppmV) for “Continuous
System Operation” to ∼618 ppmV for “Filter Bypass Function
Operation”. This range was deemed relevant to aircraft operation and
was implemented in the current study. It should be noted that these
levels are substantially lower than those employed during previous
FSII partitioning studies.

A primary objective of this work was to improve the overall accuracy
of the PC quantification. This was accomplished by individually
sampling the fuel and aqueous phases at the experimental temperature,
with direct quantitation of DiEGME in each phase rather than
determination via mass balance or consecutive water extractions of the
fuel phase. This approach allows calculation of a FSII mass balance and
can provide direct guidance regarding the minimum protection
afforded against solidification (i.e., aqueous phase freeze point). It
was desirable to use a total fuel volume which could be readily handled
and conditioned, yet sufficient to obtain the required data. A total fuel
volume of 1500 mL satisfied these requirements using small, but
manageable total water volumes (e.g., 195−840 μL to achieve 130−
560 ppmV). Sampling an extremely small aqueous volume is very
difficult and requires accumulation at a single point. This prompted
the use of Teflon wetted surfaces and a system low point to allow
proper aqueous phase shedding to an accumulation point. Additional
test requirements were sampling of the test fluids at the equilibrium
temperature and an acceptable test duration. The former ensures that
back-diffusion to the fuel would not occur prior to sampling while the
latter allows a wide range of test conditions to be readily explored.

Procedure and Apparatus. Mixtures of Jet A-1 fuel (designated
POSF 4877), DiEGME (≥98% purity from Sigma−Aldrich), and
water (purified by reverse osmosis) were prepared over the applicable
range of interest in 2-L Teflon separatory funnels (Nalgene, Teflon-
FEP, P/N 4301-2000). Thw Jet A-1 was a low sulfur fuel (∼82 ppm)
with a typical total aromatic content (∼18.8 vol %). Although it is
possible that the absolute PC values may vary slightly with differing
chemical class composition,27 the trends with respect to each test
variable should be consistent. The separatory funnels were initially
filled with 1500 mL of jet fuel, dosed with the appropriate volume of
DiEGME (0.03−0.15 vol %) via syringe, and vigorously shaken. The
fuel was then sampled to quantify the initial DiEGME concentration
via gas chromatography with mass-selective detection (GC/MS) using
extracted-ion area response (m/z = 90), this technique has a relative
accuracy of approximately ±10% for concentrations of <500 ppmV
(0.05 vol %) and approximately ±5% for higher concentrations. The
initial water content of the fuel was determined prior to filling the
separatory funnels via Karl Fischer analysis using a Mettler Toledo
Model DL39 coulometric Karl Fischer instrument. The initial water
content ranged from ∼11 to 39 ppmV (∼27 ppmV average) for the

Table 1. Comparison of Partition Coefficients for EGME
and DiEGME in JP-4 and JP-5 Jet Fuelsa

Partition Coefficient

initial concentration of FSII (vol %) JP-4 JP-5

0.15% EGME 280 ± 3 402 ± 136
0.50% EGME 243 ± 27 305 ± 52
0.20% DiEGME 749 ± 32 661 ± 102
0.50% DiEGME 566 ± 57 642 ± 51

aData taken from ref 22.
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measurements performed in this study. The required water volume for
addition was determined based on the desired total target and initial
water content.
The separatory funnel was outfitted with two thermocouples (T-

type, 1/32-in.-diameter), two capillary sampling lines (PEEK, 1/16-in.
outer diameter (o.d.), 0.020-in. inner diameter (i.d.)), and a single
“fluid ejector” tube. The fluid ejector tube consisted of a 5/16-in. i.d.
Teflon tube that narrowed at the tip (via successively smaller tube
segments) to 1/16-in. i.d.. Collectively, the thermocouples, capillary
sample lines, and fluid ejector were supported with a rubber stopper,
and will be referred to as the “dip-tube-assembly”. The thermocouples
and capillary sample lines were positioned at the midpoint (fuel phase)
and bottom (aqueous phase) of the funnel, while the fluid ejector was
located ∼1 in. from the bottom of the funnel. A schematic of the
assembled apparatus, termed the Sub-Ambient Liquid Equilibrium
Measurement System (SALEMS), is shown in Figure 3. Four SALEMS

were simultaneously used to increase sample throughput. The
separatory funnels were placed into an environmental chamber
(Cincinnati Sub-Zero, Model Z8) capable of precise temperature
control within the range of −73 to +190 °C (±1 °C) with the capillary
sample lines connected to external shutoff valves. During testing, the
chamber was cooled at a constant ramp rate of −5 °C/h until the
target temperature was achieved. A minimum equilibration time of 3 h
was established prior to sample collection from both the fuel and
aqueous phases. Nitrogen was slowly sparged (∼1 mL/min) through
both capillary sample lines to prevent fluid solidification within the
transfer lines during cooling. Sample collection was performed by
connecting these lines to 3.0 mL cylindroconical glass collection vials
and drawing liquid via vacuum. The fuel phase was analyzed using the
aforementioned GC/MS technique while the aqueous phase DiEGME
concentration was determined using a temperature compensated
digital refractometer (Reichert Model AR200) and DiEGME/water
calibration curve (accuracy of ±10% of the absolute concentration).
Sufficient contacting of the fluid phases was achieved via fluid

displacement from the Teflon ejector nozzle. Nitrogen was pulsed
through the fluid ejector with a frequency of 1 pulse (0.5 s duration)
per 10 s, with every sixth pulse having a duration of 1.0 s. The fluid
ejector was vented to atmosphere between nitrogen pulses to allow
fluid refill. The shorter duration pulses (0.5 s) expelled ∼75% of the
liquid volume in the ejector tube, which was sufficient to agitate the
aqueous phase and the lower half of the separatory funnel. The longer
duration (1.0 s) pulse was performed to completely expel the ejector
liquid contents and thoroughly mix all fluid in the apparatus. This
pulsing scheme provided adequate contacting of the fuel and aqueous
phases, even at very low temperatures, to prevent solidification of the
aqueous phase during cooling due to diffusion limitations of DiEGME.
In addition, it minimized undesirable effects of other possible mixing

schemes, such as a complex setup for impeller mixing or loss of water
and volatiles because of continuous dry nitrogen sparging.

■ RESULTS AND DISCUSSION
Partitioning studies were conducted over a wide range of initial
water and DiEGME concentrations, and equilibrium temper-
ature conditions that encompass conditions pertinent to actual
aircraft operation. The ranges used for the three experimental
variables are listed in Table 2. The test conditions were

specified to provide adequate resolution for each temperature
of interest. It was not practical to perform testing with total
water concentrations below 130 ppmV and initial DiEGME
levels below 300 ppmV since aqueous phase samples could not
be reliably obtained for quantitation. The experimental results
for the partitioning studies performed at each test temperature
are shown in Tables 3−7. The reported data includes the total

Figure 3. Schematic of SALEMS apparatus; dashed line indicates
environmental chamber boundary.

Table 2. List of Experimental Variables Used for Partitioning
Studies

experimental parameter range

total water (ppmV) 130, 220, 300, and 560
initial fuel DiEGME concentration
(ppmV)

300, 400, 500, 700, 1000, and
1500

temperature (°C) 20, 0, −10, −30, and −47

Table 3. Equilibrium Data for Jet Fuel/Water/DiEGME
Mixtures at 20 °C

[DiEGME]0
(vol %)

[DiEGME]fuel
(vol %)

[DiEGME]aq
(vol %) MB PC

Wtot = 560 ppmV
0.149 0.115 43 1.05 370
0.102 0.075 35 1.03 470
0.100 0.070 36 1.01 510
0.070 0.051 30 1.06 580
0.071 0.050 31 1.05 610
0.051 0.032 25 1.00 800
0.042 0.027 22 1.01 840
0.032 0.019 18 0.99 990
0.019 0.013 13 1.10 1100
0.011 0.008 9 1.24 1100
0.011 0.007 9 1.23 1200

Wtot = 220 ppmV
0.146 0.125 49 1.00 400
0.099 0.084 40 1.00 480
0.072 0.061 33 1.00 530
0.050 0.047 26 1.09 560
0.041 0.035 19 1.00 560
0.032 0.025 19 0.95 750
0.022 0.018 18 1.03 1000
0.020 0.015 17 1.02 1100
0.010 0.008 11 1.07 1300

Wtot = 130 ppmV
0.148 0.139 52 1.03 370
0.099 0.090 43 1.01 480
0.070 0.067 29 1.04 430
0.050 0.048 28 1.07 590
0.041 0.040 24 1.05 600
0.031 0.030 22 1.07 740
0.022 0.020 19 1.05 920
0.010 0.009 11 1.01 1300
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water concentration (Wtot), initial DiEGME concentration in
the fuel ([DiEGME]0), equilibrium DiEGME concentrations in
the fuel ([DiEGME]fuel) and aqueous ([DiEGME]aq) phases,
and the calculated mass balance (MB) and partition coefficient
(PC). The mass balance (ratio of total DiEGME volume at
equilibrium condition to the initial volume dosed) was
calculated based on the initial volumes of fuel and total
water, the final concentration of DiEGME in each phase, and
assuming negligible water remained dissolved. The validity of
the last assumption increases at higher total water contents and
lower test temperatures. It should be reiterated that this study
employed the use of realistic total water and FSII
concentrations, which should improve the applicability of the
data obtained. The experiments performed herein can be
considered “single mixing events”, since pure water (DiEGME-
free) was added to the DiEGME/fuel mixture only once. In a
fuel storage tank or aircraft, a water bottom previously exposed
to FSII-treated fuel will already contain DiEGME, resulting in a
lower overall quantity of additional DiEGME extracted into the
aqueous phase to achieve equilibrium. During this study, there
were specific measurements at the lowest test temperatures
where the initial ratio of DiEGME/water employed was
insufficient (i.e., too low) to prevent solidification of the

aqueous phase. Since the primary objective was to characterize
the FSII partitioning under equilibrium conditions, these data
are not included in the subsequent discussion. However, this
further demonstrates the necessity to ensure sufficient FSII is
dosed into the fuel if the goal is to prevent solidification of free
water throughout the complete operating temperature range.
The calculated PC values as a function of temperature and

the equilibrium concentration of DiEGME in the fuel phase are
plotted in Figure 4. Comparison of the PC with respect to the
equilibrium fuel concentration shows that partitioning at a
constant temperature is independent of the initial DiEGME
and water concentrations in the system, which is an important
result with respect to application. It can be clearly observed that
the PC is not constant (e.g., propensity of DiEGME to migrate
from fuel to aqueous phase) and significantly increases with
both decreasing temperature and DiEGME concentration. For
example, the PC increases by a factor of ∼3 at the lowest
equilibrium concentrations evaluated as the temperature is
decreased from ambient to −10 °C, with a further increase at
lower temperatures. This behavior is in contrast to the
aforementioned partitioning studies, which reported a constant
PC value (e.g., ideal behavior).20 However, there is general
agreement on the magnitude of the PC at ambient temperature
and concentrations greater than ∼0.04% in the fuel with
previous studies (relatively constant value of ∼350−500).12,23
It should be reiterated that the reported PC values are those
achieved at equilibrium with the final fuel concentration; the
specific fuel and aqueous concentrations achieved during a
single mixing event (and corresponding PC) are dependent on
the initial FSII/water contents and temperature (see Tables
3−7).

Table 4. Equilibrium Data for Jet Fuel/Water/DiEGME
Mixtures at 0 °C

[DiEGME]0 (vol
%)

[DiEGME]fuel (vol
%)

[DiEGME]aq (vol
%) MB PC

Wtot = 560 ppmV
0.154 0.094 54 1.04 580
0.155 0.093 55 1.04 590
0.100 0.065 45 1.11 700
0.102 0.065 49 1.17 760
0.100 0.059 46 1.07 780
0.099 0.060 47 1.10 780
0.103 0.063 49 1.14 780
0.101 0.059 47 1.08 800
0.072 0.034 42 1.02 1200
0.051 0.022 36 1.06 1700
0.042 0.017 35 1.14 2100
0.032 0.012 31 1.17 2600

Wtot = 220 ppmV
0.146 0.120 62 1.07 520
0.149 0.122 59 1.04 490
0.101 0.088 56 1.15 640
0.099 0.082 53 1.08 650
0.101 0.084 54 1.09 650
0.099 0.084 55 1.11 650
0.071 0.058 49 1.10 840
0.052 0.040 43 1.09 1100
0.041 0.031 41 1.13 1300
0.031 0.023 38 1.16 1700

Wtot = 130 ppmV
0.150 0.108 63 0.87 590
0.097 0.088 53 1.06 600
0.099 0.091 56 1.09 620
0.052 0.062 48 1.41 770
0.070 0.066 52 1.14 790
0.051 0.047 47 1.14 1000
0.042 0.033 40 1.00 1200
0.042 0.037 42 1.11 1100
0.032 0.030 39 1.18 1300

Table 5. Equilibrium Data for Jet Fuel/Water/DiEGME
Mixtures at −10 °C

[DiEGME]0 (vol
%)

[DiEGME]fuel (vol
%)

[DiEGME]aq (vol
%) MB PC

Wtot = 560 ppmV
0.156 0.079 59 1.02 750
0.156 0.080 59 1.03 740
0.144 0.077 59 1.10 770
0.145 0.076 60 1.09 780
0.104 0.054 52 1.11 970
0.103 0.052 52 1.08 990
0.094 0.047 51 1.13 1100
0.093 0.047 51 1.14 1100
0.071 0.028 45 1.05 1600
0.051 0.016 40 1.03 2500
0.042 0.013 37 1.10 3000
0.032 0.009 35 1.22 3700

Wtot = 220 ppmV
0.148 0.125 71 1.19 570
0.098 0.074 60 1.08 810
0.074 0.055 54 1.09 970
0.051 0.036 50 1.14 1400
0.041 0.025 45 1.05 1800
0.032 0.021 43 1.19 2100

Wtot = 130 ppmV
0.147 0.136 71 1.13 530
0.098 0.087 62 1.09 720
0.073 0.066 57 1.14 870
0.051 0.045 51 1.14 1100
0.043 0.034 47 1.06 1400
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Comparison of the equilibrium [DiEGME]aq, rather than the
PC, as a function of [DiEGME]fuel (shown in Figure 5), is

simpler to understand, with respect to ultimate application. For
example, the aqueous phase concentrations at ambient
temperature for fuel concentrations greater than 0.07% (current
USAF minimum procurement limit) are consistent with those
typically reported during sumping of aircraft and ground
storage fuel tanks (i.e., 30% ≤ [DiEGME]aq ≤ 50%).19 It can be
clearly observed that for a constant [DiEGME]fuel, the
equilibrium aqueous phase concentration increases significantly
as the temperature is reduced. This behavior is extremely
favorable for potentially reducing the required FSII use
concentration since the aqueous phase freeze point will be
suppressed due to increased FSII partitioning. In fact, the
aqueous phase equilibrium concentrations shown in Figure 5
have freeze points that are either comparable or below that for
the respective temperature (see Figure 2), indicating that
blockage of fuel flow by ice formation would not be a concern,
regardless of the aircraft platform or mission profile.
The calculated mass balances (MB) for DiEGME shown in

Tables 3−7 have an average value of 1.12 ± 0.10 (1σ).
Although this indicates a considerable level of confidence in the
experimental data, it is greater than desired. The variance of the

Table 6. Equilibrium Data for Jet Fuel/Water/DiEGME
Mixtures at −30 °C

[DiEGME]0 (vol
%)

[DiEGME]fuel (vol
%)

[DiEGME]aq (vol
%) MB PC

Wtot = 560 ppmV
0.152 0.057 65 1.07 1100
0.156 0.054 66 1.03 1200
0.103 0.033 58 1.08 1800
0.103 0.033 60 1.12 1800
0.071 0.019 54 1.21 2900

Wtot = 300 ppmV
0.101 0.052 65 1.07 1300
0.098 0.054 65 1.13 1200
0.069 0.033 60 1.12 1800
0.068 0.032 59 1.11 1900

Wtot = 220 ppmV
0.153 0.102 81 1.28 790
0.148 0.094 76 1.12 810
0.102 0.063 71 1.15 1100
0.097 0.061 71 1.18 1200
0.071 0.044 65 1.21 1500
0.070 0.037 61 1.04 1700
0.071 0.041 64 1.14 1600
0.051 0.029 56 1.12 2000
0.041 0.018 55 1.09 3100
0.032 0.015 53 1.24 3600

Wtot = 130 ppmV
0.150 0.121 84 1.25 690
0.148 0.115 78 1.09 680
0.101 0.071 73 1.05 1000
0.070 0.058 69 1.24 1200
0.071 0.051 62 1.03 1200

Table 7. Equilibrium Data for Jet Fuel/Water/DiEGME
Mixtures at −47°C

[DiEGME]0 (vol
%)

[DiEGME]fuel (vol
%)

[DiEGME]aq (vol
%) MB PC

Wtot = 300 ppmV
0.079 0.035 64 1.13 1800
0.079 0.032 64 1.09 2000
0.070 0.025 66 1.19 2600
0.073 0.030 63 1.11 2100
0.060 0.024 63 1.27 2600
0.062 0.024 62 1.17 2600
0.049 0.020 61 1.38 3100
0.045 0.020 63 1.58 3100

Wtot = 220 ppmV
0.153 0.076 85 1.32 1100
0.102 0.050 75 1.14 1500
0.148 0.068 82 1.11 1200
0.148 0.071 84 1.28 1200
0.069 0.041 68 1.28 1700
0.069 0.034 64 1.06 1900
0.070 0.035 71 1.26 2000
0.068 0.034 71 1.28 2100

Wtot = 130 ppmV
0.101 0.059 78 1.06 1300
0.069 0.050 70 1.16 1400
0.070 0.054 77 1.39 1400
0.042 0.027 62 1.15 2300
0.032 0.022 59 1.28 2700

Figure 4. Partition coefficient (PC) of DiEGME as a function of
temperature and equilibrium concentration of DiEGME in the fuel
phase.

Figure 5. Equilibrium concentration of DiEGME in the aqueous phase
as a function of the fuel phase concentration and temperature.
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MBs can be affected by the accuracy of the analytical techniques
employed, but random variance around 1.00 would be expected
if the resulting values were not biased in some manner.
Potential causes for the slight offset could be due to the
methodology used for estimation. As previously discussed, mass
balance calculations were performed using the total volumes of
fuel (Vfuel), water (Vwater), and DiEGME (VDiEGME), and the
measured equilibrium [DiEGME]aq and [DiEGME]fuel. The
Vwater value used in the calculations was the total water content
(free plus dissolved); this may overestimate the actual
DiEGME volume in the aqueous phase, since a percentage of
the water may remain dissolved, resulting in a MB value of
>1.00. The same net effect would result if low water quantities
were lost due to volatilization during mixing/sparging.
Regardless of the cause, the partitioning data quantified herein
represent the equilibrium achieved within this multicomponent
system. Since the resulting equilibrium behavior at a constant
temperature is independent of the initial DiEGME and water
volumes (see Figures 4 and 5), the slight imbalances do not
affect interpretation as would be the case when DiEGME is
quantified in one phase and calculated in the other via closure
of the mass balance.
Factors Affecting DiEGME Partitioning. Experimental

results indicate that the ternary fuel/water/DiEGME system
does not exhibit ideal solution behavior. This nonideality is due
to the corresponding molecular interactions between DiEGME
and water/fuel in each respective phase. Solubility character-
istics are a relative means to infer the effect of temperature on
the corresponding molecular interactions. Although some
glycol ether/water systems exhibit a lower critical solution
temperature (LCST) at which two-phase formation occurs, the
LCST is typically at elevated temperatures (above ∼50
°C).28−30 It has been proposed that increased molecular
motion at higher temperatures is sufficient to disrupt hydrogen
bonding interactions between the glycol ethers and water,
resulting in more-prominent hydrophobic interactions.30 The
prevalence of hydrophilic/hydrophobic interactions in these
solutions is further supported by measurements that show both
the number and structure of the oxyalkylene group can affect
the resulting LCST behavior.29 For temperatures of interest to
aircraft operation, water and DiEGME are infinitely mis-
cible,13,28 indicating hydrophilic interactions are sufficient to
provide solution stability. With respect to the organic phase,
DiEGME has a limited solubility in aviation fuel, which
decreases with temperature. Chang and Krizovensky measured
the solubility of DiEGME in JP-5 (chemically very similar to Jet
A, Jet A-1, or JP-8) at temperatures of 15, 0, −18, and −51 °C,
with volumetric DiEGME solubility limits of ∼2.0%, ∼1.5%,
∼1.0%, and ∼0.4%, respectively.31 Stirling and Ripley measured
the low-temperature solubility of DiEGME in a JP-5 and found
a similar dependence.32 Although this behavior indicates that
lower temperature increases hydrophilic self-interactions of
DiEGME, relative to DiEGME/fuel interactions, the solubility
limits are greater than current procurement limits for aviation
fuel.
The concentration of glycol ether can also influence the

stability of the FSII/solvent complexes in each phase, and
subsequently, the partitioning behavior. It is reasonable to
assume that the concentration of DiEGME in the fuel (organic
phase) remains sufficiently dilute. However, [DiEGME]aq can
achieve high levels, as demonstrated in Tables 3−7 and Figure
5. The corresponding stability of the aqueous mixtures can be
inferred by considering concentration-dependent property

behavior. Experimental measurements have been performed
for the excess molar volume (VM

E ) and viscosity of DiEGME/
water mixtures as a function of DiEGME mole fraction.33 For
measurements at 35 °C, the VM

E value had a negative parabolic
dependence with a minimum established between 0.20 to 0.40
mole fraction of DiEGME (i.e., ∼60−80% by volume). Fluid
viscosity showed an opposite trend, increasing with addition of
DiEGME to the aqueous phase. Both properties were highly
sensitive to incremental changes of DiEGME concentration in
the water-rich region (<0.20 mole fraction). The VM

E behavior
implies that each DiEGME molecule effectively interacts with
∼2−4 water molecules and that the hydrogen bonding
interactions are maximized near 0.30 mole fraction DiEGME.
The property dependences were primarily attributed to
favorable association via intermolecular hydrogen bonding
between DiEGME and water, with formation of a more
compact lattice.33 Establishment of favorable molecular
interactions are also supported by calorimetric studies of the
heats of mixing of binary aqueous mixtures of DiEGME or
other comparable glycol ethers.34,35 The heats of mixing were
exothermic for all compositions studied, with a decrease in
magnitude for increasing test temperature. This latter
observation can be attributed to increased molecular motion,
promoting more hydrophobic behavior of the solution.
Additionally, exothermic behavior was observed for partial
molar excess enthalpy calculations of aqueous mixtures with
analogous glycol ethers.30 For the concentration ranges
typically pertinent to aircraft operation, it can be expected
that the favorable interactions will continue to provide
stabilization as DiEGME partitions into the aqueous phase.
The effect of hydrogen bonding on the equilibrium

partitioning of DiEGME between the aqueous and fuel (e.g.,
organic) phases is further supported by experimental measure-
ments made between 40 °C and 90 °C investigating the effect
of organic solvent type and temperature on partitioning of an
analogous glycol ether, propylene glycol n-propyl ether (PnP)
(C3H7−O−CH2−CH(CH3)−OH).

30 The PnP studies showed
that, at a constant temperature, the partitioning of DiEGME
into the aqueous phase increased with decreasing organic
solvent polarity. Additionally, the partitioning of PnP into the
aqueous phase decreased with increasing temperature, which
was attributed to glycol ether/water interactions becoming less
attractive, because of the disruption of hydrogen bonding from
enhanced molecular motion. Similar behavior with temperature
has been observed for the partitioning of the surfactant dodecyl
pentaethylene glycol ether between heptane and water.36

The partitioning behavior of glycol ether-type compounds
between fuel and aqueous phases can also be considered from a
thermodynamic perspective, employing the concepts of
chemical potential and activity coefficients.16,30,37,38 Dacre38

provided a derivation for the dependence of the partitioning
ratio (on a mole fraction basis) by initially considering the
chemical potential of a FSII in each phase. The chemical
potential of a solute in solution (μi) can be defined as

μ μ= * + RT aln( )i i i (2)

where μi* and ai are the chemical potential at a specified
reference state and activity of the solute (i). The activity of
component i can be defined as

γ=a xi i i (3)
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where γi is the activity coefficient and xi is the mole fraction in
the phase. The chemical potentials of DiEGME in the aqueous
and fuel phases, respectively, can be expressed as

μ μ= * + RT aln( )D D D,fuel ,fuel ,fuel (4)

and

μ μ= * + RT aln( )D D D,aq ,aq ,aq (5)

For simplicity, the reference state within each phase can be
selected to be identical as pure DiEGME. Equilibrium for a FSII
will be established when the corresponding chemical potentials
in each phase are equal:

μ μ=D D,fuel ,aq (6)

Since the reference states are selected to be identical,
combining and rearranging eqs 4 and 5 results in

=
a

a
1D

D

,aq

,fuel (7)

Substituting eq 3 for the activity of DiEGME in each phase
results in

γ
γ

=
x

x
D

D

D

D

,aq

,fuel

,fuel

,aq (8)

where the left-side is the partition coefficient expressed in terms
of mole fraction rather than volumetric concentration (see eq
1). Accordingly, insight regarding the behavior of DIEGME
activity coefficient in the fuel and aqueous phases with varying
temperature and concentration can further elucidate the causes
for the observed partitioning behavior. The activity coefficients
measured for several glycol ethers at infinite dilution in water
were observed to increase with temperature, indicating less
favorable interactions due to increased molecular motion
allowing hydrophobic interactions to become more signifi-
cant.30 In contrast, calculated fuel phase activity coefficients
were shown to decrease with increasing temperature, indicating
more favorable solute/solvent interactions. Consistent behavior
of increasing activity coefficient dependence with temperature
for various aromatics, alcohols, ketones, and esters at infinite
dilution in water were also reported, with exothermic mixing
behavior for oxygenated compounds.37

Taylor considered the concentration dependence for the
activity of DiEGME in aqueous mixtures as a potential method
to describe the partitioning, surface tension and freeze point
suppression behavior.16 The role of hydrogen bonding in both
the partitioning and the resulting physical properties was
proposed and supported by several of the experimental trends.
However, Flory−Huggins analysis of experimental water
activity measurements resulted in a positive binary interaction
parameter, indicating that DiEGME/water mixing is endother-
mic. This contrasts calculated binary interaction parameters for
aqueous mixtures of other oxygenated compounds, such as
ethylene glycol,39 and the aforementioned measured exother-
mic mixing and negative VM

E behavior for DiEGME/water
mixtures.33−35 Although the magnitude of the water activities
reported by Taylor are believed to be inaccurate, a strong
correlation between water activity and fuel properties, including
freeze point suppression, most likely exists, which merits future
study.
Implications of FSII Partitioning for Aircraft Applica-

tions. The propensity of DiEGME to migrate from the fuel to

the aqueous phase, as the temperature and concentration is
reduced, is favorable for potential reduction of the required
dose concentration while maintaining safe aircraft operability.
Although the overall efficacy of the FSII will depend on
multiple operational factors, such as fuel system design,
hardware, and mission profile, estimation of the aqueous-
phase DiEGME concentration can provide guidance regarding
the minimum achievable level of protection for a specific initial
DiEGME and water content. This can be accomplished via
calculation of the overall mass balance of DiEGME within each
phase following partitioning. The most conservative scenario is
when any water present is initially DiEGME-free (which is
inaccurate if the water has previously been contacted with FSII-
treated fuel). Mass balance calculations were performed
assuming 100 ppm free (in excess of dissolved) water with
initial fuel concentrations of DiEGME of 0.04, 0.07, and 0.10
vol %. The highest DiEGME level is representative of the
maximum procurement concentration in the JP-8 fuel
specification. The mass balance relationships were overlaid
with curve fits of the partitioning data from Figure 5; these
comparisons are shown in Figure 6. The intersection point of

the mass balance and partitioning curves are the expected
aqueous and fuel phase equilibrium concentrations at each
temperature (assuming homogeneous mixing). For an initial
fuel concentration of 0.10%, the calculated aqueous-phase
equilibrium concentration at ambient temperature is consistent
with the range typically reported in aircraft and fuel storage
tanks (30%−50%). At the lowest test temperature, the aqueous
phase equilibrium concentration is sufficient to prevent
solidification with a significant residual DiEGME concentration
in the fuel phase. This residual fuel phase DiEGME provides no
immediate benefits to the system; however, should the fuel be
exposed to additional free water, this excess DiEGME will
subsequently partition into the aqueous phase and establish a
new equilibrium. With initial fuel concentrations of 0.04 and
0.07%, the aqueous phase equilibrium concentrations achieve
levels which have very low freeze points with lower residual
amounts remaining in the fuel.
Although the partitioning propensity of FSII is favorable for

reducing the required initial dose concentration, the potential
for a further reduction in FSII concentration is also dependent
on dynamic factors. These include time scales for fuel

Figure 6. Phase equilibrium of DiEGME in water and fuel; curve fits of
equilibrium data from this work (solid curves), and calculated mass
balance with 100 ppmV free water as basis (dashed curves).
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temperature cool-down and contacting of fuel/water in the fuel
system. In addition, the ability of FSII to prevent blockage due
to ice formation in a flowing environment must be evaluated. A
nonspecification, but desired, characteristic of FSII is the role as
a biostat/biocide within bulk storage and aircraft fuel
systems.24,40−42 It has been shown that DiEGME can inhibit
the growth of bio-organisms and films, which cause detrimental
effects to fuel system operation. One potential concern with a
reduced dose concentration of FSII is that this functionality
would be diminished. Previous studies have demonstrated that,
for selected laboratory organisms, aqueous phase concen-
trations as low as 10−15% will still provide equivalent
bioefficacy to current levels.40,42 As shown in Figure 5, aqueous
phase concentrations equivalent or greater than these levels are
expected to be achieved, even with fuel concentrations as low as
0.01%−0.02%, reducing the concern regarding a lack of
bioefficacy with reduced FSII fuel dose levels.

■ SUMMARY
Improved understanding of the partitioning behavior of fuel
system icing inhibitor (FSII) additive between fuel and aqueous
phases, as a function of temperature and concentration, will
significantly assist in determining conditions to ensure safe
operability of aircraft. A novel experimental system was
designed and used to quantify the equilibrium partitioning of
the currently approved FSII (di-ethylene glycol monomethyl
ether, DiEGME) under conditions relevant to actual aircraft
fuel system operation. This included a temperature range from
ambient conditions to −47 °C, and total water contents from
130 to 560 ppmV. The partitioning of DiEGME between fuel
and aqueous phases exhibited nonideal solution behavior, with
the equilibrium dependence being a strong function of
temperature. For a constant temperature, the resulting phase
equilibrium was independent of the initial FSII and total water
concentrations, with a single equilibrium curve established. FSII
partitioning increased with both decreasing temperature and
decreasing FSII concentration in the fuel. This behavior is
attributed to favorable hydrophilic interactions between the
glycol ether and water and the effect of temperature and
concentration on the chemical activity of FSII in each phase.
For conditions expected during typical aircraft operation, fuel
phase equilibrium concentrations greater than ∼0.02% are
expected to be sufficient to prevent water solidification to
temperatures below the specification freeze point of the fuel.
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ABSTRACT: A group-type analysis of hydrocarbons in a complex jet fuel may be more useful than attempting to analyze every
component because the latter inevitably leaves a large portion of the fuel unidentified. While it may be difficult to accurately
determine the identity of a particular compound, that compound can often be classified as belonging to a group or compound
class because of its chromatographic retention and mass spectral properties. Compound class quantitation is often capable of
relating compositional information to fuel properties. Two-dimensional gas chromatography (GC × GC) is a technique capable
of providing this group-type separation and quantitation in jet fuels. This technique was used to examine a large set of fuels (Jet
A, Jet A-1, JP-5, and JP-8, primarily) from petroleum sources and non-petroleum alternative sources, such as synthetic paraffinic
kerosene (SPK). By comparing results from GC × GC analysis to established techniques and model compound studies, we have
found that the accuracy of GC × GC for group-type analysis is excellent. Quantitation of group types for alternative fuel sources
were also investigated and compared to conventional techniques. The possible uses and applications of group-type measurements
using GC × GC for fuels and fuel-related materials are discussed.

1. INTRODUCTION

1.1. Petroleum-Derived and Synthetic Jet Fuels. The
use of synthetic fuels is becoming more widespread with the
desire for energy independence and the threat of unstable costs.
The U.S. Air Force has been investigating the use of emerging
synthetic fuels since the early 2000s.1 Fischer−Tropsch (FT)
and other hydrocarbon processes can be used to create
synthesized paraffinic kerosenes (SPKs) from sources such as
coal, biomass, and natural gas, which can be blended to a
maximum of 50% with conventional petroleum-derived sources.
These mixtures can then be used as replacements for the current
military jet fuels, such as JP-8. Other sources of hydrocarbons
have also been produced for blending into current fuels to create
a semi-synthetic hydrocarbon, which could meet the specifica-
tion established for SPKs, ASTM D7566.2 These other sources
have recently included animal fats, vegetable oils, and algae, all
processed and classified as hydroprocessed esters and fatty acids
(HEFAs).3

FT-SPK and HEFA-SPK products consist mainly of paraffins
(normal and/or iso-) and cycloparaffins and generally lack a
significant concentration of aromatics. ASTM D7566 describes
the specification of these fluids before being blended into
conventional fuels. Currently, the D7566 specification calls for
limited aromatic levels (≤0.5% by mass) and low cycloparaffin
content (≤15 mass %). To characterize these fuels as well as the
mixtures that are produced when the SPKs are blended with
petroleum fuels, a dependable group-type analysis technique is
needed, which quantifies the major hydrocarbon types.
Particularly, it is important to be able to separate the compound
classes accurately at low levels of aromatics and cycloparaffins.
1.2. Hydrocarbon Types and Their Properties in Jet

Fuel. Jet fuel is mainly composed of normal paraffins,
isoparaffins, cycloparaffins (primarily single and double ring),
alkylbenzenes, indans and tetralins, naphthalene, and alkylnaph-

thalenes. All of these hydrocarbon group types provide particular
properties to a fuel. For example, normal paraffins are important
because of their energy content and their effect on the fuel
freezing point. Isoparaffins have the same chemical formulas as
their n-paraffin counterparts, but because of shape irregularities
of branching, they have much lower freezing points. The
branching provided by isoparaffins may be an important factor in
cetane number, a measure of combustion stability, similar to
knocking tendency in gasoline engines. Cycloparaffins have
lower freezing points and higher densities than normal paraffins
and isoparaffins of the same carbon number. Substituted, single-
ring aromatics (alkylbenzenes) impart energy density per unit
volume and affect elastomer (O-ring) swelling, both of which are
necessary for fuel system integrity. Naphthalene, alkylnaph-
thalenes, and indans and tetralins are multi-ring aromatics, which
are generally thought to have an adverse effect on combustion by
contributing to soot formation. Each hydrocarbon class,
containing potentially tens or hundreds of individual chemical
compounds, provides some contribution to the properties of a
fuel.

1.3. Hydrocarbon Group-Type Separations. It is tedious
to conduct complete analyses of aviation fuel because petroleum-
based aviation fuels may contain 1000 or more components
(Figure 1a).4 Identification of each individual component is
difficult and often unnecessary, because fuel component classes
(not individual compounds) tend to impart chemical or physical
properties. The use of “group-type” separations gives a more
complete picture of the chemical makeup of the fuel and is often
preferred in the sense that it is easier to describe and document
from a chemical perspective.
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Figure 1b4 shows an example chromatogram of a simple
group-type separation of fuel components by high-performance
liquid chromatography (HPLC), containing three major peaks
eluting from a polarity separation of the whole fuel: saturates,
single-ring aromatics, and diaromatics. This normal-phase
separation is the basis for one of the class separations discussed
here: hydrocarbon type by mass spectrometry. Hydrocarbon
type by mass spectrometry, as practiced in our laboratory, is a
modified version of ASTMD2425.5 The basis of this technique is
to conduct the same separation shown in Figure 1b, physically
collect the saturates and total aromatics in separate fractions, and
then separate each fraction based on volatility using gas
chromatography−mass spectrometry (GC−MS). The second
technique is GC × GC, which is a two-dimensional gas
chromatographic separation (the first separation based on
volatility and the second separation based on polarity).6−9

1.3.1. Hydrocarbon Type by Mass Spectrometry (ASTM
D2425). ASTM D24255 was developed for middle distillates
having a boiling range of 204−343 °C (5−95% recovered). In
this technique, hydrocarbon samples are pre-separated as
saturate and aromatic fractions by ASTM method D2549,10

which is a glass-column separation that also measures the
percentages of saturates and aromatics. In themodified version of
the method employed here, ASTM D6379,11 a HPLC technique
was used to quantify the saturate and aromatic fractions. These
fractions were also separated by HPLC and collected for mass
spectral analysis by GC−MS.While no GC separation is required
by the ASTMD2425method, it was used here for convenience of
sample introduction into the mass spectrometer and increased
confidence in the accuracy of the HPLC separation. The mass
spectral information obtained for each fraction was summed over
the length of the chromatographic analysis.
Because compounds in the same class fragment similarly, ion

responses tend to be similar in a compound class. These summed
ion responses determine the concentration of hydrocarbon
types. Interferences exist, however, and empirical relationships
provided in method D2425 adjust for many of the major
interferences. These calculated adjustments are based on
analyses of petroleum-based fuels, which have ion responses
based on higher aromatic and (perhaps) higher cycloparaffin
levels, and may be less valid for alternative fuels, which may
contain highly branched isoparaffins. The classified ions are
summed, and their responses are normalized to the aromatic and
saturate fraction percentages obtained from the saturate/
aromatic group separation (D6379 in our laboratory). Results
for ASTM D2425 are reported for the hydrocarbon type
categories listed in Table 1. It is unclear whether the empirical

relationships used in this method are appropriate for new,
alternative fuels (non-petroleum), even though they may be of
similar boiling range. In addition, this technique can be tedious,
labor-intensive, and equipment-prohibitive, using four analytical
separations (two HPLC and two GC) with three different
detectors (refractive index detector, ultraviolet detector, and
mass selective detector) and a fraction collector.

1.3.2. Two-Dimensional Gas Chromatography (GC × GC).
GC × GC is well-described previously.6−9,12 This technique is
performed using either (1) thermal modulation (cooling to trap
and then heating to release) or (2) flow modulation.13 In either
case, a primary column separation occurs, followed by a repeated
modulation of a narrow zone onto a secondary column. The
separation from this shorter column occurs fast enough to keep
up with the primary column separation. The result is a two-
dimensional separation with zones containing a retention time
having both primary column and secondary column coordinates
and response in the z axis. This response is measured with a
traditional chromatographic detector, such as a flame ionization
detector (FID), a mass selective detector (MSD), or both.
A popular arrangement of GC × GC is to have the primary

column as nonpolar and the secondary column as polar; the
resulting separation is mostly a function of volatility on the
primary (x) axis and a function of polarity on the secondary (y)
axis.7 Thus, hydrocarbon group types are separated as shown in
the example of a GC × GC output (Figure 2). Each of the group
types are contained inside the regions shown. By summing the
responses in these regions and normalizing based on carbon
number to the total response, hydrocarbon type concentrations
(weight percent) can be calculated.
The objective of the work described in this contribution is to

examine, evaluate, and compare the use of ASTMD2425 andGC
× GC for performing accurate analyses of hydrocarbon group-
type separations of jet fuels, from both petroleum and synthetic
sources.

Figure 1. (a) Jet-A sample analyzed by GC−MS. Each peak represents at least one compound. (b) Group-type HPLC separation of saturates, aromatics,
and diaromatics for a similar fuel with RI detector.

Table 1. Categories of Hydrocarbon Type Analysis by ASTM
D2425

compound classes

paraffins indenes (CnH2n−10)
monocycloparaffins (non-condensed) naphthalenes
dicycloparaffins (condensed) acenaphthenes
tricycloparaffins (condensed) acenaphthylenes
alkylbenzenes tricyclic aromatics
indans and tetralins

Energy & Fuels Article

dx.doi.org/10.1021/ef500813x | Energy Fuels 2014, 28, 5696−57065697

276 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



2. EXPERIMENTAL SECTION
2.1. ASTM D2425. As mentioned previously, quantitation of

saturate and aromatic fractions was performed using a HPLC technique
(ASTM D6379) with conditions described in Table 2. Saturate and

aromatic fractions were separated via HPLC with ultraviolet−visible
(UV−vis) detection and were collected with a Gilson fraction collector.

These fractions were examined for hydrocarbon type analysis using an
Agilent 6890-5973 GC−MS system. Mass spectrometry results were
then processed using routines that summed ion responses14 and
reported results according to the D2425 method.

2.2. GC × GC. This technique was conducted using an Agilent 5975
GC−MS system equipped with capillary flow technology (CFT) flow
modulation. A 20 m, DB-5MS, 0.18 mm inner diameter primary column
and a 5 m, DB-17MS, 0.25 mm inner diameter secondary column were
used. A programming rate of 1.5 °C/min was used to obtain the primary
separation, and a 6 s modulation time was chosen. Data were evaluated
using GC Image software (Zoex, version 2.2b0). Both FID and MS data
were taken simultaneously, using post-column splitting and short
transfer lines to each detector. The primary column flow rate used was
0.4 mL/min, and the secondary column flow was 36 mL/min. This high
flow through the secondary column allowed peaks from the polar
column to be relatively narrow compared to other flows examined. A
template was developed for sample evaluation by close examination of
MS results and subsequent translation to the co-generated FID file.
These templates or two-dimensional boundaries (Figure 2) included the
following hydrocarbon classes: paraffins (isoparaffins and normal
paraffins), monocycloparaffins, dicycloparaffins, alkylbenzenes, indans
and tetralins, naphthalene, and alkylnaphthalenes. Quantitation of
classes was performed by the total FID response of the compounds in
each hydrocarbon class, because FID has been shown to respond

Figure 2. Example GC ×GC chromatogram (FID detection) of a jet fuel with the primary axis separation by a nonpolar column and the secondary axis
separation by a polar column. Section identifications: (a) n- and isoparaffins, (b) monocycloparaffins, (c) dicycloparaffins, (d) alkylbenzenes, (e) indans
and tetralins, (f) naphthalene, and (g) alkylnaphthalenes. Response is in arbitrary volume units.

Table 2. Conditions for HPLC and GC−MS Separations in
ASTM D2425

HPLC Agilent 1100
column cyano column (4.6 × 150 mm)
mobile phase hexane (normal phase)
injection 1:50 dilution, 20 μL injection (50 μL for

fraction collection)
saturate/aromatic quantitation
detector

refractive index detection

cut point detector UV−vis diode array detector
fraction collector Gilson model FC203B
GC−MS Agilent 6890-5973, splitless injection, 1 μL
GC column DB5-MS, 0.25 mm inner diameter, 0.25 μm
program 40 °C (3) to 280 °C (5) at 10 °C/min

Table 3. Mixtures and Fuel Samples Evaluated by Hydrocarbon Type Analysis

Model Mixtures

mixture class components description range (wt %) source

paraffins 7 n-C9−n-C15 13−32a Restek PN30713
isoparaffins 20 C8−C11 isoparaffins 13−32a Restek PN30715
cycloparaffins 21 C9−C10 cycloparaffins 6−16 Restek PN30719
alkylbenzenes 38 benzene−C6-alkylbenzene 0−27 Restek PN30717
indans/tetralins 3 tetralin, indan, and indene 0−13 Sigma-Aldrich
naphthalenes 3 naphthalene and C1- and C2-alkylnaphthalenes 0−6 Sigma-Aldrich

Petroleum-Derived Fuel Sets

name number of fuels description source

world survey 54 JP-8 (10), Jet A (13), Jet A-1 (27), JP-5 (2), synthetic Jet A-1 (1), semi-synthetic Jet A-1 (1) Air Force, Navy, airports
specialty set 8 JP-8, Jet A, Jet A-1, JP-5, JP-7, F-76 (diesel), RP-1, RP-2 Air Force

Non-petroleum (Synthetic) Fuel Sets

name number of fuels description source

USAF samples 8 FT-SPK, HEFA-SPK, others Air Force, alternate fuel producers

aIsoparaffins + n-paraffins.
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consistently by the number of carbons for a wide range of
hydrocarbons.15

2.3. Mixtures Investigated. Model compound mixtures were
purchased for their complexity and documented concentrations (Table
3). Together, they represent a mixture with 118 unique, quantitative
components, similar to JP-8 or Jet-A. Military fuels (JP-8, JP-5, etc.),
commercial fuels (Jet-A and Jet A-1), and alternative (non-petroleum)
jet fuels were also analyzed using both ASTM D2425 and GC × GC.
These mixtures are also provided in Table 3.

3. RESULTS AND DISCUSSION
3.1. Model Mixture Studies. The accuracy of both ASTM

D2425 and GC × GC is most readily evaluated using model
mixtures. ASTM D2425 had been evaluated in previous work
using hydrocarbons with 1−5 compounds per group type.6 This
work showed that ASTM D2425 successfully predicted the
concentration of hydrocarbon group types in model mixtures.
GC × GC analysis of model mixtures was evaluated in this

current work, using complex mixtures available from Restek.
Table 3 shows the large number of chemicals in these mixtures
from 6 different hydrocarbon groups. The 6 hydrocarbon groups
were blended together in 12 different mixtures to provide a wide
range of concentrations. These available mixtures simulated
gasoline components and contained some components in the
C5−C7 region that are not typically in middle distillate jet fuels in
any significant concentrations. The GC×GC configuration used
here (without cryogenic oven temperatures) could not separate
paraffins from cycloparaffins in the C5−C7 range; therefore, these
components were not included in the calculations. Figure 3

shows the comparison of actual versus measured results using
GC × GC. There were some slight biases between GC × GC
predictions and known levels of some group types. Figure 4
shows the relative errors of the compound classes as a function of
the mean. Generally, the deviation from known results was less
than 10% relative to the known concentration. Indans and
tetralins, as a class, showed a slight negative bias of −5%, while
the alkylnaphthalenes showed a corresponding positive bias of

about +5%. These two classes are adjacent to each other in the
chromatographic separation; therefore, a slight consistent
deviation may represent an impurity or a slight misidentification
of a particular compound. Cycloparaffins were slightly over-
predicted (less than 10% relative to known values), probably
because of normal paraffinic and isoparaffinic peaks, which may
have been misidentified. Overall, however, the agreement
between predicted and actual levels of compound classes is
excellent. Both ASTMD2425 and GC ×GC successfully predict
the concentration of group types from known mixtures.
The linearity of the plot in Figure 3 shows that the FID is

responding quantitatively to the mass of the carbon in the
compounds being detected without regard to compound class.
This observation is consistent with other studies, which have
examined the use of FIDs for different compound types.15 These
studies show that FID response factors (in the great majority of
hydrocarbon compounds) are directly related to the weight
percentage of carbon in each compound in a mixture and not
directly related to the weight percentage of each compound in
the mixture. Consequently, the concentration of each compound
must be calculated from the weight percentage of carbon that is
obtained from the FID response.
Precision for the two methods was measured through replicate

analyses of jet fuel samples. The measurements indicate that
statistical deviation because of the sampling, injection, GC ×GC
separation, detection, and quantitation is ≤2.1% for the general
types of hydrocarbons in jet fuel (Table 4). This table shows the
mean and standard deviation values (expressed in volume
percentage) for an n = 4 sampling of a JP-8 fuel analyzed by both
GC × GC and D2425 at four different points in time that were a
minimum of 6 months apart. Assuming that real world, complex
jet fuels would show higher standard deviations from replicate
measurements than standard mixtures, any error bars for the data
in Figure 3 would generally be smaller than the symbols used in
the figure.

3.2. GC× GC Results for Middle Distillate Jet Fuels. The
modified ASTM D2425 method was used as a reference
technique for comparison to GC × GC measurements for

Figure 3. GC × GC results for 92 different chemical components
blended into 12 different mixtures reflecting jet fuel ranges of
hydrocarbon group types.

Figure 4. Relative error versus compound class for the 12 model
mixtures examined using GC × GC.
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hydrocarbon type analysis applied to a variety of jet fuel
petroleum samples (along with one synthetic and one semi-
synthetic fuel) collected during a worldwide survey.16 Because
the first part of the D2425 analysis employed here was tomeasure
aromatic content using ASTM D6379, results from GC × GC
and D6379 are compared in Figure 5 for the 54 fuels available.
The methods are in excellent agreement for nearly every fuel
tested. Plots for the more specific hydrocarbon classes (paraffins,
alkylbenzenes, cycloparaffins, and indans/tetralins) are shown in
Figure 6.
The agreement between ASTM D6379 and GC × GC for

saturate and aromatic contents is very acceptable. The complete
baseline resolution of saturates and aromatics in D6379 using
HPLC (see Figure 1b) makes quantitation for this measurement
very accurate. The refractive index (RI) detector used for D6379
is very linear for measuring aromatic compounds. GC ×GC also
shows reasonable chromatographic separation between these
two major classes (Figure 2), which is reflected in the ability to
accurately quantify the responses for each class. GC × GC is
typically quantified in weight percent, which is calculated using
FID response for mixtures with low heteroatomic content,
whereas ASTM D6379 is often quantified in volume percent to
evaluate against fuel specifications. To compare the two
techniques, class densities were calculated from individual
compound densities to convert GC × GC results from weight

percent to volume percent. These class densities were estimated
from the available densities of one or more compounds from the
class.
Figure 6 also shows good agreement between the two

techniques for the more difficult separations within the saturate
or aromatic compound classes. Paraffins and cycloparaffins share
similar fragmentation ions by mass spectrometry; therefore, they
are more reliant on the empirical corrections in ASTM D2425,
which were developed for middle distillate fuels. In the situation
where highly branched isoparaffins are present (e.g., the synthetic
and semi-synthetic fuels), ion ratios that are used to calculate
concentrations by D2425 are very similar to those for higher
concentrations of cycloparaffins. Consequently, there may be
some misclassification of these two groups, especially if highly
branched isoparaffins are present in greater amounts. We have
observed some instances where, for fuels containing highly
branched isoparaffins, the concentration of cycloparaffins by
D2425 may be overestimated in comparison to GC × GC
cycloparaffin content. This situationmay exist for two of the fuels
in Figure 6, marked “A” and “B” on the “paraffins” and
“cycloparaffins” plots, where the cycloparaffins are significantly
higher by D2425 than those by GC × GC. More work is
anticipated to verify these initial observations, and more
discussion follows for synthetic fuel measurements. As for the
GC × GC separation between the chromatographically adjacent
monocycloparaffins and isoparaffins, it is not ideal, because the
polarity differences between these two groups are small. Despite
these difficulties, both techniques are in good agreement with
each other for a wide range of petroleum-derived jet fuel samples.
Results initially reported for indans and tetralins using GC ×

GC6 were re-examined for these fuels. New identifications of
indans and tetralins were made, which affected the results for
both indans/tetralins and alkylbenzenes, improving both. These
updated results are shown in Figure 6.
Table 5 summarizes the hydrocarbon type results of the world

survey fuels by fuel type for both GC × GC and ASTM D2425.
This table is not a direct comparison of GC × GC to ASTM
D2425, because it compares averages of different JP-8, Jet-A, Jet
A-1, and JP-5 fuels. The data give a snapshot view of the general
hydrocarbon composition of an average JP-8 or other petroleum
fuel, as measured by both techniques. It is important to note that
the GC × GC technique presented here does not adequately
measure indenes (CnH2n−10) or some of the aromatics that are
not typically present in jet fuel (acenaphthenes, acenaphthalenes,

Table 4. Replicate Analysis of Fuel for GC × GC and D2425
Hydrocarbon Class Determination

GC × GC (vol %; n = 4)

mean
standard
deviation RSD (%)

alkylbenzenes 12.9 0.20 1.6
naphthalene and alkylnaphthalenes 1.23 0.02 2.0
indans and tetralins 5.37 0.07 1.3
cycloparaffins 25.1 0.67 1.2
paraffins and isoparaffins 55.3 0.53 2.1

D2425 (vol %; n = 4)5

mean standard deviation RSD (%)

alkylbenzenes 11.9 0.2 1.7
naphthalene and alkylnaphthalenes 1.3 0.1 8.8
indans and tetralins 5.6 0.6 10.1
cycloparaffins 27 1.3 4.7
paraffins and isoparaffins 54 1.3 2.4

Figure 5. Comparison of saturates and aromatics by GC × GC to measurements made by ASTM D6379, a HPLC-based method.
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and tricycloaromatics). The mass spectrometry technique of
D2425 is capable of this measurement because of the unique
masses of these compounds. GC × GC is capable of separating
these compounds; however, because they are almost never
significantly present in petroleum or synthetic jet fuels, it is not
demonstrated here. These compounds may be added to analysis
schemes in GC × GC should they be present in particular

mixtures. The results shown in Table 5 are different from those
previously reported6 as a result of improvements in the GC×GC
method because initial results were obtained, particularly with
regard to indan and tetralin concentrations.

3.3. Hydrocarbon Type Analysis for Alternative Fuels
with Low-Level Cycloparaffins. Even though traditional
petroleum jet fuels can contain large amounts of cycloparaffins

Figure 6. JP-8, Jet A-1, JP-5, and Jet A sample hydrocarbon type analysis conducted by GC × GC and compared to ASTM D2425. Data points labeled
“A” and “B” in the paraffins and cycloparaffins plot represent a synthetic fuel (A) and a 50:50 synthetic fuel/petroleum fuel blend (B).

Table 5. Average Measured Hydrocarbon Type Compositions of Samples by Fuel Type6 a

JP-8 (n = 10) Jet A (n = 13) Jet A-1 (n = 28) JP-5 (n = 2) JP-8 (n = 10) Jet A (n = 13) Jet A-1 (n = 28) JP-5 (n = 2)

D2425 (vol %) GC × GC (vol %)
paraffins 52 46 48 41 52.2 45.8 50.0 38.8
total cycloparaffins 29 35 34 39 28.7 35.6 31.4 41.4
alkylbenzenes 12.6 10.9 12.6 10.4 13.2 11.6 13.2 11.0
indans and tetralins 4.3 4.6 4.0 6.0 4.3 4.9 4.1 6.2
indenes CnH2n−10 <0.3 0.4 <0.3 0.6 NDb ND ND ND
naphthalene <0.3 <0.3 <0.3 0.3 c c c c
naphthalenes 1.3 1.8 1.1 2.2 1.6 2.0 1.4 2.6
acenaphthenes <0.3 <0.3 <0.3 <0.3 ND ND ND ND
acenaphthylenes <0.3 <0.3 <0.3 <0.3 ND ND ND ND
tricyclic aromatics <0.3 <0.3 <0.3 <0.3 ND ND ND ND
total 100 100 100 100 100 100 100 100

D6379 HPLC (vol %) GC × GC (vol %)
monoaromatics 17.0 15.9 16.8 17.1 17.5 16.5 17.3 17.2
diaromatics 1.5 2.2 1.3 2.7 1.6 2.2 1.4 2.6
total aromatics 18.5 17.9 18.0 19.8 19.1 18.6 18.6 19.9
total saturates 81.5 82.1 82.0 80.2 80.9 81.4 81.4 80.2

an = number of fuels averaged. bND = not determined. cNaphthalene is included in naphthalenes for GC × GC.
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(about 20−50%), SPK blend stocks must contain less than or
equal to 15 wt % total cycloparaffins by specification.2 Figure 6
shows that there are substantial differences in the cycloparaffin
concentration from D2425 and GC × GC for highly branched
isoparaffinic fuels. In addition, Figure 2 shows that, for GC×GC,

the cycloparaffin region is located very near the isoparaffins,
making low-level quantitation of cycloparaffins more difficult. To
evaluate GC × GC for these low-level measurements, 0−5%
cycloparaffin mixtures were analyzed using GC × GC and the
technique of standard addition. The standard additions to two

Figure 7. Standard addition experiment for alternative fuels showing low-level cycloparaffin measurement.

Figure 8. Petroleum-derived military and commercial fuels.
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fuels (FT-SPK andHEFA-SPK with identification numbers 5172
and 6152, respectively) were made using a mixture of 27
monocycloparaffins, which were previously described in model
mixture experiments. The results (Figure 7) show the GC ×
GC−FID response to be linear with each standard addition. The
FT-SPK was measured as 0.54 ± 0.01 wt %, using typical GC ×
GC quantitation methods, and the standard addition calculation
gave a 0.49 ± 0.01 wt % response. The HEFA-SPK was also
evaluated with this technique. Direct measurement using GC ×
GC yielded 3.15 wt % cycloparaffins, whereas the standard
addition technique gave a 3.30 wt % result. These results
demonstrate the ability of GC × GC to accurately quantify low
levels of cycloparaffins, even in highly isoparaffinic SPKs.

3.4. GC × GC Analysis for Petroleum-Derived Fuels.
Examples of GC × GC chromatograms for petroleum-derived
military and commercial fuels are shown in Figure 8. JP-8, Jet A,
and Jet A-1 exhibit very similar patterns and are difficult to
distinguish from each other. Similar to GC−MS, even highly
detailed GC × GC chromatograms would not reveal many
significant differences between these fuel types. JP-5 also looks
similar to JP-8/Jet A, because it has the same hydrocarbon range
and similar aromatic compounds. JP-7 and the rocket propulsion
(RP) fuels have a dramatic reduction of aromatic compounds
compared to JP-8 or Jet A fuels, whereas F-76, a military diesel
fuel, has higher levels of aromatics as well as a wide boiling range
of hydrocarbons. Note that the F-76 sample contains

Table 6. Hydrocarbon Type for the Eight Different Petroleum-Derived Fuels Shown in Figure 8

JP-8
(4751)
(wt %)

JP-8 (standard
deviation)
(n = 4)

Jet A
(4325)
(wt %)

Jet A-1
(3969)
(wt %)

JP-5
(3939)
(wt %)

F-76
(5343)
(wt %)

JP-7
(3327)
(wt %)

RP-1
(5235)
(wt %)

RP-2
(7688)
(wt %)

alkylbenzenes
benzene <0.01 NA 0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01
toluene 0.10 0.01 0.14 0.19 0.05 <0.01 0.03 <0.01 <0.01
C2-benzene 0.59 0.02 0.90 2.21 0.48 0.05 0.03 <0.01 <0.01
C3-benzene 2.27 0.04 3.15 4.03 1.39 0.28 0.13 <0.05 <0.01
C4-benzene 3.47 0.04 3.45 3.41 2.32 0.48 0.37 <0.05 <0.05
C5-benzene 2.73 0.03 2.48 2.12 2.23 0.51 0.10 <0.05 <0.02
C6+-benzenes 4.95 0.04 4.28 2.13 4.75 6.87 0.44 <0.2 <0.2

total alkylbenzenes 14.12 0.16 14.41 14.10 11.22 8.18 1.10 <0.3 <0.3
alkylnapthalenes

naphthalene 0.09 0.00 0.24 0.35 0.13 0.04 <0.01 <0.01 <0.01
C1-naphthalenes 0.34 0.00 0.72 0.92 0.42 0.29 0.02 <0.01 <0.01
C2−C4-alkylnaphthalenes 1.13 0.03 1.79 1.59 1.15 7.43 <0.01 <0.01 <0.01

total alkylnaphthalenes 1.55 0.03 2.75 2.85 1.70 7.76 0.03 <0.02 <0.02
indans and tetralins 6.30 0.08 5.63 3.21 8.07 9.96 0.34 <0.2 <0.2
isoparaffins

C7- and lower iso 0.21 0.04 0.24 0.23 0.05 0.02 0.02 <0.01 <0.01
C8-iso 0.51 0.05 0.43 0.79 0.15 0.04 0.02 <0.01 <0.01
C9-iso 1.28 0.15 1.27 2.70 0.57 0.17 0.08 <0.01 <0.01
C10-iso 4.05 0.21 4.19 5.42 1.70 0.47 0.39 1.38 2.21
C11-iso 6.46 0.38 5.13 5.57 3.07 0.78 6.10 5.42 6.92
C12-iso 5.93 0.46 4.47 3.81 3.67 0.70 6.61 8.30 8.20
C13-iso 5.83 0.15 4.13 3.10 3.62 0.87 8.66 8.66 6.79
C14-iso 4.30 0.33 3.56 2.59 3.65 1.52 5.75 7.05 6.43
C15-iso 3.08 0.02 2.37 1.55 2.98 2.44 2.10 2.47 3.45
C16-iso 1.22 0.01 1.04 0.31 0.82 2.92 0.36 0.31 0.69
C17- and greater iso 0.48 0.01 0.64 0.13 0.07 23.42 0.10 0.05 0.28

total isoparaffins 32.86 0.66 27.46 26.20 20.35 33.34 30.20 33.65 34.99
n-paraffins

n-C7 0.11 0.01 0.10 0.16 0.02 0.01 <0.01 <0.01 <0.01
n-C8 0.43 0.01 0.43 1.39 0.23 <0.01 <0.01 <0.01 <0.01
n-C9 1.19 0.02 1.45 3.05 0.71 0.12 0.11 0.02 0.03
n-C10 3.38 0.05 3.43 5.18 1.56 0.57 1.16 0.09 0.17
n-C11 4.09 0.09 3.74 5.44 3.31 0.67 6.43 0.33 1.48
n-C12 3.70 0.03 3.50 4.24 3.34 0.68 6.77 0.61 1.33
n-C13 2.87 0.03 2.74 3.10 2.81 0.70 6.09 0.28 0.25
n-C14 2.06 0.02 1.93 2.02 2.32 0.96 2.40 0.22 0.25
n-C15 1.01 0.01 1.16 0.80 1.41 1.43 0.51 0.02 0.03
n-C16 and greater 0.51 0.00 0.81 0.31 0.14 9.28 0.13 <0.01 <0.01

total n-paraffins 19.34 0.16 19.27 25.67 15.85 14.43 23.62 1.57 3.55
cycloparaffins

monocycloparaffins 20.33 0.36 22.95 19.93 28.72 14.38 33.11 42.10 37.03
dicycloparaffins 5.45 0.22 7.36 7.83 13.90 11.93 11.41 21.19 20.65
tricycloparaffins 0.05 0.01 0.16 0.22 0.19 <0.01 0.20 1.02 3.33

total cycloparaffins 25.83 0.53 30.47 27.98 42.80 26.32 44.71 64.31 61.00
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components that are more polar than the alkylnaphthalenes
[biphenyls and other polycyclic aromatic hydrocarbons
(PAHs)], which show up as “wrap-around” peaks at the very
bottom of the plot.17 GC×GC images can be used to distinguish
fuel types and visually indicate compositional differences, unlike
other chromatographic techniques.
When these chromatograms are evaluated using the templates

developed for hydrocarbon type analysis, the data fromTable 6 is
produced. Fuels with similar chromatograms (JP-8, Jet A, and Jet
A-1) do show detectable, quantitative differences for the
categories of hydrocarbon types. These particular fuels happen
to have very similar alkylbenzene concentrations, which is not the
case for all jet fuels (Table 5). They do, however, differ in indan
and tetralin levels (ranging from 3.2 to 8.1%) as well as in the
levels of alkylbenzenes (1.6−29%). Normal paraffin concen-
trations differ between the rocket fuels (RP) and conventional
fuels, because rocket fuels have been processed to obtain more
density without aromatics by emphasizing the cycloparaffins.
The mono- and dicycloparaffin concentrations are double those
of the aircraft fuels, thereby decreasing the freezing point and

increasing the density without substantially affecting the
hydrogen content. The F-76 diesel fuel is visually different in
the boiling range (Figure 8) but also shows higher levels of
heavier aromatics (C6 and greater alkylbenzenes and naph-
thalenes but not indans and tetralins). The most abundant
normal paraffins for F-76 are in the C17+ range, which is also
indicative of its higher boiling nature.

3.5. GC × GC Analysis for Non-petroleum Alternative
Fuels.The hydrocarbon type analysis of non-petroleum fuels is a
natural and useful extension of this technique. Frequently, the
development of alternative fuels involves processing streams that
may be entirely aliphatic, as is true with SPK fuels, which, in most
cases, contain mainly isoparaffins. In these instances, it may be
important to be able to measure trace amounts of other
compound classes, such as cycloparaffins or trace aromatics, to
satisfy specifications. In addition, different types of compounds
created in processing alternative sources of fuel may be unlike
those in petroleum mixtures and may not be categorized as
consistently as the petroleum fuels. For example, it is difficult to
distinguish many alkenes from isoparaffins or cycloparaffins

Figure 9. Two-dimensional chromatograms of alternative jet fuel candidates and blendstocks using GC × GC.
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using the configuration of GC × GC from our laboratory.
Oxygenates are not well identified by GC × GC, because the
polarity of the compounds produced frequently cause intrusion
into other compound classes. Fortunately, in the case of finished
fuels (even from non-petroleum sources), the alkene and oxygen
concentrations are usually low, allowing GC × GC to be used
with confidence for the other compound classes. GC × GC
chromatograms for many non-petroleum fuels are provided in
Figure 9. The names of the mixtures shown are general in nature
to protect the intellectual property of the fuel processors.
The GC × GC chromatograms in Figure 9 show that many of

the processes to make alternative fuels result in a very similar
product. The SPKs shown, with one exception, have a notable
lack of aromatic components. The one exception, HEFA-SKA, is
algae-derived feedstock, which was processed with aromatics.
The others fuels are various mixtures of mainly isoparaffins and
normal paraffins, with different volatilities, depending upon
distillation cut points desired. Some, such as the hydrotreated
renewable diesel, emphasize the heavier (greater than C15)
hydrocarbons instead of a more balanced collection of
hydrocarbons in most of the other fuels. The alcohol-to-jet
(ATJ) sample contains two distinct areas of component
concentration (heavy range and mid-range) that are all
isoparaffins. The direct sugar to hydrocarbon (DSHC) is a
different type of mixture, which consists of three or four major
compounds from a renewable feedstock. All of these mixtures
have different properties and are being evaluated as aviation fuel
candidates, which currently do or may in the future require
group-type or class measurements as part of a specification.
3.6. Group-Type Analysis Used To Calculate Proper-

ties. One benefit of accumulating detailed information about a
fuel, as shown in Table 6, is that the calculation of fuel properties,
such as molecular weight and hydrogen content, are relatively
straightforward. Once the weight percentages of the individual
compound classes are determined fromGC ×GC, the molecular
weight and hydrogen content contributions can be calculated for
each class. The sums of these contributions are the average
molecular weight and hydrogen content of the fuel, which can be
used to calculate the molecular formula. The molecular formula
is useful in determining stoichiometric ratios for fuel and air in
combustion experiments. The hydrogen content in fuel has been
shown to relate to important properties, such as combustor
durability, smoke point, and others.18 Average molecular weights
and hydrogen contents measured in this way were compared to
those generated from an established molecular weight estimation
technique19 and ASTM methods, and they compared favorably.
The established technique was based on distillation ranges and
other general fuel information. As shown in Table 7, the average
molecular weights of 50:50 blends of fuels calculated from GC ×

GC are consistent with the arithmetic mean of the two blended
fuels.
Work is continuing on hydroprocessed alternative fuels, which

can be produced from unusual feedstocks. Many of the
alternative fuels are more difficult to analyze for group type,
because the majority of components are crowded into the
isoparaffin region. This can make the accurate determination of
cycloparaffins and low-level aromatics more difficult. We have
begun this work by comparing the D2425 and GC × GC
methods to determine whether GC ×GC can be extended to the
more unusual alternative fuels. A graphical comparison of the GC
× GC output is provided in Figure 10 for eight different types of

alternate fuels. In most cases, the agreement is good between the
methods. The fact that GC × GC provides essentially the same
results as D2425 is encouraging for GC × GC as a new
technique; however, agreement between the two is also an
indication that ASTM D2425 is capable of measuring these
important group concentrations. Despite the fact that the
method was developed for a certain (relatively small) group of
middle distillate fuels, it is able to accurately measure these
alternative fuels. While the analysis may take longer and use more

Table 7. Hydrogen Content and Average Molecular Weight Calculations from GC × GC Data

POSF
average MW
(GC × GC)

average
MW19

hydrogen mass percent
(GC × GC) (%)

hydrogen mass percent
(D3343) (%)

hydrogen mass percent (D7171
NMR) (%)

JP-8 (6169) 159 158 14.1 14.0 14.1
FT-SPK 1 (5729) 143 152 15.5 15.5 15.5
JP-8/SPK 1 (1:1) 150 152 14.8 14.8 14.6
FT-SPK 2 (7629) 154 152 15.4 15.1 15.3
JP-8/SPK 2 (1:1) 156 152 14.8 14.5 14.4
tallow-SPK 3 (6308) 169 171 15.4 15.3 15.2
JP-8/SPK 3 (1:1) 164 164 14.8 14.6 14.7
Camelina-SPK 4
(7720)

176 176 15.3 15.3 15.1

JP-8/SPK 4 (1:1) 167 167 14.8 14.6 14.7

Figure 10. Comparison of alternative fuel hydrocarbon type results by
two techniques, D2425 and GC ×GC, for these alternative fuel sources:
FT SPK, Camelina HEFA-SPK, tallow HEFA-SPK, algal oil product,
ATJ fuel process, and mixed fat conversion process.
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instrumentation, it has greatly aided in the development of GC×
GC for this application and will likely continue as a capable
technique for this measurement. Investigations continue with
regard to the use of these two methods with non-conventional
fuels and processing intermediates.
Two of the comparisons of cycloparaffin content by the two

methods were of some concern. The GC × GC cycloparaffin
predictions for two fuels were much lower than those measured
by ASTM D2425. Investigation of this deviation revealed that
some alternative streams that are highly hydroprocessed or
isomerized have multi-branched isoparaffins (more than 3 side
chains). Because the mass spectral patterns for these compounds
are different from those of mildly branched (1−3 side chains)
isoparaffins and ASTM D2425 ion ratios are based on
conventional petroleum fuels, it is possible that these highly
branched isoparaffins are misidentified in D2425 as cyclo-
paraffins. For fuels with a small number of components, this
misidentification could lead to the type of error that was observed
in this instance. Continued used of both techniques to
distinguish these types of compounds is warranted for analysis
of these unusual fuels.

4. CONCLUSION
ASTM D2425 and GC × GC are in excellent agreement in their
abilities to measure hydrocarbon group-type concentrations for
aviation fuels. The analysis of a large set of Jet A, JP-8, Jet A-1, and
JP-5 fuels was conducted using both techniques with good
agreement. Model mixture results for GC × GC indicated that it
was very capable of accurate determination of complex mixtures.
The GC × GC analyses were expanded to alternative fuels
(SPKs) with similar results. The expense of the GC × GC
instrumentation while significant may be offset by the time,
effort, and equipment necessary for the ASTM D2425 analysis
(HPLC with two detectors, followed by fraction collection and
two MS determinations). As more laboratories invest in GC ×
GC instrumentation, the use of this technique should prove to
compare favorably to the more established technique of ASTM
D2425 for hydrocarbon type analysis for many petroleum and
non-petroleum fuels.
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ABSTRACT: Decoration of graphene oxide (GO) sheets with Ag nanoparticles has
been demonstrated using a simple sonication technique. By changing the ratio
between Ag-decorated-GO and GO, a series of Ag-decorated-GO samples with
different Ag loadings were synthesized. These Ag-decorated-GO samples were
characterized using transmission electron microscopy (TEM), X-ray diffraction
(XRD) spectroscopy, thermal gravimetric analysis (TGA), and differential scanning
calorimetric (DSC) techniques. TEM analysis showed that Ag nanoparticles were
evenly distributed on GO sheets, and the size analysis of the particles using multiple
TEM images indicated that Ag nanoparticles have an average size of 6−7 nm. TEM
analysis also showed that Ag nanoparticles migrated from Ag-decorated-GO to later-
added GO sheets. In XRD, all the Ag-decorated GO samples showed the
characteristic peaks related to GO and face-centered-cubic (fcc) Ag. Thermal analysis
showed peaks related to the combustion of graphitic carbon shifted to lower
temperatures after GO sheets were decorated with Ag nanoparticles. In addition, further experiments performed using Ag-
decorated-GO and multiwalled carbon nanotubes (MWNTs) confirmed that Ag nanoparticles migrated from Ag-decorated-GO
to later-added carbon nanotubes without a noticeable coalescence of Ag nanoparticles.

■ INTRODUCTION

Much recent effort has gone into research of metal-decorated
carbon nanostructures because these nanostructures possess
very attractive featues.1−6 As a result, a wide range of metal-
decorated carbon nanostructures have been prepared that
exhibit promising applications in nanotechnology and nano-
biotechnology.2,3,7−11 For example, Sun and co-workers
demonstrated that metal-decorated carbon nanoparticles
might be used to convert carbon dioxide to fuel and split
water in order to produce hydrogen in the presence of light.2,8

Silver is widely known for its antimicrobial activity, and
therefore, Ag-decorated carbon supports are used in biomedical
applications, such as in wound dressing and medical
catheters.12,13 Ruiz et al. have reported that GO was highly
biocompatible with bacterial and mammalian cells, with no
cytotoxicity, and that in fact GO promotes bacterial and
mammalian cell growth by enhancing cell attachment and
proliferation, while Ag-decorated-GO inhibits the growth of
bacterial cells.7 In this paper, we present the preparation and
characterization of Ag-decorated-GO samples with different Ag
concentrations/loadings using simple sonochemical methods
that mix different ratios of Ag-decorated-GO and GO. GO was
prepared using a modified Hummers method.14−16 This
method involves the chemical oxidation of graphite to produce
highly exfoliated graphene sheets that contain a large amount of
oxygen functional groups (epoxides, alcohols, ketones, carbon-
yls, and carboxylic groups).17−23 The oxygen functional groups

on the GO surface have a major role in the nucleation and
growth of Ag nanoparticles.25−42 For example, Pasricha et al.
reported that oxygen functional groups act as nucleation sites
for formation and anchoring of metal nanoparticles.42 In
addition, metal (Ag and Au) nanoparticles can interact with
GO sheets through physisorption, electrostatic interactions, and
charge-transfer interactions.42 Furthermore, this study shows
that Ag nanoparticles migrate from Ag-decorated-GO to later-
added GO and produce a new Ag-decorated-GO sample with
less Ag content. The microscopy characterization shows that Ag
nanoparticles are evenly distributed without any noticeable
ripening effect or coalescence. To the best of our knowledge,
this is the first report showing migration of metal nanoparticles
from one carbon nanostructure to another (inter). However,
Lu et al. have reported that, at elevated temperatures (>100
°C), small Ag nanoparticles moved on GO surface to form
larger Ag nanoparticles.51 Lu et al. observed that the
coalescence of Ag nanoparticles happened in same GO sheet
(intra), and they did not report any Ag nanoparticles migration
between GO sheets (inter). They speculated that two possible
mechanisms, Oswald ripening and particles coalescence, are
likely to have been responsible for the ripening process.51

Received: June 20, 2014
Revised: August 21, 2014
Published: September 15, 2014

Article

pubs.acs.org/Langmuir

© 2014 American Chemical Society 11776 dx.doi.org/10.1021/la502401n | Langmuir 2014, 30, 11776−11784

287 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



■ RESULTS AND DISCUSSION

GO was prepared by oxidation of natural graphite powder using
a modified Hummers method.14−16 Graphite consists of
stacked graphene layers with a plane distance of 0.335
nm.17,43 The severe oxidation process in a modified Hummers
method separates these stacked graphene layers and introduces
many oxygen-containing functional groups, as noted be-
fore.17−23 GO powder readily exfoliates into individual or
few-layers-thick nanosheets in polar solvents (water, DMF,
ethanol, etc.) upon a simple sonication forming a suspension
that is stable for a long period of time. In addition, it has been
reported that metal ions could be adsorbed on GO nanosheets
because these oxygen functional groups provide reactive sites
for nucleation and growth of metal nanoparticles.24−42 Both
GO and silver acetate are readily soluble in DMF, and so DMF
was used as the solvent in our Ag decoration of GO reactions.
In addition, Pastoriza-Santos and co-workers have reported that
DMF is a mild reducing agent that reduces silver acetate to
silver nanoparticles easily at elevated temperatures.44 Fur-
thermore, DMF has a desired vapor pressure and viscosity,

which are important properties to use in a sonochemical
reaction.

Controlling the Ag Content of GO. A 33 wt % Ag loaded
sample was prepared by mixing 50 mg of GO with 25 mg of
silver acetate in DMF and sonicated for 20 min. The same
experiment was repeated five more times to obtain a sufficient
amount of 33 wt % Ag-decorated-GO stock sample. The other
Ag-decorated-GO samples with different Ag loadings (20, 15,
10, and 5 wt %) were synthesized by changing the ratio
between 33 wt % Ag-decorated-GO and GO. In synthesis the
precise ratio between 33 wt % Ag-decorated-GO and GO was
sonicated in DMF for an hour in a bath sonicater. The
reproducibility of this experiment was performed by replicating
above experiments multiple times in the same conditions.
These Ag-decorated-GO samples (33−5 wt %) were
characterized using TEM, XRD, and simultaneous TGA/DSC
analysis.
TEM analysis was performed to determine morphology,

extent of nanoparticle decoration, and size distribution of Ag
nanoparticles. TEM samples were prepared by dropping the
dispersions of GO and Ag-decorated-GO samples in

Figure 1. TEM images for Ag-GO samples with different Ag loadings.
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isoproponol onto carbon-coated or plain copper TEM grids
and then drying at room temperature. As seen in Figure 1a, GO
has a typical flaky structure that is a few layers thick and has a
wrinkled surface. Ag-decorated-GO with different Ag loadings
(33−5%) are shown in Figure 1b−f. Ag nanoparticles appear as
dark dots and are evenly decorated on GO sheets in each
sample. The population of Ag nanoparticles on GO surface
decreases from 33 wt % sample to 5 wt % sample, as expected.
For Ag-decorated-GO samples with different Ag loadings, we
did not observe in TEM the areas where Ag nanoparticles are
agglomerated or larger undecorated areas of GO. The size
analysis of Ag nanoparticles on GO surface was performed
using multiple TEM images of each Ag-decorated-GO. The size
analysis of Ag nanoparticles using TEM showed an average size
of 6−7 nm, with a size distribution of 1−22 nm, as shown in
Figure 2a−e.

XRD analysis was performed to determine the crystallinity of
GO and Ag-decorated-GO samples, as shown in Figure 3. In
XRD analysis, GO exhibits a carbon (002) diffraction peak at
2θ value in the range of 10°−12°, which is considerably lower
than the diffraction peak of graphite at 2θ value of ∼26°.45−47
GO shows a lower 2θ value in XRD because the vigorous
oxidation process during GO synthesis introduces oxygen
functional groups and water molecules between graphene
layers; therefore, GO has a higher interlayer distance. The
interlayer distance of graphene sheets of GO is ∼0.709−0.804
nm, and the interlayer distance of graphene sheets of graphite is
∼0.335 nm.17,43,45 In XRD, all the Ag-decorated-GO samples
show the characteristic peaks related to GO and face-centered-
cubic (fcc) Ag, which are well matched to ICDD card data. In

addition to GO peak and fcc Ag peaks, a broad peak appeared
at a 2θ value of 24°, which is related to reduced graphene oxide
(r-GO). Qui et al. reported a similar observation of a new broad
peak appearing at 2θ value of ∼24° after GO was decorated
with Pt nanoparticles, and later they identified it as a r-GO
peak.28 The observation of the peak at 2θ value of ∼24°
indicates GO is partially reduced during the sonochemical
reaction. The intensity ratio between XRD peak of GO and Ag
peaks increases when Ag percentage decreases, as expected.
Therefore, 33 wt % Ag-decorated-GO sample has the lowest
intensity and 5 wt % Ag-decorated-GO sample has highest
intensity of GO peak. Simultaneously, 33 wt % Ag-decorated-
GO sample has the highest intensity and 5 wt % Ag-decorated-
GO sample has the lowest intensity of fcc Ag peak.
In addition, TGA and DSC analyses were performed using a

simultaneous TGA/DSC instrument at a temperature range
from 25 to 800 °C to obtain the Ag loading and thermal
behavior of Ag-decorated-GO samples, as shown in Figure 4. It
has been reported that Ag nanoparticles are stable in air up to
∼1000 °C, and therefore, in thermal analysis, Ag nanoparticles
are not oxidized.48,49 In DSC analysis, GO and Ag-decorated-
GO samples showed two exothermic peaks, with the first peak
centered at ∼222 °C and the second peak centered at 578 °C.
The first peak is related to the removal of oxygen functionality
from GO surface, and the second peak is related to the
combustion of graphene sheets.17,50 The intensity of the first
peak at ∼222 °C depends on the Ag content of sample. A 33 wt
% Ag-decorated-GO sample has the lowest intensity for the first
peak because it has the highest percentage of Ag loading, while
a 5 wt % sample has the highest intensity for first peak because
it has the lowest percentage of Ag loading. As noted before, the
oxygen functional groups on the surface of GO act as
nucleation sites for formation and anchoring of the metal
nanoparticles. Therefore, the highest Ag loaded sample has the
lowest amount of free oxygen functional groups and the lowest
Ag loaded sample has the highest amount free oxygen
functional groups. As a result, the 33 wt % Ag-decorated-GO

Figure 2. Size distributions of Ag nanoparticles on GO for 33 (a), 20
(b), 15 (c), 10 (d), and 5 wt % (e).

Figure 3. XRD analysis of the GO and Ag-decorated-GO samples.
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sample showed the lowest intensity for the first peak at ∼222
°C and the 5 wt % Ag-decorated-GO showed the highest
intensity for the same peak. This DSC results provide direct
evidence that nucleation and the growth of Ag nanoparticles
occurred in oxygen functional groups of GO surface. The
second peak at 578 °C of GO, which is related to the
combustion of carbon of graphene sheets, is shifted to lower
temperature for all the Ag-decorated-GO samples. A 33 wt %
Ag-decorated-GO has the highest shift, while 5 wt % Ag-
decorated-GO has the lowest shift of the carbon combustion
peak, as shown in Table 1. The exact reason behind this carbon

combustion peak shift to a lower temperature is not yet
understood. However, we speculate this could likely be due to
three effects. First, Ag behaves as a catalyst and catalyzes the
combustion of graphitic carbon. Second, silver is an excellent
conductor, absorbing heat and passing to graphene sheets
efficiently, and thus the combustion of GO occurs at lower
temperature in the presence of Ag nanoparticles on GO sheets.
Third, it has already been published that metal nanoparticles
intercalate between graphene sheets during the metal
decoration of GO,28 so metal nanoparticles behave as spacers

and increase the interlayer distance further. Subsequently, Ag-
decorated-GO samples have a larger surface area than regular
GO to absorb heat from heating source. Therefore, the
combustion of Ag-decorated-GO samples occurs at a lower
temperature than regular GO. In TGA, weight loss between 25
and 100 °C is attributed to the removal of water between
graphene sheets of GO. Then, there are two regions of
noticeable weight loss: from 150 to 250 °C and 550 to 600 °C.
The former is attributed to the removal of oxygen functional
groups from GO surface while the latter is related to the
combustion of graphitic carbon sheets of GO. The two weight
loss regions in TGA correlate well with two exothermic peaks
observed in DSC. As noted before, Ag nanoparticles are stable
in air up to ∼1000 °C without making their oxide. As GO is
completely burned out before ∼600 °C, TGA analysis could be
utilized to determine the Ag content of Ag-decorated-GO
samples (Table 1). Ag loading of Ag-decorated-GO samples
that were obtained from TGA showed a good agreement with
calculated values.

Migration of Ag Nanoparticles. In the synthesis of Ag-
decorated-GO samples with different Ag loadings, a 33 wt %
Ag-decorated-GO sample was used as a starting material, and it
was mixed with GO to obtain desired Ag loading. In order to
synthesize new Ag-decorated-GO samples with different Ag
loading, Ag nanoparticles should leave the 33 wt % Ag-
decorated-GO sample and migrate to later-added GO. TGA,
DSC, and XRD analyses show the presence of Ag in newly
synthesized Ag-decorated-GO samples. Nevertheless, these
characterization techniques do not provide any information
about the migration of Ag nanoparticles from 33 wt % Ag-
decorated-GO to later-added GO. Therefore, these techniques
cannot be utilized to characterize the migration and distribution
of Ag nanoparticles. Microscopic techniques, especially TEM,
are useful to characterize the distribution of Ag nanoparticles
on GO sheets. As shown in Figure 1, all the newly prepared Ag-
decorated-GO samples show that Ag nanoparticles are evenly
distributed on GO surface. The content of Ag nanoparticles on

Figure 4. DSC (a) and TGA (b) traces for GO and Ag-decorated-GO samples with different Ag loadings.

Table 1. Actual Ag Content, Average Nanoparticle Size from
TEM and the Position of Carbon Combustion Peak from
DSC for Ag-Decorated-GO Samples Synthesized by
Changing the Ratio between 33 wt % Ag-Decorated-GO and
GO

sample
actual Ag loading
from TGA (wt %)

av size from
TEM (nm)

position of carbon
combustion peak

GO 578
33 wt % Ag-GO 32 6 418
20 wt % Ag-GO 15 7 457
15 wt % Ag-GO 12 7 461
10 wt % Ag-GO 8 6 478
5 wt % Ag-GO 5 7 499
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GO surface of each sample depends on ratio between 33 wt %
Ag-decorated-GO and GO used during synthesis. A 5 wt % Ag-
decorated-GO sample has the lowest content of Ag nano-
particles, while 33 wt % Ag-decorated-GO has the highest
content of Ag nanoparticles.
Even though TEM analysis confirms that Ag nanoparticles

are evenly distributed in newly synthesized Ag-decorated-GO
samples with less Ag loading, we need further investigation to
confirm the migration of Ag nanoparticles from 33 wt % Ag-
decorated-GO to later-added GO because later-added GO has
the similar morphology to GO with Ag nanoparticles.
Therefore, a couple of new experiments were designed to
confirm the migration of Ag nanoparticles from Ag-decorated-
GO to later-added GO. The first experiment was designed to
determine whether the migration of Ag nanoparticles from Ag-
decorated-GO to GO is continuous. In this experiment, 10 wt
% Ag-decorated-GO sample was synthesized from 20 wt % Ag-
decorated-GO sample instead from 33 wt % Ag-decorated-GO
sample, as shown in Figure 5. Analysis of this sample confirmed
that successive migration of Ag nanoparticles occurred and that
10 wt % Ag-decorated-GO can be synthesized from 20 wt %
Ag-decorated-GO sample. As noted before, size analysis was
performed using multiple TEM images of 10 wt % Ag-
decorated-GO sample, and it indicated the average size of Ag
nanoparticles is ∼10 nm with a size distribution of 1−20 nm. In
addition to TEM analysis, this sample was analyzed by XRD
and simultaneous TGA/DSC. These characterizations showed
that there were no meaningful differences between the 10 wt %
Ag-decorated-GO samples synthesized from 20 or 33 wt % Ag-
decorated-GO. Therefore, this experiment has proved the
successive migration of Ag nanoparticles from Ag-decorated-
GO to later-added GO.
The second experiment was designed by adding MWNTs to

33 wt % Ag-decorated-GO sample instead of GO because in
TEM the tubular structure of MWNTs can be easily
differentiated from GO sheets. A 33 wt % Ag-decorated-GO
sample was mixed with MWNTs in DMF and sonicated similar
to previous Ag-decorated-GO synthesis experiments. TEM
analysis of product (Ag-decorated-GO-MWNTs) indicated
both GO and MWNTs are evenly decorated with Ag
nanoparticles, as shown in Figure 6. Size distribution analysis
was performed to evaluate the size distribution of Ag
nanoparticles on MWNTs and GO. Analysis of particles
revealed the average size of Ag nanoparticles on both GO and
MWNTs surfaces are ∼6−7 nm, with a size distribution of 1−
24 nm. These numbers are well matched with an average size
and a size distribution of Ag nanoparticles obtained for our
previous Ag-decorated-GO samples. Therefore, this experiment
confirms that Ag nanoparticles are migrating from Ag-
decorated-GO to later-added MWNTs without any noticeable
ripening or damage of particles. Similar to this, Ag nanoparticles
should migrate from 33 wt % Ag-decorated-GO to later-added
GO in the synthesis of 5−20 wt % Ag-decorated-GO samples.
To the best of our knowledge, no papers have been published
related to the migration of metal nanoparticles from one carbon
substrates to another (inter). However, as mentioned before,
Lu et al. reported that, in elevated temperatures, Ag
nanoparticles, especially smaller ones, moved on same GO
sheet (intra) and agglomerated to form larger nanoparticles.51

In addition, there are other reports of the migration,
coalescence, and agglomeration of small metal nanoparticles
to form larger metal nanoparticles in a same GO sheet.51−55

The exact mechanism of the migration of Ag nanoparticles

from Ag-decorated-GO to later-added GO or MWNTs is not
clear at this point. We speculate that sonochemistry activates
some of the silver nanoparticles that are attached to GO
surface, so silver nanoparticles release to DMF solution. Later-
added GO and MWNTs also have reactive sites, including
defect sites and oxygen functional groups. Therefore, Ag
nanoparticles in DMF solution can attach to the surface of
later-added GO or MWNTs. We should note here that the
simple mixing of 33 wt % Ag-decorated-GO with GO or
MWNTs in the absence of aforementioned experimental
conditions (in DMF and sonication) did not show any silver
presence on later-added GO or MWNTs. Therefore, sonication
and a solvent (DMF) are essential for migration of Ag
nanoparticles from one carbon substrate to another. In the
synthesis of Ag-decorated-GO samples (20−5 wt %), the 33 wt
% Ag-decorated-GO sample was mixed with GO and sonicated

Figure 5. TEM analysis to prove the migration of Ag nanoparticles
from Ag-decorated- GO to GO is not limited to one time. The
successive migration of Ag nanoparticles occurs between Ag-
decorated-GO to GO.
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in a round-bottom flask. In this reaction both Ag-decorated-GO
and later-added GO are in close proximity in DMF solvent.
Sonication provides the required kinetic energy to mix and
collide Ag-decorated-GO with later-added GO. Therefore, Ag
nanoparticles might also migrate from Ag-decorated-GO to
later-added GO because of these rapid collisions.
It has been reported in the literature that synthesis of Ag and

other metal nanoparticles using passivation agents to prevent
agglomerations and then attaching these passivated-metal
nanoparticles to GO and other carbon nanostructures via
covalent bonds or weak intermolecular interactions such as
π−π stacking, hydrophobic, and electrostatic interactions.3,56

The nature of chemical interaction between GO and Ag
nanoparticles is completely different in these samples compared
to our Ag-decorated-GO. Our Ag nanoparticles do not have a
passivation agent, and therefore, Ag nanoparticles are directly
attached to the surface of GO or any other carbon
nanostructures. This migration of metal nanoparticles between
nanostructures is significant because this method might be
utilized to introduce metal nanoparticles to the substrates that
are inherently difficult to functionalize with metal nanoparticles.
GO, carbon nanoparticles, and purified carbon nanotubes are
easy to functionalize with metal nanoparticles because they
have oxygen functional groups on the surface. As noted before,
these oxygen functional groups provide platforms for
nucleation and growth of metal nanoparticles. Metal nano-
particles do not agglomerate because the nucleation and growth
of metal nanoparticles happens in distinct places on these

nanostructures. However, the materials and substrates that do
not have defects and functional groups cannot be decorated
with metal nanoparticles easily because of the absence of
nucleation centers. Therefore, migration of metal nanoparticles
might be useful in decorating the substrates and materials with
metal nanoparticles that do not possess nucleation centers.

■ CONCLUSIONS
GO was successfully decorated with Ag nanoparticles in DMF
using sonochemistry. The loading of Ag nanoparticles on GO
surface was controlled by mixing 33% Ag-decorated-GO with
known amounts of GO. TEM analyses revealed that GO
surfaces are evenly decorated with Ag nanoparticles in all the
Ag-decorated-GO samples prepared in this study. Size analysis
using TEM indicated an average size of 6−7 nm, with a size
distribution of 1−22 nm. Simultaneous TGA and DSC analysis
of GO and Ag-decorated-GO samples with different Ag
loadings indicated that the carbon combustion peak of GO at
∼578 °C shifted to lower temperature after Ag nanoparticles
were added to GO surfaces. Further experiments performed
using MWNTs confirmed that Ag nanoparticles migrated from
Ag-decorated-GO to later-added MWNTs.

■ EXPERIMENTAL SECTION
Materials. Silver acetate (99.99%), ammonium persulfate,

phosphorus pentoxide, potassium permanganate, multiwall carbon
nanotubes (MWNTs), sulfuric acid, hydrochloric acid, 13.3 M nitric
acid (>69%), and N,N-dimethylformamide (DMF) (99.6%) were

Figure 6. TEM analysis to show the migration of Ag nanoparticles from Ag-decorated-GO to MWNTs: acid-treated MWNTs (a), 33 wt % Ag-
decorated-GO (b), and 20 wt % Ag equivalent Ag-decorated-GO-MWNTs (c).
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purchased from Sigma-Aldrich. Graphite powder was obtained from
Asbury Carbon (grade 3805). Dialysis tubes (MWCO ∼ 6000−8000)
and reagent ethanol (90%) were also purchased from Fisher Scientific.
All the solvents were used as received without any further treatment or
purification.
Synthesis of Graphene Oxide. Graphene oxide was synthesized

by using modified Hummers method. H2SO4 (10 mL) was heated at
80 °C in a 500 mL round-bottom flask, and then (NH4)2S2O8 (0.9 g)
and P2O5 (0.9 g) were added. The mixture was stirred well until all the
reagents were dissolved well and make a homogeneous solution.
Graphite powder was introduced to the flask, and the mixture was
allowed to heat for 4.5 h at 80 °C and then cooled down to room
temperature. The reaction mixture was diluted with 250 mL of
deionized water and kept for 12 h. The mixture was filtered, and a
solid residue in filter paper was washed repeatedly with water and
dried in an oven for overnight. The solid residue was added to H2SO4
(40 mL) in a 500 mL round-bottom flask and cooled in an ice bath.
KMnO4 (5 g over 40 min) was added to the mixture while the
temperature was kept <10 °C. Upon achieving a color change from
black to greenish brown, the mixture was kept at 35 °C for 2 h. Then
the mixture was diluted with 85 mL of water. Ice bath was used to
maintain the inside temperature of the mixture below 35 °C during
this water addition. After the temperature reached room temperature,
the flask was heated at 60 °C overnight. 250 mL of water was added to
the mixture and kept another 5 h at ∼60 °C. Then the mixture was
poured into a beaker, and 10 mL of aqueous H2O2 was added after
mixture was reached room temperature. Effervescence and a color
change to yellow were observed. The reaction mixture was allowed to
sit for 12 h, after which the transparent supernatant was removed, and
H2SO4 (5 wt %)−H2O2 (0.5 wt %) and a solution of HCl (10 wt %)
were used to repeatedly wash the sediment. The washing with water
was performed repeatedly until the sample did not show layers
separation. Then, the sample was transferred to dialysis tubes, which
were kept in a deionized filled water beaker for 7−10 days, and water
was changed once a day. The final product was recovered as a black
flaky powder after water was removed by rotary evaporation.
Acid Treatment of MWNTs. 500 mg of MWNTs was added to a

2.6 M solution of 250 mL of nitric acid and refluxed for 24 h. Upon
completion of refluxing, the mixture was cooled to room temperature,
centrifuged, and washed with deionized water many times until the pH
of supernatant was neutral. Then, the recovered sample was washed
with acetone several times to remove water. Nitrogen was blown over
the sample to remove acetone, and a final product was recovered as a
black powder.
Sonochemical Synthesis of Ag-Decorated-GO with 33 wt %

Ag Loading. 50 mg of GO, 15 mL of DMF, and 25 mg of silver
acetate were mixed in a sonication flask (Sonics Inc., Suslick flask).
The mixture was sonicated using a horn sonicator at 1-s-on and 1-s-off
at 37% amplitude for 20 min. After sonication, the mixture turned to a
black solution, and the final temperature was measured as ∼90 °C.
After cooling to room temperature, the solution in a sonication flask
was transferred to a round-bottom flask. Then, DMF was removed
using a rotary evaporator, leaving a black powder in the round-bottom
flask. In order to remove any unreacted Ag acetate and loosely bound
Ag nanoparticles, the sample needed to be washed with water and
ethanol. For this purpose, the sample was transferred to centrifuge
tubes and washed with water and ethanol five times. Ethanol was dried
by blowing nitrogen across the surface of the solution, and a final
product was recovered as a black powder. This synthesis procedure
was repeated multiple times to synthesize enough Ag-decorated-GO
for experiments that are discussed in this article.
Synthesis of Ag-Decorated-GO Sample with 20 wt % Ag

Loading. In a round-bottom flask, 30.77 mg of Ag-decorated-GO (33
wt % Ag loading) and 19.23 mg of GO were mixed with 15 mL of
DMF and sonicated for 1 h in a bath sonicator. Upon completion of
sonication, DMF was removed from sample using a rotary evaporator.
Then, the sample was transferred to centrifuge tubes and washed with
ethanol 5 times. The final product was recovered as a black powder
with 46 mg yield after blowing nitrogen across the surface of the
sample.

Synthesis of Other Ag-Decorated-GO with 15, 10, and 5 wt
% Ag Loading. These Ag-decorated-GO samples were synthesized in
the same way as described in 20 wt % Ag-decorated-GO synthesis
procedure. In these reactions, the weight ratio between GO and Ag-
decorated-GO were changed to obtain the new Ag-decorated-GO
samples with desired Ag loadings.

Successive Dilution of 33 wt % Ag-Decorated-GO To Obtain
20 and 10 wt % Ag-Decorated-GO. First, the 20 wt % Ag-
decorated-GO sample was synthesized in the same way as described
earlier. In the preparation of 10 wt % Ag-decorated-GO sample, 20 wt
% Ag-decorated-GO (25 mg) was mixed with GO in DMF (15 mL)
and sonicated for 1 h. The recovery and cleaning procedures were
performed in the same way as stated in previous synthesis procedures.

Synthesis of 20 wt % Ag-GO-MWNTs. In a round-bottom flask,
9.13 mg of MWNT and 15.38 mg of 33 wt % Ag-decorated-GO were
mixed with 15 mL of DMF and sonicated in a bath sonicator for 1 h.
Cleaning and recovery of the sample were performed in the same way
as described in the previous synthesis procedures.
Measurements. Transmission electron microscopy (TEM) images

were obtained using a Hitachi H-7600 operated at 100−120 kV.
Samples for TEM were prepared in butanol and drip spotted on
copper grids coated with carbon. X-ray diffraction (XRD) studies were
performed using a Bruker D8-Advance equipped with a Cu Kα source
and a Sol-X detector. Observed XRD patterns were identified with the
ICDDS crystallographic database. The mass and energetic behavior of
the samples as a function of temperature were determined using
thermogravimetric analysis (TGA) and differential scanning calorim-
etry (DSC) on a TA Q600. The solid sample was heated in an opened
alumina pan from room temperature to 800 °C at 10 °C/min with air
flow rate kept at 100 mL/min. A PerkinElmer 400F equipped with a
continuous 785 nm laser was used to record the Raman spectrum over
a wavenumber ranging from 100 to 3000 cm−1 by placing the solid
sample on a glass slide in the sample holder for analysis.
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Aircraft turbine engines are a significant source of particulate matter (PM) and gaseous emissions in the vicinity of airports
and military installations. Hazardous air pollutants (HAPs) (e.g., formaldehyde, benzene, naphthalene and other compounds)
associated with aircraft emissions are an environmental concern both in flight and at ground level. Therefore, effective sampling,
identification, and accurate measurement of these trace species are important to assess their environmental impact. This effort
evaluates two established ambient air sampling and analysis methods, U.S. Environmental Protection Agency (EPA) Method TO-
11A and National Institute for Occupational Safety and Health (NIOSH) Method 1501, for potential use to quantify HAPs from
aircraft turbine engines. The techniques were used to perform analysis of the exhaust from a T63 turboshaft engine, and were
examined using certified gas standards transferred through the heated sampling systems used for engine exhaust gaseous
emissions measurements. Test results show that the EPA Method TO-11A (for aldehydes) and NIOSH Method 1501 (for
semivolatile hydrocarbons) were effective techniques for the sampling and analysis of most HAPs of interest. Both methods
showed reasonable extraction efficiencies of HAP species from the sorbent tubes, with the exception of acrolein, styrene, and
phenol, which were not well quantified. Formaldehyde measurements using dinitrophenylhydrazine (DNPH) tubes (EPA method
TO-11A) were accurate for gas-phase standards, and compared favorably to measurements using gas-phase Fourier-transform
infrared (FTIR) spectroscopy. In general, these two standard methodologies proved to be suitable techniques for field measure-
ment of turbine engine HAPs within a reasonable (5–10 minutes) sampling period. Details of the tests, the analysis methods,
calibration procedures, and results from the gas standards and T63 engine tested using a conventional JP-8 jet fuel are provided.

Implications: HAPs from aviation-related sources are important because of their adverse health and environmental impacts in
and around airports and flight lines. Simpler, more convenient techniques to measure the important HAPs, especially aldehydes
and volatile organic HAPs, are needed to provide information about their occurrence and assist in the development of engines that
emit fewer harmful emissions.

Introduction

As worldwide air travel continues to increase, so does
the consumption of jet fuel. This increase in overall fuel
usage further intensifies the need for reliable and quantita-
tive methods for characterizing gaseous emissions from
aviation sources. However, implementation of viable tech-
niques can be difficult due to the complex sampling envir-
onment for turbine engine exhaust. Although the overall
mass emissions from aircraft may be significantly lower in
magnitude than other mobile sources (e.g., gasoline and
diesel engine sources), they can be locally concentrated at
high altitude, at flight lines, and near airports (Federal
Aviation Administration, 2005). These concentrated emis-
sions can have adverse local health and environmental
impacts.

Gaseous emissions of general interest from turbine engines
include carbon dioxide (CO2), carbon monoxide (CO), nitrogen
oxides (NO and NO2), sulfur oxides (SOx), and total unburned
hydrocarbon (UHC) emissions. The UHC emissions, which are
primarily released at low power conditions, include unburned
fuel constituents and oxidized or pyrolyzed combustion pro-
ducts. Some of these compounds may have higher potential
environmental and health impacts and are considered hazar-
dous air pollutants (HAPs). HAPs are chemical species which
are regulated emissions under the Clean Air Act (CAA)
Amendment of 1990 (U.S. Environmental Protection Agency
[EPA], 2007); however, they are only regulated for stationary
sources and not for aircraft. The International Civil Aviation
Organization (ICAO) has established limits for emissions of
total NOx, CO, UHC, and particulates (smoke number) from
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commercial jet engines, but these guidelines do not include
speciated emissions of individual UHCs, but rather, total
response for all UHCs (Anderson et al., 2006; Kurniawan
and Khardi, 2011). Consequently, there are presently no federal
regulatory guidelines that address aircraft engine-related HAP
emissions. The CAA Amendment of 1990 defines a major
(stationary) emission source as one that emits 10 tons per
year of any single HAP or 25 tons per year of any combination
of HAPs. While airports are not technically regulated by the
CAA, some may have HAPs emissions comparable to station-
ary sources (Federal Aviation Administration, 2005).
Therefore, it is important to identify the levels of HAPs emitted
from aircraft since they may represent a significant local emis-
sion source that may be regulated in the future.

The original list of HAPs from the CAA of 1990 includes
many compounds not typically present in aircraft emissions
(EPA, 1990). Spicer and others have examined HAPs from
this original list, and produced shorter lists of HAPs from
aircraft emissions (see Table 1) (URS Corp., 2003; Federal
Aviation Administration, 2009; Spicer et al., 2009; EPA,
1999a; Kinsey, 2009). The aldehydes in this list constitute
a significant fraction of the total engine emissions; formal-
dehyde levels alone have been reported to comprise approxi-
mately 12% of the organic emissions from military engines
tested (Federal Aviation Administration, 2009). Spicer esti-
mates the average formaldehyde levels to be more than
1,300 mg/kg fuel for specific aircraft (Spicer et al., 2009).
Kinsey examined six commercial engines and found formal-
dehyde levels between 130 and 357 mg/kg fuel using a
DNPH sampling technique (Kinsey, 2009). This study also
showed the aldehydes to represent more than half of the total
organic emissions. Since the Air Force used more than 2

billion gallons of JP-8 jet fuel in 2010 (Defense Logistics
Agency, 2010), a significant amount of formaldehyde and
other pollutants were likely emitted near airports or bases.
Overall, the amount of emitted HAPs by aircraft may be
both significant and similar in concentration to many sta-
tionary source emissions.

Development and implementation of simple methodolo-
gies that can be used to accurately and reliably sample and
quantify selected HAPs from aviation sources would be
useful to characterize the potential environmental burden of
current and future systems. Specific compounds of interest
pertinent to turbine engine exhaust include carbonyls (pri-
marily aldehydes), C1–C6 hydrocarbons, unburned fuel com-
ponents, and polycyclic aromatic hydrocarbons (PAHs). In
addition to the general need for quantifying HAPs, both the
Federal Aviation Administration (FAA) and the Department
of Defense (DoD) have been actively pursuing the approval
and certification of alternative (non-petroleum-derived) avia-
tion fuels for use as blending feedstocks with petroleum-
derived aviation fuel (Corporan et al., 2011). This may lead
to substantial changes in the base fuel chemical composition
and resulting emissions characteristics. Improved under-
standing of the impact of fuel formulation on HAPs emis-
sions will assist in assessing the potential environmental
impact of these fuels.

Measurement Methodologies for HAPs

Previous efforts have been performed to sample and quantify
HAPs emissions from aircraft engines (Spicer et al., 2009; Spicer
et al., 1994; Knighton et al., 2009; Corporan et al., 2005; Kinsey,
2009). The most complete of these methods for measuring a wide
range of hydrocarbon species, including low-molecular-weight
hydrocarbons (C1–C5), aromatics, and unburned fuel constituents,
was completed by Spicer (Spicer et al., 2009). Exhaust sampling
was performed in the field directly into passivated canisters,
followed by subsequent laboratory analysis. Spicer also quanti-
fied speciated aldehydes by collection on dinitrophenylhydrazine
(DNPH)-coated tubes and analysis using proton transfer reaction–
mass spectrometry (PTR-MS) analysis. Aldehydes are important
species for quantification due to their high relative concentrations
in the exhaust and their classification as HAPs. Alternative meth-
odologies for sampling and quantitation of aldehydes have been
implemented.

Kinsey (2009) also presented a complete methodology of
sampling HAPs including DNPH cartridges and gas sample
canister work for nonmethane volatile organic compounds
(NMVOCs) in six aircraft turbine engines. This work
showed emission indexes for both the aldehydes and
NMVOCs in which the aldehydes represented between
31% and 53% of the emissions measured. NMVOCs mea-
sured included C2 through C4 components, in addition to
alkenes and alkanes. While the great majority of these were
not HAPs, most of the HAPs were measured and quantified
using these methods.

For example, EPA compendium Method TO-11A (EPA,
1999b) measures aldehydes by sampling in DNPH coated silica

Table 1. Table of hazardous air pollutants commonly emitted from jet engines
and their chemical properties (EPA, 2009)

HAP MW (g/mol) BP (ºC)

Oxygenated compounds
Formaldehyde CH2O 30.0 –21
Acetaldehyde C2H4O 44.0 20
Propanal C3H6O 58.1 48
Acrolein C3H4O 56.1 53
Methanol CH4O 32.0 64.7
Phenol C6H6O 94.1 181.7

Hydrocarbons
1,3-Butadiene C4H6 54.1 –4.4
Benzene C6H6 78.1 80
Toluene C7H8 92.1 111
Ethylbenzene C8H10 106.2 136
p-Xylene C8H10 106.2 138
m-Xylene C8H10 106.2 139
o-Xylene C8H10 106.2 144
Styrene C8H8 104.2 145
Isopropylbenzene (cumene) C9H12 120.2 152
Naphthalene C10H8 128.2 218
2-Methylnaphthalene C11H10 142.2 241

Anneken et al. / Journal of the Air & Waste Management Association 65 (2015) 336–346 337

D
ow

nl
oa

de
d 

by
 [R

ic
ha

rd
 S

tri
eb

ic
h]

 a
t 1

0:
34

 2
7 

Fe
br

ua
ry

 2
01

5 

298 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



tubes followed by off-line solvent extraction and quantification
using high-pressure liquid chromatography (HPLC). TO-11A
was created to quantify 14 different aldehyde compounds for
ambient air monitoring, but could be appropriate for sampling
combustion or engine emissions if the required total sample
volume remains low (<10 L) and the adsorptive capacity of the
sampling tubes is not exceeded. This sampling approach has
been used in combination with either HPLC–ultraviolet (UV)
or gas chromatography–mass spectrometry (GC-MS) detection
for quantitation. Real-time measurement techniques, such as
tunable diode laser absorption spectroscopy (TDLAS) and gas-
phase Fourier-transform infrared (FTIR) spectroscopy, can be
used for characterizing engine emissions, but quantitation can
be challenging and must be developed for each individual
aldehyde due to measurement interferences.

Several techniques are available for the sampling of spe-
ciated (nonaldehyde) hydrocarbons from engine exhaust
streams. The aforementioned studies by Spicer and cowor-
kers used passivated sampling containers for collection, fol-
lowed by detailed GC and GC-MS analysis. Although these
containers can be convenient for field work due to their ease
of implementation during sampling (e.g., pumps and electri-
city are not required), storage/transport of the large contain-
ers and posttest cleaning present several logistical
challenges. An alternate methodology is to use charcoal
tubes to sample and extract gas-phase hydrocarbons in
exhaust streams. Charcoal tubes have been effectively used
for ambient sampling of organic species (C6–C20 and spe-
ciated aromatics) and occupational safety applications
(National Institute for Occupational Safety and Health
[NIOSH] Method 1501) (NIOSH, 2003). The potential exists
to incorporate charcoal tubes for adsorbing hydrocarbons in
jet engine exhaust due to their simplicity and suitability for
the species of interest. Charcoal tubes are relatively inexpen-
sive, can be used for relatively short-term sampling (5–10
minutes), and are readily transportable and stored. Following
sampling, the adsorbed hydrocarbons can be extracted using
a solvent (e.g., carbon disulfide) and analyzed via gas chro-
matography–mass spectrometry (GC-MS) or GC–flame ioni-
zation detection (GC-FID). The methods for these tubes
were developed for occupational safety applications and
have reduced application for some compounds and quantita-
tion levels, especially higher polarity compounds. However,
they are appropriate for many occupational exposure com-
pounds that are also found in jet engine exhaust.

In this effort, the potential use of DNPH-coated tubes and
charcoal tubes for sampling and quantitation of speciated
aldehydes and hydrocarbons in jet engine exhaust was inves-
tigated. This included development of a viable methodology
for sampling a known volume of engine exhaust under
relevant conditions, evaluation of the collection and extrac-
tion efficiencies of the two types of tubes, identification of
appropriate analytical techniques following extraction, and
demonstration on a turbine engine platform. While other
researchers have conducted successful HAPs analysis using
canister sampling and other methods, the simplicity of sor-
bent tubes such as these is suitable in terms of HAP

characterization. Charcoal tubes are much less expensive
and easier to transport in the field than canisters.

Experimental Methods

Exhaust gas sampling

Turbine engine gaseous emissions measurements are typi-
cally performed via extractive probe sampling at the engine
exit plane. Samples are transported to analytical instrumenta-
tion using heated lines to prevent condensation of moisture and
condensable hydrocarbons (Corporan, 2010). Major and minor
gaseous emissions (e.g., CO2, CO, NOx, UHCs) are typically
quantified on-line using nondispersive infrared (NDIR), che-
miluminescence, FTIR, and FID instrumentation. FTIR can
provide real-time on-line simultaneous measurement of several
major and minor gaseous emissions, which is also extremely
beneficial for determining steady-state engine operation and
stabilization following engine transients. It is possible to use
FTIR to attempt to monitor and quantify speciated HAPs
emissions, but this can be difficult due to spectral interferences
during measurement (e.g., multiple species absorbing at the
same wavenumber range), making it difficult to fully resolve
and quantify individual species.

For practical purposes, it is desirable to implement techni-
ques for HAPs sampling using existing gas analysis systems. A
basic flow schematic for implementing charcoal and DNPH
tube sampling within a typical sampling system is shown in
Figure 1. In this configuration, the heated transport line is split
to provide a parallel sampling path for transport of raw sample
to the DNPH and charcoal tubes. Total volume of sample gas
through each sample tube can be independently controlled and
quantified using high-precision mass flow controllers and sam-
pling pumps, while specifying the total sampling duration with
constant flow. The total sample duration can be varied to insure
quantifiable total mass of the target HAPs are collected without
exceeding the total adsorption capacity. While not used in this
study, backup DNPH tubes can be used to monitor for

Figure 1. Schematic for implementation of DNPH and charcoal tube sampling
in a gaseous emissions sampling system. Mass flow controllers (MFC) are used
to control rates through the sampling media.
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breakthrough; in this study, short sampling times were used to
reduce breakthrough through a single DNPH tube. Charcoal
tubes have a separate breakthrough region in each tube.
Following sample collection, the tubes can be removed and
stored for subsequent laboratory analysis, and new sampling
tubes can be inserted into the flow path. A parallel bypass
pathway can be implemented to allow for continuous flow of
exhaust through the sample pathway during inactive sampling.
The following subsections describe how this sampling
approach has been used with both DNPH and charcoal tubes.

Aldehyde collection, extraction, and quantitation

Measurement of aldehydes was performed using DNPH tubes
(Supelco LpDNPH H30) via a modified EPA Compendium
Method TO-11A. The method is based on a specific reaction
between the organic carbonyl compounds and DNPH-coated
silica gel in the presence of a strong acid to form a stable hydra-
zone derivative, and provides a time-weighted average (TWA)
measurement. DNPH tubes can adsorb a wide range of aldehyde/
ketone compounds pertinent to turbine engine exhaust, with
representative compounds shown in Table 2. Of the 14 compo-
nents typically measured using the DNPH-coated tubes, only four
are classified as HAPs: formaldehyde, acetaldehyde, acrolein, and
propanal (propionaldehyde).

During exhaust sampling through the DNPH tube, a con-
stant flow rate (between 1 and 2 SLPM) was maintained for a
predetermined amount of time (typically 5–10 minutes). These
parameters were determined to be appropriate for typical alde-
hyde levels in turbine engine exhaust. While it was difficult to
know beforehand how long to collect sample through tubes,
short sampling times were used so that breakthrough was
avoided. No backup tubes were used due to the shorter sam-
pling times. An ozone scrubber (Supelco, 505285) was placed
immediately upstream of the DNPH tube to prevent undesired

reaction of the DNPH and aldehyde derivatives with ozone
(Knighton et al., 2009). Following sample collection, the car-
tridges were removed and capped, placed into aluminum foil
lined bags, and stored at 4ºC prior to posttest laboratory ana-
lysis. Derivatized aldehydes were extracted from the DNPH
tubes using 5 mL acetonitrile (total collected volume). Analysis
of the extracted compounds was performed using an HPLC-
UV technique using the conditions listed in Supplemental
Table 1.

A commercial standard mixture (Supelco 47285) of deriva-
tized aldehydes (0–15 μg/mL) was used to develop a calibra-
tion curve for the HPLC-UV analysis and to determine the
extraction and recovery efficiency for each compound of inter-
est. In the event that a measured species concentration is
greater than 15 μg/mL, the sample is diluted with additional
acetonitrile to be within the calibration range. The correspond-
ing gas-phase concentration of each species (Cx in μg/L) is
determined as

Cx ¼ mx

VT
(1)

where mx is the mass of component x quantified from the
DNPH tube (μg), and VT is the total standard volume of
exhaust gas sampled (L). The mass of each extracted com-
pound is determined by

mx ¼ Ci � VACN � 100%EE
(2)

where Ci is the concentration of compound x from the HPLC-
UV analysis (μg/mL), VACN is the total volume of acetonitrile
recovered during extraction (mL), and EE is the extraction
efficiency (%) for each compound from the DNPH tubes.

Aromatics and C6–C20 hydrocarbons sampling,
extraction, and quantitation

Sampling of aromatic compounds and C6–C20 hydrocarbons
was performed via adsorption with charcoal tubes (Supelco
ORBO 32). The charcoal tubes comply with all NIOSH and
OSHA specifications for tube dimensions, adsorbent quality and
particles size, divider composition, and pore size. Prior to sam-
pling, the tube ends are removed using a tube cutter and the tube is
installed in the sampling system (Figure 1). A constant sample
flow rate (typically 1.0 SLPM) was drawn through the tube for a
predetermined amount of time (typically 5 minutes). Following
sample collection, the tubes are removed and capped, and stored
at 4ºC prior to analysis. Each charcoal sample tube is comprised
of two adsorbent beds separated by a section of urethane foam:
The front bed (100 mg charcoal with glass wool) is used for
primary sample collection while the back bed (50 mg charcoal
and two foam plugs) is used to identify the occurrence of sample
breakthrough. If sample analytes break through the first charcoal
bed and get adsorbed on the foam, they will be counted with the
smaller 50-mg bed. During laboratory analysis, the charcoal tube
is scored and broken, separating each bed, with its glass wool or
foam plug, into a separate GC vial. Extraction is performed

Table 2. Extraction efficiencies (EE) of an aldehyde standard solution, eval-
uated by EPA Method TO-11A

Compound
Extraction

efficiency (EE),%

Relative standard
deviation, % for

EE (n = 4)

Acetaldehyde 95 2.6
Acrolein 59 25
Benzaldehyde 93 2.7
Butyraldehyde 85 9.6
Crotonaldehyde 51 39
Formaldehyde 94 2.1
Hexaldehyde 112 13
Isovaleraldehyde 85 7.5
m-Tolualdehyde 93 2.6
o-Tolualdehyde 93 3.0
p-Tolualdehyde 92 3.4
Propanal 93 3.2
Valeraldehyde 94 2.1
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directly in the vial via addition of 1.0 mL carbon disulfide (CS2)
and manual agitation. An internal standard (n-C20) is added to
each vial prior to GC-MS or GC-FID analysis. Aromatic species
are measured via GC-MS using a characteristic ion for each
specific compound while GC-FID response and retention time is
used to quantify other hydrocarbons. The conditions used during
GC analysis are shown in Supplemental Table 2. The correspond-
ing gas phase concentrations of speciated and total hydrocarbon
emissions is performed using the same methodology described in
eqs 1 and 2.

Results and Discussion

Evaluation of aldehydes in turbine engine exhaust

HPLC-UV analysis. Prior to implementation of DNPH tubes
for sampling of turbine engine exhaust, evaluation of the ana-
lytical accuracy and adsorption/extraction efficiencies was per-
formed. A standard solution of 14 derivatized carbonyl
compounds (15 μg/mL of each), Supelco 47285, was analyzed
using the HPLC-UV method and conditions shown in
Supplemental Table 1. A representative HPLC chromatogram
for analysis under these conditions is shown in Supplemental
Figure 1. As shown, there was good separation and resolution
for most compounds of interest, with the exception of acrolein
and acetone, which coelute. However, the impact of coelution
of these two specific compounds during actual implementation
is minimized since acrolein is typically emitted in turbine
engine exhaust at more than an order of magnitude higher
level than acetone (Federal Aviation Administration, 2009)
(acetone and acrolein were at the same concentration for this
standard sample). Figure 2 displays the linearity of the

calibration curves for the HPLC response versus concentrations
for the aldehydes of interest in this study.

Extraction efficiency of derivatized DNPH compounds. The
extraction efficiency (EE) of derivatized compounds from the
DNPH tubes is required to accurately quantify the mass of each
species adsorbed during exhaust sampling. The extraction effi-
ciencies were determined by injecting known volumes of the
derivatized standard (15 μg/mL) onto DNPH tubes and perform-
ing acetonitrile extraction and quantification. Four measurements
were conducted; the results with relative standard deviations
(RSD) are shown in Table 2. Three important HAPs (formalde-
hyde, acetaldehyde, and propionaldehyde) showed extraction
efficiencies greater than 93% with low standard deviations. Two
specific aldehydes, acrolein and crotonaldehyde, had extraction
efficiencies of 59% and 51%, respectively, with relative standard
deviation (standard deviation/mean [or RSD]) of 25 and 39%.
Attempts to perform additional extraction with acetonitrile
showed negligible improved recovery. The poor results for croto-
naldehyde and acrolein are most likely due to decomposition of
these compounds on the DNPH tubes (Ho et al., 2011; Goelen
et al., 1997) and the inability to separate acrolein from acetone.
This known decomposition of crotonaldehyde and acrolein on
DNPH tubes precludes the use of this method for accurate quan-
titation of these specific compounds in turbine engine exhaust.
Overall, the magnitude and consistency of the EE for the majority
of compounds of interest were good, providing confidence in the
application of the technique for this purpose.

Recovery efficiency from sampling of gas-phase aldehydes. The
potential use of a modified EPA Method TO-11A for turbine
engine exhaust applications was assessed by measuring the over-
all efficiency of transport of HAP species through the sampling
system, adsorption on the DNPH tubes under representative con-
ditions, and solvent extraction for off-line quantitation. The com-
bined transport, collection, and recovery efficiencies were
evaluated using a standard gas mixture containing formaldehyde,
acetaldehyde, and acrolein with concentrations of 6.56, 2.20, and
1.10 ppmv (parts per million volume), respectively, in nitrogen.
Tests were performed using a flow system configured as repre-
sented in Figure 1, with the standard gas mixture introduced at the
inlet of the sampling system. The standard mixture was drawn via
a vacuum pump through heated lines maintained at 150ºC. The
sample was split to provide separate streams for DNPH tube
sampling and on-line measurement using an MKS Multi Gas
2030 FTIR based analyzer. This instrument was operated at a
scanning rate of 1 scan/8 seconds at a spectral resolution of 0.5 cm
−1 and a 5.11-m gas cell. The cell was operated at ambient
pressure with a temperature of 150°C. The FTIR measurement
provided a concurrent formaldehyde measurement and verified a
steady sample flow and exhaust stream concentration. Tube sam-
pling was performed using a constant sample flow rate of 1.0
SLPM with durations of 5, 10, 15, and 20 minutes. The total
sampling time was varied to investigate the effect of tube sample
loading on the measurement accuracy. Concentrations of eachFigure 2. HPLC-UV calibration curves for representative compounds of interest.
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component quantified using HPLC-UV were corrected to equiva-
lent gas phase concentrations using eqs 1 and 2 and the corre-
sponding EE shown in Table 2.

Experimental results are shown in Figure 3. The horizon-
tal lines correspond to the concentration of each species in
the gas standard. For the sample transport system and con-
ditions employed, the DNPH tube method (EPA Method TO-
11A) provided excellent accuracy for recovery and quantita-
tion of both formaldehyde and acetaldehyde, with a larger
uncertainty for acrolein. The average corrected gas-phase
concentrations for the four different sample durations were
6.36 ± 0.12 ppmv for formaldehyde, 2.22 ± 0.05 ppmv for
acetaldehyde, and 1.37 ± 0.46 ppmv for acrolein. Consistent,
accurate values were obtained for sampling with higher total
gas volumes, indicating sufficient adsorption capacity for the
quantity of compounds extracted.

These experiments were conducted to understand the abso-
lute accuracy of the measurement for a known mixture sampled
over a wide range of total volume sampled and mass of
analyte. Sampling up to 20 L of gas with excellent accuracy
and precision for three solutes indicated that breakthrough of
components was not readily occurring. If breakthrough were
occurring, this experiment would have yielded poor or incon-
sistent results, especially in the higher gas volumes sampled.
The 20 L of sample used in this study was 2–4 times more
sample than typically used in this technique, indicating the
high capacity of these sampling tubes.

The formaldehyde measurement from the FTIR was also
consistent over the test duration, but was approximately 20%
higher than the DNPH measurement, with an average concen-
tration of 7.45 ± 0.14 ppmv. The cause of the differences is not
readily known, but could be due to the FTIR calibration or
more likely, interferences with the other compounds in the gas
mixture. On-line FTIR analysis of formaldehyde is an impor-
tant measurement in the field, as it can indicate when back-
ground levels are high or if memory effects are present.

In the case of acrolein, the corrected concentrations were
overestimated for the higher sample volumes and significantly
underestimated for the lowest sample volume. The inaccuracies
are believed to be primarily due to the poor extraction consis-
tency and efficiency for this compound, and also possibly
influenced by degradation on the DNPH tube. In general,
poor extraction efficiency, poor stability, and (generally) low
concentrations of this compound in turbine engine exhaust
make acrolein quantitation inappropriate using this method.

Uncertainty analysis for aldehyde quantitation. Propagation of
error analysis was performed to estimate the measurement
uncertainty for the quantitation of aldehydes using the modified
method TO-11A. The relative errors, shown in Table 3, account
for the respective uncertainties in the total volume of gas
sampled, solvent extraction from the DNPH tube and HPLC
quantitation. In general, the RSD associated with aldehyde
measurement is less than 10%. Limits of detection (LOD)
were estimated using the minimum respective concentration
for which there is a quantifiable HPLC response. This HPLC
response was used for each component to calculate the amount
possible to detect, given a 10 L sample of exhaust emissions.

Overall, the calculated relative errors are consistent with the
aforementioned experiment results from testing using the gas

Figure 3. Comparison of measurement accuracy for DNPH tube sampling of
selected gas-phase compounds with varying total sample gas volume. The
horizontal lines represent the standard gas concentration.

Table 3. Relative errors of aldehyde compounds evaluated by EPA Method
TO-11A and their limits of detection

Compound
Relative standard
deviation (%)

Estimated limits of
detection (LOD),

ppmv**

Acetaldehyde 4.6 0.097
Acrolein NA* NA*
Benzaldehyde 4.6 0.23
Butyraldehyde 10 0.17
Crotonaldehyde NA* NA*
Formaldehyde 4.4 0.071
Hexaldehyde 13 0.11
Isovaleraldehyde 8.5 0.21
m-Tolualdehyde 4.8 0.28
o-Tolualdehyde 5.0 0.30
p-Tolualdehyde 6.1 0.31
Propanal 7.2 0.13
Valeraldehyde 4.2 0.20

Notes: *NA signifies quantitation of analyte not appropriate for this method.
**For LOD, assume a 10-L gas sample.
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standard mixture, shown in Figure 3. The low estimated rela-
tive errors associated with formaldehyde and acetaldehyde are
also consistent with the good experimental agreement between
the measured and known concentrations.

Evaluation of modified NIOSH Method 1501 for
aromatics and C6–C20 hydrocarbon analysis

An initial motivation for using the NIOSH Method 1501
was to quantify individual aromatic compounds in turbine
engine exhaust. In addition to being health hazards and
harmful for the environment (designated as HAPs, such as
benzene), these compounds are of interest due to the poten-
tial role as intermediates in the formation of polycyclic
aromatic hydrocarbons (PAHs), and subsequently soot.
Charcoal has a high affinity for hydrocarbon adsorption,
making it a viable adsorbent for this application. Following
sample collection and extraction with carbon disulfide, quan-
titation of specific aromatics can be performed via GC-MS
using extracted ion analysis. Extracted ion response is neces-
sary due to the presence of partially combusted and
unburned fuel components, which coelute with the aromatic
compounds of interest. For example, Figure 4a shows a gas
chromatogram of hydrocarbons extracted from a charcoal
tube following sampling from a T63 turboshaft engine oper-
ated with JP-8 fuel at idle power. The chromatogram in
Figure 4b represents a standard solution of several mono-
and diaromatic compounds of interest.

An internal standard (n-C20) was added to both solutions
for quantitation. Individual calibration curves are developed
for each species of interest. As shown, there are numerous
hydrocarbon species that are present in the engine exhaust,
with many being residual unburned fuel species. Due to
coelution, it is not feasible to fully speciate and quantify
individual components using a universal detection method
(e.g., FID); however, extracted ion analysis allows for mea-
surement of species with unique ions and is used for

quantitation of aromatics, which are the primary hydrocar-
bon HAPs of interest for this application. No breakthrough
of organics into the second charcoal bed occurred during
these analyses due to the short sampling duration. The short
sampling times may have resulted in less sensitivity for
these compounds than longer times would have allowed.

The presence of unburned fuel constituents in turbine
engine exhaust is noteworthy. It is typically assumed that
UHC emissions are partially oxidized or pyrolyzed products,
and not unreacted fuel constituents, especially for high-effi-
ciency turbine engines. Identification and quantification of
unreacted fuel in turbine engine exhaust demonstrates that
fuel-rich pockets can survive the high pressure and tempera-
ture combustion zone without reaction. Unreacted fuel con-
stituents have been observed in the exhaust of the
aforementioned T63 engine, and during recent testing from
higher-efficiency turbine engines (CFM56 and F117) (Cain
et al., 2013). The measurement and quantitation of the
unreacted fuel make up a relatively simple analysis that
can be performed directly using a flame ionization detector
(FID).

Extraction efficiency from sampling of aromatic HAP com-
pounds. Similar to the DNPH tube methodology, estimation
of the extraction efficiency of aromatic compounds from the
charcoal tubes is required to determine the mass of each spe-
cies adsorbed during sample collection. Efficiencies were
determined by injecting small volumes of a standard solution
of aromatic compounds onto the front bed of the charcoal tubes
using a microliter syringe. Following injection, the front bed
was removed and extracted using the solvent extraction method
described previously. The corresponding extraction efficiencies
were calculated using the ratio of the extracted concentrations
to those obtained for the standard solutions injected directly
into 1.0 mL of carbon disulfide.

The extraction efficiencies, shown in Table 4, were eval-
uated over a wide concentration of aromatic compounds
(1–500 μg). Averages of lower concentrations (1–20 μg) and
higher concentrations (21–500 μg) show that for most com-
pounds, there is a reasonable agreement in extraction effi-
ciency over this wide concentration range. However, styrene
and phenol showed significantly different and inconsistent
extraction efficiencies depending on the concentration range.
At low concentrations, it is more difficult to recover these two
polar compounds. Diaromatics, such as naphthalene and
alkylnaphthalenes, also have lower extraction efficiencies
than alkylbenzenes, likely due to their increased polarity. In
general, compounds present at higher concentrations were
extracted with a slightly better efficiency than when present
at lower concentrations. Highly polar compounds, such as
phenol, have very low extraction efficiencies, indicating that
this methodology is not appropriate for accurate quantitation
of such compounds, even though it may occasionally be
detected.

The RSD for the extraction efficiencies were calculated over
4–6 different concentrations between 1 and 500 μg/mL by

Figure 4. Gas chromatographic analysis of a charcoal tube sampled from a
previous test on a T63-A-700 turboshaft engine operating at idle power (a) and
a standard solution of several aromatic compounds (b).
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comparing spiked tube samples to spiked solvent samples;
these show excellent consistency for mono-aromatic com-
pounds. Averages for EE are shown in Table 4 for two ranges
(1–20 and 20–500 μg). Diaromatics have relatively low extrac-
tion efficiencies (29–45% for the 1–20 μg range) with extrac-
tion efficiency RSD of 25–34%. These allow reasonable
estimation of the emission levels of these types of compounds,
but with a high uncertainty interval.

Based on previously reported emission inventories (Spicer
et al., 2009), it is expected that exhaust gas concentrations for
several engines of interest should be on the order of 0–2 μg/L
gas sampled for individual alkyl aromatics and 0–0.5 μg /L gas
sampled for naphthalene. For expected sampling durations (5–
10 minutes) and flow rates (1 liter per minute) used with this
technique, it is anticipated that the mass range of approxi-
mately 1–20 μg of each compound will be adsorbed during
sampling.

Relative errors for aromatic HAP analysis. Propagation of
error analysis was performed for the measurement of aro-
matic species via the NIOSH 1501 method, assuming a total
adsorbed mass of 0–20 μg. Table 5 lists the calculated
relative error of each compound under sample conditions
of 1 SLPM for 10 minutes. In this propagation of error
analysis, the replicate (n = 3) analyses of a 5 μg spike of
a standard solution on a charcoal tube were used to estimate
the standard deviation of the extraction and analysis.

Limits of detection were calculated using the lowest con-
centration of the standard solution. A 1-μL spike of this
mixture provided some minimally detectable responses,
from which were calculated concentrations, adjusted using
blank correction and EE for each compound. There were two
compounds that were not well quantified using this method,
styrene and phenol. Low extraction efficiencies (shown in
Table 4) are the primary reason for not including limits of
detection.

Demonstration of DNPH and charcoal tube sampling
methodologies during sampling from a turboshaft
engine

Demonstration of the two modified methods was performed
during measurement of turbine engine exhaust from a T63-A-
700 turboshaft engine housed in the Engine Environment
Research Facility at Wright-Patterson Air Force Base. This
engine has been used to investigate the effect of fuel chemical
and physical properties, additives, and engine power setting on
gaseous and PM emissions; details on the engine are provided
elsewhere (Corporan et al., 2005, 2009; Wilson et al., 2013).
During this effort, the engine was operated at several power

Table 4. Extraction efficiencies of select aromatic compounds from charcoal tubes

Compound
Extraction efficiency

(EE), 1—20 μg
Relative standard

deviation, %, 1–20 μg
Extraction efficiency
(EE), 20–500μg

Relative standard
deviation, %, 20–500 μg

Benzene 98 4.8 99 0.9
Toluene 96 7.1 100 0.6
Ethylbenzene 97 6.6 100 0.3
m,p-Xylene 96 7.8 99 1.3
Styrene 38 65 74 29
o-Xylene 88 14 **ND **ND
Isopropylbenzene 94 12 **ND **ND
Phenol 1 180 8.0 96
Naphthalene 29 33 49 24
Naphthalene, 2-methyl 35 20 51 24
Naphthalene, 1,
3-dimethyl*

48 21 59 13

Notes: *Not a regulated HAP. **ND indicates the extraction efficiency of this compound was not determined.

Table 5. Relative errors of selected HAPs from charcoal tubes and their limits
of detection

Compound Relative error (%)
Limit of detection
(μg/L gas)**

Benzene 8.1 0.16
Toluene 11.4 0.14
Ethylbenzene 11.3 0.12
m,p-Xylene 12.1 0.12
Styrene NA* NA*
o-Xylene 16.8 0.12
Isopropylbenzene 15.7 0.12
Phenol NA* NA*
Naphthalene 10.9 0.15
Naphthalene,
2-methyl

11.0 0.12

Naphthalene,
1,3-dimethyl***

17.5 0.079

Notes: *Not appropriate analytes for this method.
**For LoD, assume a 10-L gas sample.
***Not classified as a HAP.
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settings, 3% (idle) and 30% and 85% (cruise) of maximum
rated power, with a specification-quality, conventional JP-8
fuel. Results reported here are for the engine operated at idle
and 30% power.

Exhaust measurements were performed using a sampling
system consistent with the flow schematic shown in Figure 1.
Raw engine exhaust was extracted at the engine exit plane
using an open bore probe (1.19 mm orifice diameter) installed
parallel to the exhaust flow. The sample was transported
through 25 m of 7.75-mm internal diameter stainless-steel
heated lines maintained at 150ºC to prevent condensation of
moisture and hydrocarbons. For HAPs sampling, the gas sam-
ple was split and connected to a manifold assembly. In addition
to tube sampling, real-time FTIR (formaldehyde response)
measurements were performed.

Comparisons of speciated aldehyde and aromatic measure-
ments for several separate test cycles for the idle and 30%
power settings are shown in Figures 5 and 6, respectively. As
expected, the absolute emissions of these compounds are high-
est at the lower power setting, and decrease significantly with
increasing power setting due to higher combustion efficiencies.
The levels of compounds emitted at the two higher power
conditions were below the lower detection limit of the respec-
tive methods. In Figure 5, the average aldehyde concentrations
for the three test cycles, conducted over a 3-day period, are
shown for the engine operated at idle and intermediate (30%)
power. The relative standard deviation (RSD) based on n = 6
samples taken at idle and n = 4 samples at 30% power over the
3-day test period are below 18% for formaldehyde and acet-
aldehyde. The data variation is believed to be mostly due to
variation in engine operation over three separate days. All other
aldehyde compounds of interest were below the lower

detection limit of the method. It is possible to quantify these
other aldehyde species by increasing the total volume of
exhaust sampled.

Because acrolein degrades on the tube and extraction effi-
ciencies are poor, quantitation levels for these engine tests are
not reported. However, acrolein was detected at idle power
conditions and was below detectable levels at 30% power.
Poor extraction efficiencies did not allow acrolein to be accu-
rately and confidently quantified.

The HAPs measured using charcoal tubes are shown in
Figure 6. Benzene levels over the three days of test cycles
show an RSD of 16% for the idle condition; in contrast, the
RSD for the method using standard solutions (Table 5) was less
than 10%, indicating that the engine variability contributes to
the measurement uncertainty. As observed in Figure 6, aro-
matic compounds were present in the exhaust in significant
concentrations at low engine power. These compounds can be
emitted directly as unburned fuel constituents, in addition to
being produced during combustion. Monoaromatic compounds
were emitted at the highest concentrations, while diaromatics
such as naphthalene and alkyl naphthalenes were observed at
lower, but measurable, levels. These results agree in general
with those of Spicer (Spicer et al., 1994), which are reported in
an emission index format (mg/kg fuel). Like acrolein, styrene
and phenol are both detected under idle conditions, but because
of poor extraction efficiencies, their concentrations could not
be reported accurately. Their detection implies that their actual
concentration in the engine exhaust is likely higher than the
amount detected (about 4 μg/L gas sampled).

Figure 5. Aldehydes from T63 engine at two conditions, idle and 30% power.
The sampling was conducted over three consecutive days at each condition;
error bars represent 2 standard deviations, calculated using mean extraction
efficiencies from Table 2.

Figure 6. T63 HAP emissions captured by charcoal tubes and measured by
GC-MS at idle and 30% conditions. The sampling was conducted over three
consecutive days at each condition; error bars represent 2 standard deviations,
calculated using mean extraction efficiencies from Table 4.
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The error bars shown in Figure 6 indicate one standard
deviation from the mean for the measurements of hydrocarbon
at idle (n = 6) and 30% (n = 4) engine power for the T63 over 3
consecutive days. The major components of those measured
using charcoal tubes (benzene and toluene) have approximately
half the RSD for idle measurements as for the 30% power
setting. Like the aldehyde measurements, it is suspected that
much of the deviation present in the measurements was likely
due to the operation of the engine over a period of 3 days. Like
acrolein, styrene and phenol are not well quantified using this
method, as explained earlier. However, styrene was formed at
detectable levels during idle combustion.

It was difficult to compare emissions levels with literature
data (Spicer, 2009; Kinsey, 2009) because the aircraft engines
and operating conditions were different. However, at low
power conditions (idle) the benzene concentration determined
during this study was lower than that reported by the other two
studies: emissions index of 0.4 mg/kg fuel as compared to 9.25
mg/kg fuel (Spicer, 2009) or 32.4 mg/kg fuel (Kinsey, 2009).
The T63, a helicopter engine, is very different than the engines
from the F-15 or C-130 used in the two studies as it is older,
and T63 testing was conducted on the engine in a laboratory,
not while the engine was on the wing of an operational aircraft.

This technique could have been improved by sampling a
higher volume of gaseous emission, either by increasing the
flow rate through each tube, or sampling for longer times.
However, the pressures of keeping short sampling times to reduce
engine time-at-condition (especially in the field) were significant
and larger samples from higher flow rates increased the amount of
water coating the sorbents, as well as concerns about break-
through. The conditions and methods chosen represented a rea-
sonable, simple, and inexpensive way to obtain the aldehyde and
hydrocarbon data. While methods of canister sampling have
advantages in measuring polar hydrocarbons (which are not
well measured in sorbent tubes), the simplicity and economy of
sorbent tubes provide a reasonable alternative for many labs.

Conclusion and Recommendations

Two established methods, EPA Method TO-11A and
NIOSH Method 1501, typically used for the sampling and
analyses of hydrocarbon pollutants in ambient air monitor-
ing, were evaluated for the potential to quantify HAP emis-
sions in turbine engine aircraft exhaust. Results show that
the EPA Method TO-11A (DNPH tubes) is suitable for
measuring speciated aldehydes for the expected concentra-
tion ranges, except for acrolein and crotonaldehyde, which
decompose following adsorption. Among the aldehydes, for-
maldehyde and acetaldehyde are well measured by this tech-
nique, as validated using gas-phase standards. This result is
promising, as these two species have been reported to be
present at high concentrations in turbine engine exhaust.
Real-time monitoring of selected aldehydes, which can be
performed using FTIR in conjunction with DNPH sampling,
can provide an effective approach to verify the stability of
engine operation and transfer line background before con-
ducting composite DNPH tube sampling.

NIOSH Method 1501 (charcoal tubes) offers an effective
technique for sampling and measuring organic volatiles in
engine exhaust. A wide range of unburned hydrocarbons,
including unreacted jet fuel and single-ring aromatics, can be
characterized with a reasonable degree of accuracy using this
methodology. Higher molecular weight hydrocarbon com-
pounds (e.g., naphthalene) have lower extraction efficiencies
than monoaromatics; however, the consistent extraction effi-
ciencies provide the potential for accurately quantifying these
types of species in engine exhaust. This method has limitations
with regard to polar species such as phenol and styrene due to
poor extraction from the charcoal matrix. Efforts are underway
to characterize the sampling and solvent extraction efficiency
of unburned fuel onto charcoal tubes, which will allow correla-
tion to total UHC concentrations using a standard on-line FID.

Acknowledgment

The authors acknowledge the efforts of Joe Mantz (UDRI)
for his support of experimental setup and testing, and Matt
Wagner and Dean Brigalli of (AFRL/RQTM) for their techni-
cal support and operation of the T63 engine.

Funding

The efforts of UDRI were sponsored by the Air Force
Research Laboratory under Cooperative Research Agreement
FA8650-10-2-2934. The views and conclusions contained herein
are those of the authors and should not be interpreted as necessa-
rily representing the official policies or endorsements, either
expressed or implied, of the Air Force Research Laboratory or
the U.S. government.

Supplemental Materials

Supplemental data for this article can be accessed at http://
dx.doi.org/10.1080/10962247.2014.991855.

References
Anderson, B.E., G. Chen, and D.R. Blake. 2006. Hydrocarbon emissions from

a modern commercial airliner. Atmos. Environ. 40:3601–12. doi:10.1016/j.
atmosenv.2005.09.072

Cain, J., M.J. DeWitt, D. Blunck, D, Corporan, E., R.C. Striebich, D. Anneken,
C. Klingshirn, W.M. Roquemore, and R. Vander Wal. 2013.
Characterization of gaseous and particulate emissions from a turboshaft
engine burning conventional, alternative, and surrogate fuels. Energy
Fuels 27: 2290–302. doi:10.1021/ef400009c

Corporan, E., R. Reich, O. Monroig, M. J. DeWitt, V. Larson, T. Aulich, M.
Mann, and W. Seames. 2005. Pollutant emissions of a JP-8-fueled turbine
engine. J. Air Waste Manage. Assoc. 55(7): 940−49. doi:10.1080/
10473289.2005.10464680

Corporan, E., M.J. DeWitt, C.D. Klingshirn, R. Striebich, and M.-D. Cheng. 2010.
Emissions characteristics of military helicopter engines with JP-8 and Fischer–
Tropsch fuels, J. Propulsion Power 26:317–24. doi:10.2514/1.43928

Corporan, E., T. Edwards, L. Shafer, M.J. DeWitt, C. Klingshirn, S. Zabarnick,
Z. West, R. Striebich, J. Graham, and J. Klein. 2011. Chemical, thermal
stability, seal swell, and emissions studies of alternative jet fuels. Energy
Fuels, 25:955–66. doi:10.1021/ef101520v

Anneken et al. / Journal of the Air & Waste Management Association 65 (2015) 336–346 345

D
ow

nl
oa

de
d 

by
 [R

ic
ha

rd
 S

tri
eb

ic
h]

 a
t 1

0:
34

 2
7 

Fe
br

ua
ry

 2
01

5 

306 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



Defense Logistics Agency. 2010. Petroleum Quality Information System
(PQIS) annual report (2010). Fort Belvoir, VA. http://www.energy.dla.mil

Federal Aviation Administration, 2005. Primer on emissions from aircraft engines.
http://www.faa.gov/regulations_policies/policy_guidance/envir_policy/
media/aeprimer.pdf

Goelen, E., M. Lambrechts, and F. Geyskens. 1997. Sampling intercomparisons
for aldehydes in simulated workplace air. Analyst 122:411–19. doi:10.1039/
a607047g

Ho, S.S.H., K.F. Ho, W.D Liu, S.C. Lee, W.T. Dai, J.J. Cao, and H.S.S Ip.
2011. Unsuitability of using the DNPH-coated solid sorbent cartridge for
determination of airborne unsaturated carbonyls. Atmos. Environ. 45:
261–65. doi:10.1016/j.atmosenv.2010.09.042

Kinsey, J.S. 2009. Characterization of emissions from commercial aircraft
engines during the Aircraft Particle Emissions eXperiment (APEX) 1
to 3. EPA-600/R-09/130. http://nepis.epa.gov/Adobe/PDF/P1005KRK.pdf

Kline, S.J., and F.A. McClintock. 1953. Describing uncertainties in single-
sample experiments. Mech. Eng. 75:3–8.

Knighton, W.B., S.C. Herndon, and R.C Miake-Lye. 2009. Aircraft engine spe-
ciated organic gases: speciation of unburned organic gases in aircraft exhaust.
EPA-420-R-09-902. http://www.epa.gov/nonroad/aviation/420r09901

Kurniawan, J.S., and S. Khard. 2011. Comparison of methodologies estimating
emissions of aircraft pollutants, environmental impact assessment around air-
ports. Environ. Impact Assess. Rev. 31:240–52. doi:10.1016/j.eiar.2010.09.001

National Institute for Occupational Safety and Health. 2003. Method 1501.
NIOSH Manual of Analytical Methods, 4th ed. http://www.cdc.gov/niosh/
docs/2003-154/pdfs/1501.pdf

Spicer, C.W., M.W Holdren, R.M. Riggin, and T.F. Lyon. 1994. Chemical
composition and photochemical reactivity of exhaust from aircraft turbine
engines. Ann. Geophys. 12(10/11): 944−55. doi:10.1007/s005850050116

Spicer, C.W., M.W. Holdren, K.A. Cowen, J.D. Joseph, J. Satola, B. Goodwin,
H. Mayfield, A. Laskin, L. Alexander, J.V. Ortega, M. Newburn,
R. Kagann, and R. Hashmonay. 2009. Rapid measurement of emissions
from military aircraft turbine engines by downstream extractive sampling of
aircraft on the ground: Results for C-130 and F-15 aircraft. Atmos. Environ.
43:2612–22. doi:10.1016/j.atmosenv.2009.09.034

URS Corporation. 2003. Select resources materials and annotated bibliography
on the topic of hazardous air pollutants (HAPs) associated with aircraft,
airports and aviation. DTFA 01-00-Y-01002. http://www.epa.gov/nscep/
index.html.

U.S. Environmental Protection Agency. 1990. Hazardous air pollutants list.
http://www.epa.gov/ttnatw01/orig189.html

U.S. Environmental Protection Agency. 1999a. Evaluation of air pollutant
emissions from subsonic aircraft. EPA 420-R-99-013. http://www.epa.gov/
oms/regs/nonroad/aviation /r99013.pdf

U.S. Environmental Protection Agency. 1999b. Compendium Method TO-11a
(1999). EPA/625/R-96/010b. http://www.epa.gov/ttnamti1/files/ambient/airtox/
to-11ar.pdf

U.S. Environmental Protection Agency. 2007. Plain English guide to the Clean
Air Act. Publication EPA-456/K-07-001, Office of Air Quality. http://www.
epa.gov/airquality/peg_caa/pdfs/peg.pdf

U.S. Environmental Protection Agency. 2009. Recommended best practice for
quantifying speciated organic gas emissions from aircraft equipped with
turbofan, turbojet and turboprop engines. Federal Aviation Administration,
U.S. EPA. www.epa.gov/nonroad/aviation/420r09901.pdf

Wilson, G.R., J.T. Edwards, E. Corporan, and R.L. Freerks. 2013. Certification
of alternative aviation fuels and blend components Energy Fuels 27:
962–66. doi:10.1021/ef301888b

About the Authors
David Anneken and Christopher Klingshirn are research engineers, Richard
Striebich is a senior research engineer, and Matthew J. DeWitt is a distin-
guished senior research engineer at the University of Dayton Research Institute
(UDRI), Dayton, OH, USA.

Edwin Corporan is a senior research engineer at the Air Force Research
Laboratory at Wright-Patterson Air Force Base, Dayton, OH, USA.

346 Anneken et al. / Journal of the Air & Waste Management Association 65 (2015) 336–346

D
ow

nl
oa

de
d 

by
 [R

ic
ha

rd
 S

tri
eb

ic
h]

 a
t 1

0:
34

 2
7 

Fe
br

ua
ry

 2
01

5 

307 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



Appendix W. Effect of Centrifugal Force on Turbulent Premixed Flames

308 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



Alejandro M. Briones1
Mem. ASME

University of Dayton Research Institute,

300 College Park,

Dayton, OH 45469

e-mail: alejandro.briones.1.ctr@us.af.mil

Balu Sekar
AFRL/RQTC, Wright-Patterson AFB,

Dayton, OH 45433

Timothy Erdmann
Innovative Scientific Solutions, Inc.,

Dayton, OH 45459

e-mail: timothy.erdmann.3.ctr@us.af.mil

Effect of Centrifugal Force
on Turbulent Premixed Flames
The effect of centrifugal force on flame propagation velocity of stoichiometric propane–,
kerosene–, and n-octane–air turbulent premixed flames was numerically examined. The
quasi-turbulent numerical model was set in an unsteady two-dimensional (2D) geometry
with finite length in the transverse and streamwise directions but with infinite length in
the spanwise direction. There was relatively good comparison between literature-
reported measurements and predictions of propane–air flame propagation velocity as a
function of centrifugal force. It was found that for all mixtures the flame propagation ve-
locity increases with centrifugal force. It reaches a maximum, then falls off rapidly with
further increases in centrifugal force. The results of this numerical study suggest that
there are no distinct differences among the three mixtures in terms of the trends seen of
the effect of centrifugal force on the flame propagation velocity. There are, however,
quantitative differences. The numerical model is set in a noninertial, rotating reference
frame. This rotation imposes a radially outward (centrifugal) force. The ignited mixture
at one end of the tube raises the temperature and its heat release tends to laminarize the
flow. The attained density difference combined with the direction of the centrifugal force
promotes Rayleigh–Taylor instability. This instability with thermal expansion and turbu-
lent flame speed constitute the flame propagation mechanism towards the other tube end.
A wave is also generated from the ignition zone but propagates faster than the flame.
During propagation the flame interacts with eddies that wrinkle and/or corrugate the
flame. The flame front wrinkles interact with streamtubes that enhance Landau–Darrieus
(hydrodynamic) instability, giving rise to a corrugated flame. Under strong stretch condi-
tions the stabilizing equidiffusive-curvature mechanism fails and the flame front breaks
up, allowing inflow of unburned mixture into the flame. This phenomenon slows down the
flame temporarily and then the flame speeds up faster than before. However, if corruga-
tion is large and the inflow of unburned mixture into the flame is excessive, the latter
locally quenches and slows down the flame. This occurs when the centrifugal force is
large, tending to blowout the flame. The wave in the tube interacts continuously with the
flame through baroclinic torques at the flame front that further enhances the above men-
tioned flame–eddy interactions. Only at low centrifugal forces, the wave intermingles sev-
eral times with the flame before the averaged flame propagation velocity is determined.
The centrifugal force does not substantially increase the turbulent flame speed as com-
mented by previous experimental investigations. The results also suggest that an ultra-
compact combustor (UCC) with high-g cavity (HGC) will be limited to centrifugal force
levels in the 2000–3000 g range. [DOI: 10.1115/1.4028057]

Introduction

There is a need to develop advanced combustors for aircraft gas
turbine engines with improved thrust-to-weight ratio and gaseous
emissions, and lower pressure losses and specific fuel consump-
tion. Such combustors would have to be able to preserve low
maintenance cost and high durability. In order to accomplish this
goal, it is necessary to reduce the size of the combustors. Every
inch of a combustor length reduction translates to about 200 lbs.
in weight savings (this is highly dependent on the engine size and
type) [1]. Reductions in engine length and weight favorably
impact engine thrust to weight ratio and fuel burn performance. A
shorter length and smaller volume equates to a shorter residence
time compared to conventional combustors. Since gaseous emis-
sions such as NOx tend to form in long residence time regions at
elevated temperature, this is an advantage because these emissions

would have less time to form within the combustor. However, a
shorter combustor imposes some difficult challenges to overcome.
All the fuel would have to mix with the combustor air and com-
pletely react in a shorter distance. Therefore, faster mixing of fuel
with air and reactants with products as well as increased turbulent
flame speeds must occur. This phenomenon could potentially lead
to an increase in pressure losses in order to enhance mixing. To
mitigate these increased pressure losses and further reduce engine
length, the advanced UCC integrates the turbine inlet guide vanes
(IGVs) within the combustor.

There are two general concepts of the UCC, viz., HGC and
trapped-vortex combustor (TVC). Both concepts incorporate a cir-
cumferential cavity that is recessed from the mainstream flow.
Liquid fuel spray and hot air are injected in this circumferential
cavity where fuel evaporates and burns in a fuel-rich primary
zone. Low pressure wakes transport the products, unburned fuel
and intermediate species from the cavity to the mainstream flow
to complete burning in a secondary zone at fuel-lean equivalence
ratios. The reacted mixture then flows through the IGVs, which
act as a nozzle to increase the Mach number and swirl angle for
entry into the high pressure turbine rotor stage for power extrac-
tion. The HGC and TVC differ primarily in the manner in which
fuel and air are injected in the recessed cavity, as illustrated in
Fig. 1. For the UCC–TVC concept, air is axially injected into
the cavity in nonaligned opposite directions, leading to a
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cavity-stabilized flame vortex with its axis tangentially aligned to
the circumference of the combustor. Therefore, there is no
actively forced bulk swirl flow in this concept. On the other hand,
the UCC–HGC cavity air is injected inwards along the outer wall
of the recessed cavity at an angle to the tangent of the cavity outer
wall surface, leading to a bulk circumferential flow within the cav-
ity around the combustor annulus. This bulk swirl in the cavity
generates a high centrifugal force that acts as a buoyant-like force.
It impulses the hot, lower-density reacted gases in the recessed
cavity radially inwards, while pushing the colder, higher-density
nonreacted gases radially outward. This allows for a shorter flame
that oxidizes fuel at a “bubble” flame speed [2–4] faster than its
corresponding fuel–air turbulent flame speed.

The concept of the HGC was conceived from the experiments
of Lewis in the 1970s. Lewis et al. [2–4] used a cylindrical tube
that was filled with a premixed mixture of fuel and air. Propane
and hydrogen were used in these experiments. Like a propeller,
the tube was rotated about its center, and once it had reached its
intended rotational speed, an igniter positioned at one end of the
tube sparked a flame in the fuel–air mixture. The centrifugal force
induced Rayleigh–Taylor instability by negatively stratifying the
mixture density in the direction of this force. Therefore, the cen-
trifugal force is measured in factors of the Earth’s gravitational
acceleration. Depending on the calculated g-load, the flame propa-
gated toward the other end of the tube at a flame propagation ve-
locity2 equal or greater than the mixture’s corresponding turbulent
flame speed. They claimed that at low centrifugal forces (less than
500 g) there was no effect on the propane–air flame propagation
velocity. However, when the centrifugal force was increased sub-
stantially above 500 g, they claimed that the turbulent flame speed
increased by up to a factor of four. They reasoned that the flame
propagated at a “bubble” velocity that exceeded its corresponding
turbulent flame speed. The sensitivity of the flame speed of hydro-
gen to g-loads was impacted by the equivalence ratio of the mix-
ture. The flame speed of stoichiometric hydrogen–air was
independent of g-load whereas that of leaner premixed hydrogen–
air showed sensitivity to g-load similar to stoichiometric propane–
air premixed flames. It was stated that at very high centrifugal
forces of nearly 3500 g the “bubble” velocity peaked and then
began to decrease abruptly until the flame extinguished due to
very high stretch rates.

For fuel jets such as JP-8 and S-8 that can be used in
UCC–HGCs, it is critical to define the stability limits. Besides
being expensive and laborious, such experiments are extremely
complex because it would require the fuel to be prevaporized.
This could auto-ignite the mixture and jeopardize the measure-
ments. Therefore, computational fluid dynamics can be used to

investigate the problem at hand. Katta et al. [5] have previously
investigated this problem. They simulated Lewis experiments by
imposing a body force in the momentum equation parallel to the
flow mainstream motion. However, their simulations also differ
from those of Lewis et al. [2–4] because the tube was opened at
one end. This did not allow for pressure rise that actually occurred
in the experiments. However, the results compared well with
Lewis experiments. In addition, Katta et al. [6] conducted a 2D
simulation where they imposed high-g forces in a JP-8 fuel-rich
recessed cavity for a UCC application. They found that the high-g
forces had nearly negligible effect on their 2D numerical results.
The unexpected result could have been due to the simplicity of the
numerical model, which lacks a mainstream crossflow integral to
the UCC–HGC design.

In order to shed light into this controversy, we numerically
investigate the effect of centrifugal forces on the turbulent flame
speed of propane–air, kerosene–air, and octane–air premixed
flames by modeling a rotating cylindrical tube similar to that used
in Lewis experiments. The numerical studies were first conducted
using stoichiometric propane–air mixture for direct comparisons
with the data available from Lewis experiments. In addition, pro-
pane is a major byproduct of natural gas, which constitutes a fossil
fuel. Kerosene is used because JP-8 is a kerosene-based fuel,
which is in turn derived from petroleum. According to Gokulak-
rishnan et al. [7], the atomic hydrogen mass percentage and the H/
C atomic ratio of S-8 [7] is greater than that of JP-8. The latter,
however, exhibits greater molecular weight than that of S-8. The
alkane compounds concentration of S-8 is almost twice that of JP-
8. For these reasons we use n-octane as our surrogate for S-8. Oc-
tane has lower molecular weight with greater hydrogen concentra-
tion and H/C atomic ratio than kerosene. Therefore, propane and
kerosene represent the conventional fuels, whereas octane
represents the alternative fuel.

The purpose of this investigation is to provide feedback to the
UCC–HGC designers on how much centrifugal force will lead to
improved turbulent flame speed as well as identifying the maxi-
mum centrifugal force level that could lead to blowout due to high
stretch rates. Therefore, we use transient 2D scale-adaptive simu-
lations (SAS) with global reaction model for conventional and al-
ternative fuel premixed flame propagation in a rotating tube with
a rectangular cross-sectional area. A 2D geometry is used instead
of an axisymmetric geometry because the latter would demand
two axes (one for the axis of symmetry and one for the axis of
rotation), which is not possible in the current FLUENT software [8].
However, the major differences between the 2D planar and axi-
symmetric geometries are the centrifugal and Coriolis forces with
respect to the axis of symmetry that explicitly appear in the latter.
However, because there is no swirl with respect to the axis of
symmetry in the current model, both forces are zero. Very impor-
tantly, there is another nonzero centrifugal force that is caused by
rotation. Now, the only other term in an axisymmetric geometry
that is not zero is the tangential shear stress on the tangential

Fig. 1 Schematics of the (a) TVC and (b) HGC concepts. The IGVs are not shown.

2Flame propagation velocity is the observed flame velocity from a reference
frame rotating in the same direction and angular speed as the tube, which is also
located at the axis of rotation. In other words, flame propagation velocity is the
summation of the local flow velocity and the turbulent flame speed.
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plane. In the absence of swirl, its value is proportional to the prod-
uct of the effective viscosity times the radial velocity divided by
the radius. Because most of the flame propagates along the rotat-
ing tube, this shear stress would have a minor effect on the results.
The reason for using global chemical mechanisms is to capture
the laminar flame speed without having to solve for detailed
chemistry that would be otherwise computationally expensive.
The fuel–air mixture is spark ignited at one end of the rotating
tube. The rotation of the tube (i.e., centrifugal force) with the neg-
atively stratified density will induce Rayleigh–Taylor instability.
The high-g loads will force unburned mixture radially outward
while forcing burned mixture radially inward. This information
will be critical for the UCC–HGC designers to determine the size
of the circumferential cavity, and the number, the alignment, and
the angle of the radial air jets.

Physical–Numerical Procedure

The commercial code FLUENT [8] has been utilized for the simu-
lations presented here. Details of species transport equations with
global reaction mechanisms are presented here such as gas-phase
formulation, geometries, initial and boundary conditions, reaction
mechanism, and computations.

Governing Equations and Discretization. The unsteady 2D
governing equations of continuity, momentum, turbulence, and
species transport are solved using the PISO segregated pressure-
based solver of FLUENT [8]. Turbulence is modeled using the SAS
governing equations. Standard-wall functions [9] are used to
determine the near wall flow velocity. The numerical model is
second-order accurate in space [10], but first-order accurate in
time. The gradients and derivatives of the governing equations are
computed using the least-square cell-based gradient [11], which is
second-order spatially accurate. The governing equations in dif-
ferential notation with absolute velocity formulation can be repre-
sented in general form as follows:

@ �qUð Þ
@t
þ @ �q ~u� /yð ÞUð Þ

@x
þ @ �q ~vþ /xð ÞUð Þ

@y

¼ @

@x
CU @U

@x

� �
þ @

@y
CU @U

@y

� �
þ SU (1)

Depending on the value of U, this equation represents the conti-
nuity, momentum, turbulent kinetic energy, specific dissipation
rate, species transport equations, and enthalpy, as shown in Ta-
ble 1. This table also describes the transport coefficient CU and
the source term SU for each equation. The Reynolds stresses in the
momentum equations are related to the mean velocity gradients
through the Boussinesq hypothesis [12]. The turbulent kinetic
energy and specific dissipation rate Prandtl numbers are rk¼ 1.0
and rx¼ 1.2 [8], respectively. The turbulent Schmidt numbers (rt
and Sct) are, respectively, 0.85 and 0.7 [8]. The ideal gas equation
is dependent on both pressure and temperature. The thermodynamic
and transport properties of the mixtures are both temperature- and
species-dependent.

Boundary and Initial Conditions. The geometry is repre-
sented by adiabatic, impermeable wall boundary conditions, and a
symmetric boundary. The axis of rotation is at the center of the
tube on the symmetric plane and points out of the page. Figure 2
presents the computational domain and boundary conditions. The
operating pressure of the cylindrical tube is 101,325 Pa. The fuel–
air mixture is homogeneously distributed inside the tube at 300K.
All mixtures are at stoichiometric conditions because this data is
ready available. In addition, this condition is chosen because it
reduces thermal-diffusive instabilities that arise due to nonequidif-
fusive and curvature effects (i.e., there is negligible cellular insta-
bility). Moreover, stoichiometric mixtures increase their flame
speeds and decrease their flame thicknesses, which, in turn,
enhances the equidiffusive (Le¼ 1) and curvature stabilizing
mechanism [13]. In other words, stoichiometric mixtures are eas-
ier to examine.

The initial and boundary conditions are as follows:

Initial conditions

~YCaHb
¼ 1 �MWCaHb

1 �MWCaHb
þ aþ b

4

� �
�MWO2

þ3:76 aþ b

4

� �
�MWN2

0
BB@

1
CCA

Table 1 Variables, transport coefficients, and source terms appearing in the governing equation

Equations U CU SU

Continuity 1 0

Favre mean
streamwise
momentum

~u lþ lt � @�p

@x
þ �q~v/þ @

@x
lþ ltð Þ @~u
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� �
þ @
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� �
þ 2lt

@~u

@x
� 2

3
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@~u

@x
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@y
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@y
þ @~v

@x

� �
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momentum
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@y
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� �
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@~v
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qk þ lt

@~u

@x
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@y
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@y
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Turbulent
kinetic energy
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@x
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@y
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þ 1

2

@~u

@y
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� �2
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dissipation
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axlt
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Species transport ~Yi qDim þ lt
Sct

Ri

Sensible enthalpy ~h kþ cplt
Prt
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@

@x
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Prt
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XNs

i¼1
Le�1i � 1
� �

~hi
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~YO2
¼

aþ b

4

� �
�MWO2

1 �MWCaHb
þ aþ b

4

� �
�MWO2

þ3:76 � aþ b

4

� �
�MWN2

0
BB@

1
CCA

~YN2
¼ 0:0

~u ¼ ~v ¼ ~h ¼ ~YCO2
¼ ~YH2O ¼ ~YCO ¼ 0

k ¼ 10 m2=s2 ðwhole domainÞ
x ¼ 1=s whole domainð Þ

Ig ¼ 300 J in a 1 cm� 3:35 cm area adjacent to the left end for tig

¼ 100ls

Wall boundary condition

~u ¼ ~v ¼ k ¼ x ¼ ~h ¼ ~Yi ¼ 0

Symmetric boundary condition

@~u

@y
¼ ~v ¼ @k

@y
¼ @x

@y
¼ @ ~H

@y
¼ @ ~Yi

@y
¼ 0

Global Reaction Mechanisms. Three global reaction mecha-
nisms are used for propane–air [14], kerosene–air [8,14], and octane–
air [14] combustion, respectively. These mechanisms are now
discussed.

Propane–air global reaction mechanism

C3H8 þ 3:5 O2 þ 3:76N2ð Þ ! 3COþ 4H2Oþ 18:8N2

k1 ¼ 5:62� 109exp
1:256� 108

8345T

� �
C3H8½ 	0:1 O2½ 	1:65

COþ 0:5O2 $ CO2

k2f ¼ 2:239� 1012exp
1:7� 108

8345T

� �
CO½ 	 O2½ 	0:25 H2O½ 	0:5

k2b ¼ 5:0� 108exp
1:7� 108

8345T

� �
CO2½ 	

Kerosene–air global reaction mechanism

C12H23 þ 17:75 O2 þ 3:76N2ð Þ ! 12CO2 þ 11:5H2Oþ 66:74N2

k1 ¼ 2:587� 109exp
1:256� 108

8345T

� �
C12H23½ 	0:25 O2½ 	1:5

Normal octane–air global reaction mechanism

C8H18 þ 12:5 O2 þ 3:76N2ð Þ ! 8CO2 þ 4H2Oþ 47N2

k1 ¼ 2:587� 109exp
1:256� 108

8345T

� �
C8H18½ 	0:25 O2½ 	1:5

The units of the above Arrhenius parameters are in Joules, kilo-
moles, meters, seconds, and Kelvin. For propane–air, we used a
two-step chemical reaction mechanism. For kerosene and n-
octane, we used single-step reaction mechanism. Notice that the
reaction rates of both kerosene and n-octane are the same. There-
fore, differences between these two mechanisms will be attributed
to molecular weights and density differences.

Computations. The three mixtures are ignited with a constant
energy of 300 J applied to a region on the left end of the tube for

100 ls (cf. Fig. 2). The ignition energy was chosen heuristically,
so that all mixtures could be ignited with the same energy. The
energy used here is vastly larger than the typical ignition energies
used in gas turbine engine combustors because the global reaction
mechanism are tuned to predict laminar flame speeds over a range
of equivalence ratios and not to model ignition phenomena, which
involves chain branching, propagating, and termination reactions.
Consequently, the first stages of flame propagation are far from
reality. Fortunately, the ignition stage in the order of hundreds of
microseconds is a very small fraction of the total propagation
time, which is in the order of unity to tens of milliseconds. Fur-
thermore, there are two heat release rate probes placed in the tube
symmetry plane, as indicated in Fig. 2. The locations of these
probes are consistent with Lewis experiment [2]. One probe is
located 18 cm away from the left wall, whereas the other is posi-
tioned 28 cm away from the previous probe. The flame propaga-
tion velocity is recorded as the time that it takes for the flame to
travel between these two probes.

A constant and fixed time step of 1 ls was used for all the simu-
lations. The same grid is used for all simulations. The grid is uni-
form in both x and y directions with a mesh size of 0.5mm. It will
be shown that the maximum averaged flame propagation velocity
is ca. 120m/s. Therefore, it would take the flow ca. 4.2 ls to cross
a cell or more than four time steps. The simulations were con-
ducted in the DoD Supercomputing Resource Center (DSRC) sys-
tem of the Air Force Research Laboratory (AFRL). For the
simulations, 16-core parallel computations were used in a super-
computer. This 64-bit supercomputer uses two 16-core Intel Xeon
E5 2600 series processors at 2.6GHz.

Results and Discussion

The results and their discussions are now presented. First, the
turbulent propane–air premixed flame results are presented in
detail and are compared to the results from the Lewis experiments.
Then, they are followed by comparing those of the kerosene–air
and n-octane–air premixed flames.

Propane–Air Premixed Flame. Figures 3 and 4 present,
respectively, the instantaneous temperature and static pressure
contours for 1 g stoichiometric turbulent propane–air premixed
flame at various times. A flame is generated with the ignition
source and a flat flame is observed at 2ms. The heat release from
the flame tends to laminarize the flow by decreasing density and
increasing viscosity. At the same time, a weak wave departs from
the left end of the tube toward the other end. The speed of this
wave is ca. Mach 1.2. As time evolves, the flame moves forward
due to the imposed Rayleigh–Taylor instability, thermal expan-
sion, and the turbulent flame speed. The flame becomes corru-
gated, as illustrated at the snapshot at 8ms. At ca. 9ms, the weak
wave interacts with the flame (not shown). The already wrinkled
regions of the flame exhibit a flame front in an angle with the weak
wave. This interaction reduces flame thickness and enhances baro-
clinic torque near the flame front. The latter, in turn, generates
eddies with fluctuating intensities that sometimes exceed the local
burning rate, corrugating the flame front. This front is exposed to

Fig. 2 Schematic of computational domain. The black lines
represent impermeable adiabatic walls, whereas the red lines
represent the plane of symmetry. The center of the tube and the
rotation direction are also indicated. The location of the probes
to measure the averaged propagation velocity is indicated by
the green solid circles. The units are in meters.
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streamtubes that converge and diverge in concave and convex
flame front regions (with respect to the unburned mixture). In the
concave regions, the flow velocity exceeds the local burning speed
and the flame front moves away from the axis of rotation (i.e., in
the negative x direction). In the convex regions, the conversed

occurs. The equidiffusive-curvature stabilizing mechanism [13]
cannot oppose these Landau–Darrieus (or hydrodynamic) instabil-
ity [15] because the imposed stretch ends up breaking the flame
front, allowing unburned mixture to penetrate into the hot gases.
During this event, the flame is briefly pushed back. However, the

Fig. 3 Instantaneous temperature contours for 1g stoichiometric propane–air premixed flame
at t52, 8, 14, 20, and 25ms. The contour units are in Kelvin. Dimensions are in centimeters.

Fig. 4 Instantaneous static gauge pressure contours for 1 g stoichiometric propane–air pre-
mixed flame at t5 2, 8, 14, 20, and 25ms. The contour units are in Pascals. Dimensions are in
centimeters.
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preheating of this unburned mixture accelerates the flame again.
At 14ms, the flame has further propagated and exhibits a wrinkled
flame front. In the next 6ms, the flame is further corrugated and
wrinkled with unburned mixture penetrating deeply into the flame.
This is because there was a second interaction of the weak wave
with the flame front at ca. 19ms. Then, the flame accelerates and
doubles its volume in just an additional 5ms. After each interac-
tion of the weak wave with the flame, the pressure in the wave
increases again. The flame front again appears to be flat. For this
mixture at this centrifugal force, the flame has reached the second
probe needed to calculate the averaged flame propagation velocity.

Figure 5 shows the instantaneous temperature contours for 1 g,
395 g, 1000g, 2000g, and 3000 g stoichiometric turbulent propane–
air premixed flame at t¼ 8ms. At 1 g, the flame propagation ve-
locity is very slow. It is evident that with increasing centrifugal
force, the flame propagation velocity increases and reaches a max-
imum at 2000 g. Then, it decreases at 3000 g. The flame front
shapes at 395 g, 1000 g, and 2000 g are very similar. The flame
exhibits two parts. These flames have a convex shape toward the
unburned mixture. This part of the flame structure does not reach
the parallel walls, permitting unburned mixture to flow around
this convex shape. A small neck of hot gases allows this part to
join the other part of the flames. A faster flame exhibits a more
wrinkled and corrugated flame front than the slower flame front
(e.g., 2000 g flame versus 395 g flame or 1000 g flame versus
395 g flame). The 3000 g flame, on the other hand, exhibits a con-
cave shape toward the unburned mixture. At this condition, corru-
gation is excessive, and vast amounts of unburned mixture enter
the flame, locally quenching the flame. Moreover, the calculation
procedure used to calculate the averaged flame propagation veloc-
ity will underestimate the results because these flames propagate
faster at the walls than at the center. The flame propagation veloc-
ity primarily depends on centrifugal force/Rayleigh–Taylor insta-
bility. The fastest flames are more corrugated than wrinkled.
Excessive corrugation, however, breaks the flame flowing
unburned mixture into the flame. This, in turn, locally quenches
the flame that ultimately slows it down.

The predicted flame propagation velocity as a function of cen-
trifugal force is compared with measurements [3] in Fig. 6. The
measurements show that there is a large scatter. At 1 g, the meas-
urements vary from 25 to 55m/s. It was reported that the averaged
of these measurements is 40m/s. The simulation underpredicts
this value (40 versus 20m/s). Even though there are no data below
150 g (besides that of 1 g), it was stated by Lewis [2] that the
flame propagation velocity does not increase until it reaches about
500 g. This statement is dubious because the experimental data at
150 g and 300 g suggests that the arithmetic averaged flame propa-
gation velocity increases above 40m/s. For example, at 300 g, the
measured data report a maximum of 60m/s and minimum of
40m/s, averaging 50m/s. The measured flame propagation veloc-
ity peaks at nearly 2500 g3 and then it abruptly decreases. The pre-
dictions indicate that the flame propagation velocity first increases
gradually until 395 g. Then, the flame propagation velocity
increases abruptly until 2000 g. Further, increase in centrifugal
force decreases the flame propagation velocity. There is relatively
good agreement between measurements and predictions both
qualitative and quantitative. Discrepancies may be due to: (1) the
2D numerical model, which in turn suggests that the calculations
are quasi-turbulent; and (2) the fact that there is no detailed chem-
istry to account for the correct ignition event as well as no account
for extinction and re-ignition processes during flame propagation.

To determine the cause for the enhanced flame propagation due
to centrifugal force, the temporal flame surface area was calcu-
lated and plotted in Fig. 7. The flame surface area was calculated
by assuming that the flame rests on the isocontour of T¼ 2000K.
Note that the flame surface area is the summation of discretized
flame length sectors along the isotherm multiplied by 1 cm. It is a
well-known fact that turbulent flames propagate faster than lami-
nar flames because turbulent flames are wrinkled and/or

Fig. 5 Instantaneous temperature contours for 1g, 395g, 1000g, 2000g, and 3000g stoichio-
metric propane–air premixed flame at t5 8ms. The contour units are in Kelvin. Dimensions are
in centimeters.

3In the Introduction we refer to a maximum of 3500 g because that is what Lewis
et al. state in their papers. However, a careful examination of the data suggests that
the maximum occurs at 2500 g. Consequently, there is a better agreement of the
simulations with experiments (2000 g versus 2500 g).
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corrugated. The unwrinkled flame area is 6.7 cm2. For all cases,
the temporal flame areas are larger than this value by various fac-
tors. The 1 g flame exhibits a flame area of ca. 50 cm2 and 60 cm2

at 10ms and 20ms, respectively. These peak values correspond to
the time at which the flame interacted with the weak wave, as dis-
cussed above in the context of Figs. 3 and 4. As the centrifugal
force increases the temporal flame surface area increases. How-
ever, it appears that at 3000 g, the flame surface area no longer
increases. This is observed by comparing the lines corresponding
to 2000 g and 3000 g. Even though all flames eventually interact
with the weak wave, not all the measurements of averaged flame
propagation velocity are affected by these events. Above 395 g,
the flame propagation velocity is measured before the wave inter-
acts with the flame. The reason we have discussed flame–wave
interactions throughout this section is to provide comprehensive
understanding that calculated flame propagation velocities in the
rotating tube may be influenced by disturbances. However, in the
UCC–HGC waves do not interact with turbulent flames.

The values reported in Fig. 6 do not represent the true turbulent
flame speed (UT). This speed is that value measured by an ob-
server traveling at the flame front. The flame propagation velocity
(Vf) is the absolute velocity measured from an observer at a rotat-
ing reference frame located at the axis of rotation. This noninertial
reference frame rotates at the same speed as the tube. Therefore,
the flame propagation velocity (Vf) is the summation of the turbu-
lent flame speed (UT) and the local flow velocity (Vflow) (i.e.,
Vf¼UTþVflow). The latter is due to thermal expansion and
Rayleigh–Taylor instability. The turbulent flame speed is
UT ¼ _mb= quAuð Þ. It is acceptable to assume that the change in
flame area from the 300K to 2000K isotherms is nearly negligible
and, consequently, Au¼Ab. This is the value plotted in Fig. 7. The
burning rate can be calculated by _mb ¼ mnþ1

b � mn
b

� �
=Dt, where

nþ 1 and n represent two consecutive time steps. This expression
means that the difference between two instantaneous burned mass
regions (mb ¼

P
�q � DVcell only if T� 2000K) provides the mass

flow rate of unburned reactants entering the flame front. The tem-
poral turbulent flame speeds for the flames discussed in the con-
text of Fig. 7 are illustrated in Fig. 8. The figure demonstrates that
the turbulent flame speed (UT) varies as a function of time. Each
interaction with the weak wave enhances UT; however, the maxi-
mum for all centrifugal forces does not exceed 4m/s. Therefore,
at some time during propagation, UT is about 10 times its corre-
sponding laminar flame speed (i.e., ca. 0.4m/s). Above 1 g, UT is
not severely affected. Consequently, it is obvious that flame prop-
agation is due primarily to Rayleigh–Taylor instability and ther-
mal expansion and not to enhance turbulent flame speed.

Kerosene–Air Versus n-Octane–Air Premixed Flames. The
UCC–HGC will operate at high g-loads, and therefore, we are not
interested in the low centrifugal forces. Propane is not a good fuel
candidate for an aircraft gas turbine combustor used in the trans-
portation sector. Kerosene and n-octane are better representatives
of typical aviation gas turbine engine fuels. Figures 9 and 10 illus-
trate the results achieved for both of these fuels. Figure 9 shows
the instantaneous temperature contours for 2000 g stoichiometric
kerosene–air and n-octane–air premixed flame. Qualitatively,
kerosene–air flames exhibit a more triangular flame structure than
that of propane (cf. Fig. 9). The n-octane–air flame is clearly more
elongated than both kerosene– and propane–air flames. This sug-
gests that there are small variations on the effect of eddies on the
local flame speeds. It is clear from these images that this kerosene–
air flame is faster than its corresponding n-octane–air. For
instance, at 7ms, the kerosene flame is at ca. x¼�35 cm location,

Fig. 7 Temporal flame surface area for the propane–air flames
presented in Fig. 6

Fig. 8 Turbulent flame speed as a function of time for
propane–air premixed flames presented in Fig. 6

Fig. 6 Measured [3] and predicted flame propagation velocity
as a function of centrifugal force for propane–air mixtures at
1 atm and /5 1.0. The dashed lines represent the trends.
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whereas the n-octane–air flame is at ca. x¼�50 cm location. As
discussed above for propane–air flames, these flames exhibit two
parts connected by a high temperature region neck. Unburned
mixture enters the flames at 4ms (cf. Fig. 9). This unburned mix-
ture is preheated by the flame. This portion of the flame starts
accelerating for both kerosene–air and n-octane–air flames. How-
ever, the latter speeds up slower than the former. At 8ms, the
kerosene–air flame is clearly corrugated. This is the maximum time
needed to measure both kerosene–air and n-octane–air flames.

Figure 10 presents the flame propagation velocity as a function
of centrifugal force for the three mixtures under investigation. It is
obvious that the qualitative behavior of all flames is the same. The

flame propagation velocity increases with increasing centrifugal
force. Interestingly, all flames peak at 2000 g. This again suggests
that physical forces are dominating over chemical kinetics. Even
though kerosene–air and n-octane–air premixed flames have the
same Arrhenius parameters, the flame propagation velocity of
kerosene–air is larger. This is because the molecular weight and
density of kerosene is larger than that of n-octane (1.47 kg/m3 ver-
sus 1.27 kg/m3). The maximum temperatures for both mixtures
are the same, but the density of unburned mixture is larger for that
of kerosene–air. This enhances centrifugal force and Rayleigh–
Taylor instability. The propane–air mixture is lighter than that of
n-octane (0.44 kg/m3 versus 1.27 kg/m3). However, the flame
propagation velocity of the former is larger than that of the latter
(at 2000 g). This can be attributed to the fact that the pre-
exponential factor of the propane–air mixture is twice that of
n-octane. Moreover, the propane–air and kerosene–air flames
appear to be more sensitive to centrifugal forces than n-octane–air
flames at 3000g. Recall that at high centrifugal forces the flame is
concave toward the unburned mixture (cf. Fig. 5). When the flame
exhibits this shape the calculation method underpredicts the flame
propagation velocity. Even though it is not shown the temporal
flame surface areas and the temporal turbulent flame speeds at vari-
ous g-loads are similar for the three mixtures (cf. Figs. 7 and 8).
Therefore, there are no outstanding differences among the three
mixtures in terms of the effect of centrifugal force on flame propa-
gation velocity, temporal flame area, and temporal turbulent flame
speed. There are, however, quantitative differences. In descending
order, kerosene–air, propane–air, and lastly n-octane–air flames
respond with high propagation velocity to centrifugal force.

Furthermore, the results presented for kerosene–air turbulent
premixed flames are in contradiction with the findings of Katta
et al. [6]. Recall that they showed that high-g forces in a JP-8
fuel-rich recessed cavity have no effect on the combustion field. A
plausible explanation is that they used partially premixed flames
where only the flame front exhibits premixed-like characteristics
while most of the flame is nonpremixed. This suggests that
partially premixed flames and premixed flames may respond dif-
ferently to centrifugal forces. The results of Katta et al. [6] may,

Fig. 9 Instantaneous temperature contours for 2000g stoichiometric kerosene–air and n-octane–air premixed flame at t5 2,
4, 6, 7, and 8ms. The contour units are in Kelvin. Dimensions are in centimeters.

Fig. 10 Flame propagation velocity as a function of centrifugal
force for atmospheric, stoichiometric turbulent propane–,
kerosene–, and n-octane–air premixed flames
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however, more closely describe the effect of centrifugal forces on
the current UCC–HGC design and operating conditions. In addi-
tion, the results of the current investigation proposes that the
UCC–HGC should operate at fuel-rich, but near-stoichiometric
cavity equivalence ratio in order to experience enhanced flame
propagation velocity through centrifugal force/Rayleigh–Taylor
instability and thermal expansion.

Conclusions

A numerical investigation of reacting flows for a rotating tube
containing premixed mixtures of propane–, kerosene–, and
n-octane–air is conducted. The tube was rotated and ignited at one
end, and a flame was allowed to propagate toward the other end.
The unsteady (planar) 2D governing equations of continuity, mo-
mentum, turbulence, species, and sensible enthalpy are solved
using the FLUENT solver. Turbulence is modeled using the SAS.
Global chemistry is used to model the chemical kinetics. The cor-
responding mechanisms for the before mentioned mixtures have
been used to compute laminar flame speeds in the past by numer-
ous researchers. Ignition is modeled by temporarily applying a
constant energy source at one end of the tube. The numerical sim-
ulations with the propane–air mixture are validated against experi-
mental data reported in the literature. Important conclusions are as
follows:

(1) There was a relatively good agreement between literature-
reported measurements and predictions of propane–air
flame propagation velocity as a function centrifugal force.

(2) It was found that for all mixtures studied the flame propaga-
tion velocity increases with centrifugal force. It reaches a
maximum and further increase on centrifugal force reduces
the flame propagation velocity. There are no distinct differ-
ences among the three mixtures in terms of the effect of
centrifugal force on flame propagation velocity. There are,
however, quantitative differences. In descending order,
kerosene–air, propane–air, and lastly n-octane–air flames
respond with high propagation velocity to centrifugal force.

(3) The ignited mixture at one end of the tube raises the tem-
perature and its heat release tends to laminarize the flow.
The attained density difference combined with the direction
of the centrifugal force promotes Rayleigh–Taylor instabil-
ity. This instability with thermal expansion and turbulent
flame speed constitute the flame propagation mechanism
toward the other tube end.

(4) A wave is also originated but propagates faster than the
flame. During propagation the flame interacts with eddies
that wrinkle and/or corrugate the flame. The flame front
wrinkles interact with streamtubes that enhance Landau–
Darrieus (hydrodynamic) instability, giving rise to a corru-
gated flame.

(5) Under strong stretch conditions, the stabilizing
equidiffusive-curvature mechanism fails and the flame front
breaks up, allowing inflow of unburned mixture into the
flame. This phenomenon slows down the flame temporarily
and then the flame speeds up faster than before.

(6) If corrugation is large and the inflow of unburned mixture
into the flame is excessive, the latter locally quenches and
slows down the flame. This occurs when the centrifugal
force is large, tending to blowout the flame.

(7) Only at low centrifugal forces, the wave intermingles sev-
eral times with the flame before the averaged flame propa-
gation velocity is determined.

(8) The centrifugal force does not substantially increase the
turbulent flame speed as commented by previous experi-
mental investigations. The peak values of turbulent flame
speed (UT 
 10�UL) are due to turbulent flame–wave
interactions that do not occur in constant pressure configu-
rations. The nonpeak values of UT correspond to typical
turbulent flame speeds.

(9) The results also suggest that the UCC with HGC will be
limited to ca. 2000–3000 g because around these centrifugal
forces, corrugation stretches the flame so much that starts
to locally extinguish the flame.
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Nomenclature

a ¼ number of C atoms
A ¼ flame area (m2)
b ¼ number of H atoms
cp ¼ specific heat capacity (J/kg K)

Dim ¼ mixture-averaged diffusivity of species “i” to the mixture
Da ¼ Damk€ohler number
~h ¼ Favre mean sensible enthalpy (J/kg)

h�f ;i ¼ enthalpy of formation at standard temperature of
species “i” (J/kg)

Ig ¼ ignition energy (J)
mb ¼ burned mass (kg)
_mb ¼ mass burning rate (kg/s)
k ¼ kinetic turbulent energy (m2/s2)
kj ¼ Arrhenius elementary reaction rate
lt ¼ integral length scale (m)

Le ¼ Lewis number
�p ¼ time-averaged pressure (Pa)

Prt ¼ turbulent Prandtl number
SU ¼ generic source term (units depend upon variable U)
Sct ¼ turbulent Schmidt number
t ¼ time (s)
T ¼ temperature (K)
~u ¼ Favre mean streamwise velocity (m/s)

UL ¼ turbulent flame speed (m/s)
UT ¼ turbulent flame speed (m/s)
~v ¼ Favre mean transverse velocity (m/s)

Vcell ¼ cell volume (m3)
Vf ¼ absolute flame propagation velocity (m/s)

Vflow ¼ local flow velocity (m/s)
x ¼ streamwise Cartesian coordinate (m)
y ¼ transverse Cartesian coordinate (m)

Greek Symbols

a ¼ specific dissipation rate constant
b ¼ specific dissipation rate constant

CU ¼ generic diffusion coefficient
(units depend upon variable U)

j ¼ von K�arm�an constant
k ¼ thermal conductivity (W/m K)
l ¼ kinetic viscosity (kg/m s)
q ¼ density (kg/m3)
rk ¼ turbulent kinetic energy Prandtl number
rx ¼ specific dissipation rate Prandtl number
sij ¼ stress tensor (Pa/m3)
/ ¼ equivalence ratio
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U ¼ generic transport variable (unit depends open the
variable)

x ¼ specific dissipation rate (1/s)

Subscripts

b ¼ burned
i ¼ species “i”

ig ¼ ignition
j ¼ reaction number “j” (e.g., 1, 2f, 2b)
p ¼ particle
st ¼ stoichiometry
t ¼ turbulent
u ¼ unburned
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Experimental and Modeling Studies of Heat Transfer, Fluid
Dynamics, and Autoxidation Chemistry in the Jet Fuel Thermal
Oxidation Tester (JFTOT)
Zachary H. Sander, Zachary J. West, Jamie S. Ervin, and Steven Zabarnick*

University of Dayton Research Institute, Dayton, Ohio 45469-0043, United States

ABSTRACT: Modern military aircraft use jet fuel as a coolant before it is burned in the combustor. Prior to combustion,
dissolved O2 and trace heteroatomic species react with the heated fuel to form insoluble particles and surface deposits that can
impair engine performance. For safe aircraft operation, it is important to minimize jet fuel oxidation and resultant surface
deposition in critical fuel system components. ASTM D3241, “Standard Test Method for Thermal Oxidation Stability of Aviation
Turbine Fuels” (ASTM International: West Conshohocken, PA, 2014), defines the standard test method for evaluation of the
thermal oxidation stability of aviation turbine fuels. The JFTOT is a thermal stability test that measures the tendency for fuel to
form deposits via heated tube discoloration and/or an increased pressure drop across an outlet filter. It is used to discriminate
between fuels of poor and acceptable thermal stability. However, the fluid dynamics, heat transfer characteristics, extent of
oxidation, and corresponding deposition that occurs in the JFTOT are not fully understood. An improved understanding of these
JFTOT characteristics should help in the interpretation of conventional and alternative fuel thermal stability measurements and
provide important information for fuel thermal stability specification enhancements and revisions. In the current effort, the
JFTOT was modified to include a bulk outlet thermocouple measurement and a downstream oxygen sensor to measure bulk
oxygen consumption. Tube deposition profiles were measured via ellipsometry. External tube wall temperatures were measured
via pyrometry and a computational fluid dynamic (CFD) with chemistry simulation was developed. The experimental
temperature measurements show that the cooling of the outlet bus bar creates a wall hot zone near the center of the tube length.
A direct relationship is found between the bulk outlet temperature and JFTOT set point temperature with the bulk outlet less
than the set point temperature by 60−85 °C. Several fuels were tested at varying set point temperatures with complete oxygen
consumption observed for all fuels by 320 °C; a wide oxygen consumption range from 10% to 85% was measured at a set point
temperature of 260 °C. The CFD simulations demonstrated the importance of complex, three-dimensional fluid flows on the
heat transfer, oxygen consumption and deposition. These three-dimensional simulations showed considerable flow recirculation
due to buoyancy effects, which resulted in complex fuel residence time behavior. An optimized chemical kinetic model of
autoxidation with a global deposition submechanism is able to reproduce the observed oxidation and depositions characteristics
of the JFTOT. Simulations of deposition were of the right order of magnitude and matched the deposit profile of comparable
experimental ellipsometric deposition data. This improved CFD with chemistry simulation provides the ability to predict the
location and quantity of oxygen consumption and deposition over a wide range of temperatures and conditions relevant to jet
fuel system operation.

■ INTRODUCTION

Jet fuel plays a vital role in modern aircraft systems beyond its
primary use for propulsion via combustion in the gas turbine
engine. With dramatically increasing heat loads in modern
aircraft, jet fuel is used as a coolant during its passage through
numerous aircraft fuels systems (e.g., avionic, hydraulic,
lubrication, and environmental control) prior to combustion.
Using jet fuel as a heat sink is an enabling technology for
thermal control of such subsystems, but the resultant
temperature rise in jet fuel can have detrimental effects.
When the fuel bulk temperature approaches ∼140 °C, dissolved
oxygen (∼70 ppm) reacts with fuel hydrocarbons via an
autoxidation mechanism, resulting in the formation of surface
deposits and bulk insolubles.1 ASTM D3241,2 “Standard Test
Method for Thermal Oxidation Stability of Aviation Turbine
Fuels”, defines the standard test method for thermal oxidation
stability of aviation turbine fuels. The apparatus defined in the
method is commonly referred to as the JFTOT, for Jet Fuel
Thermal Oxidation Test. JFTOT is a trademark of the

Petroleum Analyzer Company, LLP, but specification instru-
ments are also produced by the Falex Corporation. The JFTOT
determines the tendency of an aviation turbine fuel to produce
surface and bulk insolubles under such thermal-oxidative
stresses. It is used to discriminate between fuels of poor and
acceptable thermal stability. The test measures the formation of
surface deposits on a heated aluminum rod (referred to as the
JFTOT heater tube) and formation of insoluble deposits via an
increase in pressure across a downstream filter. The ASTM
D3241 specification rates thermal stability via a visual or
metrological rating of tube surface deposition and the
differential pressure increase during a test. ASTM D3241
does not attempt to closely reproduce jet fuel system deposit
formation that might cause servo valve sticking, heat exchanger
degradation, and/or filter plugging over the typical thousands
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of hours of aircraft operation and tens of thousands of gallons
of fuel usage. But rather, this relatively rapid test (2.5 h) uses a
small volume of fuel (500 mL) for rating the tendency of
individual fuel samples to produce deposits within a fuel
system. Most current petroleum-based jet fuel specifications
require a set point test temperature of 260 °C, which is
significantly higher than fuel temperatures in current aircraft
which are typically <140 °C. The higher test temperature is
used to accelerate the deposition rate when employing these
short test times and low fuel volumes. Other test temperatures
are used for specialty fuels. For example, synthetic blend stocks
use a test temperature of 325 °C (ASTM D7566)3 and the
JPTS specification (MIL-DTL-25524E)4 uses a test temper-
ature of 335 °C.
Despite the use of ASTM D3241 in nearly all jet fuel

specifications, the fluid dynamics, heat transfer characteristics,
extent of oxidation, and corresponding deposition that occurs
in the JFTOT have not received significant experimental or
modeling study. One previous study measured the oxygen
consumption in the JFTOT.5 In this work, fuel from the exit of
the heater test section was routed to a gas chromatograph.
Oxygen consumption was found to start near a set point
temperature of 220 °C, and complete oxygen consumption
occurred for all fuels tested at a set point temperature of 310
°C. This study was limited in its relevance to standard JFTOT
tests since it used a custom stainless steel heater tube that had a
heated length twice that of current heater tubes (127 mm
compared to 60 mm).
Two previous studies reported on computational simulations

of the flow and temperature distributions in the JFTOT. The
first study6 utilized a computational fluid dynamics (CFD) code
to simulate the three-dimensional fluid dynamics using the
measured internal temperature profile and a constant external
wall temperature as boundary conditions. The second study
focused on developing a time-dependent model of flow/heat
transfer/chemistry interactions,7 but only explored a two-
dimensional, axisymmetric geometry. Neither modeling study
considered the role of gravity in inducing buoyancy in this
vertical upward flow. Both studies were limited to a single
temperature-dependent, empirical surface deposition rate rather
than including a chemical kinetic fuel autoxidation mechanism.
The second study also failed to consider the effects of the
JFTOT’s cooled bus bars, forcing use of a nonuniform heat flux
to empirically match the axial temperature profile. Neither of
these studies was able to compare their calculations to
experimental measurements, as the experiments were used to
create boundary conditions for the calculations.
The recent development of chemically realistic chemical

kinetic mechanisms for fuel oxidation and deposition,8 along
with improved capabilities in CFD and greater computational
power, provides the ability to model the three-dimensional
flow, heat transfer, and autoxidative chemistry within the
JFTOT fuel flow path. In this paper, we employ a modified
JFTOT to include a bulk outlet thermocouple measurement
and a downstream oxygen sensor to measure oxygen
consumption and outlet fuel temperature as a function of set
point temperature. An ellipsometric technique is used for
quantitative determination of deposit thickness along the
tube.9−11 With these experimental and computational method-
ologies, a range of conventional petroleum jet fuels and
alternative fuels have been used to study the fluid dynamics,
heat transfer, and chemistry that occur at various set point
temperatures in the JFTOT.

■ EXPERIMENTAL SECTION
Experiments were conducted using an Alcor JFTOT II Jet Fuel
Thermal Oxidation Tester Model 230. The inlet fuel was at ambient
temperature (21−23 °C), and the JFTOT system pressure was 3.45
MPa. The JFTOT system was modified to permit measurement of
both the fuel outlet temperature and the outlet dissolved oxygen
concentration. The outlet temperature of the fuel leaving the JFTOT
tube holder was measured by adding a 1/32 in. OD Type K
thermocouple between the test tube outlet and the outlet filter in the
location shown in Figure 1. Outlet fuel oxygen concentration

measurements were made using a 12 mm Mettler-Toledo Dissolved
Oxygen Sensor (InPro 6800). The oxygen sensor could not be placed
immediately downstream of the JFTOT heater test section exit due to
poor accessibility and the high fuel exit temperature. Instead, the outlet
fuel flow was split through a tee connection and one-third of the flow
(about 1 mL/min) was diverted to the oxygen sensor. A double needle
metering valve was used to reduce the pressure to atmospheric
pressure. With the goal of minimizing additional oxygen consumption
in the oxygen sensor sampling line, a four foot length of narrow
stainless steel tubing (1/16 in. O.D.) was used to reduce the fuel
temperature (slowing fuel oxidation) with a minimum fuel residence
time. The residence time in this narrow tubing is very small relative to
the JFTOT system, and simple calculations show that additional
oxygen consumption is very low due to the combined effect of reduced
temperature and low residence time.

CFD modeling required accurate measurements of the internal and
external wall temperature profiles to impose the correct boundary
conditions. The internal metal wall temperature profile was obtained
via the built-in JFTOT set point thermocouple. During specification
runs, this thermocouple is placed inside an axial channel in the
aluminum heater tube, 39 mm downstream of the inlet. The JFTOT
uses this thermocouple to control the heater power output. After
establishing and fixing the correct heater setting, this movable
thermocouple was translated along the internal tube wall to obtain
temperature profiles for a range of set point temperatures at 11
locations along the tube length. Examples of these measurements over
the set point range 240−300 °C are shown in Figure 2. These
measurements were used to create fitted curves for use as internal
temperature boundary conditions for the CFD model. The shape of
the temperature profiles, with a temperature peak between 30 and 40
mm and lower temperatures near the entrance and exit, is due to heat

Figure 1. Location of bulk outlet temperature thermocouple near the
JFTOT flow exit (modified from Hazlett et al.12).
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transfer to the water-cooled JFTOT bus bars, which are at the entrance
and exit ends of the tube.
The external temperature profiles of the JFTOT tube holder were

measured using a FLIR ThermoVision SC6000 infrared camera. All
images were taken with a Janos Technology Inc. midwave infrared lens
with a 50 mm focal length and F-stop of 2.3. Temperature profiles
were obtained every 10 °C for set points from 240 to 340 °C. Multiple
images were taken at different radial angles around the tube holder.
The temperatures were extracted from these images, and the data were
averaged to obtain temperature profiles along the external tube length.
An example of these external tube holder temperatures over the set
point range 240−300 °C is shown in Figure 2. The plots demonstrate
that the external tube holder temperature increases linearly from the
bottom fuel inlet to the top fuel outlet. These temperature
measurements were used as boundary conditions in the CFD
modeling.
Tube deposit depth profiles were measured using a Falex Model

430 Ellipsometer. This instrument is designed specifically for
measurement of deposit depth of ASTM D3241 JFTOT heater
tubes. The ellipsometric method of tube deposit rating has recently
been added as an annex to the D3241 specification and to the ASTM
D165513 Jet Fuel specification with a passing criterion of a maximum
deposit depth of 85 nm at 260 °C1 over a 2.5 mm area (i.e., maximum
spot thickness). The ellipsometer deposition depth curves reported
here are presented as average depths around the tube circumference at
each axial location. Additional details of the experimental measure-
ments have been reported separately.14

■ COMPUTATIONAL SIMULATIONS
The JFTOT system consists of a vertically oriented, electrically
heated aluminum rod surrounded by an outer stainless steel
tube (Figure 3). The fuel flow is upward in the annular region
between the rod (heater tube) and outer tube. The annular flow
region is ∼0.89 mm in width and ∼60.3 mm long for a volume
of ∼0.68 mL. The standard 3 mL/min inlet flow rate yields a
nominal unheated flow residence time of 13.6 s in the annular
region, but the simulations performed here show that the
residence time behavior is complex due to buoyancy-induced
recirculation. The fuel inlet and outlet tubes are at right angles,
creating a complex three-dimensional flow. Three dimensional
computational simulations were performed using a refined
mesh consisting of 78 618 nodes. When the temperature and
species profiles changed negligibly with mesh refinement, the
simulations were considered to be mesh-independent. The
structured mesh was based on hexahedrons with mesh inflation

near the tube walls to correctly capture the behavior in this
laminar flow.
Temperature-dependent fuel properties were obtained via

SUPERTRAPP software.15 SUPERTRAPP is an interactive
program for predicting thermodynamic and transport proper-
ties of pure hydrocarbon fluids and mixtures. Temperature-
dependent thermodynamic and transport properties were
generated using the “petroleum fraction” (with an average
boiling point of 207 °C and an API gravity of 42.3) capability of
SUPERTRAPP at a pressure of 500 psig.
Three dimensional simulations were conducted using Fluent

(v15.0) software,16 which solved the mass, species transport,
energy, and momentum equations by the finite volume method.
The laminar form of the governing equations was solved for all
simulations, as the average Reynolds number was less than 20
for all cases. The SIMPLEC pressure based solver was used
with a skewness correction factor of zero. The least-squares cell
based discretization scheme was used for gradients, the second-
order scheme was used for pressure, and a second-order
upwind scheme was used for all other calculations. Gravity was
important due the presence of buoyancy effects, so a
gravitational force term of 9.81 m/s2 was used in the direction
opposite to the flow in all simulations. All simulations were
carried out using double precision computations.
The internal and external measured wall-temperature profiles

on either side of the annular fuel flow were used as boundary
conditions, and heat conduction in the radial direction through
the metal walls was not modeled. This assumption is reasonable
for thermally thin metal walls (∼0.85 mm external walls).
The complex interactions of heat transfer, fluid flow, and

chemistry which occur in this system result in variation of the
observed behavior (e.g., deposition rates) as a function of the
azimuthal location around the tube. These variations were
found to be relatively minor in the calculation of surface
deposition compared to the changes observed along the axial
direction (azimuthal deposit variations change <10% compared

Figure 2.Measured internal and external wall temperatures vs distance
from the inlet for various set point temperatures.

Figure 3. Diagram of the JFTOT flow geometry, three-quarter section
shown; red colored surfaces are fuel wetted walls.
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with the deposit maximum). These differences may help explain
previous observations of deposit “streaking” on JFTOT tubes.
Future efforts may help elucidate the causes of these streaks,
but this study did not further explore these observations.
Diffusion. Initial CFD runs used a temperature-independ-

ent diffusion coefficient for all species (8 × 10−8 m/s2) as in
previous CFD studies.17 Further efforts indicated the
importance of using accurate diffusion coefficients for this
laminar flow. Modifying the diffusion coefficient in the CFD
calculations over a reasonable range showed the strong
influence of the magnitude of the diffusion coefficient on the
species profiles. As a consequence, a more detailed study of
species diffusion coefficients was undertaken. There are very
few temperature-dependent measurements of binary diffusion
coefficients for the relevant species over the temperature range
of interest in this study. Lee and Chang18 used molecular
dynamics (MD) united-atom simulations to calculate self-
diffusion constants for a range of n-alkanes (C12, C20, C32, and
C44) over the temperature range 0−200 °C. As jet fuel carbon
numbers usually average near C12,

19 we employed an
extrapolation of the Lee and Chang’s n-dodecane self-diffusion
coefficient calculations over the temperature range 0−99 °C.
The temperature dependence of diffusion coefficients is often
expressed in Arrhenius form over limited temperature ranges.20

Thus, these data were fit to the Arrhenius form

= −D D E RTexp( / )0 D

where D0 is the pre-exponential factor and ED is the activation
energy of the diffusion coefficient. The Arrhenius fit was chosen
to allow extrapolation to higher temperatures, as this form has
been used previously by other workers.20 The fitted parameters
(D0 = 1.38 × 10−7 m2/s and ED = 2.82 kcal/mol) were used to
create a third-order polynomial fit for input into Fluent

= − × + × + ×− − −D T T4.82 10 9.61 10 3.28 109 12 14 2

where T is in Kelvin. A plot of the resulting diffusion
coefficients along with the low temperature MD calculated
values are shown in Figure 4 over the relevant temperature
range for the JFTOT runs. The calculated diffusion coefficients
in the figure are significantly lower than the temperature-
independent values used in many previous fuel CFD studies (8

× 10−8 m2/s). Calculations performed with the lower diffusion
coefficient values used here result in radial species profiles
which are less well mixed due to slower diffusive transport.
Future efforts in determining more accurate values for the
temperature-dependent diffusion coefficients for fuel species
will be an important contribution to improving the ability to
predict fuel reactivity and deposition.
Of course, each of the species present in oxidatively reacting

fuel exhibits its own temperature-dependent diffusion coef-
ficient with every other species present. Thus, using a single
temperature-dependent diffusion coefficient is still an approx-
imation to the real system behavior. However, it is also
important to note that some species in the reacting fuel will
exhibit diffusion behavior that may be significantly different
than the n-dodecane temperature behavior used here. The
smallest species present in the chemical kinetic mechanism is
the O2 molecule, which is likely to exhibit higher temperature-
dependent diffusion rates due to its small size relative to most
of the fuel species. We explored the effect of using higher O2
diffusion coefficients on the calculated oxygen radial and axial
profiles. A factor of 5 increase in the diffusion coefficient
resulted in negligible changes, and as a result, the diffusion
coefficient values of Figure 4 were used for all species in the
present calculations.

Chemical Kinetic Mechanism. The jet fuel autoxidation
chemistry and deposition were modeled in Fluent using a 19-
step autoxidation chemical kinetic mechanism (Table 1) that is
based on the mechanism developed by Kuprowicz et al.,8 along
with a global submechanism for the deposition reactions. The
mechanism employs grouped fuel species and chemically
realistic rate parameters for the bulk fuel autoxidation reactions.
The deposition submechanism (Table 2) employs global
kinetic reactions and parameters to represent the poorly
understood deposition chemistry. Species transport was
enabled in Fluent as well as volumetric (i.e., bulk/liquid
phase) and wall reactions, including a mass deposition source
on the inner annulus wall to allow surface deposit formation.
Grid convergence studies were performed for 3D CFD
calculations. The mesh was refined until no further changes
were observed in the calculated temperature and species
profiles. Table 3 lists the initial mass fractions of the reactive
species for the two fuels for which the chemistry study was
performed. An initial oxygen mass fraction of 7.12 × 10−5 (i.e.,
∼70 ppm) was used for all air-saturated calculations. Deposit
depths (nm) were calculated from the rates of the deposition
wall reaction (Reaction 19) in units of kg/m2 s multiplied by
the 2.5 h test time with an assumed deposit density of 2.0 g/
cm3 (this deposit density is an average of the densities of
graphite and coal).21

■ RESULTS AND DISCUSSION

The goal of this study is to gain a better understanding of the
heat transfer, fluid dynamics, and oxidation/deposition
chemistry processes which occur in the JFTOT system under
various set point conditions with a range of fuels. Experimental
measurements of wall and outlet temperatures and outlet
dissolved oxygen concentrations, along with computational
fluid dynamics, were performed. Five different jet fuel samples
were used. They are labeled here by their fuel type (e.g., Jet A-
1, JP-8, etc.) and their Air Force Research Laboratory (AFRL)
sample identification numbers (POSF Number), which are
shown in Table 4. The two alternative “fuels” are not fully

Figure 4. Plot of extrapolated n-dodecane self-diffusion coefficient vs
temperature. Markers are the data of Lee and Chang.18
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formulated and blended specification jet fuels, but rather are
isoparaffinic blend stocks.
Measured Bulk Outlet Temperatures. The JFTOT bulk

outlet temperature was measured using a 1/32 in. thermo-
couple (Figure 1) for set point temperatures ranging from 215
to 325 °C. The bulk outlet temperature was recorded for the
five different fuels listed in Table 4 and is shown in Figure 5.
The figure shows a direct relationship between the JFTOT set
point temperature and the bulk outlet temperature for these

fuels. There is a variability of less than ±3 °C in the measured
outlet temperature of all fuels for a given set point, which may
be due to either fuel inlet temperature variations and/or fuel
heat capacity variations. The inlet fuel temperature varied with
the ambient laboratory temperature. The figure shows that the
fuel outlet temperature is lower than the set point temperature
by 60−85 °C over the conditions studied. The cooled outlet
bus bar is likely the reason that the fuel outlet temperature is
significantly lower than the set point temperature, as the outlet
temperatures are similar to the internal wall temperatures at the
outlet as shown in Figure 2 for a given set point. Averages of
these measured bulk fuel outlet temperatures will be used as
one validation measure of the CFD simulations.

Measured Oxygen Profiles. The measured dissolved
oxygen profiles are shown in Figure 6 for the five jet fuel
samples at varying set point temperatures. The data were
recorded after the JFTOT was set to a specific temperature set
point with fuel flow and the oxygen sensor reading stabilized.
The data show that oxidation starts to occur near a set point
temperature of 220 °C for all fuels. The set point of 220 °C
corresponds to an average bulk exit temperature of ∼160 °C.
For all the fuels tested, the dissolved oxygen is fully consumed
by a set point temperature of 325 °C, corresponding to a bulk
exit temperature of ∼240 °C. Thus, oxidation occurs over an
∼80 °C fuel temperature range for these fuels in the JFTOT.
Within this 80 °C temperature range, the individual fuels
oxidize over a wide range of rates. For example, the HRJ fuel
reaches complete oxygen consumption by 275 °C, but the JP-8
(POSF-3773) fuel has only reached 19% oxygen consumption
at this set point temperature. Our previous studies (e.g.,
Kuprowicz et al.8) have shown that fuel oxidation rates and
deposition tendencies are a function of the identities and

Table 1. Chemical Kinetic Mechanism for Autoxidation of Jet Fuel

no. reaction Arrhenius factor (mol, L, s) Ea (kcal/mol)

1 R· + O2 → RO2· 3.0 × 109 0
2 RO2· → R· + O2 1.0 × 1016 23
3 RO2· + RH → RO2H + R· 3.0 × 109 12
4 RO2· + RO2· → ROH + Aldehyde + O2 3.0 × 109 0
5 RO2· + AH → RO2H + A· 3.0 × 109 5
6 A· + RH →AH + R· 1.0 × 105 12
7 A· + RO2· → ProductsAH 3.0 × 109 0
8 RO2H → RO· + ·OH 1.0 × 1015 39
9 RO2H + M → RO· + ·OH + M 3.0 × 1010 15
10 RO· + RH → ROH + R· 3.0 × 109 10
11 RO· → R′· + Carbonyl 1.0 × 1016 15
12 ·OH + RH → H2O + R· 3.0 × 109 10
13 R′· + RH → Alkane + R· 3.0 × 109 10
14 RO2H + SH → ProductsSH 3.0 × 109 18
15 RO2· + R· → RO2R 3.0 × 109 0
16 R· + R· → R2 3.0 × 109 0

Table 2. Global Deposition Submechanism

no. reaction Arrhenius factor (m, s) Ea (kcal/mol)

17 ProductsAH → SolublesAH 1.5 × 1010 3
18 ProductsAH → InsolublesAH 5 × 107 1.3
19 InsolublesAH → Surface

DepositsAH
3.0 × 103 16.3

Table 3. Initial Mass Fractions of Reactive Species for
Chemistry Mechanism

fuel AH M ROOH SH

2747 2.04 × 10−5 4.00 × 10−8 5.24 × 10−6 1.00 × 10−6

4177 5.93 × 10−5 1.42 × 10−7 3.25 × 10−6 2.36 × 10−3

Figure 5. Measurements of the bulk outlet temperature as a function
of the JFTOT set point temperature for various fuels.

Table 4. Fuels Employed

POSF number fuel type fuel process

2747 Jet A-1 petroleum distillate
3773 JP-8 petroleum distillate
4177 JP-8 petroleum distillate
6152 HRJ (HEFA) hydroprocessed fats/oils
7509 FT Fischer−Tropsch isoparaffinic kerosene

from coal
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concentrations of various heteroatomic (including hydro-
peroxides, phenols, and reactive sulfur species) and dissolved
metal species that may be present.
With regard to jet fuel specifications, the 260 °C specification

JFTOT test temperature (for Jet A, Jet A-1, JP-8, and JP-5
fuels) shows a wide variation in oxygen consumption, varying
from 10% to 85% for these fuels. For the petroleum-based fuels
tested, only partial oxygen consumption occurs (10−50%) at
the 260 °C set point temperature. For these fuels, raising or
lowering the set point temperature by a relatively small amount
(e.g., 10−20 °C) has a large effect on the extent of oxygen
consumption. Increasing the JFTOT set point temperature
normally results in increases in deposition on the heated tube.
These observations suggest the following question: Is the
increase in deposition rate observed with increasing temper-
ature in the JFTOT due to increased oxygen consumption (as
observed here), to an increase in the rate of deposit forming
reactions, or to both effects? The CFD with chemistry
simulations may help answer this question.
Interestingly, the two synthetic fuels (i.e., FT and HRJ) reach

100% oxygen consumption by 300 °C, which is below the
synthetic fuel JFTOT specification set point temperature of 325
°C (ASTM D7566).3 Previous work in other thermal stability
experimental systems has shown that deposition rates decrease
substantially after complete oxygen consumption.22 In the case
where oxygen has been completely consumed, the effect of
raising the set point temperature beyond 325 °C for synthetic
fuels might result in little increase in deposition if oxygen
consumption is the controlling influence, in contrast to when
the temperature dependence of the deposition formation
reactions dominates the kinetics. Thus, the effect of the extent
of oxygen consumption and temperature on deposition rates
needs further study under JFTOT conditions to better guide
the development of fuel thermal stability specifications for
alternative fuels.

■ COMPUTATIONAL FLUID DYNAMIC MODELING
The measured fuel outlet temperatures are used here for
validation of the CFD simulation, with boundary conditions
taken from the measured temperature profiles. The calculated
mass-weighted average at the outlet was used to represent the
bulk outlet temperature. A comparison of measured and
calculated fuel outlet temperatures over the set point
temperature range 240−320 °C is shown in Figure 7. The

solid line is a linear fit to the measured data of Figure 5 for all
five fuels. The gray dashed lines represent the ±3 °C
uncertainty of these measurements. The red data points are
the calculated outlet temperatures for the CFD model when
gravity was included. The blue data point at a set point of 280
°C shows that omitting gravity from the simulation results in a
substantial under prediction of the outlet temperature. The
inclusion of gravity results in excellent agreement between
simulation and measurement. Therefore, gravity is very
important in correctly modeling the heat transfer which occurs
in the JFTOT system. This is confirmed via calculation of a
Richardson number of ∼100, indicating buoyancy dominated
flow.
Figure 8 shows a contour plot of simulated temperatures for

a slice through the JFTOT axial length for a set point
temperature of 260 °C. The figure shows that there is a large
temperature gradient near the hot (inner) side of the annulus.
This temperature gradient results in a thin layer (∼0.05 mm)
that approaches the temperature of the heated wall. The
presence of the cooled bus bars at the inlet and outlet (in
particular at the outlet) of the tube causes a hot region in the
axial direction at the inner wall. This hot, thin, near-wall region
is the location where the majority of the autoxidation and
deposition chemistry occurs during a JFTOT test.
Contours of axial velocity can help one visualize the flow

complexities. An example axial velocity contour plot is shown in
Figure 9 for a 260 °C set point temperature. The figure shows
that there is a region of high upward flow (in orange/red) near
the hot inner wall. This high velocity region is due to buoyancy
forces on the relatively low density fluid in this region. The
figure also shows a reverse, downward flow (dark blue) near the
cooler outer wall. This reverse flow is caused by the relatively
high density fluid near the outer wall. The buoyancy forces
result in a flow with a recirculating cell that occurs along the
entire tube length. The forced and natural convection
simultaneously contribute to the overall heat transfer. As a

Figure 6. Oxygen consumption profiles for five different fuels at
various set point temperatures.

Figure 7. Plots of outlet temperature vs JFTOT set point temperature:
averaged measurements (line) and calculated (symbols). The red data
points are simulations which include gravity, while the blue data point
omits gravity.
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result, the presence of gravity significantly increases the outlet
temperature, as observed in the simulations of Figure 7.
Buoyancy Effects on Residence Time. Figure 10 shows a

histogram for the distribution of residence times for fuel
flowing through the JFTOT at a set point of 260 °C. The
residence times were obtained by simulating streamlines of
velocity from the inlet to the exit and computing the time of the

fluid particles on those streamlines. The figure is a histogram
that shows these residence times using 1 s discrete intervals
(i.e., the histogram shows the percent of the fluid particles that
experience specific residence times). A constant inlet flow rate
of 3 mL/min results in an average residence time of about 11 s
for the computational simulation, but buoyancy forces
accelerate the fuel near the hot internal wall, decreasing the
residence time for 50% of the total flow to less than 5.5 s. This
leaves a distribution of longer residence times for the remainder
of the flow. For example, 10% of the flow has a residence time
over 30 s and 1.5% of the flow is well over 1 min with a
maximum residence time of 2 mins. The longer residence times
are the result of a portion of the fuel becoming entrained in
flow recirculation cells. Examination of the histogram data
shows a repeating pattern with peaks occurring roughly every
5−6 s. This indicates that the recirculation time for a fluid
particle within the recirculating cell corresponds to fuel
recirculation over the entire length of the tube. Recirculation
behavior in the JFTOT adds complexity to the deposition and
oxidation processes since the recirculated fuel introduces
reaction intermediates (such as hydroperoxides) and products
to the unreacted fuel upstream near the inlet.

■ CFD WITH CHEMISTRY MODELING
A previous study employed a simplified chemical kinetic
mechanism and global deposition submechanism to simulate
the complex chemistry which occurs during jet fuel
autoxidation and deposition.8 This previous work primarily
relied on isothermal experimental oxygen consumption and
deposition measurements at 185 °C (NIFTR rig), although a
limited comparison between experiment and model was
performed for nonisothermal flow experiments over a 340−
400 °C maximum wall temperature range (ECAT rig). Limited
CFD calculations were performed using a standard k-ε
turbulence model to simulate this nonisothermal turbulent
flow environment. Laminar flow in the JFTOT eliminates the
need to select a turbulence model but still includes complex

Figure 8. Contour plot of calculated temperature for the JFTOT at a
260 °C set point temperature. This contour plot is on a plane through
the central axis of the bottom inlet tube and the heated JFTOT tube.
Bulk fuel flow is in the vertical upward direction. The radial dimension
(horizontal) is scaled (stretched) by a factor of 12.5. Color legend
temperature values are in °C.

Figure 9. Contour plot of calculated axial velocity (m/s) for the
JFTOT at a 260 °C set point temperature. This contour plot is on a
plane through the central axis of the bottom inlet tube and the heated
JFTOT tube. Bulk fuel flow is the vertical upward direction. The radial
dimension (horizontal) is scaled (stretched) by a factor of 12.5. Color
legend velocity values are in m/s.

Figure 10. Residence time histogram for the three-dimensional
simulation of the JFTOT at 260 °C.
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recirculating flow and interactions among flow, chemistry, and
heat transfer. The experimental work performed in the current
study provides additional oxygen consumption and deposition
data that will be used here to further refine the chemical kinetic
mechanism. In addition, the CFD with chemistry model will be
“exercised” to help elucidate the chemistry, heat transfer, and
fluid dynamics which occur in the JFTOT system over a range
of initial oxygen levels and extents of dilution.
Initial CFD with chemistry modeling of the JFTOT using the

previous chemical kinetic mechanism8 showed that the
mechanism under-predicted oxygen consumption and deposi-
tion. As a result, the chemical kinetic mechanism was
reevaluated against the previous and present data to determine
chemically realistic kinetic parameters which worked well in
simulating oxygen consumption and deposition over the full
range of temperatures and flow environments in the JFTOT
and the previous NIFTR/ECAT experiments. The goal was to
provide equivalent agreement between the experimental
measurements and simulations as demonstrated in the previous
work while refining the chemical mechanism to enable
improved simulations of JFTOT conditions. An improved
mechanism which correctly models this wide range of
conditions would increase the usefulness of the mechanism
for simulating fuel oxidation and deposition over a broad range
of temperature and flow environments.
Changes were made to two parts of the chemical kinetic

mechanism to provide improved agreement with the wide
range of previous oxidation/deposition data and the current
JFTOT measurements. The activation energy of the unim-
olecular decomposition reaction of peroxy radicals, RO2, via

→ +RO R O2 2 (Reaction 2)

was changed from 19 to 23 kcal/mol. The previous selection of
the lower activation energy (19 kcal/mol) was based on the
assumption that the peroxy radicals involved in jet fuel
autoxidation consist entirely of benzylic peroxy radicals.23

Significantly higher peroxy radical decomposition activation
energies (31.8−39.4 kcal/mol) are found for alkyl hydrocarbon
peroxy radicals.24 The current activation energy (23 kcal/mol)
is reasonable for a peroxy radical pool that consists of a mixture
of benzylic and nonbenzylic peroxy radicals (i.e., alkyl peroxy
radicals), as is to be expected during the oxidation of the
complex hydrocarbon mixture that constitutes jet fuel. The
lower activation energy (19 kcal/mol) resulted in a significant
slowing of oxidation at higher temperatures (approaching 280
°C), which has not been observed in experiments at these
temperatures. This slowing of oxidation with increasing
temperature (negative temperature coefficient behavior) is
well-known in low temperature combustion (e.g., cool flames),
but is overexpressed beyond the experimental observations
using the lower activation energy value.
Arrhenius parameters were changed in the global deposition

submechanism (Table 2) for Reactions 17 and 18 to provide
improved agreement between model and experiment over the
full range of conditions of the previous8 and current work. In
addition, the “artificial” initiation reaction used in the previous
study (I → R) was found to be unnecessary as the
decomposition of the initial concentration of hydroperoxides
in these fuels (via reactions 8 and 9) is sufficient to initiate
oxidation.
Figure 11 shows a comparison between experiments and the

CFD with chemistry model for the JFTOT outlet oxygen
concentration as a function of JFTOT set point temperature for

two fuels. The experimental results show that oxygen
consumption begins in the temperature range 210−230 °C
and is complete at 290−300 °C. The inflection point of the S-
shaped oxygen consumption vs temperature curves occurs over
the range 255−280 °C. The model results for both fuels show
very good agreement in the shapes of the oxygen consumption
curves, but they are shifted to slightly higher temperatures (by
up to 10 °C), or lower oxygen consumptions at a constant
temperature (by ∼20−30% oxygen outlet content), relative to
the experimental measurements. Further improvement between
these oxygen consumption experiments and simulations could
not be realized using chemically realistic autoxidation rate
parameters without adversely affecting the agreement shown
below for the deposition profiles. Differences between model
and experiment could be due to additional oxidation that
occurs between the JFTOT tube exit and the oxygen sensor in
the experimental measurements, although a narrow tube was
used to rapidly cool the fuel and minimize additional oxygen
consumption. Estimates of oxygen consumption in this
sampling tube indicate that additional oxygen consumption
should be negligible. The observed agreement shown in Figure
11 gives confidence in the ability of the chemical kinetic
mechanism to provide reasonable predictions of oxygen
consumption over a range of temperatures and conditions,
particularly considering that the mechanism also provides good
agreement in oxidation rates and deposition quantities at the
lower temperatures of the previous study.8

CFD with chemistry modeling of surface deposit production
was also performed for these two fuels and compared with
experimental deposition profiles obtained using ellipsometry.
As mentioned above, the Arrhenius parameters of the global
deposition submechanism were modified to provide adequate
agreement for both the current higher temperature JFTOT
conditions and the previous NIFTR runs at 185 °C and ECAT
runs over the range 340−400 °C (wall temperatures). It was
found here that the relative deposit production tendencies of

Figure 11. Comparison of measured and simulated oxygen outlet
concentrations as a function of set point temperature for two fuels:
filled symbols (solid lines) are experiments, and open symbols (dashed
lines) are CFD with chemistry model results.
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the two fuels (2747 and 4177) in this study have changed
greatly since the original low temperature and chemical analysis
work was performed.8 The lower depositing fuel is now higher
depositing, which is not reflected in the original composition
measurements. Thus, a quantitative comparison of predicted
and measured deposition is not feasible as the analytical
measurements (AH, SH, metals, and ROOH concentrations)
were conducted before the fuel changes, while the deposition
measurements were conducted after. We will, therefore,
emphasize a qualitative comparison of deposition profiles and
levels. The fuel 4177 deposits were quite small and the results
noisy; therefore, we concentrate here on the fuel 2747
deposition profiles. A comparison between experimental and
modeling results for surface deposition is shown in Figures 12

and 13 for a range of JFTOT set point temperatures. Figure 12
shows measured deposit depth profiles for fuel 2747 at set
point temperatures covering the range 240−300 °C. Three
separate JFTOT runs were performed at each temperature, and
the resulting ellipsometric deposit profiles shown are an average
of the three. The figure shows that, at 240 and 260 °C,
deposition is very low. Significant deposits are formed at 280
°C with a peak deposition of 110 nm near 49 mm in the tube.
At 300 °C, the deposit begins earlier in the tube and is broader
with a peak deposition above 140 nm. The deposition onset
moves upstream with increasing temperature due to the
increase in oxidation rate with temperature, as demonstrated
in Figure 11. This type of deposition behavior, with a sudden
increase in deposition with increasing set point temperature, is
typical of the behavior of most fuels in the JFTOT,25 although
deposition profiles have low reproducibility at lower deposition
levels (<50 nm). The fuel 4177 deposit profiles were in this
lower range and are not shown as they displayed poor
reproducibility.
The deposition profile modeling results are shown in Figure

13 for two fuels at JFTOT set point temperatures over the
temperature range 240−300 °C. The simulations show very
low deposition, ≤10 nm at 260 °C for fuel 4177 and at 240 °C
for fuel 2747, where oxygen consumption is low (<20%; see
Figure 11). At higher set point temperatures, both fuels begin

to deposit more significantly, with deposit peak amounts
increasing up to the highest temperature simulated, 300 °C.
The deposit peak and onset locations move upstream with
increasing temperature, in good agreement with the measure-
ments of Figure 12; however, the simulation peaks do occur
slightly earlier (i.e., upstream) in the tube. Both the
experimental measurements and simulations show a broadening
of the deposit peak with increasing temperature.
As mentioned above, the absolute deposition amounts

cannot be compared between the model and experiment due
to changes in the fuels over time. However, the absolute
deposition amounts simulated can be compared with expected
deposition levels from the fuel specifications. The ASTM
D1655 jet fuel specification currently limits deposition to a
maximum of 85 nm (measured via ellipsometry) for a JFTOT
set point of 260 °C. Both the experiments (Figure 12) and
model (Figure 13) show very low deposition (≤15 nm) at this
temperature, which is to be expected for on-specification fuels.
The model and experiment show greatly increased deposition
once the oxygen consumption increases above 20%. This rather
sudden rise in deposition with temperature has been observed
previously,25 but the current study is the first to show the role
of oxygen consumption in its temperature dependence. In
addition, both the model and experiment show deposition that
varies over the range 0−150 nm for the JFTOT set point
temperatures employed here. Thus, while a quantitative
comparison cannot be made for each fuel, the modeled results
show qualitative behavior that closely matches that observed in
the experiments.
The modeling and experimental results show good agree-

ment for both oxidation and deposition over a range of
temperatures and flow environments. The kinetic mechanism is
highly constrained by the range of acceptable kinetic
parameters for the class of reactions and by the range of
experimental measurements of oxygen consumption, hydro-
peroxide formation,8 and deposition. One important constraint
in the current data is the oxygen consumption levels at various
temperatures and the location of the deposition profiles. Figure
11 shows that the simulated oxygen consumption curves are
shifted to slightly higher temperatures than the measurements.
In contrast, the deposition curves in Figures 12 and 13 show

Figure 12. Plots of deposit depth vs distance obtained via ellipsometry
for a single fuel (2747) at multiple JFTOT set point temperatures.
Each curve is an average of deposition profiles from three separate
JFTOT runs.

Figure 13. Plots of CFD with chemistry calculated deposit depths vs
distance for two fuels at various JFTOT set point temperatures. The
markers are not actual data points; they are used to identify the curves
only.
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that the simulated deposition curves occur slightly earlier in the
tube than the experiments. These observations are interesting
considering that the oxidation reactions are linked to and
initiate the deposition process. These small differences in
oxidation and deposition simulations relative to the measure-
ments closely constrain the selection of deposition submechan-
ism kinetic parameters and imply that some part of the
simulation may need further refinement. This includes possible
modifications to the chemistry and/or flow physics in the
simulation. Targets for further study include improved handling
of temperature-dependent transport parameters, such as
diffusion coefficients which determine the diffusion rate to
the surface, and/or modifications of reaction mechanism
Arrhenius parameters to speed up oxidation relative to
deposition. It is possible that a combination of refinements to
both chemistry and physics will be required to improve the
agreement between experiment and simulation.
Many previous jet fuel deposition modeling studies

employed global oxidation chemistry which could only be
applied to the particular experimental system being studied
(e.g., Katta et al.17). The autoxidation mechanism used in the
current study was developed using realistic grouped chemical
reactions and Arrhenius parameters. Using real chemistry and
chemical kinetic parameters allows the mechanism to be
broadly applicable over a range of conditions and flow systems.
The refined mechanism used for the current study expands the
temperature range and flow conditions to which the mechanism
can be applied. In contrast to the autoxidation mechanism, the
deposition chemistry of fuels is poorly understood and modeled
here using a simplified global submechanism. Thus, the kinetic
parameters used in the deposit submechanism are not based on
known chemical reactions with readily estimated Arrhenius
parameters. Nevertheless, the experimental oxidation and
deposition behavior closely restricts the global deposition
reactions and rate parameters that are used, and therefore,
further analysis of these parameters can be useful. The only wall
reaction in the mechanism is Reaction 19, where insoluble
species react at the wall to form deposits. The A factor used
here (3000 m/s) was estimated based on an extrapolation of
the hard sphere encounter frequency of fuel species with the
surface.26 The activation energy selected allows the observed
deposition temperature dependence to be closely matched for
the current JFTOT results and the previous lower temperature
results.8 Reactions 17 and 18 distribute the deposition
precursor “Products AH” species, between soluble and
insoluble products. The difference in activation energies for
these two reactions (i.e., 3 and 1.3 kcal/mol, respectively)
determines the temperature dependence of formation of
soluble vs insoluble species. The selected activation energies
dictate that, at the temperatures of interest in autoxidation, the
formation of solubles increase faster with temperature than
insoluble species. This is consistent with the typical increase in
solubility with temperature.
Exercising the Model. With the observed agreement for

oxygen consumption and deposition over a range of temper-
atures in the previous8 and current work, we now employ the
model to explore the chemistry which occurs in the JFTOT
flow environment to better understand the role of flow,
temperature, and chemistry on autoxidation and deposition.
Figure 14 is a contour plot of oxygen percent at a set point of
280 °C for a cross section through the center of the JFTOT
tube. The plot shows that oxygen consumption begins near the
midpoint of the hot inner wall (which correlates to the

maximum wall temperature; see Figure 8) and is rapidly
consumed in this near wall region. This low oxygen fuel is
carried downstream and then recirculates upstream near the
colder outer wall, resulting in a lower oxygen level on the cold
outer wall compared to the hot inner wall. Normally, one would
expect lower oxygen consumption in the colder parts of the
system, but here, the radial temperature gradients induce
buoyancy effects to create this unusual situation.
One benefit of a having a CFD with chemistry simulation is

the ability to readily perform “computational experiments”
where system conditions are varied over a range of values more
readily than would be feasible via experiment. Here, we show
the predictions of such computations on the effect of partial
deoxygenation and fuel dilution on deposition profiles. Figure
15 shows the results for a 280 °C set point temperature using
fuel 2747 where the initial oxygen level (Figure 15a) and fuel
dilution (Figure 15b) is varied. These figures show the value of
the simulation in providing simple predictions which would be
difficult to generate experimentally. Figure 15a shows that
reducing initial oxygen levels from 100% (i.e., air saturated, ∼70
ppm, mass fraction of 7.12 × 10−5 used in the simulation) to
50, 10, and 2% results in a significant reduction of deposition
without changes in the deposition profile. The inset shown in
Figure 15a is a plot of the integrated deposition over the length
of the tube vs the oxygen level. The plot shows a linear
relationship between oxygen and total deposition. For complete
oxygen consumption conditions, this is in agreement with
previous experimental measurements, but the situation for
partial oxygen consumption is more complex.27−29 Partial
oxygen consumption can result in a nonlinear relationship
between initial oxygen levels and deposition which will require
an improved chemical kinetic mechanism to correctly model.
Figure 15b demonstrates simulations of diluting a fuel sample

with relatively nonreactive hydrocarbon solvent or low
heteroatomic fuel (e.g., a heavily hydrotreated petroleum-
based fuel or a HEFA/FT synthetic paraffinic alternative fuel).
These dilution simulations were performed by lowering the
initial AH, SH, ROOH, and dissolved metals concentrations by

Figure 14. Calculated contour plot of oxygen percent for fuel 2747 at
a 280 °C set point temperature.
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the dilution level (e.g., for a dilution level of 50%, these initial
concentrations were reduced in half). The simulation shows
that fuel dilution is very similar to oxygen reduction (Figure
15a) in reducing deposition levels, with the inset of Figure 15b
showing a linear relationship between integrated deposition and
dilution level. Figure 15b also shows subtle effects of dilution
on the onset of fuel deposition, with the simulation predicting
the deposition onset to occur slightly upstream in the tube.
This is likely due to the role of fuel heteroatomics in slowing
fuel oxidation by intercepting peroxy radicals.8 In fuel dilution,
this can be offset by the lower initial concentration of
hydroperoxides and dissolved metals, which would result in
moving oxygen consumption and the deposition onset
downstream. The results show that the lowering of fuel
heteroatomics dominates this competition.

■ CONCLUSIONS

Experimental measurements of wall and fuel temperatures,
outlet dissolved oxygen, and surface deposit depth in
combination with a CFD with chemistry simulation were
used to provide improved characterization of the heat transfer,
fluid dynamics, autoxidation chemistry, and deposition which
occur in the JFTOT system. The study shows that the flow is
dominated by buoyancy effects with inner/outer wall temper-
ature gradients inducing fuel recirculation and complex
residence time behavior. Oxidation rates vary greatly over a
range of fuel types, which results in a wide range of oxygen
consumption levels at the standard 260 °C set point
temperature. This oxygen consumption extent is shown to be
a primary driver of the deposition extent in the JFTOT with
oxygen consumption over ∼20% required before significant
deposition is observed. An optimized chemical kinetic model of
autoxidation with a global deposition submechanism is able to
reproduce the observed oxidation and depositions character-
istics. This improved CFD with chemistry simulation provides
the ability to predict the location and quantity of oxygen
consumption and deposition over a wide range of temperatures
and conditions relevant to jet fuel system operation. This
improved model can be used to predict the effect of fuel system
modifications (e.g., fuel system geometry and/or fuel

composition changes) on the location and amount of oxygen
consumption and surface deposition.
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Inultra-compact combustors, the length of the system is reducedby integrating the turbine turning vaneswithin the

combustor and the primary zone is in a cavity recessed from the core flow. To understand the combustion

characteristics of anultra-compact combustor, the turning vaneswere removedand a combined-diffuser flameholder

was integrated upstream of a trapped-vortex combustor cavity. Two variants of the combined-diffuser flameholder

are compared. In configurationA, the row of passages nearest the trapped-vortex combustor is opened, whereas for

configuration B, an additional row of flow passages vertically adjacent is also open. Grid-independent three-

dimensional simulations of these geometries are performed following a steady, multiphase, Reynolds-averaged

Navier–Stokes, C-progress variable/flamelet approach with source terms to model effusion cooling. Nondispersive

infrared analyzers were used to measure the concentrations of CO2, O2, and CO at the exit of the test section using

three sets of emission rakes, with each having five vertically aligned, quick quenching sampling probes. Reasonable

comparison was obtained between predictions and measurements of CO2 and O2 mass fraction profiles. Besides

comparison between the two configurations, the effect of combustion on the flowfield/flamelet/flame structure is

provided. Recommendations on further improvement of the design and numerical model are also discussed.

Nomenclature

A = area, m2

CD = drag coefficient
~C = Favre mean C-progress variable
cp = specific heat capacity, J∕kg · K
Da = Damköhler number
d = diameter, m
f = mixture fraction in the flamelet domain
~f = Favre mean mixture fraction
~f 02 = Favre mean mixture fraction variance
~H = Favre mean total enthalpy, J∕kg

Ka = Karlovitz number
k = kinetic turbulent energy, m2∕s2
lt = integral length scale, m
_m = mass flow rate, kg∕s
Prt = turbulent Prandtl number
~P = Favre mean pressure, Pa
Re = Reynolds number
SR = strain rate, 1∕s
Sct = turbulent Schmidt number

SΦ = generic source term (units depend upon variable Φ)
Ut = turbulent flame speed, m∕s
Ul = laminar flame speed, m∕s
~u = Favre mean streamwise velocity, m∕s
~v = Favre mean transverse velocity, m∕s
~w = Favre mean spanwise velocity, m∕s
x = streamwise Cartesian coordinate, m
y = transverse Cartesian coordinate, m
z = spanwise Cartesian coordinate, m
α = thermal diffusion coefficient, m2∕s
ΓΦ = generic diffusion coefficient (units depend upon

variable Φ)
ε = eddy dissipation rate, m2∕s2
μ = kinetic viscosity, kg∕m · s
ξ = random number from 0 to 1
ρ = density, kg∕m3

σk = turbulent kinetic energy Prandtl number
σt = turbulent Schmidt number for mean mixture fraction

and mean mixture fraction variance equations
σε = eddy dissipation rate Prandtl number
τij = stress tensor, Pa∕m3

Φ = generic transport variable (unit depends open the
variable)

ϕ = equivalence ratio
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χst = scalar dissipation rate in flamelet domain, 1∕s
~χst = scalar dissipation rate, 1∕s

Subscripts

b = wall boundary condition
bface = face of a cell adjacent to a wall boundary condition
ecj = effusion-cooling jets
p = particle
st = stoichiometry
t = turbulent
1
2

= half-injection angle

I. Introduction

C ONFLICTING challenges of improving gas turbine engine
performance, increasing durability, reducing engine weight,

and lowering emissions, whilemaintaining cost, need to be overcome
for developing advanced combustor technologies. The ultra-compact
combustor (UCC) attains significant length reduction (∼30% [1])
by incorporating high-pressure turbine inlet guide vane (IGV)
components into the domain of the combustor as well as using a
trapped-vortex cavity recessed from the core flow to help stabilize the
flow. Reducing the combustor length results in engine weight
reductions that improve engine thrust-to-weight ratio. Moreover, the
systems-level approach of a UCC has the potential for significant
total pressure loss reduction [1] between the compressor exit and the
turbine rotor inlet. The UCC/trapped-vortex combustor (TVC)/IGV
operates by spraying fuel and injecting air jet streams into the TVC
cavity to produce a vortex-like structure within this cavity for stable
flameholding. Typically, the cavity operates as a fuel-rich primary
combustion zone. Then, the unburned fuel and intermediate products
are transported into the main burner channel across a set of struts that
bridge the main inlet airstream, seeking lower pressures in between
the IGVpassages, where quick quench occurs. Complete combustion
follows at fuel-lean conditions further downstream. Because of the
associated low residence times, and because the UCC/TVC/IGV
operates in a rich-burn quick-quench lean-burn cycle, this combustor
could drastically reduce NOx, CO, and unburned hydrocarbon emis-
sions. The body of this combustor is cooled by a combination of film-
and effusion-cooling jets to ensure the durability of the liner.
There have been numerous UCC/TVC/IGV variants [1–8], but our

current notional design operates as a main combustor situated in
between the compressor exit and the high-pressure turbine inlet using
a trapped-vortex combustor cavity as a primary zone [9] and a
combined-diffuser flameholder (CDF) as a core flow entrainment
mechanism. Xing et al. [3,4] have used the UCC as an interturbine
burner with a prevaporized premixed fuel/air mixture to exper-
imentally and numerically study the effect of Mach number, inlet air
temperature, and TVC air driver jet flow rates on ignition, blowout,
efficiency, and temperature exit profiles. Even though they obtained
stable combustion at Mach numbers between 0.3 and 0.6, the
temperature pattern factor and pressure losses were inferior to that
corresponding to conventional combustors. In the past, IGVs have
been used [3,6–8] for the dual purpose of turning the flow and
enhancingmass transport from the cavity into the core flow to acquire
desirable temperature profiles. Previous investigations [3,6–8] using
turning vanes with or without enhanced entrainment mechanisms,
such as radial vane cavities, did not produce the desired exit tem-
perature profile. The entrainment mechanisms and the low-pressure
region developed around the vane were not sufficient to transport the
combustion products from the primary zone of the cavity and evenly
distribute them across the mainstream reaction zone. Thus, the radial
temperature profile was skewed toward the cavity-side wall. This
may in part be due to the unbalanced flow splits distribution between
the mainstream and the TVC cavity air (90 vs 10% [excluding
cooling]). This, in turn, led to flow spillage from the TVC cavity [3].
To generate better entrainment and mixing between these two flows,
the mainstream to TVC cavity air flow split must decrease in order to
generate a more balanced momentum ratio. In addition, struts or

blockages can be used to create low-pressure regions and enhance
transport of the combustion products out of the cavity.
In an effort to improve flow distribution andmass transport, and to

provide a baseline for future studies with vanes, the IGVs were
removed and replaced with the CDF. The latter contain three rows of
diffuser flow passages traversing from near the TVC-cavity-sidewall
to the UCC top wall. This device is useful in order to study how the
mainstream to TVC cavity air flow split and how the front-end air jet
configurations affect cavity transport and overall combustion
performance. Moreover, rows of flow passages within the CDF can
be opened or closed, providing some flexibility to vary flow splits and
mixing. Because the core flow air enters the combustor through
discrete jets through the CDF (in contrast to a single opening), the
CDF has two functions: 1) to integrate the TVC with the upstream
diffuser and provide a balanced flow distribution between the
mainstream and the TVC cavity, which, in turn, creates a shear layer
between the TVC cavity and the mainstream, enhancing mixing; and
2) to act as a bluff body, providing low-pressure wakes in between
and above the discrete air jets in order to enhance product transport
from the TVC cavity to the mainstream, leading to a suitable
temperature profile. TwoCDFconfigurationswere tested at theHigh-
Pressure CombustorResearch Facility at constant operating pressure,
pressure drop, and inlet temperature. Configuration A contained a
single row of discrete air jets blowing downstream directly across the
opening of the TVC cavity (i.e., near-TVC rows of passages opened),
and configuration B contained an additional row of air jets near the
center of the mainstream (i.e., middle row of passages opened). The
IGVs are removed in this study in order to determine if the correct
flow distribution and bluff body provide high combustor
performance. As will be shown in this paper, this concept provides
the desirable exit temperature profile. The IGVs will need to be
incorporated into future designs in a manner that does not distort the
current flow performance.
Previous UCC investigations have made major strides into

understanding the fundamental and practical characteristics of this
combustor. Blunck et al. [1] found that higher combustion effi-
ciencies typically correspond to higher vortex strengths within the
cavity, and that the configuration with mainstream air jets passing
over the cavity produced the highest vortex strength and combustion
efficiencies. The combustor tested is the same as configuration A,
which is used in the current study, and comparisons between the
experiments and computations are presented in a subsequent section.
Erdmann et al. [6] demonstrated experimentally that the TVC can
experience Rayleigh losses of approximately 1.4% and that a
compact, turbulent flame can be obtained using a CDF upstream of
the TVC cavity. In addition, they showed that maintaining an overall
inlet Mach number less than 0.1 can help keep the Rayleigh losses to
less than 3%. Sekar et al. [2], Xing et al. [3], and Briones et al. [7,8]
have demonstrated that the exit temperature profile and the pressure
losses can be affected by geometric features on the IGV such as
ramps, dimples, and cavities. In addition, they have shown that the
flow is highly three-dimensional and, consequently, the combustor
has to be fully modeled without significant simplification, such as a
single vane passage combustor section with translationally periodic
boundary conditions. Briones et al. [7] have also shown that rea-
sonable qualitative comparisons between measurements and pre-
dictions can be achieved using the C-progress variable/flamelet
model with the Zimont source-term closure. However, the results are
sensitive to the arbitrary Zimont model coefficient.
We do not fully understand howwell the CDFwith the TVCworks

in terms of mixing and combustor exit profiles. The problem is
extremely challenging and requires analytical, numerical, and exper-
imental efforts. From the numerical standpoint, to solve the
aforementioned problem, high-fidelity reacting flow simulations are
necessary in order to reduce the research and development cost and
time.Consequently, insight into the finalUCCdesign can be obtained
with modeling and simulation of reacting flows using the progress
variable/flamelet model approach for faster turnaround. For now, we
will limit our examination to look at the interaction between the CDF
and the TVC cavity in terms of the transport of cavity combustion
products and mixing with the mainstream air, since very little
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research has been conducted in this regard [6]. This, in turn, will
provide insight into the future shape and location of the IGVs.
Therefore, the numerical model needs to be compared against
experimental measurements in order to assess the numerical model.
The major purposes of this investigation are to provide insight

into the development of the UCC based on further understanding
of the interaction between the CDF and TVC cavity and to assess
the numerical model. The specific objectives of this study are the
following: 1) to appraise the numerical models in terms of predicted
and measured CO2, O2, and CO species mass fraction profiles; 2) to
determine the effect of combustion on the flowfield structure; 3) to
scrutinize the flow and flame structures for both UCC/TVC/CDF
configurations in terms of streamlines, product formation rate, and
temperature distribution; 4) to determine the characteristics of local
turbulent flame speeds and turbulent flame regimes; and 5) to assess
mixing between the TVC cavity flow and the CDF flow.

II. Physical-Numerical Procedure

The commercial code FLUENT [10] has been used for the
simulations presented. The fuel is injected as a liquid spray through
six fuel injectors, and a discrete phase is used to model the transition
of liquid fuel spray into gas phase, employing both Eulerian and
Lagrangian frames of reference. Details of the nonadiabatic C-
progress variable/flamelet model are presented here, such as gas-
phase formulation, in-house effusion-cooling sources, geometries
and meshes, and boundary conditions.

A. Gas-Phase Numerical Model

The steady three-dimensional governing equations of continuity,
momentum, turbulence, total enthalpy, mixture fraction, mixture
fraction variance, and the C-progress variable are solved using the
coupled pressure-based solver of FLUENT [10]. Turbulence is
modeled using the realizable k-ε Reynolds-averaged Navier–Stokes
(RANS) governing equations. Turbulent kinetic energy is only
generated due to mean velocity gradients. Standard-wall functions
[11] are used to determine the near-wall flow velocity. The governing
equations are discretized using a second-order upwind scheme [12].
The gradients and derivatives of the governing equations are
computed using the least-square cell-based gradient [13], which is

second-order spatially accurate. The discrete phasewas set to interact
with the continuous phase every 20 iterations. The continuity,
momentum, total enthalpy, and the mixture fraction equations
contain source terms that couple the continuum phase with the
discrete phase. The governing equations in differential notation can
be represented in general form as follows:

∂��ρ ~uΦ�
∂x

� ∂��ρ ~vΦ�
∂y

� ∂��ρ ~wΦ�
∂z

� ∂
∂x

�
ΓΦ ∂Φ

∂x

�
� ∂

∂y

�
ΓΦ ∂Φ

∂y

�

� ∂
∂z

�
ΓΦ ∂Φ

∂z

�
� SΦ (1)

Depending on the value ofΦ, this equation represents the continuity,
momentum, turbulent kinetic energy, eddy dissipation rate, total
enthalpy, mixture fraction, mixture fraction variance, andC-progress
variable equations, as shown in Table 1. This table also describes the
transport coefficient ΓΦ and the source term SΦ for each equation.
The Reynolds stresses in the momentum equations are related to the
meanvelocity gradients through the Boussinesq hypothesis [14]. The
turbulent kinetic energy and eddy dissipation equation Prandtl
numbers are σk � 1.0 and σε � 1.2 [10], respectively. The enthalpy-
equation turbulent Prandtl number (Prt) is 0.85 [10]. The turbulent
Schmidt numbers (σt and Sct) are, respectively, 0.85 and 0.7 [10].
The β-shape probability density function (PDF) equations and
discrete phase model are given in [3] and [8], respectively.

B. Effusion-Cooling Source Term Modeling

The mass continuity and momentum equations contain source
terms that model the effusion-cooling jets in the combustor.
Modeling is required instead of resolving the effusion-cooling
injections because there are thousands of tiny injections with
geometrical sizes comparable to that of the cells near the boundary
conditions. Therefore, meshing these inlet conditions would be
prohibitive. Nevertheless, accurate numerical predictions call for
modeling these effusion-cooling jets because their total air mass flow
rate constitutes a substantial fraction of the total mass flow rate. For
instance, for configurations A and B, effusion cooling constitutes 32
and 25% of the total mass flow rate, respectively. In addition, these

Table 1 Variables, transport coefficients, and source terms appearing in the governing equation

Equations Φ ΓΦ SΦ

Continuity 1 0 _mb

Vcell
� mpin

−mpout

mp;0Vcell
_mp;0

Favre mean
streamwise
momentum

~u μ� μt −∂ �p
∂x� ∂

∂x

�
�μ�μt�∂ ~u∂x

�
� ∂

∂y

�
�μ�μt�∂ ~v∂x

�
� ∂

∂z

�
�μ�μt�∂ ~w∂x

�
−∂τturbxx

∂x −∂τturbxy

∂y − ∂τturbxz

∂z � _mb ·ub
Vcell

�P� 18μ
ρpd

2
p

CDRep
24

�
up −

�
~u� ξ

����
2k
3

q ���
_mpΔt
Vcell

Favre mean
transverse
momentum

~v μ� μt −∂ �p
∂y� ∂

∂x

�
�μ�μt�∂ ~u∂y

�
� ∂

∂y

�
�μ�μt�∂ ~v∂y

�
� ∂

∂z

�
�μ�μt�∂ ~w∂y

�
−∂τturbyx

∂x −∂τturbyy

∂y − ∂τturbyz

∂z � _mb ·ub
Vcell

�P� 18μ
ρpd

2
p

CDRep
24

�
up −

�
v� ξ

����
2k
3

q ���
_mpΔt
Vcell

Favre mean
spanwise
momentum

~w μ� μt −∂ �p
∂z� ∂

∂x

�
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�
� ∂
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�
�μ�μt�∂ ~v∂z

�
� ∂
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�
�μ�μt�∂ ~w∂z

�
−∂τturbzx

∂x −∂τturbzy

∂y − ∂τturbzz

∂z � _mb ·ub
Vcell
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ρpd

2
p

CDRep
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�
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�
�w� ξ

����
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3

q ���
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energy

k μ� μt
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��
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|																																																																															{z																																																																															}
SR2

− ρε

Eddy
dissipation
rate

ε μ� μt
σε

ρ · max
�
0.43 SR·k∕ε

5�SR·k∕ε

�
·
h�

∂ ~u
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�
2 �

�
∂ ~v
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�
2 �

�
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2
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∂ ~u
∂y � ∂ ~v

∂x

�
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∂y � ∂ ~v

∂z
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2 � 1

2

�
∂ ~u
∂z � ∂ ~w

∂x

�
2
i
1∕2

ε − 1.9ρ ε2

k�
���������
μtε∕ρ

p

Favre mean
total enthalpy

~H μ� μt
Prt

_mp;0

mp;0Vcell

h
�mpout

−mpin
�hfg −mp;out∫

Tp;out

Tref
Cpp

d ~T �mp;in∫
Tp;in

Tref
Cpp

d ~T
i

Favre mean
mixture
fraction

~f μt
σt

mpout
−mpin

mp;0Vcell
_mp;0

Favre mean
mixture
fraction
variance

~f 02 μt
σt

2.86 · μt
�
∂ ~f
∂x � ∂ ~f

∂y� ∂ ~f
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�
2
− 2.0 · ρ ε

k
~f 02

Favre C-
progress
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~C μt
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ρSC
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cooling air flow rates could react with the fuel vapor, substantially
altering the numerical results. Consequently, the effusion-cooling
jets are removed from the geometry for meshing and they are
introduced in the model as volumetric mass flow rate andmomentum
source terms in the cells adjacent to the relevant boundary conditions.
These source terms are modeled as follows:

_mb

Vcell

� � _mecj∕Ab�Abface

Vcell

(2)

_mb · ub
Vcell

� � _mecj∕Ab�Abface

Vcell

·

�
_mecj · sin�θecj�
ρ�Tinlet�Aecj

�
(3)

_mb · vb
Vcell

� � _mecj∕Ab�Abface

Vcell

·

�
_mecj · cos�θecj�
ρ�Tinlet�Aecj

�
(4)

_mb · wb

Vcell

� � _mecj∕Ab�Abface

Vcell

·

�
_mecj · cos�θecj�
ρ�Tinlet�Aecj

�
(5)

Themass flow rate through a boundary cell face _mb is the (measured)
totalmass flow rate of the effusion-cooling jets through that boundary
condition _mecj divided by that boundary condition area Ab times the
cell face area adjacent to the boundary Abface. Then, _mb is divided by
the cell volume Vcell. Equation (2) is introduced as a source term in
Eq. (1) with Φ � 1 and appropriate ΓΦ and SΦ. There is also a
corresponding momentum associated with _mb for Eq. (1) with
Φ � u, v, and w. Since information of our effusion-cooling jet inlet
areas Aecj and direction of the jets θecj are known, the jet’s velocity
components (ub, vb, and wb) can be calculated as shown in the term
within parentheses in Eqs. (3), (4), and (5). These jet’s velocity
components are multiplied by _mb and divided by Vcell in order to
obtain the corresponding momentum source terms. We developed,
coded, compiled, and linked this procedure to FLUENT using a C
programming language subroutine to account for the effusion-
cooling jet’s mass flow rate and momentum. Further details can be
found in [3]. The user provides values of inlet temperatureTinlet, _mecj,
θecj, and Aecj for this subroutine for the various wall boundary
conditions with effusion-cooling jet modeling. The cooling air
density is calculated from Tinlet.

C. Flamelets for the Probability Density Function

The flamelets are calculated by solving the laminar n −
C12H26∕air counterflow non-premixed flame equations in a mixture
fraction space [15,16] using the JetSurf-1.0 [17] chemical reaction
mechanism containing 194 species and 1459 Arrhenius reactions.
Only the 20 most abundant species are kept in the β-shaped PDF
lookup table. The flamelet calculation computes the mixture density
ρ, species Yi, and temperature Tb as a function of mixture fraction f
for a given stoichiometric scalar dissipation rate χst. The thermo-
dynamic properties appearing in the flamelet equations (not shown)
are temperature and species dependent. The specific heat capacity cp
of the individual species is computed from piecewise polynomials
[10]. The PDF equation is a function of mixture fraction ~f and
mixture fraction variance ~f 02 as described in [3]. Then, the compu-
tational flowfield scalar variables � ~ρ; ~T; ~Yi� are obtained by using the
probability density function PDF(f), the mean stoichiometric scalar
dissipation rate ~χst), the mean enthalpy ~H, and the flamelet variables
�ρ; Tb; Yi� [3]. If the variables ρ, Tb, and Yi do not exist for a given f,
~χst, and ~H, they are linearly interpolated. The unburned density ρu,
unburned thermal diffusivity αu, unburned temperature Tu, and
specific heat capacity cp are fitted to third-order polynomials of the
mixture fraction ~f using linear least squares [10].

D. C-Progress Variable Source Term SC and Laminar Flame Speed

Ul

The laminar flame speedUl as a function of the equivalence ratioϕ
is needed to calculate the turbulent flame speed Ut. This in turn is
used to compute the source term in the C-progress variable equation
with the Zimont closure. That is, ρSC � ρuUtj∇ ~Cj and

Ut � A

 ������
2k

3

r !
3∕4

U
1∕2
l �α�−1∕4l1∕4t

Explanation of the Zimont model can be found elsewhere [7,8].
Consequently, the calculation of Ul is critical for the prediction of
Ut. Calculations of Ul were conducted in the freely prop-
agating configuration premixed n − C12H26∕air mixture at 440 K
and 689,475.2 Pa. These conditions correspond to the operating
conditions of the combustor. CHEMKIN-PRO [18] was used for
these calculations. The laminar flame speed predicted with JetSurf-
1.0 [17] was compared with that of JetSurf-2.0 in Fig. 1. Because
there are no substantial differences between the twomechanisms, the
results of JetSurf-1.0 were used. This reduced the computational
effort for calculating the various flamelets needed for the PDF table,
as described in the previous section. Finally, the laminar flame
speed as a function of mixture fraction f was programmed using a C
programming subroutine.

E. Boundary Conditions

The geometry is represented by mass flow inlet, pressure inlet,
pressure outlet, and wall boundary conditions. Figure 2 presents the
computational domain and boundary conditions. The hot air driver
jets and film-cooling jets are modeled with the mass flow inlet
boundary condition. The mainstream hot air entering the CDF is
modeled as a pressure inlet boundary condition. The outflow is
modeled with the pressure outlet boundary condition. The reason for
using inlet and outlet pressure boundary conditions is because the two
UCC/TVC/CDF configurations are compared at constant pressure
drop, operating pressure, and inlet temperature. The rest of the walls
aremodeled as impermeable adiabaticwall boundary conditions. The
operating pressure of the combustor is 689 kPa. The fuel is injected as
liquid from six injection sites equally distributed at the upstreamwall
of the TVC. The injections are conical, with a half-angle of injection
set to θ1∕2 � 45 deg and the Rosen–Rammler droplet distribution
with a spread factor of 3.5 varying from 0.1 to 100 μm. The average
diameter is 20 μm. The fuel droplets can escape the inlet and outlet
boundaries; however, they bounce off the walls. The boundary

φ

U
l
(m

/s
)

0 1 2 3 4 5 6 7
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

JetSurf 1.0
JetSurf 2.0

Fig. 1 N-dodecane/air unstretched laminar flame speedUl as a function
of equivalence ratio ϕ. The calculations were performed at a 440 K inlet
temperature and 689,475.3 Pa constant pressure using the JetSurf-1.0
chemical kinetics mechanism [17].
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conditions for the continuum and discrete phase governing equations
presented before are as follows:
Mass flow inlet boundary condition††:

_m � 15.5% and 10.9% (total forward driver jets), 16.8 and 12.8%
(total aft driver jets),
0.8 and 0.6% (totalA cooling jets), 1.7 and 1.3% (totalB cooling jets),
1.8 and 1.4% (total C cooling jets), or 1.6 and 1.3% (total D
cooling jets)

~T � 540 K; ~C � ~f � ~f 02 � ~H � 0; u 0 � 0.1 ~u; lturb � DH

Pressure inlet boundary condition:

~P � 35907.9 Pa; ~T � 540 K; ~C � 0;

~f � ~f 02 � ~H � 0; u 0 � 0.1 ~u; lturb � DH

Pressure outlet boundary condition:

~P � 0.0 �gauge�

Wall boundary condition:

~u � ~v � ~w � 0; ∇n
~C � ∇n

~f 02 � ∇n
~H � 0; k � ϵ � 0;

vp · n̂w � −vp · n̂w; and vp · t̂w � vp · t̂w

Discrete phase injections:

_mp � 0.00525 kg∕s �per injector�; jvpj � 93 m∕s;

Tp � 296.8 K; θ1∕2 � 45 deg; dp;min � 0.1 μm;

dp;avg � 20 μm; dp;max � 100 μm

F. Geometry, Mesh and Computation

The geometries were created in Unigraphics. Gambit was used for
geometry cleanup, decomposition, and meshing. Two geometries
were meshed. The two geometries contain a combined-diffuser
flameholder upstream of trapped-vortex combustor cavity, as shown
in Fig. 3. They only differed in the row of passages that were opened
or closed in the CDF. Out of the three rows of passages in the CDF
(i.e., near TVC, intermediate, and away from TVC), configuration A
had only the near-TVC row of passages opened, whereas config-
uration B had the additional intermediate row of passages opened.
Therefore, the meshes were similar in all respects, and the boundary
conditions were adjusted between the two configurations. The
meshes were sized to use standard wall functions. The meshes for
configurations A and B contained approximately 53 million mixed
cells. It arrived to this mesh size by conducting a grid-independence
study, as illustrated in Fig. 4. This figure shows the normalized area-
averaged temperatures as a function of dimensionless streamwise
coordinate, just downstream of the combined-diffuser flameholder,
for three mesh sizes. The temperature was normalized by the ratio of
the temperature difference between the local and inlet temperatures to
the difference between the maximum and inlet temperature. Three
meshes were evaluated, viz., 17, 53, and 63 million cells. From 17 to
53million cells, themesh grew 212% and themaximum difference in
temperaturewas 16%. Similarly, from53 to 63million cells, themesh
grew 18% and the maximum difference in temperature profile was
6%. However, the differences between the largest meshes were only
localized in a small region near the TVC. On the other hand, the
quantitative difference between the 17 and 53 million cell meshes
was pronounced almost everywhere downstream of the CDF. In fact,
the average temperature difference between the two largest meshes

Fig. 2 Computational domain and boundary conditions. The types of boundary conditions are color coded by representing mass flow rate boundary
conditions (red), pressure outlet boundary conditions (green), and impermeable adiabatic wall boundary conditions (gray). The orange arrows indicate
the locations at which the injectors are mounted onto the trapped-vortex combustor cavity. However, the arrows do not represent the direction of the
injections. The injectors are at a 45 deg half-angle θ1∕2. The various components of the ultra-compact combustor are labeled. The labels are colored with
the applied boundary condition.

††Mass flow rates are given in percentage values of the total mass flow rates
though configurationsA andB, respectively. The percentage values drop from
A to B because more mass flows through B at a constant pressure drop.
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was negligible downstream of the TVC. Therefore, the 53 million
cell mesh suffices for a grid-independent study. Furthermore, the
simulations were conducted in the U.S. Department of Defense
Supercomputing Resource Center system of the U.S. Air Force
Research Laboratory. For the simulations, 160 parallel-core com-
putations were used in a supercomputer. This 64 bit supercomputer
uses two 16-core AMD Opteron processors at 2.4 GHz.

III. Experimental Procedure

Testing of the UCC was performed in the High-Pressure Com-
bustor Research Facility at the U.S. Air Force Research Laboratory.
This facility provides high-temperature and high-pressure air to
replicate conditions in a gas turbine engine. A side-view cross section
of the UCC is shown in Fig. 5. The cavity is the primary combustion
zone of the UCC. The fuel-rich combustion products from the cavity
aremixedwith extra air and further react with themainstream flow as
they migrate from the TVC cavity and into the core flow along the
forward face of the CDF. The walls are cooled with a combination of
film- and effusion-cooling jets. The deswirling vanes do not represent
components in an engine or constitute a key element of the UCC
design under development. These are used to turn the flow in the
streamwise direction before passing into the facility exhaust section.
The exit of the UCC is at the leading edges of the deswirler vanes,
which straighten the flow to minimize lateral stresses within the rig.
The two UCC/TVC/CDF configurations tested here are illustrated in
Fig. 3. The configuration with only the bottom row of air jets open
along the CDF (i.e., A) provided the best combustion efficiency and
temperature profile [1]. Additional information regarding testing
with the CDF is reported by Blunck et al. [1] and Erdmann et al. [6].
Testing on the UCC was performed at nearly 689 kPa and 540 K for

both configurations. JP-8 was used as fuel. The TVC cavity operated
at fuel-rich conditions (ϕTVC � 1.55–1.68), whereas the overall
UCC operated at fuel-lean conditions (ϕUCC � 0.53–0.74). Three
rakes of emission probeswere placed in the same streamwise plane as
the trailing edges of the deswirlers, as shown in Fig. 6. Each rake had
five quick-quench gas sampling probes distributed across the height
of the main combustor channel. Nondispersive infrared analyzers
were used to measure the concentrations of CO2, O2, and CO at the
exit of the rig using a set of three rakes, with each having five
vertically aligned quick-quenching sampling probes. The uncertainty

Fig. 3 Side view of the computational domain for configurations A (left) and B (right). The CDF is semitransparent, and the blockages to the CDF
passages (colored in blue) are observed.

Fig. 4 Normalized area-averaged temperatures as a function of the
dimensionless streamwise coordinate. The dimensionless streamwise

coordinate of zero represents the location just downstream the combined-
diffuser flameholder, whereas the value of unity represents the exit of the
combustor, as discussed in the context of Fig. 2.

Fig. 5 Schematic of the experimental setup showing the combined-
diffuser flameholder, the trapped-vortex combustor cavity, and
deswirler vanes. Because the two upper passages of the combined-

diffuser flameholder are closed, this setup corresponds to that of
configuration A. The viewing window is also indicated. The blue arrows
indicate the air jets, the green indicate the fuel injection site, and the red
arrows indicate the effusion-cooling jets.

Fig. 6 Top view of the rig showing the location of the multiple emission
probe rakes. The locations of the serpentine walls are also indicated.

BRIONES ETAL. 243

D
ow

nl
oa

de
d 

by
 A

FR
L 

D
'A

zz
o 

W
rig

ht
-P

at
te

rs
on

 o
n 

A
ug

us
t 2

2,
 2

01
6 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I: 
10

.2
51

4/
1.

B
35

14
1 

338 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



of the emission rakemeasurementswas�3%, based onmanufacturer
specifications. The CO2, O2, and CO measurements are compared
with predictions in the Results and Discussion section (Sec. IV).

IV. Results and Discussion

In this section, we initially discuss the assessment of the numerical
model by comparing measurements with predictions and qual-
itatively inspecting the Zimont model closure. Subsequently, we
examine the effect of combustion on the flowfield in terms of
streamlines. Then, we qualitatively compare the reacting flowfield of
configurations A and B in terms of streamlines, velocity contours,
product formation rate, and temperature distribution. Finally, we
examine the turbulent flame regimes within the combustors.

A. Assessment of the Numerical Model

As described in the previous section, the physical-numerical
model is complex, since it involves many submodels that are com-
piled into a more intricate model that captures multiphysics such as
liquid fuel evaporation, liquid fuel boiling, molecular mixing,
turbulence-induced mixing, turbulence–chemistry interactions, and
flame stabilization. These submodels can be individually assessed/
validated (e.g., chemical mechanism, evaporation, etc.) or can be
assessed altogether. We have evaluated the models in both manners.
Although not shown, the unstretched laminar flame speed Ul,
calculated using CHEMKIN-PRO’s freely propagating application
[18], was compared with the data reported by Kumar and Sung [19].
The conditions correspond to atmospheric pressure and inlet
temperatures of 400 and 470 K, respectively. The chemical mech-
anism provided remarkably good results at lean conditions, but it
underestimated the data at rich conditions. This suggests that our
three-dimensional model will be more accurate at downstream
locations where the flow is leaner and less accurate at the TVC cavity
where the flow is richer. In an earlier [3] investigation, we compared
the heat signature with the predicted IGV temperature distribution,
and good qualitative comparison was obtained. Moreover, the good
qualitative comparison between measured and predicted exit CO2

mass fraction profiles was previously obtained [3]. Further compar-
isons between measuredCO2,O2, and COmass fraction profiles and
predictions are presented here.
The comparisons between predicted andmeasured species profiles

are presented in Fig. 7 for both configurations:A andB. The locations
of these measurements are illustrated in Fig. 6 and were discussed in
the previous section. The measured CO2, O2, and CO profiles are
qualitatively similar between configurations A and B, suggesting
similar combustion characteristics. For a given configuration, the
CO2 mass fraction is greatest at the center probe (cf. Fig. 6),
especially closer to the UCC bottom wall. This indicates the location
for a hot spot. At the left probe, the CO2 mass fraction is generally
lower than at the center probe. However, the CO2 also peaks near the
UCC bottom wall for this probe. The CO2 mass fraction is pro-
nouncedly lower at the right probe, with a peak closer to the UCC top
wall. The calculations follow the probe-rake individual CO2 profiles
as well as the trend among probe rakes. The calculations are best for
the left and center probes, whereas discrepancies are more prominent
for the right probe.
Moreover, the measurements in Fig. 7 show that theO2 profiles of

individual probes are qualitatively opposite to that of CO2 profiles.
For instance, the location of the CO2 maximum peak corresponds to
the location of the O2 minimum peak, and when CO2 increases, O2

decreases. This figure also indicates that the O2 mass fraction is
greater at the right probe (cf. Fig. 6), suggesting the location for fuel-
lean combustion and a cooler spot. At the left probe, the O2 mass
fraction is generally lower than at the right probe. The O2 mass
fraction is markedly lower at the center probe, where we have
observed a high-CO2 mass fraction. The predictions evidently follow
the probe-rake individual O2 profiles as well as the trend among
probe rakes. The O2 predictions are better for the left and center
probes, whereas discrepancies are more pronounced for the right
probe, as with the CO2 measurements. In addition, the model
generally overpredicts the CO measurements. The discrepancies are

greater between measured and predicted CO mass fractions than for
CO2 and O2 mass fractions. Lastly, it is interesting to note that, even
though the calculated laminar flame speedUl is more accurate at lean
conditions, as previously discussed, the numerical model shows the
greater discrepancies at fuel-lean conditions (i.e., right probe). This
shows that accurateUl is necessary but not sufficient to guarantee the
predictability of the model.
The discrepancies between predictions and measurements are

plausible because 1) in the experiments, JP8was used, whereas in the
model, an n-dodecane surrogate was used; 2) the fact that the physics
that was being modeled corresponded to a dynamic system and not a
steady-state solution; 3) the numerical progress variable/flamelet
model lacks the middle (unsteady) and lower (weak) branches of the
s-curve response to strain. Therefore, local extinction and reignition
cannot be captured in the simulations [20,21]; and 4) it is expected to
have partially premixed flames in the combustor. Consequently, a
model is needed to correlate the multiple flames containing rich
premixed (RPRZ), lean premixed (LPRZ), and non-premixed
(NPRZ) with their corresponding rich premixed, lean premixed, and
non-premixed flamelets.
Another manner to evaluate the numerical model is to examine

whether or not the results uphold the Zimont theory [22]. This can
be done by plotting the turbulent flame speeds Ut as a function of
the product of a fluctuating velocity and Damköhler number
(
���
k

p
· Da1∕4), as illustrated in Fig. 8. Note that

���
k

p
· Da1∕4 is

essentially the same as the source term in Eq. (1) for Φ � ~C. This
figure shows that, by increasing

���
k

p
· Da1∕4, the turbulent flame

speed Ut increases nearly linearly, even though there is some
scattering, especially at low

���
k

p
· Da1∕4. The locations of these

scatterings are also revealed in both UCC/TVC/CDF configurations
in Fig. 8. These scatterings mostly occur near the CDF front face and
the TVC for both configurations, where there are large gradients. A
plausible explanation for these scatterings is that, at those locations
there are severe stretch rates, which the current Zimont model is not
accounting for. However, the Zimont model could address stretch
effects [22], but in our current model, stretch effects (or scalar
dissipation rates) are only introduced through the flamelet model and
not through the C-progress variable model. Anyway, the results are
consistent with theory because, by increasing the Damköhler number
Da, the chemical equilibrium state is approached and, consequently,
the maximum heat release rate is obtained. It is also consistent with
the theory that Ut increases with turbulent kinetic energy k because
flame wrinkling is increased. This, in turn, leads to a turbulent flame
area greater than that of its corresponding laminar flame area.
Consequently, Ut increases, by several factors, its corresponding
laminar flame speedUl. Moreover, the results in this plot are similar
for configurations A and B. This indicates that the result is
independent of the geometry and/or conditions as long as it is a
reacting turbulent flow.

B. Effect of Combustion on the Flowfield Structure

To understand the effect of combustion on the flowfield we
compare the nonreacting flow to the reacting flow of configurationA.
Figure 9 shows isometric, top, and side views of streamlines for
configuration A. The results presented in this figure correspond to
nonreacting and reacting flow simulations. For the nonreacting
condition, themainstream flow seals the cavity flow, i.e., there is very
little penetration of the mainstream flow into the TVC cavity.
However, the streamlines emanating from the CDF mix with the
TVC driver jet and cooling jet streamlines in the main channel flow
above the TVC. Then, the streamlines pass the deswirlers and exit
the computational domain. For both conditions, it is evident that the
results are not periodic in the spanwise direction, as discussed in
the Introduction section (Sec. I). Most of the flow passes in between
the left serpentine wall and the center deswirler (i.e., through the
two leftmost passages) (cf. Figs. 6 and 9). The flow rate decreases
abruptly from the center deswirler toward the right serpentine
wall. However, for the reacting flow condition, there is more flow in
the passage between the center and right deswirler than for the
nonreacting flow condition, which is due to thermal expansion.
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Between the right deswirler and the right serpentine wall, there is
almost negligible flow for both conditions (cf. Figs. 6 and 9). This
indicates that the IGVs on the TVC are needed to make the flow turn.
The preference of the flow to move along the left wall is observed

experimentally and is attributed to the orientation of the main flow
relative to the walls of the combustor.
Furthermore, the very little entrainment of the mainstream flow

into the TVC cavity vanishes under reacting conditions. The single

Fig. 7 Predicted and measured CO2, O2, and CO mass fraction profiles as a function of dimensionless height (y∕H) for both configurations A and B.
Measurements are represented by square symbols and lines. The location measurements are discussed in the context of Fig. 6.
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dominating recirculation flow in the TVC under nonreacting
conditions is distorted due to combustion. That is, the forward
driver jets impinge on the TVC aft wall and then spill out into the
mainstream. Combustion enhances vorticity sinks such as baroclinic
torque [23–25], thermal expansion [26], and vortex diffusion [27].
These phenomena have been considered in previous bluff-body
investigations [23–27] to destroy large flow structures, such as the
single recirculation region in the TVC. In the current UCC/TVC/
CDF, since the primary fuel-rich combustion occurs in the TVC,
density generally decreases towards the mainstream (as reactions are
completed), whereas the pressure decreases from the CDF plenum
toward the exit of the rig. Consequently, the pressure and density
gradient vectors are not in parallel, which would enhance baroclinic
torque. Thermal expansion increases under combustion due to an
increase in temperature, which, in turn, decreases density and causes
velocity vector acceleration in order to maintain mass continuity.
Although considered weaker than the other sink terms, vorticity
diffusion increases because the rise in temperature enhances
molecular viscosity. In addition, the TVC flow spilling pushes the
mainstream flowupward. For both conditions, the cooling jets aswell
as the aft driver jets just spill out the TVC. A major consequence of
this result is that there will be, in the TVC, a higher equivalence ratio
than expected, and that corner will be overly cooled. In contrast with
the nonreacting flow, the reacting flow exhibits a recirculating flow at
the corner of the CDF and UCC top wall. The nonreacting and
reacting flow results for configuration B are qualitatively similar to
the ones presented here for configuration A.

Further understanding of the effect of combustion on the flowfield
is obtained by comparing the velocity magnitude contours between
nonreacting and reacting flows in Fig. 10. The observed horizontal
plane cuts the bottom rowof the flowpassages of theCDF in half. The
flow is accelerated through the CDF passages, reaching a maximum
velocity of ∼136 and ∼120 m∕s for nonreacting and reacting flow
simulations, respectively. The velocity through the CDF is lower for
the reacting simulations due to a lower pressure drop across the CDF
caused by an increase in Rayleigh pressure losses due to sensible heat
release to the flow. The air jets enter the UCC at different penetration
lengths for both conditions. This finding could potentially cause
flow instability, because the flames will be stabilized at different
locations where the turbulent flame speed Ut matches the incoming
flow velocity. For the nonreacting flow condition, the flow is highly
stratified. Fluid from the cooling jets is even observed at this height
above the cavity (cf. Figs. 2 and 10). On the other hand, for the
reacting flow condition, thermal expansion causes the flow to be less
stratified. Nevertheless, for both conditions, it is evident that there is
little flow on the right side of the combustor. This confirms our
observations made in the previous paragraph.

C. Reacting Flowfield: Further Comparison Between Configurations
A and B

Figure 11 shows the side views of the streamlines of configurations
A and B under reacting flow conditions. The isometric and top views
of the streamlines for the reacting flow condition for configuration B

Fig. 8 Zimontmodel representation of the turbulent flame speedUt as a function of
���

k
p

· Da1∕4 for both configurationsA (top-left) andB (top-right). The
points that deviate from the linear variation ofUt with

���

k
p

· Da1∕4 are shown below for configurationsA (bottom-left) andB (bottom-right). The bottom
figures only show the region of interest.
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Fig. 9 Isometric, top, and side views of nonreacting (left) and reacting (right) flow streamlines emanating from the inlet boundary condition (red), the
forward and aft air driver jets (green), and the cooling jets (blue) for configuration A.

Fig. 10 Comparison between velocity magnitude contours of nonreacting (left) and reacting (right) flow solutions for configuration A. The horizontal
plane cuts the bottom row of passages of the CDF in half, as discussed in the context of Figs. 2 and 3. The velocity magnitude is given inmeters per second.
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are similar to the ones presented in Fig. 9 for configuration A.
However, subtle differences between the two configurations are
observed in the TVC. Qualitatively, the flow inside the TVC in
configuration A appears to more orderly follow a path, whereas for
configuration B, the streamlines are in various directions inside the
TVC. In addition, the latter configuration also appears to further
enhance the secondary recirculation region in the corner of the CDF
face and the UCC top wall.

Figure 12 shows the product formation rate ρSC contours at the
centerplanes for configurationsA and B. Both configurations exhibit
multiple regions of product formation rate (or progress variable
source term). There is one region at the forward driver jets, another at
the aft driver jets, another at the exit of the CDF bottom row passages,
and another just above the TVC. These reaction zones are discrete
and distributed in the spanwise direction, although they are not
shown. These regions also indicate the multiple flames contained in

Fig. 11 Side views of configurationA (left) and configurationB (right) flow streamlines emanating from the inlet boundary condition (red), the forward
and aft air driver jets (green), and the cooling jets (blue).

Fig. 12 Product formation rate ρSC contours at centerplane. The units are in kilograms per cubic meter per second. The product formation rate is the
same progress variable source term.

Fig. 13 Temperature contours at various planes for configurationsA andB. The plane on the upper images is located at a normal position that cuts the
CDF near TVC passages in half. The temperature is in Kelvin.
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the flow domain. Therefore, there is not a single turbulent flame, but
many. Because the flames are anchored to the discrete jets, increasing
the number of driver jets will also increase the number of individual
turbulent flames. In addition, each of these individual turbulent
flames is formed by multiple reaction zones containing rich pre-
mixed, lean premixed, and non-premixed reaction zones [3].
Moreover, there are small ρSC on the TVC aft wall on either side of
the aft driver jets, suggesting that the cooling jets impinging on the
metal (cf. Fig. 2) and forming a film are also reacting with the fuel.
The ρSC regions at the forward and aft driver jets follow their
corresponding flow direction (cf. Fig. 11). The ρSC region just above
the TVC is actually attached to the exit of the CDF. However, in this
figure, it looks as it were lifted. This is because this ρSC region is bent.
For configurationA, there are no individual turbulent flames attached
to the CDF’s upper row of flow passages because there is no air
exiting through this region. In contrast, configuration B contains a
few product formation rate regions attached to the CDF’s middle row
of passages. These flames are also bent; therefore, in this figure, they
look like they were lifted. Nonetheless, the reacting flowfields for
both configurations are very similar.
Figure 13 illustrates the temperature contours at various planes for

configurationsA andB. The plane on the upper images is located at a

Fig. 14 Line-averaged temperature profiles at the plane just upstream
of the deswirlers. This plane is shown in Fig. 13.
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Fig. 15 Borghi diagram for the entire flowfields of configurationsA (top-left) andB (top-right). The thickened–wrinkled flamelets (1 < Ka < 100) and
thickened flamelets (Ka > 100) are indicated inmagenta and blue, respectively, for both configurationsA (bottom-left) andB (bottom-right). The bottom
figures only show the region of interest.
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normal position that cuts the CDF near-TVC flow passages in half.
The results indicate that the fuel, which is injected as a liquid,
evaporates and boils within the TVC. The vapor fuel mixes with the
air, burning and raising the temperature. Some fuel also seems to
mix stoichiometrically above the TVC, as indicated by the high-
temperature region at∼2400 K. Then, these hot gases are transported
toward the deswirlers. Due to additional mixing, the temperature
becomesmore uniform and themaximum temperature slightly drops.
Recall from the Experimental Procedure section (Sec. III) that the
deswirlers are not to be used in the actual UCC. They are used in the
experiment only to protect the downstream equipment from lateral
forces resulting from the flow. Therefore, the plane just ahead of the
deswirlers is the exit temperature profile that the gas turbine will
interact with. In this context, the contour of configuration A is more
appropriate for gas turbine blades than that of configuration B. No
high temperature is observed on the suction side of the right
serpentine wall because the flow cannot turn without IGVs, as
discussed earlier. At the exit of the rig, both configurations clearly
exhibit a hot spot in between the trailing edges of the center and right
deswirlers.
Attainment of the desired temperature profile is of paramount

importance because an adverse temperature profile can damage the
turbine blades and deteriorate turbine performance. Since stresses are
highest at the turbine hub and seal materials need to be protected at
the turbine blade tip, the temperature profile needs to be center
peaked for modern high-performance engines [28]. Therefore,
Fig. 14 shows the line-averaged temperature profile just upstream of
the deswirler leading edges for both configurations. Both config-
urations exhibit similar temperature profiles. However, the peak
temperature of that of configuration A peaks at y∕H ∼ 0.6, whereas
that of configuration B peaks at y∕H ∼ 0.5. Because the temperature
of the former configuration is, in addition, about 200 K above that of
the latter, we expect that the former will perform better than the latter
even, though it is slightly off center. Because the pressure drop is
maintained constant for both configurations, configurationB exhibits
greater mass flow rate due to more opened passages (i.e., more cross-
sectional area). Therefore, configuration B has a leaner overall
equivalence ratio ϕUCC than configuration A. Under equilibrium
conditions, the area-averaged exit temperature for configuration A
should be higher than that ofB. However, combustors are exposed to
high stretch effects that could lower the actual temperature from its
corresponding equilibrium temperature. To account for these stretch
effects, a flamelet model with a PDF-lookup table containing flow-
field data (e.g., temperature) as a function of scalar dissipation rates
χst is used. Therefore, the nonequilibrium flow temperature depends
not just on equivalence ratio but also on scalar dissipation rate.
Because the area-averaged exit temperature of configuration A is
greater than that of configuration B, it can be asserted that the
characteristic scalar dissipation rate of the former is not sufficient to
lower its exit temperature below that of configuration B. In addition,
experimental results reported in [1,6] suggested that configuration A
provided the best combustion efficiency, temperature profile, and
vortex strength within the cavity.

D. Borghi Diagram

To determine the turbulent flame regime, Fig. 15 illustrates the
Borghi diagram [29] for the entire flow domain for both config-
urations under investigation. The ratio of fluctuating velocity to

laminar flame speed (
������
2k

p
∕Ul) and the ratio of the turbulent integral

scale to laminar flame thickness (lt∕δ) were computed all over the
computational domain at the flame interfaces (where ~C � 0.5) for
both configurations. The integral scale is computed as lt �
0.37�p2k�3∕ε [10], whereas the laminar flame thickness is estimated
as δ � α∕Ul. According to Peters [30], the laminar combustion
occurs at Ret < 1, turbulent wrinkled flamelets occur at Karlovitz
number Ka < 1, turbulent thickened–wrinkled flamelets occur in
between Ka < 100 and Ka > 1, and thickened flames occur at
Ka > 100. Previous experimental [31] and numerical [32] simu-
lations have usually placed the operating conditions of a combustor in
a single point in the Borghi diagram. This is because authors have

used inlet conditions to determine the flame regimewithin the Borghi
diagram and/or because the flame corresponds to an individual
equivalence ratioϕ turbulent premixed flame. Results show that both
configurations show somewhat similar distributions in the Borghi
diagram. However, configuration A spreads from the low turbulent
Reynolds number near Ret � 1, whereas configuration B is con-
siderably above Ret � 1. Therefore, the former configuration is
exposed to lower turbulence levels. Configuration A contains more
fluid particles that are exposed to lower Damköhler numbers than
unity. For both configurations, however, the Karlovitz number
expands from Ka � 10 to 106. This latter value exceeds the value
reported in the literature. The greater resistance to extinction from
stretch may result from two phenomena. Recall that, in these cases,
we have turbulent partially premixed flames that have been found to
extend the flammability limits and extinction limits due to synergistic
interaction between the non-premixed and premixed reactions
zones [33–35]. The former improves the stabilization characteristics,
whereas the latter enhances emissions. Nevertheless, it is quite pos-
sible that the model is overpredicting the flame strength to withstand
large stretch rates. This is because the current PDF lookup table does
not include themiddle (unsteady) and lower (weak) branches of the s-
curve response to the stretch rate. Therefore, local extinction and
reignition cannot be captured in the simulations [20,21]; hence, the
flame survives high Karlovitz numbers. Despite the fact that both
configurations do not enclose wrinkled flamelets, they exhibit
thickened–wrinkled flamelets and thickened flames. These two
regimes are also illustrated in both UCC/TVC/CDF configurations in
Fig. 15. The thickened flames are predominantly distributed in the
TVC region, whereas the thickened–wrinkled flamelets are concen-
trated in small regions. For configuration A, the wrinkled–thickened
flamelets are found in one of the CDF middle passages that has been
closed upstream, whereas for configuration B, the wrinkled–
thickened flamelets are found in a small spot in the TVC underneath
the thickened flamelets (that it is hard to see in the current image).

V. Conclusions

A numerical and experimental investigation of reacting flows for
two ultra-compact combustors configurations was conducted. In this
study, a combined-diffuser flameholder was integrated upstream of
the trapped-vortex combustor cavity. The CDF, which has three rows
of passages at different heights above the cavity, was designed to
distribute the inlet air to different regions of the combustor. Two
variants of the CDF are compared at constant operating pressure,
pressure drop, and inlet temperature. In configuration A, the row of
holes nearest the TVC is opened, whereas configuration B has the
bottom row of holes opened as well as an adjacent row. Liquid fuel
is injected through six fuel injectors in the TVC cavity. The TVC
operates at fuel-rich conditions (ϕTVC � 1.55–1.68), whereas the
UCC as a whole operates at fuel-lean conditions (ϕUCC �
0.53–0.74). Grid-independent three-dimensional numerical simu-
lations of the UCC are performed following a steady, multiphase,
RANS, C-progress variable/flamelet approach using FLUENT. The
unstretched laminar flame speeds Ul and flamelets are, respectively,
calculated by solving the laminar n − C12H26∕air premixed and non-
premixed flame equations using the JetSurf-1.0 detailed chemical
reaction mechanism (194 species and 1459 reactions). Jets involved
in film cooling are resolved, whereas the effusion-cooling jets are
modeled as source terms. Nondispersive infrared analyzers are used
tomeasure the concentrations ofCO2,O2, andCOat the exit of the rig
using a set of three rakes, with each having five vertically aligned
quick-quenching sampling probes. Important conclusions are as
follows:
1) Reasonable qualitative and quantitative comparisons are

obtained between calculations and measurements of CO2 and O2

mass fraction profiles. The CO mass fraction profiles are, however,
more strongly overpredicted.
2) For nonreacting conditions, there is very little entrainment of the

mainstream flow into the TVC cavity for both configurations A and
B. The streamlines emanating from driver and cooling jets inside
the TVC mix with the mainstream flow in the main channel just
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above the TVC. Then, the streamlines pass the deswirlers and
exit the computational domain. The nonreacting flow results for
configurations A and B are qualitatively similar. For both config-
urations, the results indicate that the flow is not periodic in the
spanwise direction because most of the flow passes through the two
leftmost passages.
3) The effect of combustion on the flowfield is to diminish

mainstream flow entrainment into the TVC cavity while distorting
the single dominating recirculation flow obtained under nonreacting
conditions. Flow spillage from the TVC appears to penetrate deeper
into the mainstream flow under reacting flow conditions. Thermal
gas expansion spreads more flow in the spanwise direction, and there
is more flow in the passage between the center and right deswirlers
(i.e., third passage from left to right) than for the nonreacting flow
condition. There is, however, still negligible flow on the fourth
rightmost passage, indicating that the IGVs are still needed to turn the
flow and must be included in subsequent investigations.
4) For both conditions and configurations, the TVC aft cooling jets

as well as the aft driver jets just spill out of this cavity. A major
consequence of this result is that therewill be richer conditions (in the
TVC) than intended and that the corner will be overly cooled. In
contrast with the nonreacting flow, the reacting flow exhibits a
recirculating flow at the corner of the CDF and UCC top walls that
would assist flame stabilization. Future TVC cavity design should
consider relocating the aft driver and cooling jets and/or redesigning
the TVC corner through which leaking occurs in order to avoid this
flow spilling.
5) The reacting flow results for configurations A and B are

qualitatively similar. Both configurations exhibit multiple partially
premixed turbulent flames attached to the driver jets and the CDF
near-TVC flow passages. However, configuration B exhibits subtle
differences such as additional turbulent flames attached to some of
the CDF middle row of passages. These dissimilarities between the
two configurations give rise to qualitative and quantitative differ-
ences in the temperature distribution, with both producing near-center
peaked exit temperature profiles. Even though the nonequilibriumflow
temperature depends not just on equivalence ratio but also on scalar
dissipation rate, the area-averaged exit temperature of configuration A
(closer to stoichiometric ϕUCC) is greater than that of configuration B
(leaner ϕUCC). Consequently, the characteristic scalar dissipation rate
of the former is not sufficient to lower its exit temperature below that of
the latter. Anyway, configuration A performs (overall) better than
configurationBwhen evaluating them in terms of temperature profile,
combustion efficiency, and vortex strength.
6) For both configurations, the turbulent flame speed Ut varies

linearly with
���
k

p
· Da1∕4. This is consistent with theory because, by

increasing theDamköhler numberDa, the chemical equilibrium state
is approached and, consequently, the maximum heat release rate is
obtained. In addition, Ut increases with turbulence kinetic energy k
because flame wrinkling is increased, which in turn leads to a
turbulent flame area greater than that of its corresponding laminar
flame area. This indicates that this result is independent of the
geometry and/or conditions as long as it is a reacting turbulent flow.
7) For both configurations, their multiple partially premixed

turbulent flames contain rich (RPRZs), lean (LPRZs), and non-
premixed (NPRZs) reaction zones. According to a Borghi diagram
analysis, these reaction zones arewithin thickened–wrinkled flamelets
(Ka < 100 and Ka > 1) and thickened flames (Ka > 100). The
reason why these flames can withstand highKa > 100may be due to
the synergistic interaction between the NRPZ, RPRZ, and LPRZ.
Nevertheless, it is also possible that the model is overpredicting the
flame strength to withstand large stretch rates such asKa > 106. This
is perhaps because the current PDF lookup table does not include the
middle (unsteady) and lower (weak) branches to the s-curve response
to the stretch rate. Therefore, local extinction and reignition cannot be
captured in the simulations; hence, the flame survives large Karlovitz
numbers. The future model should include the capability to account
for local extinction and reignition in order to improve the model’s
robustness. For this, the model will also have to discern among rich
premixed, lean premixed, and non-premixed zones, whereas the PDF
lookup table will also have premixed flamelets.
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ABSTRACT: Understanding the effect of conventional and alternative fuels on the marine bacterial community is crucial, as it
pertains to the impact, biodegradation, and final fate of these fuels in the environment. Metagenomics analysis demonstrated that
conventional and alternative fuels promoted the growth of Proteobacteria. Marinobacter and Desulfovibrio were predominant in
seawater exposed to conventional jet propellant-5 (JP-5), while Hyphomonas and Rhodovulum were most abundant in seawater
with hydroprocessed renewable jet fuel (HRJ) and conventional F-76 diesel, respectively. The phyla Bacteroidetes, Firmicutes, and
Lentisphaerae were underrepresented in samples with fuel, and these phyla were largely comprised of unclassified bacteria.
Culture-dependent tests isolated several of the same genera detected in high abundance by metagenomics DNA sequencing,
including Marinobacter, Rhodovulum, and Halobacillus. Growth studies in fuel and gas chromatography analysis demonstrated that
isolates grew in fuel and metabolized hydrocarbons efficiently. The hydrocarbon degradation profile of each bacterium was
conserved from conventional to alternative fuels. The study indicated that bacteria must out-compete others to get established
and proliferate. Competition between hydrocarbon degraders was an important factor affecting the bioremediation process. This
study provides insights into the growth characteristics of hydrocarbon-degrading bacteria and the effects of fuel on marine
bacterial communities.

■ INTRODUCTION

A wide range of bacteria have been isolated from marine and
terrestrial environments contaminated with hydrocarbons.1−5

Bacteria of the phyla Proteobacteria, Bacteroidetes, Actinobacteria,
and Firmicutes are often found in hydrocarbon polluted marine
and terrestrial environments.6−11 Gammaproteobacteria, includ-
ing Marinobacter, Alcanivorax, Pseudomonas, and Acinetobacter
were recovered from salt marshes and ocean surface water
contaminated with hydrocarbons.12 Studies have shown that
biostimulation of indigenous marine bacteria at spill sites can
enhance the biodegradation of crude oil.11,13−15

Hydrocarbon fuel can be divided into two classes: conven-
tional and alternative fuels. Conventional fuels are liquid
hydrocarbon mixtures such as gasoline, kerosene, jet fuel, and
diesel derived from the distillation of nonrenewable crude oil
(petroleum). Alternative fuels are liquid hydrocarbon fuels
derived from renewable feedstock and, on rare occasions, from
unconventional nonrenewable resources (i.e., natural gas and
coal) through advanced physicochemical and biological
processes.16,17 Unlike biodiesel (fatty acid methyl esters or
FAME) and ethanol biofuels, which are not comprised of
hydrocarbons, alternative fuels are considered “drop in” fuels,
meaning they resemble the corresponding conventional
hydrocarbon fuel in composition and physicochemical proper-
ties, and may be used directly in vehicles without having to
modify any of their systems. While alternative fuels derived
from renewable feedstocks may prove more environmentally

friendly than conventional fuels due to a reduced carbon
footprint, their complex hydrocarbon composition presents
environmental challenges similar to those of conventional fuels,
including biodegradability and environmental impact. Because
of these factors, it is important to assess the effect of these new
fuels on the environment.
The metabolic flexibility of bacteria was observed in the

crude oil plumes of the Deepwater Horizon blowout in the Gulf
of Mexico in 2010, where the indigenous marine microbial
population remediated the oil plume.18 While the microbial
population in the oil plume was enriched with hydrocarbon-
degrading bacteria, the microbial diversity was drastically
reduced in comparison to the clean surrounding water
column.18 Similarly, exposure of seawater to biodiesel (fatty
acid methyl ester fuel) substantially altered the microbial
community.19 These observations indicate that not every
bacterium has the genetic adaptation required to persist and
proliferate in environments contaminated with hydrocarbons.
Bacteria grow at the interface between fuel and water,

secreting emulsifiers such as rhamnolipids to increase the
solubility of hydrocarbons in water and facilitate utiliza-
tion.20−22 While fuel can be an excellent source of carbon,
some of its components may be toxic to living cells.
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Hydrocarbon fuels may contain aromatics, cyclic hydrocarbons,
branched and normal alkanes, and additives which often are
toxic to microorganisms.9,23,24 Hence, bacteria that grow in fuel
have evolved mechanisms such as the formation of biofilms,
secretion of biosurfactants, regulation of efflux pumps and
porins, and hydrocarbon catabolism for protection against toxic
compounds.25,26 Important nutrients such as nitrogen,
phosphorus, and iron are often in low availability in oil-
contaminated environments. The up-regulation of multiple iron
uptake genes including pyoverdin and pyochelin in P.
aeruginosa during growth in Jet-A fuel was reported.26 Due to
the diversity of hydrocarbon compounds in alternative and
conventional fuels, no single bacterium can metabolize every
compound. Bacteria selectively consume hydrocarbon compo-
nents within fuel with many showing specificity for n-alkanes
and simple aromatics.10,27−29

The goal of this study is to understand how fuels with
different hydrocarbon composition affect the bacterial
community in a sample of coastal seawater from Key West,
Florida. Members of the fuel-enriched population were isolated,
identified, and characterized for their ability to grow and
metabolize fuel. The effect of competition between hydro-
carbon degraders was evaluated. Culture-independent meta-
genomic analysis was used to identify and quantify bacteria
before and after exposure to conventional and alternative fuels
of different compositions.4,30,31 Bacteria were isolated from the
fuel-seawater enrichments by culturing. Their growth rate in
fuel and hydrocarbon degradation profile were determined by
gas chromatography−mass spectrometry (GC-MS) to confirm
the hydrocarbon bioremediation potential. The fuel-degrading
isolates were used in fuel growth assays to test the degradability
of several conventional and alternative fuels. Finally, fuels of
different hydrocarbon composition were evaluated to see how
they affected a consortium of hydrocarbon degraders. This

study expands our understanding on the effects of fuel
contamination on marine environments and demonstrates
that marine bacterial communities contain active metabolic
pathways for the degradation of diverse hydrocarbon classes.

■ EXPERIMENTAL SECTION
Conventional and Alternative Fuels. Conventional fuels U.S.

military petroleum marine diesel (F-76), petroleum jet propellant 5
(JP-5), petroleum jet propellant 8 (JP-8), and commercial jet fuel (Jet-
A) were used in this study. Jet-A, JP-8, and JP-5 are all kerosene jet fuel
of similar composition and characteristics. What makes JP-8 and JP-5
different from Jet-A is the addition of specific additive packages that
may serve to improve lubricity, reduce corrosion, prevent the
formation of ice and dissipate static charges. Also, JP-5 has a higher
flash point than Jet-A and JP-8 so it can be used in shipboard aircrafts.
Alternative fuels camelina-derived hydro-processed renewable JP-5
(HRJ-5), algal-derived hydro-processed renewable F76 diesel (HRD),
and catalytic hydrothermal conversion diesel (CHCD) were used in
this study. In addition, JP-5 and HRJ-5 were blended in a 50/50
volume percent ratio (v/v) to produce 50/50 JP-5/HRJ-5 (Blend)
which was also tested. These fuels were selected because they are
representative of middle-range distillate fuels commonly used in
civilian and military transportation.

Seawater Exposure to Fuel. Oligotrophic coastal seawater
containing sediment was collected from Key West, FL, and used as
inoculum and growth medium.32 Throughout this paper, the natural
seawater with sediment is abbreviated as NKWSW. During
metagenomic analysis (Figures 1−3, and Figure S1, Supporting
Information), the coastal seawater inoculum was separated into the
liquid fraction (KWSW) and the solid sediment fraction (KW
sediment) to facilitate DNA extraction and characterization of bacterial
populations.

Seven chambers were constructed to contain seawater and fuel
combinations. The chambers (Tank Depot, Pompano Beach, FL) were
rectangular and constructed from heavy gauge, chemical and fuel
resistant, opaque black cross-linked polyethylene plastic. A schematic
representation of the fuel/seawater exposure chamber is provided in
Figure S2, Supporting Information. NKWSW (4.5 L) with fuel (3 L),

Figure 1. Rarefaction curve showing the effect of different fuels on bacterial diversity. OTUs assigned at 5% distance.
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and NKWSW (7.5 L) with no fuel were sealed in the chambers with
approximately 7 L of air in the headspace as previously described.32

The fuels examined were F-76, JP-5, HRJ-5, and JP-5/HRJ-5 (Blend).
No attempt was made to remove oxygen from the fuel, seawater, or
head space prior to sealing the chamber. Chambers were placed in an
anaerobic glovebox (0.01% CO2, 10% H2, balance N2). Temperature
was maintained at 23 °C. After 90 days, NKWSW was sampled and
used in genomics and microbiological studies.
Metagenomic Analysis. Genomic DNA extractions were

performed by filtering 50 mL of water from fuel-KWSW samples
through a 0.22 μm filter (Durapore, Millipore Billerica, MA, USA).
Genomic DNA was extracted from the filter using a Power Water Kit
(MoBio Laboratories, Inc. Carlsbad, CA, USA). Genomic DNA was
extracted from 4.35 g of wet Key West (KW) sediment using a MoBio
Power Max Soil Kit.
An approximate 500bp region of the 16S rrn gene was amplified by

PCR using 100 ng of DNA from each sample in a reaction consisting
of 13 μL sterile water, 2.5 μL 10X PCR buffer, 1.5 μL 25 mM MgSO4,
2.5 μL 2 mM dNTP’s, 0.5 μL KOD Polymerase (EMD Millipore,
Billerica, MA, USA), 200 nM of FuelbugF (tggagagtttgatcctggctca) and
200 nM of FuelbugR (gctgctggcacgtagttagc) primers.33 These primers
included sequences for the multiplexing barcodes and 454 sequencing
primers (454 Sequencing Bulletin No. 005−2009). The PCR
amplification was performed by an initial 2 min denaturing step at
94 °C followed by 30 cycles of denaturation (94 °C, 30 s), annealing
(51 °C, 20 s), and extension (72 °C, 30 s), and finished with a final 72
°C extension step for 5 min. Small fragment removal was performed
with AMPURE XP beads (Beckman Coulter Brea, CA, USA). The
cleaned DNA amplicons were quantified prior to sequencing by using
the 454 GS Titanium Kit (KAPA Biosystems Wilmington, MA, USA).
Finally, 5 × 105 DNA amplicon molecules from each sample were
pooled, amplified via emulsion PCR using a 0.4 to 1 DNA molecules
to beads ratio and sequenced on a Roche 454 Junior platform
(Branford, Connecticut, USA) as described by the Roche emPCR
amplification and sequencing manuals.
DNA sequence reads were first parsed using the Roche 454 Junior

software (Branford, Connecticut, USA) and each sample library
cleaned by the Ribosomal Database Project (RDP) Initial Processor to

remove short sequence reads (<200 bp), reads with a Q-score less than
20, reads with any mismatch in the forward primer or any read with a
‘N′-called base pair. Chimeric sequences were detected using
DECIPHER and removed using RDP.34,35 Libraries were then aligned
and classified in RDP at a 95% confidence cutoff.34,36

The 16S rrn metagenomics libraries derived from the KWSK, KW
sediments and NKWSW exposed to different fuels are available in
MGRAST (metagenomics.anl.gov) under the accession number
4544004.3−4544009.3.

Isolation and Identification of Marine Bacteria from Fuel-
Exposed Seawater. To obtain individual bacteria isolates, 1 mL of
KWSW from samples containing JP-5, HRJ-5, Blend and F-76 and
KWSW unexposed to fuel were serially diluted and plated on Marine
Agar 2216 and incubated at 28 °C until colonies were visible
(approximately 48 h). Individual colonies were subcultured on marine
agar and grown in Marine Broth 2216 (Difco) to produce glycerol
stocks and for subsequent DNA extraction. DNA was extracted from
each pure bacterial isolate using the Mo-Bio UltraClean Microbial
DNA Isolation Kit. Identification of bacterial isolates to genus and, in
some cases, to species level was determined by BLAST analysis of a
500 bp fragment sequences from the 16S rRNA gene generated by the
bacterial universal primers FuelbugF (tggagagtttgatcctggctca) and 200
nM of FuelbugR (gctgctggcacgtagttagc) primers.33 A species name was
only provided for DNA sequences presenting at least 99% homology
with known GenBank species. Isolates were preserved for long-term
storage, frozen at −80 °C in glycerol stocks.

Fuel Growth Assay. Marine bacterial isolates were grown in
marine broth (BD Difco), harvested by centrifugation and washed
three times with 0.1 μm filter sterilized seawater. Cells were then
inoculated at a final concentration of 0.03 OD600 into sterilized KWSW
supplemented with an equal volume of Bushnell-Haas (BH) minimal
media.37 Cultures were grown aerobically at 28 °C in a shaking (200
rpm) incubator. Growth was monitored periodically measuring
absorbance at 600 nm in a spectrophotometer or by quantitative
real-time PCR (qPCR).

Quantitative Real-Time PCR (qPCR). Quantitative real-time PCR
analysis was performed on bacterial genomic DNA isolated at different
time points during the growth assays as previously described.38−40 The
qPCR reaction was performed in a CFX real-time PCR system
(BioRad, Hercules, CA) using a two-step amplification program at 60
°C with a postamplification melt curve for quality control. Total
bacteria and specific species were quantified and detected by using a
universal 16S rrn gene primer set41 or species-specific 16S rrn primer
sets as follows: M. hydrocarbonoclasticus (FW: CCT ACG GGA GGC
AGC AGT/RV: GTA GGT AAC GTC AAG CCT CAT GGG TAT),
Rhodovulum sp., NI22 (FW: CCT ACG GGA GGC AGC AGT/RV:
CGG CTA CCG TCA TTA TCT TCA CCG T), Halobacillus sp.
(FW: CCT ACG GGA GGC AGC AGT/RV GTA CCG CTC TAT
TCG CAC GGT). For absolute quantification, synthetic oligonucleo-
tides spanning the amplicon length were serial-diluted from 1 × 108

copies/μL to 1 × 103 copies/μL, and used as standards. The qPCR
sample reaction contained 1 μL primer set (200 nM final
concentration), 12.5 μL Biorad SYBR Green SuperMix, 10.5 μL
water and 1 μL of the appropriate sample DNA for a total volume of
25 μL.

Fuel Degradation Prolife by GC Analysis. Assays were
conducted to identify specific compounds in fuel F76, HRD and
CHCD that were degraded by Marinobacter hydrocarbonoclasticus
strain NI9 and Rhodovulum sp., strain NI22.29,42 The assays were
performed using 10 μL of fuel in 1 mL of supplemented KWSW
containing M. hydrocarbonoclasticus and Rhodovulum at 0.01 OD in a
10 mL glass vial sealed with a Teflon-lined lid. The samples were
maintained in a 28 °C incubator for a period of up to 21 days, without
opening the vials. Multiple sample replicates were incubated
simultaneously and sample vials (n = 3 per time point) were removed
from the incubator at the time of testing. Sample extractions were
prepared as previously explained.29 The methylene chloride containing
the extracted hydrocarbons was recovered and analyzed by GC-MS
(Agilent 5890/5973). This GC-MS analysis was conducted in split-
injection mode. A HP-5MS (Agilent) column was heated from 40 to

Figure 2. Phylum distribution per sample. Bacteria identity was
assigned at 95% similarity. The following phyla have a relative
abundance above 1% and have been identified in the graph by a
number and their respective relative abundance: Actinobacteria (6),
Bacteroidetes (5), Firmicutes (4), Lentisphaerae (3), Proteobacteria (2),
Unclassif ied (1).

Energy & Fuels Article

DOI: 10.1021/acs.energyfuels.5b02439
Energy Fuels 2016, 30, 434−444

436

351 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



280 °C at 5 °C per minute to elute the 1 μL sample. The MS scanning
range was 33−350 Da and extracted ions were used for quantitation of
the signal. The analyzed samples were compared to control samples
using an extracted ion signal for each compound of interest. Sample
responses for each compound were adjusted for the internal standard
concentration to measure concentration of compounds of interest as
the jet fuel degraded.

■ RESULTS AND DISCUSSION

Seawater Bacterial Community Characterization.
Rarefaction analysis of KWSW and KW sediment not exposed
to fuel showed high bacterial diversity with 1,272 and more
than 3,835 operation taxonomic units (OTUs), respectively
(Figure 1). The diversity in KW sediment was greater than in
KWSW. In fact, the rarefaction analysis indicated the coverage
provided by the sequencing reaction was insufficient to discover
all the different bacteria present in the KW sediment sample
(Figure 1). Ocean sediments and sands may be orders of
magnitude more biodiverse than the surrounding water
column, serving as reservoirs of biodiversity.43 Phylum
distribution analysis indicated that KWSW and KW sediment
samples were highly diverse with 18 different phyla and a large
portion of unclassified members. Proteobacteria was the
predominant phylum in KWSW and KW sediment with

39.2% (2857 reads) and 61% (6813 reads) of the total reads,
respectively (Figure 2). Bacteroidetes was highly represented
with 23.9% (2,667 reads) and 11.6% (844 reads) of the total
population in KWSK and KW sediment (Figure 2). The
unclassified group represented 12.6% and 43.7% of the
population in KWSW and KW sediment, respectively (Figure
2). At least 86% of the bacteria in the phylum Proteobacteria
were unclassified at the genus level (Figure 3). The
Bacteroidetes in KWSW and KW sediment were 98.8% and
46.4% unclassified, respectively (Figure S1a, Supporting
Information). The phyla Firmicutes and Lentisphaerae were
comprised almost in their entirety of novel unclassified genera
(Figure S1b-c, Supporting Information). These results
indicated that marine bacterial communities were very complex
and largely uncharacterized.

Effect of Hydrocarbon Fuels on Seawater Bacterial
Population. Exposure of NKWSW (combined liquid and
sediments fractions) to JP-5, HRJ, and Blend jet fuels for 90
days reduced the biodiversity to less than 600 OTUs (Figure
1). Exposure of NKWSW to F-76 diesel fuel produced a less
dramatic reduction in OTUs than that observed in the jet fuels
(Figure 1). The phylum diversity dropped from 18 in
unexposed NKWSW to less than ten after exposure to any of

Figure 3. Genera within phylum Proteobacteria. Bacteria identity was assigned at 95% similarity. The following genera have a relative abundance
above 1% and have been identified in the graph by a number and their respective relative abundance: Alcanivorax (19), Amorphus (22), Arcobacter
(21), Burkholderia (18), Cohaesibacter (20), Cycloclasticus (14), Desulfosarcina (24), Desulfovibrio (15), Henriciella (13), Hirschia (12), Hyphomonas
(11), Labrenzia (10), Maricaulis (9), Marinobacter (5), Marivita (23), Marispirillum (7), Methylophaga (8), Oceanibaculum (6), Oceanicaulis (4),
Pelagibius (17), Phaeobacter (16), Rhodovulum (3), Terasakiella (2), Unclassif ied (1).
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the four fuels (Figure 2). The phylum Proteobacteria was the
most abundant with 62% to 84% of the total population (Figure
2). Firmicutes and Lentisphaerae were abundant in JP-5 and
Blend samples, accounting for 14.4% and 22.9% of the total
population, respectively (Figure 2). The phylum Proteobacteria
was generally promoted by all four fuels, while the Firmicutes
and Lentisphaerae were enhanced by JP-5 and Blend,
respectively. The abundance of Bacteroidetes was substantially
reduced by the presence of fuel.

The effect of the fuels on the type of bacteria was more
obvious at the genus level (Figure 3). The Proteobacteria genera
Marinobacter and Desulfovibrio were most abundant in JP-5
while Hyphomonas and Rhodovulum were most abundant in
HRJ and F-76 respectively. The Blend increased the numbers of
unclassified Proteobacteria (Figure 3). Interestingly, the
opposite effect was observed with F-76 which actually
promoted known genera (Figure 3). The phyla Bacteroidetes,
Firmicutes and Lentisphaerae were largely comprised of

Figure 4. Bacterial fuel growth assay. The bacteria M. hydrocarbonoclasticus, Halobacillus sp., Rhodovulum sp., and Dietzia sp. were grown in seawater-
BH minimal media in the presence of Jet-A and F-76 marine diesel for 24 days and their growth determined by measuring the OD600.

Figure 5. Selective consumption of F-76 diesel hydrocarbons by Marinobacter hydrocarbonoclasticus (a) and Rhodovulum navalis (b). The samples
were analyzed by scanning GC-MS using extracted ion signals and compared to controls. Two isomers of methyl naphthalene and dimethyl
naphthalene are shown in panel b.
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unclassified bacteria with some important exceptions that
included the genera Maricauda, Halobacillus, Croceitalea,
Mesof lavibacter, Sporobacter and Clostridium. The genus
distribution for the phyla Bacteroidetes, Firmicutes and Lenti-
sphaerae in the different samples is provided in Figure S1,
Supporting Information.
Sulfate-reducing bacteria (SRB) of the genus Desulfovibrio

were present in all four fuel samples but predominantly in JP-5
(Figure 3). The JP-5 exposed sample also contained a high level
of the fast growing Marinobacter hydrocarbonoclasticus. Striebich
et al.,29 showed that M. hydrocarbonoclasticus grew fast in the
presence of Jet-A and F-76 diesel fuel, depleting oxygen rapidly
from the headspace of airtight containers during hydrocarbon
consumption. Marinobacter sp., in chemostat coculture with
Desulfovibrio oxyclinae, rapidly depleted oxygen allowing
anaerobic growth of Desulfovibrio.44 Syntrophic interaction
between cyanobacteria, Marinobacter sp., and SRB in marine
microbial mats provided a suitable environment for aerobic and
anaerobic metabolism.45 This observation indicates that
hydrocarbon fuel could promote syntrophic relationships
between aerobic and anaerobic bacteria.

Fuel exerts high selective pressure on bacteria communities
promoting those members with the adaptations to withstand
and metabolize hydrocarbons. JP-5, HRJ and F-76 have
different hydrocarbon composition (Figure S3 and S4,
Supporting Information). Petroleum derived jet fuel contains
about 23% n-paraffins, 33% isoparaffins, 22% aromatics and
21% cycloparaffins, while F-76 diesel contains about 11% n-
paraffins, 20% isoparaffins, 28% aromatics and 40% cyclo-
paraffins.29 HRJ lacks aromatics and has a higher proportion of
branched alkanes to n-alkanes than JP-5. These compositional
differences may help explain why different bacteria were
promoted by these fuels. For example, the ability to metabolize
highly branched alkanes and toxic polycyclic aromatics appears
to be a less general trait than the ability to degrade n-
alkanes.27−29 Thus, it would be expected that a fuel with a high
proportion of these compounds would select for novel
microorganisms.

Isolation and Characterization of Fuel-Degrading
Bacteria. Bacteria were isolated in nutrient marine agar from
unexposed NKWSW and NKWSW exposed to JP-5, HRJ and
F-76 to determine if at least some hydrocarbon degraders
detected through metagenomics sequencing could be isolated.

Figure 6. Degradation of HRD normal and branched alkanes by Marinobacter hydrocarbonoclasticus over 21 days.
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Upon inspection of culture plates, it was apparent that plates
inoculated with NKWSW presented a more diverse bacterial
population than plates inoculated with NKWSW exposed to
fuel (Figure S5, Supporting Information). While NKWSW
showed colonies of different morphology and color, fuel-
exposed samples presented uniform colonies of similar shape
and color (Figure S5, Supporting Information). The ability of
the bacterial isolates to grow in jet fuel as sole carbon source
was examined. Table S1 presents the identity of 25 isolates,
sample sources, and indications of fuel metabolism (Table S1,
Supporting Information). The identity of each isolate was
determined by 16S DNA sequencing. From the six species
isolated from NKWSW seawater only Halobacillus sp., and
Marinobacter hydrocarbonoclasticus degraded fuel. Photobacte-

rium sp., Bacillus sp., Phaeobacter sp., Loktanella sp., did not
degrade fuel. However, from the seven species isolated from
fuel-exposed seawater, five, M. hydrocarbonoclasticus, M.
salsuginis, M. alkaliphilus, Rhodovulum sp., and Dietzia sp.,
metabolized hydrocarbons (Table S1, Supporting Information).
Only Paracoccus sp., did not degrade fuel.
Growth curves with fuel as the sole carbon source showed

that M. hydrocarbonoclasticus, Rhodovulum sp., Dietzia sp., and
Halobacillus sp., grew well with Jet-A and F-76 (Figure 4).
Members of the genera Marinobacter, Dietzia, Halobacillus and
Rhodovulum are often found in marine environments
contaminated with hydrocarbons.1,11,46−52

Biodegradation of Hydrocarbons by M. hydrocarbo-
noclasticus NI9 and Rhodovulum sp. NI22. To demonstrate

Figure 7. Degradation of hydrocarbon components of CHCD by Marinobacter hydrocarbonoclasticus over 14 days.

Figure 8. Quantification of total bacterial growth in different alternative and conventional fuels. Quantitative real-time PCR with a universal 16S rrn
primer set was used for quantification.
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that bacterial isolates obtained from the fuel enrichments
degraded hydrocarbons, the hydrocarbon degradation profiles
of M. hydrocarbonoclasticus isolate NI9 and Rhodovulum sp.,
isolate NI22 in F-76 diesel were determined. GC-MS showed
that M. hydrocarbonoclasticus preferentially degraded short-
chained n-alkanes from C9 to C11 while n-alkanes longer than
C15 were not consumed (Figure 5a). M. hydrocarbonoclasticus
also degraded specific aromatics including 70% of the toluene
and ethylmethylbenzene (data not shown), and all of the
ethylbenzene in F-76 (Figure 5a). However, M. hydro-
carbonoclasticus was unable to degrade naphthalene. M.
hydrocarbonoclasticus degrades alkanes by the action of the
alkane monooxygenase encoded by the alkB.53 Analysis of
Rhodovulum sp., strain NI22 indicated that it preferentially
degraded naphthalene (Figure 5b) and some light n-alkanes,
branched alkanes and aromatics but not the longer normal and
branched alkanes like n-heptadecane and pristane (Figure S6,
Supporting Information). Rhodovulum sp., strain NI22 harbors
aromatic degradation genes including naphthalene 1,2-
dioxygenease, benzene 1,2-dioxygenase, catechol 1,2-dioxyge-
nase, and gentisate 1,2-dioxygenase, and the alkB gene for
alkane degradation.42

The previous results indicated that each bacterial strain
presented a specific hydrocarbon degradation profile. To
determine whether the degradation profile of a specific bacterial
strain is constant in different fuels, the hydrocarbon
degradation profile of M. hydrocarbonoclasticus was evaluated
in two alternative diesel fuels. The results showed that M.
hydrocarbonoclasticus efficiently degraded the shorter normal
(C8−10) alkanes in a HRD (Figure 6a). Compounds with more
than 13 carbons were not degraded (Figure 6b). Short
monobranched alkanes were degraded but not the dibranched
(Figure 6c). It was apparent that HRD contained sufficient
concentration of short normal and branched alkanes to sustain
the growth of Marinobacter.
M. hydrocarbonoclasticus degraded the same type of hydro-

carbons in CHCD. GC results showed that Marinobacter
efficiently consumed over 90% of n-C9, n-C10 and n-C11, 65% of
n-C12 and 50% of n-C13 in the CHCD fuel even though n-

nonane, n-decane and n-undecane were 12-, 5.4-, and 3.2-times
more abundant in CHCD than in F-76 (Figure 7).

Effect of Fuel Composition on Bacterial Growth. The
metagenomics analysis indicated that different hydrocarbon
fuels can enhance the growth and abundance of specific bacteria
within a community. To test if hydrocarbon-degrading bacteria
were differentially affected by fuel hydrocarbon composition,
the growth of a bacterial consortia comprised of 0.01 OD of M.
hydrocarbonoclasticus, 0.01 OD of Rhodovulum sp., and 0.01 OD
of Halobacillus sp., in seawater-BH supplemented with either
JP-8, Jet-A, JP-5, HRJ and Blend fuel was monitored. Over a
ten-day period the total bacterial growth and the growth of
individual bacterial species was determined by quantitative real-
time PCR (qPCR) using a 16S universal primer set and species-
specific primer sets. M. hydrocarbonoclasticus, Rhodovulum and
Halobacillus were selected because they had similar growth
rates in seawater-BH with Jet-A fuel when cultured individually
(Figure 4). The results showed that the total bacterial
abundance was highest in HRJ followed by Blend, JP-8 and
Jet-A fuel (Figure 8). JP-5 supported the least growth of all five
fuels (Figure 8). A closer look at the growth levels of individual
bacteria showed that by day ten, Marinobacter was the
dominating species in all five fuels (Figure 9). Marinobacter
and Rhodovulum growth appeared to be enhanced by HRJ while
Halobacillus grew better in JP-8 (Figure 8). JP-5 appeared to be
the harshest fuel for the three bacteria but especially for
Halobacillus which saw its abundance reduced by 40-fold from
the original inoculation level (Figure 9).
It is possible that because M. hydrocarbonoclasticus and

Rhodovulum sp., specialize in the degradation of low molecular
weight alkanes such as n-C8 and n-C9, and since more of these
compounds are present in HRJ, their growth was promoted
(Figure S3, Supporting Information). However, it cannot be
assumed that HRJ will biodegrade more than Jet-A or JP-5 in
the environment because there are many bacteria capable of
degrading different hydrocarbon classes in the environment.
For example, P. aeruginosa 33988 preferentially degrades longer
n-alkanes (n-C12−18), which are in higher abundance in Jet-A.29

Striebich et al.29 showed that P. aeruginosa 33988 grew better

Figure 9. Effect of different alternative and conventional jet fuels on Marinobacter, Rhodovulum, and Halobacillus growth. Results show the growth
fold change after 10 days from the initial cell inoculation level. Values <1 represent a reduction in abundance from the initial inoculation cell levels.
Quantitative real-time PCR with species-specific 16S rrn primer sets was used for quantification.
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than M. hydrocarbonoclasticus in minimal media containing Jet-
A and that F-76. P. aeruginosa 33988 did not grow in minimal
media containing highly branched isoparaffinic fuels unless n-
hexadecane, a metabolizable carbon source, was added.29

Bacteria are very specific in the type of hydrocarbon they can
consume. The metabolic flexibility of the bacterial community
and competitive interactions between biodegraders appear to
be two main factors influencing the bioremediation process.
The role of competition and how it may limit the
biodegradation process should be studied in further detail.
From the metagenomics and in vitro tests, it is clear that better
adapted bacteria presenting more robust growth can out-
compete other bacteria. For example, Marinobacter and
Rhodovulum prevented Halobacillus from growing in vitro
even though the bacterium grew well in Jet-A in pure culture.
This finding indicates that the bioremediation process could
benefit from selective and systematic addition of specific
hydrocarbon degraders once specific hydrocarbon components
have been depleted from the system. Equally important is the
possibility that out-competed members can survive long
enough to grow back once the aggressive growers have stopped
or died down because they have consumed their preferred
hydrocarbon source. Clearly, the alternative fuels present
environmental challenges similar to those posed by conven-
tional fuels. However, the biodegradability of a given fuel will
largely depend on its hydrocarbon composition, with fuels
comprised of n-alkanes and specific aromatic compounds
degrading faster in the environment than their isoparaffinic
counterparts. The information presented here will be valuable
in the development of best practices to maximize the potential
of bioremediation systems, and could be applied to the
development of fuels with specific biodegradation properties.
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Transient measurement of thin liquid films using a
Shack–Hartmann sensor☆
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a b s t r a c ta r t i c l e i n f o

Available online xxxx A Shack–Hartmann (SH)wavefront sensorwas used tomeasure the thickness of thin liquidfilms of n–octane on sil-
icon substrates. A SH device consists of an array of microlenses spaced from an image sensor by their effective focal
length. A planar wavefront imposed on a SH device would produce uniformly spaced foci on the sensor for each
lenslet. A distorted wavefront would then shift the foci by a calculable amount. Typically used for optical system
alignment and calibration, the SH devicewas coupledwithmagnifying optics to determine the distortion of a planar
wavefront source upon refraction through a film and reflection by a polished substrate. Geometrical optics, in the
form of ray transfer matrices, were used to determine the location and orientation of rays emanating from the
film surface given their positions and angles recorded by the SH device. The SH foci movements were translated
into sample coordinates and film slopes, which were subsequently integrated to produce the film profile.

© 2016 Elsevier Ltd. All rights reserved.
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1. Introduction

Liquid to vapor phase change provides an effective way to absorb a
large amount of heat energy. Often, devices are cooled through the
evaporation of a liquid in direct contact with a heated solid substrate.
Heat flux enhancement can occur when the liquid layer is sufficiently
thin such that heat conduction through it allows the liquid–vapor inter-
face to be nearly the same temperature as the substrate, which en-
hances evaporation. This occurs, for example, when a liquid meniscus
decreases in thickness near a substrate. Such situations are found in
spray cooling, microchannel devices, and heat pipes [1]. If the liquid
layer becomes thin enough (an adsorbed film), intermolecular forces
between the liquid and solid molecules can actually suppress evapora-
tion, even at increased temperatures. Between the adsorbed film and
the thicker meniscus region, there exists a region of maximal heat flux
[2]. For this reason, the characterization of the liquid film in this transi-
tion is important.

Previously, we measured the film thickness from the adsorbed film
to the meniscus region using a reflectometer [3,4]. The reflectometer
measured the reflected spectrum of light from a broad-band source
and determined the thickness using its internal model of the complex
indices of refraction of the various layers. Spectrawere taking at discrete
locations along the film using motorized positioning stages. However,
this method lacks the acquisition speed required for sub-second tran-
sients in the film movement.

The objective of this paper is to present the use of the SH technique
and basic optical principles to obtain transient thicknesses of thin liquid
films.

2. Methodology

2.1. Measurement technique

This work relies on a commercially available Shack–Hartmann (SH)
wavefront sensor to characterize the thin film region. The SH technique
has been used previously to determine the topology of thin, transparent
solids [5]. It was also coupled with a laser light source to measure the
static surface profiles of liquid microlenses, which were then fit to
both spherical and conical surface shapes [6]. The sensor consists of
three components (Fig. 1). First, there is a microlens array, often called
a lenslet array, consisting of 29 × 29 individual but identical lenslets
spaced 0.150 mm apart, each with an effective focal length of 5.2 mm.
Second, a CCD image sensor is situated a distance from the array equal
to the focal length. Finally, software is provided that converts the
image data from the sensor into centroid positions of the mean foci
locations of each lenslet and ultimately provides a reconstructed
wavefront [7]. The advantage of this device over reflectometry is two-
fold. First, the SH sensor covers a two-dimensional area without needed
translation stages to otherwise scan the sample. Second, since it uses
conventional imaging sensors, it acquires images much faster than the
spectrometer of the reflectometer.

The SH sensor provides the angle of incidence of lights rays that im-
pinge it. To illustrate, we examine a single lenslet (Fig. 2). Given the
small aperture of the lenslet, the light rays from a sample in question

International Communications in Heat and Mass Transfer 77 (2016) 100–103

☆ Communicated by W.J. Minkowycz.
⁎ Corresponding author.

E-mail address: michael.hanchak@udri.udayton.edu (M.S. Hanchak).

http://dx.doi.org/10.1016/j.icheatmasstransfer.2016.07.011
0735-1933/© 2016 Elsevier Ltd. All rights reserved.

Contents lists available at ScienceDirect

International Communications in Heat and Mass Transfer

j ourna l homepage: www.e lsev ie r .com/ locate / ichmt

361 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



will be nearly parallel and will intersect the lenslet at a given angle. Be-
cause the sensor is located at precisely the lenslet focal length, the near-
ly parallel rays will be focused to a spot at some distance from the
calibration spot. The centroid of the focused light is calculated, and
the nominal ray angle relative to the SH device is the displacement of
the centroid divided by the focal length. This is done in both x and y
components to capture the three-dimensional direction of each ray.

When the sample is non-uniform in the manner in which it reflects
or refracts light, each lenslet will receive rays at different angles. By
tracing each lenslet ray back to the sample, one can infer its geometry.
This requires a light source with a planar wavefront (parallel and nor-
mally incident rays).

Fig. 3 shows the optical path of the system. An optical fiber origi-
nating from a monochromatic LED (385 nm) enters the system from
the top and is collimated by an achromatic triplet. The light passes
through a beam splitter down to the sample were it is reflected and
refracted. Light from the sample is reflected from the beam splitter to-
ward a pair of relay lens which collect and direct the reflected light to
the SH sensor. For this specific implementation, the focal lengths of
the relay lenses are f1 = 40 mm and f2 = 50 mm, and the distance L is

70 mm. This provides a magnification of 1.25. Specifically, the lenslet
centers cover an area of 4.2 × 4.2 mm; this is mapped to an area on
the sample of 3.4 × 3.4 mm. The region of interest could be varied by
changing magnification.

2.2. Liquid sample

The sample is a meniscus of n–octane residing on a polished silicon
wafer. It is produced by micropositioning a 0.01 mm thick plastic shim
against the wafer at a shallow angle (Fig. 4). N–octane was introduced
using a syringe under the shim and was subsequently wicked to the
working side of the shim.

In the absence of liquid, the entire optical system was calibrated to
provide a baseline of lenslet focal centroids. By adjusting each compo-
nent in series, the presence of a planarwavefront at the silicon substrate
was confirmed. The centroid locations of the planar (or collimated)
illumination were then recorded as the baseline. When the liquid was
introduced, the centroids formed by the light traveling through the
n–octane were displaced relative to the baseline.

2.3. Interface reconstruction

To determine the geometry of the interface, a known ray was traced
back to a point on the interface using the inverse ray transfer matrix of
the optical path. A ray transfer matrix, when multiplied by a column-
vector consisting of ray displacement and ray angle at the input plane,
will provide the ray displacement and angle at the output plane of an op-
tical system. However, the SH gives ray information at the output plane,
thus the matrix was inverted. The lenslets lie on a square grid spaced by
the array pitch. For each lenslet center, the ray angle was known (from
Fig. 2), and the inversematrix gave the ray location and angle at the sam-
ple. This was done for each lenslet center. What resulted was a non-
uniform grid of ray origin points and angles at the sample plane.

Fig. 1. A Shack–Hartmann wavefront sensor (most foci removed for clarity).

Fig. 2. Geometry of a single lenslet is shown in one dimension, x. A similar displacement
also occurs in the y direction.

Fig. 3. Diagram of the optical path used to collimate and direct light to the SH sensor.

Fig. 4.Method of supplying n–octane to the region of interest.

101M.S. Hanchak et al. / International Communications in Heat and Mass Transfer 77 (2016) 100–103

362 
DISTRIBUTION STATEMENT A: Approved for public release. Distribution is unlimited. 



The slope of the liquid–vapor interface is given by ϕ ¼ β
2ð1−nÞ, where

β is the departing ray angle, n is the index of refraction of the liquid,
and ϕ is the film slope (Fig. 5). Again, there is a slope in both x and y
directions. In one dimension, the film profile could be found simply by
integrating the slopes across the non-uniform grid. However, in two di-
mensions, the integration is nontrivial, since a) the ray departure points
are non-uniform and b)measurement errorsmay not guarantee a direc-
tion independent result (for example, integrating first in x then in y and
vice versa).

To remedy this, let the film profile be an unknown scalar function of
x and y, i.e., z= f(x,y).The result of inverse ray tracing has essentially
provided us with the gradient of the level surface on a non-uniform
grid. So, the gradient is first interpolated onto a square, uniform grid
that is entirely encompassed within the experimental data. Therefore,
we have∇ f ¼ a!ðx; yÞ, where a!ðx; yÞ is themeasured vectorfield of inter-
face slopes under the small angle approximation, with tan(ϕ)≈ϕ. Taking
the divergence of the previous expression yields∇2 f ¼ ∇ � a!ðx; yÞ. This is
Poisson's equation for f and can be solved a number of ways. We chose a
finite-difference method with iteration [8]. A central, finite-difference
stencil applied to the Poisson equation yields

f iþ1; j−2 f i; j þ f i−1; j

Δx2
þ f i; jþ1−2 f i; j þ f i; j−1

Δy2

¼ axiþ1; j−axi−1; j

2Δx
þ ayi; jþ1−ayi; j−1

2Δy
: ð1Þ

On a square grid, the length steps are equal in both directions.
Solving Eq. (1) for the (i,j) value produces an average of neighboring
grid points and a source term,

f i; j ¼
1
4

f iþ1; j þ f i−1; j þ f i; jþ1 þ f i; j−1

� 	
−

Δx
8

axiþ1; j−axi−1; j þ ayi; jþ1−ayi; j−1

� 	
:

ð2Þ

This equation is iterated at every interior point of grid; the first term
in parentheses is calculated every iteration, but the second term in pa-
rentheses is only calculated once. However, the boundary condition
for the finite-difference equations must be prescribed beforehand and
consists of the film height at the exterior points of the computational
grid. It is determined by contour integration of the tangential compo-
nent of the gradient (slope) along the four edges of the square grid.
Thus, along the boundaries parallel to the x axis, ∂z∂x




y¼y1 ;yN ≈ϕx is inte-

grated to give z(x), and along the boundaries parallel to the y axis,
∂z
∂y




x¼x1;xN

≈ϕy is integrated to give z(y). The four constants of integration

are reduced to one by equating common heights at the corners. The last
constant cannot be determined unless there is an independentmeasure
of the absolute height somewhere in the field of view. However, the
relative height of the boundary is now known. In the case where the
end point is not at the same height as the starting point, then either
measurement error or lack of data on the boundary has occurred. In
the latter case, entire rows or columns of data may be truncated to pro-
duce a new, smaller boundary.

3. Results

The integration schemewas numerically coded inMATLAB [9], where
Eq. (2) is calculated using matrix indexing, not looping. Approximately
150 iterations are required to achieve convergence of the Poisson equa-
tion. The code imports the x and y centroidfiles provided by the SH soft-
ware suite, traces the 292= 841 incident rays backwards to the sample,
interpolates the data onto a 50 × 50 square grid, and then solves the
Poisson equation. To process 440 time-steps of data took approximately
40 s. Since the current capture rate of the SH sensor is 7.5 Hz, the data
processing could be implemented in real time. The result of these calcu-
lations is a series of matrices representing the height function of the
liquid–vapor interface in x–y coordinates. There is one matrix for each
time-step. To validate the method, a concave mirror of known radius
was imaged and processed with the algorithm (Fig. 6). Our system cal-
culated the correct radius of curvature of the mirror within 2%.

We used this measurement technique to reveal the time evolution
of the thin film upon introducing n–octane at the shim, which in turn
filled the region of interest (Fig. 7). This is a typical thin film profile.
The adsorbed film region is fairly constant in thickness, approximate-
ly 30–40 nm. The transition region extends up to around 150 nm,
where the evaporation mass flux begins to recede as the film thermal

Fig. 5. Relation between film slope and departing ray angle at the sample.

Fig. 6. Algorithm applied to a concave mirror: the gradient field (left), the integrated boundary condition (center), and the reconstructed surface profile (right).
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resistance increases. Beyond that, the meniscus region is described by a
near-constant film slope. The transition from adsorbed film tomeniscus
occurs over approximately 300 μm in the X direction.

4. Conclusion

The SH sensor has provided a means to observe a two-dimensional
area of interest of a liquid film, measuring the thickness of the liquid
using basic optical principles. The system described provides transient
measurements at the rate of 7.5 Hz, although this could be increased sig-
nificantly with a faster image sensor. While the data here was post-
processed, the workflow could be altered to provide real-time observa-
tion of the film thickness. This technique has distinct advantages to the
previous use of reflectometry, including both greater speed and larger
observable area.

To our knowledge, this is thefirst use of the SH technique inmeasur-
ing transient, thin liquid films.With this information, it may be possible
to develop better models of the liquid and evaporative transport during
thin film phase change.
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The University of Dayton is pleased to submit this final report to the Air Force Research Laboratory, Aerospace Systems Directorate, (AFRL/RQTF), under Cooperative Agreement No. FA8650-10-2-2934, “Fuels and Combustion Technologies for Aerospace Propulsion.” The goal of this program was to investigate and evaluate advanced (conventional and alternative) fuels and combustion technologies for aerospace propulsion systems. This research has extended the technology base for development, validation, and fielding of alternative (synthetic) jet fuels, high heat sink fuels, low-temperature fuels, fuel-additive material compatibility, mitigating biological contaminants, modeling and simulation of fuels and combustion processes, reduced emissions of gaseous and particulate matter, and technology integration for optimizing thermal management systems for use in 21st century aircraft and weapons systems.

This program was comprised of seven component areas: (1) Analysis, Analytical Measurement, and Diagnostic Technologies for Fuels, Additives and Combustion Processes; (2) Advanced/Alternate Fuels Development, Evaluation, Demonstration, and Management; (3) Advance Affordable Fuel/Combustion Additive Technologies; (4) Support of Alternative Fuel Development; (5) Materials Compatibility; (6) Modeling and Simulation; and (7) Technology Integration and Demonstration for Thermal Management and Fuel System Operability, Supportability, and Maintainability.

Here we highlight the research accomplishments during the program (Sections 3.1 to 3.7); summarize subcontract programs used to augment the research effort (Section 3.8); provide copies of journal publications that show the most important research successes achieved during the research period (Appendices A to AA); and provide a list of publications, presentations, honors, and awards during the performance period (Appendix BB).
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GCxGC Hydrocarbon Type Determination for Comprehensive Fuels Analysis

A hydrocarbon type analysis method using the GCxGC system was developed and used to examine alternative fuels, blends, high temperature thermally stressed fuel samples, thermal oxidative stressed fuel samples, combustion samples, samples from chemical processing streams and biological samples. The system was first used to compare to existing hydrocarbon type speciation techniques such as ASTM D2425 and ASTM D6379 for conventional jet fuels (Striebich et al., 2011). Because the technique is excellent at measuring aromatics accurately while speciating alkylbenzenes and naphthalenes, it was used for several research studies into the effect of aromatics in jet fuel (DeWitt et al., 2012a; DeWitt et al., 2013a; DeWitt et al., 2014). The technique is used to conduct comprehensive analyses (analyses of all parts of the fuel) and so it has been widely used as a hydrocarbon type determination (Striebich et al., 2014a) and for general analytical work for alternative fuels analysis because of its use of flame ionization detection (FID) with consistent response factors (Corporan et al., 2012; Corporan et al., 2013a; DeWitt et al., 2014). Hydrocarbon type analysis is also useful for determination of whole fuel changes and cracked product analysis for endothermic work (DeWitt et al., 2013), off-line supercritical decomposition (McMasters et al., 2012), and fuel processing studies (Robota et al., 2012). Next, because of its quantitative and qualitative abilities, GCxGC has been used in tracking the activity of microbes as they consume jet fuel hydrocarbons in water/fuel mixtures which simulate fuel tank contamination (Gunasekera et al., 2013; Gunasekera et al., 2014; Striebich et al., 2014b). Most recently, GCxGC is being used in conjunction with solid-phase extraction to separate, identify, and quantify the important components of the polar fraction of jet fuels (Shafer et al., 2015).

GCxGC (SPE) Polar Species Identification and Quantitation

The link between heteroatomic (polar) species in fuels and thermal stability continues to drive research into developing improved methods for quantifying polar species in fuels. The GCxGC (with FID/MS) method developed (Shafer et al., 2015) employs an initial solid-phase extraction (SPE) step to effectively separate and concentrate the polar fraction of the fuel. The SPE procedure had been used previously; however, it was refined to yield a more complete separation. This coupled with the capability of the GCxGC to separate the polar species enables quantitation of the major polar species (phenols, anilines, indoles carbazoles, etc.) using the FID. Other polar species that were previously found mainly in alternative fuels (ketones, alcohols, aldehydes, etc.) can also be quantified by this method. Polar sulfur-containing species, as well as those containing both sulfur and nitrogen, have been shown to be among the more detrimental to thermal stability. These types of compounds are typically very difficult to detect with the GCxGC-FID/MS system. Within the last year a GCxGC-MS system has been developed at University of Dayton’s Shroyer Park Center with increased mass spectral sensitivity that has the capability to identify more of these “atypical” compounds.

Biofuels Evaluation

An extensive analytical effort has been performed on approximately 200 biofuel samples from nearly 30 different companies as part of the “Alternative and Experimental Jet Fuel and Jet Fuel Blend Stock Evaluation” program, which included the “DARPA Biojet” program. The initial (Tier I) evaluations of the experimental biofuels included hydrocarbon type composition by ASTM D2425 (and GCxGC beginning in late 2011), normal alkanes composition and chromatographic comparison by GC-MS, thermal stability by QCM, as well as specification tests for a few key properties conducted by the Air Force Petroleum Agency (AFPA). Upon “passing” the initial evaluations, larger samples of the experimental fuels were subjected to the second tier of evaluations (Tier II) as neat samples and/or blends with a representative JP-8. Additional testing as part of the Tier II evaluations included phenolic polars quantitation by HPLC (and other polars identification by SPE/GC-MS), metals by ICP-MS, low-temperature Scanning Brookfield viscosity, initial material compatibility testing (three materials), and full specification testing. The results of this testing along with comparisons to representative fuels were reported in over 120 Technical Memoranda during the 7-year period. Four of the hydroprocessed esters and fatty acid (HEFA) synthetic paraffinic kerosenes (SPKs), formerly referred to as hydroprocessed renewable jets (HRJs), were produced in sufficient quantity for the full certification process (AFRL-RQ-WP-TR-2013-0108). The certification process followed was initially developed for Fischer-Tropsch –SPKs (AFRL-RQ-WP-TR-2013-0124).

Analysis of Engine Emissions and Research Combustors for Hazardous Air Pollutants (HAPs)

Aircraft turbine engines are a significant source of particulate matter (PM) and gaseous emissions in the vicinity of airports and military installations. Hazardous air pollutants (HAPs) (e.g., formaldehyde, benzene, naphthalene and other compounds) associated with aircraft emissions are an environmental concern both in flight and at ground level. Therefore, effective sampling, identification, and accurate measurement of these trace species are important to assess their environmental impact. This effort evaluated two established ambient air sampling and analysis methods, U.S. Environmental Protection Agency (EPA) Method TO-11A and National Institute for Occupational Safety and Health (NIOSH) Method 1501, for potential use to quantify HAPs from aircraft turbine engines. The techniques were used to perform analyses of certified gas standards and the exhaust from a T63 turboshaft engine (Anneken et al., 2015; Cain et al., 2012; Cain et al., 2013, Corporan et al., 2010). Test results show that the EPA Method TO-11A (for aldehydes) and NIOSH Method 1501 (for semivolatile hydrocarbons) were effective techniques for the sampling and analysis of most HAPs of interest. This technique was also used to support combustion studies in HAPs emissions for the Well Stirred Reactor (WSR) system for traditional and alternative fuels (Blunck et al., 2012).

Use of High Performance Liquid Chromatography- Mass Spectrometry (HPLC-MS) to Investigate Fuel Polars

Our experiences in the analytical laboratory have been most often related to gas chromatography because the overwhelming majority of compounds in jet fuel are amenable to this technique. However, some compounds in jet fuel, due to their low concentration or polarity, may be better analyzed by HPLC-MS with Electrospray Ionization (ESI). In this cooperative agreement, we have purchased, installed and operated a HPLC-MS with ESI to examine, identify and quantify the trace polar components in jet fuel. This method was described and a variety of jet fuels were examined (Adams et al., 2013). In addition, this technique has been combined with derivatization methods to examine the difficult components of the important polar fraction of fuel with regards to additives, sensitivities, etc. (Johnson et al., 2012). It was important to develop this technique because while the polar fraction can be adequately analyzed using conventional GC-MS, GCxGC, and specific detectors, HPLC may be more likely to identify acid or basic components which may not be able to be transported through a gas chromatographic column. 

Analytical Support of the Assured Aerospace Fuels Research Facility (AAFRF) Operations

We conducted regular monitoring of AAFRF operations, which included examination of waxes, liquid fuel products and gases that were released. Generally, waxes were analyzed by dilution in carbon disulfide or some other suitable solvent and by using a high temperature GC system with a cold, on-column inlet and flame ionization detector (FID). A high temperature metal column with metal connector and retention gap “pre-column” was used so that the GC oven temperature could be programmed to 410 C, which allowed the elution of compounds up to C90 carbon number. Fuel range samples were examined on a more conventional GC with a HP-5MS column and traditional split-splitless injector and FID, using hydrogen carrier gas, which provided more resolving power to separate complex mixtures. Gas analysis to support AAFRF operations included both the micro GC system and the more traditional GC systems which included a molecular sieve column for hydrogen, methane, air and other fixed gases (thermal conductivity dectection - TCD), and a Poraplot column for C2-C6 gases, using an FID. The micro GC system could be operated on-line while the traditional gas analysis system was used off-line using sampling bags and injection of samples using gas phase syringes.

In addition to supporting AAFRF operations, research was conducted on small scale reactor systems to investigate catalysts and processes which could then be scaled up to larger systems like the AAFRF. Several studies of alternative fuel sources were performed involving algae to diesel fuel schemes as well as isomerization studies (Robota et al., 2012; Robota et al., 2013).

Hydrocarbon Decomposition by Microbes

Air Force fuel systems can be contaminated by bacteria, fungi, and other microbes, creating operational problems with filters, materials degradation, fuel pump degradation and a decline in overall fuel system cleanliness. In order to understand the degradation of hydrocarbons and the organisms that consume them, we used GC, GC-MS and GCxGC to measure individual hydrocarbon concentrations with and without bacteria as a function of time. We have studied this degradation in small systems (less than 8 mL), and up to a five L bioreactor with varying concentrations of bacteria, mineral media, and jet fuel. These studies aided the investigation of transcriptomics for Pseudomonas aeruginosa, for which we identified genes that were activated when certain hydrocarbons (n-alkanes) were consumed (Gunasekera et al., 2013; Gunasekera et al., 2014). We also investigated many different types of bacteria, each with tendencies to consume different components in jet fuel. For example, Marinobacter hydrocarbonoclasticus was very adept at consuming light aromatics (toluene, ethylbenzene, etc.) (Striebich et al., 2014b) while Pseudomonas putida could consume naphthalene and 2-methylnaphthalene quickly and nearly completely (Striebich et al., 2015). Bioreactor experiments involving the hydrocarbon monitoring of biological activity also show that a competition exists between bacteria using the same resources; inhibition of the growth of one bacteria was caused by the immediate growth of another (Striebich et al., 2015). These studies have allowed biological researchers to understand how the microbes function in a fuel tank system, so that any contamination may be better controlled.

Development of a Leco GCxGC-TOFMS with Thermal Modulation

UDRI has been involved in two-dimensional gas chromatography for the past 15 years, including Multidimensional GC with a linear actuating modulator (Striebich et al., 2014a). Since these initial studies, we have purchased a flow modulated GCxGC as described above. Recently, however, we have been able to acquire a LECO GCxGC-Time of Flight Mass Spectrometer (GCxGC TOFMS) system. This two year old system was not being used and so was provided to us for use as a second GCxGC on which to conduct research using a reverse-phase column combination (polar primary column, non-polar secondary column) with thermal modulation. This instrumentation is fairly large so it was deployed on the UD campus with additional space for a larger computer system, liquid nitrogen access, gas generators and bottles, etc. In December 2015, this room was completed and the GCxGC was installed and operated. Since that time, contributions have been made for identification of polar components in SPE samples, field storage stability problems, and general analysis of existing fuels. While no publications have resulted from this effort as yet, several are planned including comparisons of thermal modulation with flow modulation, as well as publications in the area of the analysis of polar fuel components.

Alternative Fuels Analysis using GCxGC (DLA sponsored project) 

The alternative aviation fuel specifications that are approved, or in development, have more compositional constraints than current specifications. In addition, the on-going fit-for-purpose testing results in data for properties where the petroleum jet fuel baseline is lacking or poorly known (e.g., isentropic bulk modulus). The ultimate goal of this effort was to link fluid composition (hydrocarbon class distribution) with properties and performance. The effort was divided in three tasks as follows: Task 1 – Characterization of hydrocarbon class composition of JP-5/8, Jet A and alternative fuel blendstocks and blends; Task 2 - Fit-for-purpose baseline determination; and Task 3 – Trace impurity technique evaluation and baseline determination

The role of UDRI in this program was to conduct various methods for aromatic content (ASTM D1319, D5186, and D6379), hydrocarbon composition (D2425 and GCxGC), and hydrogen content (D3701, D7171, and GCxGC), as well as total and reactive sulfur analysis (GC-FPD).

In general, good interlaboratory reproducibility was seen for the aromatic and hydrogen content methods. The D2425 method showed reasonable interlaboratory agreement, as well as general agreement with some of the GCxGC data for the petroleum-derived fuels. D2425 is not as useful as GCxGC for quantifying the saturated hydrocarbon sub-classes, because it does not distinguish between normal and iso-paraffins, and it does not identify conventional cycloparaffin sub-classes (i.e., monocycloparaffins, dicycloparaffins, and tricycloparaffins). These results were carefully documented for more than 25 different bio-derived fuels. GCxGC was found to be practiced differently in each laboratory, and while the UDRI GCxGC was confidently and accurately used to perform hydrocarbon type analysis, GCxGC quantitation from other laboratories were less successful at precise and accurate quantitation of the composition of these fuel samples. 

Detection and Mitigation of Microbiological Contamination in Fuel

Microbial growth in fuel is a significant concern to fuel users. Alkanes and aromatic compounds in fuel can serve as rich carbon sources for microbial proliferation. Microbial growth in fuel can deteriorate fuel quality and has been linked to tank corrosion, fuel pump failures, filter plugging, injector fouling, topcoat peeling, and engine damage. The Environmental Microbiology Group in the Energy & Environmental Engineering Division (EEE) at UDRI recognizes this need and has performed extensive research in biological contamination in biodiesel and other alternative fuels during this effort. UDRI has developed rapid detection assays to track microorganisms in fuel. Multiple bacterial species have been isolated from contaminated fuels and the environments exposed to fuel. The Environmental Microbiology group at UDRI is a leading laboratory in this area, supporting military and commercial aviation by evaluating microbial contamination of fuel systems and developing mitigation techniques.

Rapid Detection Methods

During this contract period, our laboratory has developed methods to enumerate fuel-degrading bacteria in contaminated fuel samples/tanks using culture and culture-independent methods. We have developed highly sensitive molecular biology tools (e.g., quantitative polymerase chain reaction - qPCR) to enumerate bacterial and fungal cells. We have designed broad range probes to detect bacterial and fungal load in contaminated fuel samples. Primers with broad interspecies specificity have been designed and have been used to determine bacterial loads in fuel samples. The qPCR methods developed by our group can be used to estimate 16S rDNA copy numbers of all the bacteria including complex, fastidious microbial communities growing in fuel that cannot be estimated by plate count methods. In addition organisms’ specific probes have been designed to detect specific bacteria or bacterial sub-groups such as sulfate-reducing bacteria (SRB) or bacteria responsible for alkane degradation using alk genes specific primers. We have evaluated a number of contaminated fuel samples from the Air Force /Army and have estimated microbial loads on these samples. Multiple bacterial and fungal species have been isolated and their identities were confirmed by sequencing 16S/18S rRNA genes. Additionally, their fuel degradation profiles were characterized by gas chromatographic analyses (Striebich et al., 2014b).

Genomics and Transcriptomic Approach to Detect Novel Targets for Biocide Development

We have employed advanced genomic and transcriptomic technologies to characterize the transcriptional response of bacteria in the presence of fuel (Gunasekera et al., 2013; Brown et al., 2014). We initiated a whole genome approach using Affymetrix microarray chips of the P. aeruoginosa PAO1 strain to study the transcriptional profile of the fuel degrading strain P. aeruginosa ATCC 33988. Transcriptional profiling has revealed that P. aeruginosa ATCC 33988 required multiple adaptive mechanisms to proliferate in fuel-containing environments (Gunasekera et al., 2013). Additionally, we investigated fuel specific transcriptomic differences between fuel adapted ATCC 33988 and fuel less-adapted PAO1 in order to ascertain the underling mechanisms utilized by the ATCC 33988 strain to proliferate in fuel. Using microarray techniques and bioinformatics tools we have identified candidates of genes responsible for fuel adaptation. One example of a uniquely induced gene in ATCC 33988 is a homolog of PA5359 in the PAO1 strain. Differentially expressed genes and novel genes discovered using this methodology have been used as targets to control bacterial growth. In addition to microarray techniques, in collaboration with Lawrence Livermore National Laboratories (LLNL), we used ribosome profiling and proteomic technology to identify differences in gene expression that allow the P. aeruginosa 33988 isolate to grow more rapidly in normal alkanes than the closely related strain PAO1.

Knowledge of the genome sequences of microorganisms degrading bacteria enable us to understand how the genetic information determines the degradation of fuel and what type of microbial adaptive mechanisms support surviving the harsh environment. During this work, we have sequenced complete genomes of Pseudomonas aeruginosa ATCC 33988 (Brown et al., 2013), Gordonia sihwensis Strain 9 (Brown et al., 2014), Rhodovulum sp. Strain NI22 (Brown et al., 2015), Pseudomonas frederiksbergensis SI8 (Ruiz et al., 2015a), and Nocardioides luteus (Brown et al., 2016). Sequencing several microbial genomes of bacteria helped to understand the underlying mechanisms that are involved in hydrocarbon degradation. Metagenomic sequencing of 16S rDNA sequences allowed differentiation of microorganisms into different subgroups and functional classes (Ruiz et al., 2016). High-throughput sequencing methods, such as 454 pyrosequencing have been applied to investigate the microbial diversity and expressions of specific genes in these microbial communities. Our metagenomic studies helped to differentiate taxonomic groups to their ecological functions and monitor structural and functional community shifts in different aviation and diesel fuels under varied conditions (Ruiz et al., 2016). Experiments using both conventional and alternative fuels with larger scale bioreactors were also conducted to confirm the results observed in small scale experiments. Sulfate-reducing bacteria (SRB) in fuel tanks have been receiving increasing attention because they not only degrade fuel, but also play a role in metal corrosion. Our group has carried out preliminary experiments to understand the growth of SRB in fuel in the presence of other aerobic bacteria.

Biocidal/Biostatic Additive Development and Testing

The need for novel biocides against fuel contaminants has been emphasized by the Air Force. Our lab, in collaboration with the Brown University (Providence, RI) has discovered novel di-peptides against fuel contaminating bacteria. Dipeptides can block efflux pumps in bacterial cell membranes, thereby inhibiting the cell’s ability to remove toxic substances, causing cell death. We have screened a wide range of antimicrobial peptides and found several di-peptides that are highly effective against bacteria contaminating jet fuel. The other biocide types that we tested in our laboratory were Protegrins (PG-1). Protegrins are small proteins with potential antimicrobial activity against microbes found in a fuel environment. Our lab has evaluated the minimal inhibitory dosage of antimicrobial peptides for various fuel contaminants. We are studying the efficacy of these peptides with various organisms, as a function of fuel composition, test conditions, and additive concentration. These new biocides appear to be effective at much lower concentrations than currently used additives, offering the potential of reduced additive costs and minimal negative impact on fuel properties. In addition, we tested biocide delivery mechanisms (such as carrier solvents) to fuel water layer without affecting fuel composition. We also extended our research to develop cost-effective methods to produce large quantities of antimicrobial peptides using microorganisms and plants. With this objective in mind, our laboratory has cloned the PG-1 gene into bacterial plasmids. In collaboration with University of Pennsylvania, we have tested commercially produced plant derived protegrins. These plant derived protegrins were effective against a number of fuel contaminants. 

Graphene oxide-based nano-filters to remove bacteria from fuel

We have demonstrated that graphene oxide (GO) does not have antibacterial properties, instead GO supports bacteria to attach and proliferate (Ruiz et al., 2011). However, silver-decorated GO (Ag-GO) in the form of free-standing films and coatings were shown to be antimicrobial against Gram positive and Gram negative bacteria. The solubility of GO in water is highly dependent on the degree of surface functionalization imparted during oxidation. Based on these findings, our group has developed a GO based filter to remove water and bacteria from jet fuel (Ruiz et al., 2015b), providing a new tool to prevent fuel biodeterioration. One unique feature of the designed nano-filter is that it allows fuel filtration at a high flow rate. We have procured a patent on this technology (US patent No. 20140199777).

Bench Level Raman Investigation Spectroscopy of Fuels

Bench level fuel diagnostics are of great interest and the ability to test small quantities of fuel is quite attractive. Our group has successfully built a custom Raman system that will be used to investigate bulk properties, on the order of ones of percent, of classes of compounds. The current configuration includes a 785 nm excitation, which fixes the problem of the 532 nm background fluorescence issue. We have also mocked up a surrogate to mimic what a thermal background would look like to the instrument. Using a commercial spectrometer, we found that the thermal background became a serious issue around 325 °C and then switched to using a monochromator and a sensitive detector, along with a lock-in amplifier to successfully overcome the thermal issue. We demonstrated that the bench level set up works quite well for both stressed and non-stressed fuels. Future work will include locating a more sensitive detector, conducting Raman gas cell studies, and miniaturization/simplification of the system.

Home-built Supersonic Quadruple (Suzie Q) Mass Spectrometer Applications

A significant effort has been made in developing applications for the Suzie Q mass spectrometer (Extrel CMS, Pittsburgh, PA). Because this instrument is modular, allowing one to easily change the reaction and sample introduction chamber, it results in an instrument that is powerful (both in sensitivity and the information generated) and extremely versatile. This versatility has allowed us to perform experiments beyond that which was initially conceived for Suzie Q as opportunities have arisen; from monitoring hydrogen production produced by E. coli bacteria, to performing nanoparticle-catalyzed methanol oxidation experiments at high temperatures. Each of these studies has required the development of a home-built reaction chamber to be interfaced to the instrument.

The primary purpose of this instrument and the focus of much of its operating time, has been the study of endothermic fuels and fuel precursors under supercritical conditions for the purpose of more accurately understanding the kinetics of endothermic fuel breakdown at flight conditions. Our long-term goals are to use the knowledge obtained about detailed reaction mechanisms and intermediate identification to improve simulations and better predict the performance of proposed endothermic fuels for high speed flight. This instrument is unique in that by separating intermediates and quenching further reactions as they are transferred via molecular beam for detection, these fragile and short-lived species can be detected before molecule(radical)-molecule collisions induce further reactions, therefore giving an accurate description of the various species produced across the high-temperature and high-pressure supercritical regime.

Our initial efforts were focused on developing the reaction and sample introduction chamber to be interfaced with the Suzie Q mass spectrometer. The operating parameters for supercritical reactions will require heating of the sample to ~900 °C and compressing it to pressures up to 75 atm. To withstand the extreme conditions, a custom built, high-pressure nozzle from Lenox Laser featuring a 3 μm diameter flow orifice to generate the molecular beam for transfer of the intermediates to the instrument was purchased. In addition to the previously mentioned high pressure nozzle, we have constructed and operated a heated, effusive source to induce pyrolysis of the endothermic fuel precursors at reduced pressures by recording data sets and monitoring kinetics of pyrolysis as samples are heated to 900 °C at reduced pressures (1.3×10-7 atm). Our initial focus was on the pyrolysis of simple, straight-chained hydrocarbon surrogates such as hexane, ethane, and dodecane, all of which have been well studied and provide comparison for our results. These sets of data will be used for comparison of the rate of hydrocarbon cracking once the supercritical inlet is operating.

We have concluded our survey of the gas-phase pyrolysis dynamics of n-hexane and its branched analogs as a function of pyrolysis temperature in isolation and upon exposure to a variety of boron nitride and graphene oxide-based catalysts. We have used our high-pressure supercritical pyrolysis source to investigate hexane pyrolysis under supercritical conditions. The results are compared with those previously obtained under gas-phase conditions. Our preliminary supercritical results seemed to indicate an interesting fluid density-dependence of the pyrolysis kinetics. Also, we have now observed a number of reaction intermediates/products not seen in the gas phase experiments. Using our accelerated measurement capability, we have completed a series of experiments examining the pyrolysis of supercritical dodecane and hexane fluids. We have captured the in-situ speciation data for the two fluids from room temperature up to ~800 °C. The preliminary overlap (or sometimes non-overlap) between theoretical predictions and our experimental observations suggests that these data will be able to further our understanding of the supercritical pyrolysis chemistry under investigation.
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Planning, Construction, and Operation of the Assured Aerospace Fuels Research Facility (AAFRF)

The Air Force has previously committed to using alternative (non-petroleum-derived) fuels in existing and future aircraft. This commitment consisted of two goals: (1) qualifying all its assets to use a 50/50 blend of conventional/alternative fuels by the year 2011 and (2) being prepared to cost competitively acquire 50 percent of the Air Force’s domestic aviation fuel requirements via an alternative fuel blend (derived from domestic sources produced in a manner that is “greener” than fuels produced from conventional petroleum) by the year 2016.

In order to meet these goals, work was performed to understand the characteristics of fuels produced from alternative sources and the variables that impact their characteristics. To produce research quantities of fuel, UDRI worked with Battelle Memorial Institute to design, build, and operate an Assured Aerospace Fuels Research Facility to produce quantities of alternative jet fuels and jet fuel components for testing. The upgrader Sample Preparation Unit (SPU) was the first unit brought online.

The SPU at the AFRL Assured Aerospace Fuels Research Facility (AAFRF) was designed to meet a critical government and industry need to produce alternative fuels in research quantities (10-50 gallons per day). This meets a market need between small testing amounts produced in a laboratory and larger quantity production using pilot-scale production plants. 

The facility was purpose-built for the production of fuels. It features a modular design to accommodate a variety of processing methods, is highly instrumented for maximum data generation and analysis, and boasts a suite of excellent safety features. Potential fuel feedstocks for use in the facility include, but are not limited to, coal-derived waxes and liquids, camelina, salicornia, palm, jatropha, soy, algae, waste animal fats, and other renewable resources. 

The SPU is rated for high temperature/high pressure hydrogen use. The sample preparation bay is highly configurable to accommodate a variety of processing systems, including the ability to operate up to four fixed-bed reactors in series, parallel, or independently. The facility has three distillation columns for intermediate and fuel product separation. The modular nature of the facility allows test rigs to be added and integrated into the facilities’ processing, instrumentation, and control systems.

The facility is extensively instrumented, including mass flow measurements on all streams. The data is essential for the optimization of production techniques as well as the design of large-scale production facilities. The AAFRF boasts an array of safety features, including six H2 detectors at key locations, integrated ventilation and facility alarms, remote H2 storage, an O2 sensor on the vacuum column, and full audio/video monitoring.

The system is capable of fully recycling materials and catalysts in a manner similar to large-scale manufacturing. Catalytic transformation processes include gaseous-gaseous feeds and liquid-gaseous feeds, and oligomerization projects are possible.

The system was used for a variety of programs during the Cooperative Agreement period. These programs included upgrading of Fischer-Tropsch waxes to specification jet fuels, conversion of renewable crude to jet fuel, and production of variable fuel compositions for evaluation of composition to performance relationships.

Assembly and Study of Atomic & Molecular Clusters via Helium Droplet Beam Methods

We have brought online a new and exciting capability to investigate atomic and molecular clusters. These are materials in which ones-tens of atoms/molecules are assembled into a cluster, often with sub-nm size, and typically exhibiting extremely strong quantum effects. We have constructed a helium droplet beam instrument which allows us to assemble and study virtually any cluster imaginable. This capability follows on earlier work by Will Lewis in this area. Briefly, a beam of helium droplets is formed and then directed through various “pickup cells” that dope the droplets with atoms/molecules of interest. Owing to the low temperature (0.4 K) and liquid nature of the droplets, any dopant species picked up tend to be frozen into a cluster inside the droplet. Due to the fact that helium is a very weak “solvent” the properties of the cluster are virtually unchanged from those of an isolated gas-phase cluster. The real beauty of the technique is that by controlling the pressure in the pickup cells (or temperature in the case of ovens) the number of atoms/molecules picked up can be controlled with single-atom precision. Additionally, because the low temperature of the droplet typically prevents rearrangement of the cluster as it is assembled, the order of the pickup cells can be used to control which species will be used to form the interior of the cluster and which will be attached to the exterior. Via these methods, we can assemble virtually any cluster imaginable. We will use this new capability to investigate novel clusters.

We have successfully assembled Cn carbon clusters from n=2 to n=13 and we have developed two different experimental procedures for producing these clusters: one which was based upon a pulsed laser, and allows time-dependent measurements to be made, but the signal-to-noise ratio resulting from the low duty cycle of these experiments was marginal. Another which was based upon CW-laser heating that yields much improved signal-to-noise. We have used the two sources to study the cluster assembly process in detail. The latter precludes time-dependent measurements but offers much higher signal-to-noise ratios for steady-state measurements. Modeling was also performed to better understand the structure and energetics of the clusters produced. 

Additionally, we have examined the reactivity with H2 and H2O reaction partners (no reactivity was observed) and ethylene. These fundamental studies will support development of mechanisms for fuel pyrolysis and combustion. We also examined clusters composed of Al atoms and organic molecules in support of advanced aluminized fuel programs. While not conceptually different from carbon-fuel studies, stable operation of the aluminum evaporation ovens is easier to achieve.

We also added mid-IR spectroscopy capability to our existing instrument in order to allow spectroscopic interrogation of the structure and vibrational dynamics of the species formed. We have added a tunable quantum cascade laser head and the associated optics and diagnostics to the instrument. We have a total of five laser heads yielding a spectral range of roughly 1700-2400 cm-1.

These efforts are detailed in journal publications (Thomas et al., 2015; Lewis et al., 2012; Lewis et al., 2014). Future work includes improving the stability of the carbon evaporation source (stable operation for several hours is necessary) and studying various chromophores, metal clusters, and other novel fuel based novel structures via the mid-IR spectroscopy method.

Algae Carbon Sequestration and Biofuel Generation

Microalgae are known for their high photosynthetic efficiency and high lipid content. Therefore, microalgae have the potential to be used to feed CO2 and other gases (NOx, SOx etc.) from flue gas emitted from various combustion sources to reduce greenhouse gas (GHG) emissions and generate biomass that can be used for biofuel. However, the prevailing weather conditions (solar insolation and its duration and temperature) at the geographical location of the system affects microalgae growth and hence the carbon capture efficiency. Thus, it is necessary to evaluate systems at conditions relevant to their operating environment. 

Given the potential benefits, the Air Force was interested in evaluating and developing algae biomass production systems to minimize GHG emissions from its boilers at WPAFB, OH and to generate biofuel in an effort to reduce its carbon footprint. Therefore, this effort involved designing and building an outdoor facility suitable for operating and evaluating photobioreactors throughout the year, including cold weather conditions. 

Under this effort, a 10,000 sq ft outdoor facility was constructed that includes a 2,000 sq ft greenhouse that can be used as a staging area, as well as to house support systems. The facility is fenced and gated. Compacted gravel covers most of the open area with a 10 ft wide driveway to the greenhouse and the greenhouse flooring asphalted. The total power supplied is 350 kVA at 480 V of which 75 kVA is available as 120/208V service with GFCI receptacles placed at selected locations throughout the facility. A power monitoring system monitors all circuits fed from the panels for process energy consumption. A boiler (450 kBtu/hr) and chiller (350 kBtu/hr) with multiple connection locations also provide the necessary heating and cooling for operation during cold and warm weather conditions. A compressor feeds air distribution manifolds distributed throughout the facility up to 110 CFM of air at 120 psi. Non-potable water is provided to the facility and multiple drainage points connect to the sewer line. The green house and the open area are well illuminated. Propane gas heating is available to the green house for winter operation. 

Since the completion of the facility buildup under this effort, it has been used to build and evaluate a modular pilot scale photobioreactor system designed by UDRI for algae biomass production complete with all required support systems. The facility also serves as a place to evaluate other algae biomass production related technologies.
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Improvements in Fuel System Icing Inhibitor Use

UDRI performed extensive work related to the use of Fuel System Icing Inhibitor (FSII) additives in military aviation fuels. FSII, a mandatory additive in JP-5 and JP-8, is used to prevent solidification of free water in the fuel and to provide protection against microbial growth in fuel systems. We performed detailed analytical and experimental studies and directly supported full-scale flight testing to identify if required anti-icing and biostatic capabilities could be maintained at lower additive dose concentrations (DeWitt et al., 201l; DeWitt et al., 2013b). Studies completed under a prior cooperative agreement with AFRL/RQTF provided the basis for the specific efforts performed. We completed experimental studies to investigate the effect of temperature and concentration on FSII partitioning between aqueous and fuel phases (West et al., 2014). We completed large scale component studies to verify FSII efficacy at reduces dose concentrations. We evaluated the impact of reduced FSII concentration on the ASTM D5006 quantitation method (DeWitt et al., 2013c). We provided critical support to B-52 Flight Testing of reduced FSII levels with elevated total water content performed at Edwards AFB Flight Test Center, including developing the analytical and fuel preparation methods used, developing the flight test plan, and on-site direct support during the flight tests. These efforts resulted in the successful reduction of the JP-8 minimum FSII use limit to 0.04% by volume (in USAF T.O. 42B-1-1), and the JP-8 procurement range to 0.07-0.10% by volume (in MIL-DTL-83133H). The reduced FSII limits have resulted in an immediate cost savings for DoD (estimated > $5M annually) and a potential reduction in the frequency of Fuel Tank Topcoat Peeling (FTTP). UDRI has provided extensive support to AFRL and AFPA efforts to obtain concurrent reductions in FSII use and procurement limits in NATO and ASIC fuel specifications. 

UDRI performed extensive efforts to improve the understanding of the effect of FSII on FTTP occurrences in integral aircraft fuel tanks. We performed basic and applied experimental studies to improve the understanding of the effect of operational conditions (e.g., temperature, concentration) on FTTP (Zabarnick et al., 2010). We identified an alternate FSII, TriEGME, which could provide equivalent anti-icing performance with reduced propensity for FTTP (Zabarnick et al., 2011). Flight testing was performed with TriEGME for further demonstration of capability. UDRI provided extensive support to the USAF Coatings Technology Integration Office (CTIO) and various SPOs regarding the compatibility of varying topcoat formulations with FSII. This included a recent study to directly support the KC-46 SPO (West et al., 2016). 

Spectroscopic Interrogation of Energetic Materials Incorporating Metal Nanomaterials

We have begun a collaboration with researchers at AFRL/RWME to characterize the full-scale performance of metal nanoparticle-based energetic materials. Such work has traditionally been quite challenging due to the short timescales associated with energy release (reaction is generally complete on μs-ms timescales), the lack of methods to reliably measure temperatures on those timescales, and the sheer complexity of the chemistry occurring. Recently we have developed and published spectroscopic methods to remotely measure temperature and follow reaction dynamics of selected species on sub-microsecond or longer timescales. These methods allow us to monitor the time-evolution of chosen species within the overall chemical dynamics of the system and to correlate these measurements with the energy release process. We first applied our spectroscopic methods to explosives incorporating oxide-passivated materials.

High explosives experiments were conducted on RDX charges incorporating energetic nanomaterials, including those developed at RQTF. The experiments were jointly sponsored by RQTF and RWME. Temperatures and chemical dynamics were characterized as a function of time and space following detonation, and indicated the RQTF-developed nano-aluminum released energy faster than any other known metal nanoparticle (Lewis et al., 2010; Lewis et al., 2011). In fact, the energy release was so rapid we could only estimate a lower bound for the rate. From these exciting results, we prepared two manuscripts which have now been published (Lewis et al., 2013a; Lewis et al., 2013b). Our current efforts are focused towards examining the chemical dynamics of these materials on the detonation timescale. Future work will involve explosive compositions that include organically-passivated materials instead. Additionally, we are working to further develop our time-resolved methods to include spatial resolution.

Synthesis of Novel Alanes for Energetic Nanoparticles

Current commercially available alanes, such as N-dimethylethyl alane are highly unstable and pyrophoric at ambient conditions. In principle, however, it may be possible to improve the stability of the alane complexes by changing the ligands used to stabilize the complex. If successful, the payoff would be the development of a reasonably stable (and safe to handle and transport) liquid with high hydrogen and aluminum content. As an example, N-methylpyrrolidine (NMP) has been used as a Lewis base to synthesize moderately stable alane complexes. The alane-NMP complexes, AlH3•NMP, AlH3•(NMP)2 and AlH2Cl•(NMP)2, can be prepared by varying the LiAlH4/AlCl3 ratios in the presence of NMP in an argon filled glove box. In addition, other Lewis bases, such as triazoles and imidazoles can also be used in synthesis of moderately stable alane complexes (Li et al., 2010).
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On-demand Hydrogen from Al Nanoparticles

The development of technologies that would lead to production of safe and environmentally friendly hydrogen gas is required in order to use it as a future energy source. This can be achieved by an aluminum-water reaction. However, most of the commercially available Al nanoparticles have an aluminum oxide shell around the active Al core and it prevents the reaction between Al and water at ambient conditions. To overcome this problem and facilitate the generation of hydrogen, researchers have applied various reaction-promoting schemes. These have included the use of a strong base, application of high temperature, and activation of aluminum metals. However, our Al core-shell nanoparticles react with water without any promoters to produce hydrogen at room temperature. Therefore, these novel aluminum core-shell nanoparticles might be a potential candidate for providing power based on hydrogen without requiring the direct storage of large quantities of hydrogen; one needs only to add water to produce hydrogen on demand, where and when needed (Bunker et al., 2010).

Synthesis of Metal Decorated Graphene Oxide

Graphene oxide (GO) attracted much recent attention due to its excellent electrical, mechanical, and thermal properties, as well as its wide range of promising applications. For the preparation of GO, graphite powder is oxidized under harsh conditions to yield readily exfoliated GO. In our lab, we used modified Hummer’s method to synthesize GO from expanded graphite powder which was obtained from Asbury Carbons Industries. GO, synthesized in our lab, was characterized using transmission electron microscopy (TEM), thermogravimetric analysis (TGA), differential scanning calorimetry (DSC), Raman spectroscopy, and x-ray diffraction (XRD) techniques to evaluate the quality of the sample. Furthermore, the GO synthesized in our lab was decorated with metal nanoparticles such as Ag and Au. In an effort to decorate GO with Ag nanoparticles, we used a sonochemistry method which has a number of advantages, such as simplicity, shorter reaction time, and ease of scale-up compared to existing methods. In a typical procedure of Ag decoration of GO (Ag-GO) using sonochemistry, GO was mixed with Ag acetate in dimethyl formamide and sonicated for 10 minutes active time. After sonication, the sample was allowed to cool for a few minutes and transferred to a round bottom flask. DMF solvent was removed using a rotary evaporator and the Ag-GO sample was washed with water, ethanol, and acetone, respectively to remove unreacted Ag acetate. This Ag-GO sample was also characterized using the aforementioned techniques and results confirmed the GO sheets are well decorated with Ag nanoparticles (Figure 2).
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Diesel Hybrid-Altitude Testing

ISR aircraft power systems are faced with a difficult mission profile. Aircraft takeoff and climb at very high engine loads, and then are required to throttle down to a relatively small percentage of full load for cruising and loitering. Spark ignited internal combustion engine efficiency suffers at part load operation due to pumping losses of the air throttling mechanism and poor air-fuel mixing. There can also be reliability issues that arise, such as spark plug fouling from low load operation in an SI engine. Spark ignited engines tend to be chosen for their high power density. Diesel engines tend to be more efficient, especially at part load, but suffer from poor power density, as diesel engines are more sturdily built to handle much higher peak pressure in-cylinder. 

A power system was investigated to utilize a diesel engine, sized for cruising load, as the primary sustained power source for an aircraft, with an electric motor and battery pack to provide takeoff and climbout power. Both series and parallel hybrid configurations were considered, and a parallel system was chosen for early stage research. Parallel hybrid systems tend to be lighter weight, with just one motor/generator, as the engine and motor/generator are mechanically coupled and the single motor/generator can have a dual function. A theoretical airframe was selected to generate a paper model for cruise power and takeoff/climbout power requirements. 

Using an available 70 hp eddy current dynamometer test stand, a mechanically injected, 20 hp diesel engine was selected (from the farm equipment market) and mounted to the test stand. A 34 hp brushless dc motor was coupled, via a synchronous toothed belt, parallel to the engine, and both could feed power to the dyno. Power was successfully generated with the engine and electric motor to simulate takeoff and climb conditions. A load bank was used to absorb electrical power generated from the engine. Current and voltage were measured, and a reduction in dynamometer power was observed as the resistance of the load bank was lowered, generating more electrical power. 

Another aspect of this project was to observe the effects of altitude on a small diesel engine. An altitude chamber was designed and built, using a centrifugal supercharger (driven by electric motor) as an air pump to draw a lower pressure, to correspond with given altitudes, in a shared intake and exhaust plenum. Increasing power reductions were observed with increasing altitude with a naturally aspirated engine. 

Finally an investigation of small turbochargers was conducted to select an appropriately sized turbocharger to turbo-normalize the diesel engine. Turbo-normalization is the use of a turbocharger to return intake pressures to sea level conditions and regain power at altitude. The system was not designed to boost the engine power rating. Turbocharger compressors do generate heat, so an increase in intake air temperature was expected and observed. Testing was conducted at increasing altitudes with three small turbochargers, before one turbocharger was selected for its lower exhaust backpressure characteristics. Specific fuel consumption was measured over a suite of engine speeds, loads, and altitudes, and brake specific fuel consumption (BSFC) maps were generated. General trends showed large increases in BSFC at higher altitudes with a naturally aspirated engine configuration, while the turbo-normalized engine only showed slight increases in BSFC trends with increasing altitude that could be attributed to increased intake air temperatures. It was worth noting that some medium load points showed improved BSFC. This change was attributed to being in a more efficient part of the turbocharger compressor map as turbocharger speeds climbed with increasing pressure differential over the turbine section.

Pulsed Spark Plug

The goal of this work was to verify claims of faster, more complete combustion of fuel in a spark ignition engine using a pulsed power spark plug. The pulsed power spark plug had an integrated capacitor inside the plug which was intended to be used to deliver more spark energy to the combustion chamber to initiate fuel/air combustion. The pulsed plugs did not require any additional electronics to function, and were intended to be used as a drop-in replacement for regular spark plugs.

The stated claims of faster, more complete combustion, and reduced cycle-to-cycle variation in combustion were to be tested on a Rotax 914 four-cylinder, turbo-normalized, port-fuel-injected, spark ignition four-stroke engine using 87 Octane rated gasoline. This engine spends most of its operating life at medium to heavy cruise conditions at medium to high engine speeds.

Combustion analysis used in-cylinder pressure to monitor combustion phasing and heat release, as well as cycle-to-cycle variation to determine if any consistent changes could be seen in combustion properties. Also, specific fuel consumption and engine loading were monitored.

Results showed a small (~1%) fuel consumption decrease at the lower speed set point, while a 1% increase at the higher speed set point. Combustion phasing suffered with the pulsed plugs, compared to regular spark plugs, in that landmark burn durations (0-10%, 10-90% mass fraction burned) and CA50 (50% mass fraction burned) location were extended by up to 2° crank angle and CA50 was pushed further into the expansion stroke by 2°. A re-configuration of engine spark timing maps could reposition the in-cylinder pressures to the most mechanically advantageous crank angle, but that was outside the scope of this testing.

Pulsed spark plug technology is intended to improve combustion efficiency at engine idle and low load cruise conditions. At those conditions, very little in-cylinder gas motion is available to promote thorough mixing, and efficiency can suffer. Additional ignition energy could very well improve flame development and reduce cycle-to-cycle variations at these low load conditions. As engine speeds climb and in-cylinder motion and mixing increases, the benefits of adding ignition energy are less apparent and in the case of this engine testing, without altering ignition timing maps, combustion durations were unchanged at medium engine load and speed, and impacted negatively at higher engine speeds. An aircraft operates mostly at medium to high engine loads and speeds, so any advantages from pulsed plugs would likely not be seen. Furthermore, with unaltered ignition timing, a small increase in fuel consumption was seen at the higher engine speed. This was likely due to a small lengthening of flame-development angle and rapid-burn angle, which reduced the ability of the engine to convert heat and pressure into mechanical work. At this time continued study of pulsed plugs for use in an aircraft application is not recommended. 

Unleaded Avgas

The Air Force utilizes leaded avgas (100LL) to fuel the MQ-1 Predator UAV to help carry out its mission. There are several problems with using 100LL: 1) a future ban on lead in avgas from the EPA, 2) there is only one supplier of the octane-enhancer additive tetraethyl lead (TEL), 3) lead deposits can decrease performance, increase maintenance, and shorten engine lifetime and 4) its costs outside the continental US are quite high. One solution to solving these problems is to find an unleaded high-octane replacement fuel that is lower in cost. This solution would align with USAF’s Energy Strategic Plan in multiple ways. First, it could improve resiliency by negating the need for TEL and avoiding a ban on 100LL. Second, it could reduce demand by providing a solution that consumes less fuel. Third, it could ensure supply by utilizing a renewable fuel. The objective of this project was, therefore, to find an available low-cost unleaded fuel that is suitable for operation in the MQ-1 engine.

Two domestic (100-octane: 100SF and G100UL) and two international (91-octane: 91UL and 91/96UL) fuels were identified that could potentially meet this objective. These fuels were tested on a Rotax 914F engine at the Small Engine Research Laboratory. Numerous data were collected to determine and compare the fuels’ performance and combustion in the Rotax 914F. Results showed that the lower-octane fuels could not provide the necessary power at high engine speeds (4500 – 5800 rpm), while the 100-octane fuels provided power similar to 100LL. It was also determined through this investigation that one of the fuels (100SF) showed instability during cold-starting; this caused engine hardware damage during testing. Concerning combustion performance, all four fuels were observed to exhibit very similar combustion characteristics. Only the 100SF fuel exhibited combustion instability at 4500 rpm that could limit engine load.

A cost analysis of the data shows that cost savings is linearly dependent with flight hours, increases with engine speed for all fuels, and is higher for the high-octane fuels than the low-octane fuels. Excluding fuel transportation costs, the unleaded 100-octane fuels could provide an estimated $5-10 million in annual savings at operation levels of 100,000 to 150,000 flight hours. A cost analysis of results from a recent investigation into utilizing engine operational changes was also done for comparison purposes. Under a certain combination of adjustments in the equivalence ratio, ignition timing and using dual spark ignition with an 87 AKI mogas, engine power similar to normal operation with 100LL be reached. Although the fuel consumption is up to 30% higher under these conditions, fuel cost savings similar to G100UL could be attained.

The next steps taken to solve the problems associated with 100LL depend upon the route chosen by the USAF. Either G100UL or the combination of engine operation changes at maximum indicated specification fuel consumption (ISFC) may be used to provide similar power out at a reduced operational cost. Both require further steps to implement. Material compatibility and certification testing with G100UL are needed to further ensure its feasibility. Engine operation changes require certification testing, approval, and time to make necessary changes. All of the four options available have the ability to solve the problems associated with 100LL and save the USAF millions of dollars annually.

Diesel/Hydrogen Engine Testing

To increase the fuel efficiency of compression ignition internal combustion engines at low loads and cruise conditions, hydrogen can be used to extend the lean operability limit of combustion. 

A test cycle was developed to test a 2.2 liter Ford “Puma” turbodiesel, high pressure common rail engine under a variety of engine speed and load conditions (up to half of the baseline engine load) at Revolve Technologies in England. The test plan included steady-state data points following the test cycle for engine parameters (temperatures, pressures, speeds, torque), in-cylinder pressure data for pressure rise rate, and emissions data (gaseous emissions, smoke opacity, and particulate matter). The test stand engine was set up to use a dual-fuel approach with varying ratios of gaseous hydrogen being injected in the intake manifold to pre-mix with the incoming combustion air and liquid diesel fuel injected via the stock direct injectors. An on-board dry-cell hydrogen generator was used to investigate if significant efficiency gains can be demonstrated to justify the energy investment of the dry-cell hydrogen generator.

Testing was canceled after approximately one year from the start of testing after multiple engine failures and test cell problems were encountered. Revolve Technologies internally decided the project was exceeding the provided funding and decided to no longer support the work with time and resources. It is clear that diesel pilot injection timing, hydrogen port injection timing, and overall equivalence ratio are extremely important and it is likely that one of these characteristics being too far out of range in the Revolve test facility could have contributed to the engine damages sustained. Too high of an equivalence ratio with hydrogen-air can cause uncontrolled combustion in pre-mixed end gas (knocking) that could cause in-cylinder damage that may have been contributing to the smoking engine and rough running. They did mention that intake manifold variations could have contributed to intake flow dynamics that could be creating undesirable combustion characteristics in one or more cylinders. 

Few conclusions are able to be drawn for this work due to the incomplete nature of the testing. However, the literature review conducted concurrently with this testing did show that at lower engine loads, and especially from an emissions point of view, the addition of hydrogen can reduce particulate emissions by promoting more complete oxidation of soot, reduce NOx emissions if the air-hydrogen-diesel equivalence ratio is kept low enough to stay away from the NOx formation threshold temperature, and obviously reduce CO2 and CO production due to the lack of carbon in hydrogen. It is more difficult to make any conclusions about thermal efficiency as some research shows slight decreases in efficiency due to faster heat losses and extension of ignition delay, but that is not to say that an engine couldn’t be thoroughly optimized to take advantage of different combustion timing characteristics to regain some of these losses.
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‘General’ Support of Alternative Fuels Efforts

DoD, FAA, and commercial interest in the certification and approval of alternatively (non-petroleum) derived fuel blends for aviation applications has continued since the 2006 certification of the B-52 for use of Fischer-Tropsch derived Synthetic Paraffinic Kerosene (SPK) as a blending feedstock. UDRI has continued to support these efforts by performing basic to applied research which has provided a significant basis for the certification and approval of new alternative fuel chemistries. We have collaborated with AFRL/RQTF to improve the understanding of fuel composition to performance (Corporan et al., 2011a; Corporan et al., 2012; DeWitt, 2014), including the effect of aromatics on thermal-oxidative stability characteristics of SPKs (DeWitt et al., 2014). We have performed extensive combustion and emission evaluations of alternative fuels and blends (Corporan et al., 2013a), including the first on-wing emissions measurements of a C-17 operated with a Hydroprocessed Renewable Jet (HRJ) fuel blend (Corporan et al., 2011b). The UDRI and RQTF team has supported the FAA National Jet Fuel Combustion Program (NJFCP) by performing detailed combustion and emission studies using the new Elevated Pressure Combustor (EPC) facility at AFRL. Overall, these efforts continue to improve the understanding of the complex relationships between fuel composition and performance and assist with identification and certification of future alternative fuel chemistries. 

The Performance and Emissions Characteristics of Heavy Fuels in a Small, Spark Ignition Engine 

This research was conducted in pursuit of the DoD’s plan for the universal use of a heavy, low volatility hydrocarbon fuel, and the increased interest in bio-derived fuels for small Unmanned Aircraft Systems (UAS’s). Currently a majority of small UAS’s use small spark ignition engines for their high power densities. Typically, these systems use commercial off-the-shelf power plants that are not optimized for fuel efficiency. Increased fuel efficiency is being pursued alongside the ability to utilize military heavy fuels. A test stand using a 33.5 cc four-stroke, spark ignition, air-cooled, single cylinder engine was constructed. Research was conducted to establish the feasibility of converting the existing system to utilize JP-8 with the stock mechanical carburetion. The stock carburetion had difficulty maintaining a consistent air/fuel ratio across the entire engine operating range. To resolve this, an electronic fuel injection system was developed to gain greater control over fuel mixture. An air-assisted electronic fuel injector was sourced from a scooter and adapted to work with the 33.5 cc four-stroke engine. An aluminum injector mount was designed and machined and electronic controls were employed. Sensors on the valve train and crankshaft were developed as control signals for the injection system. The injector was characterized for flow rates and droplet size.

The test stand consisted of a small dynamometer coupled to the engine. Servo throttle actuation was designed and the throttle position was monitored with a throttle position sensor. The air-assisted injector was supplied with regulated shop air, and the fuel pressurized using regulated nitrogen. A fuel flowmeter and mass air flowmeter monitored equivalence ratio. Work was done to facilitate smooth measurement of unsteady air flow intrinsic to single-cylinder engines.

Performance testing showed a decrease in brake specific fuel consumption (BSFC) while utilizing the injection system for the baseline fuel (Avgas 100LL), as greater mixture control (closer to stoichiometric) was realized. The engine was started using gasoline. Heavy fuel testing showed the ability to achieve required torque values at certain engine speeds. JP-8 was tested on the carbureted engine and fuel injected engine, showing a decrease in BSFC over baseline (carbureted avgas) with the carburetor and a further decrease in BSFC for the injected system.

Biofuels that were tested were plant-based Camelina (carbureted and injected) and a UDRI grown and extracted algae-based fatty acid methyl ester (FAME) biofuel blended with D2 diesel in a 20% algae/80% diesel blend. Performance results for the Camelina showed a decrease in BSFC for the carbureted engine and the largest decrease of all the test fuels for the injected Camelina fuel. The algae blend showed less decrease in BSFC than the 100% diesel fuel.

Emissions data were recorded as well. The injection system demonstrated less CO emissions for the injected fuels over the carbureted fuels due to closer to stoichiometric mixtures. Similarly, unburned hydrocarbon emissions decreased when injection was employed. NOx emissions were higher for the fuel injected engine, as peak NOx emissions will typically occur at slightly lean conditions and the injected fuels were closer to peak NOx emission conditions (Groenewegen et al., 2011; Groenewegen, 2011). 
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Tier II & III Material Compatibility Evaluations

UDRI performed Tier II material compatibility testing on 65 candidate alternative fuels and fuel blends with aromatic contents from up to 24.8% using a series of unique small-sample test methods developed with AFRL (Graham and Minus, 2013). Overall, these tests showed that a considerable variety of fuels were likely to be compatible as neat fuels or as fuel blends with materials that have been in service with conventional petroleum-derived jet turbine fuel. These tests also suggested that fuels high in cycloparaffins could exhibit acceptable seal-swell character with little or no aromatics. This observation became a specific topic of investigation through a program supported as part of the Boeing Company’s participation in the FAA’s CLEEN program (Graham et al., 2013b). 

The Effect of Aromatic Type on the Volume Swell of Nitrile Rubber in Selected SPKs

A barrier impeding the full adoption of synthetic paraffinic kerosenes (SPKs) as alternative fuels is their compatibility with fuel system materials, particularly seals and sealants. As-produced SPKs are composed of normal, branched, and cyclic paraffins resulting in fuels that are relatively inert with respect to their interactions with polymers. This contrasts with conventional fuels which can show significant solvent character in the form of swelling and softening polymeric fuel system materials. There is concern that exposing materials that have been in service with conventional fuel to an alternative fuel may cause them to shrink, harden and fail. The most acute concern is for O-rings which rely on their size and resiliency to perform their function. In this study the volume swell of nitrile rubber was measured using six reference JP-8 fuels, four SPKs and 11 aromatic species/mixtures (Graham et al., 2011). The aromatics were selected to examine the influence of molar volume, polarity, and hydrogen bonding on their performance as swelling promoters. It was found that hydrogen bonding had the largest effect followed by polarity and molar volume. Furthermore, it was found that the same rules apply to the SPK itself with lighter fuels providing a higher baseline volume and this characteristic had a significant effect on the minimum treatment level. Overall, it was found that within the boiling range of jet fuel the individual effects of molar volume and polarity are relatively subtle and the ability to introduce hydrogen bonding is limited. The most effective fuels combine these factors by minimizing molar volume and maximizing polarity and hydrogen bonding.

The Volume Swell of a Self-Sealing Fuel Tank Material

The effect of alternative fuels on the performance of self-sealing fuel tank materials continues to be an active topic of discussion due in part to the uncertainty associated with conventional ballistic testing. In this study an improved method of measuring the volume swell of self-sealing materials using the optical dilatometry was developed and this new technique was used to compare the volume swell as a function of time of a self-sealing material in a JP-4 (10.5% aromatics), two JP-8 fuels (10.9% and 20.3% aromatics), and an FT fuel (0% aromatics). This study is significant as prior research suggested that the primary factor controlling the rate of volume swell of this type of self-sealing material is the molar volume of the fuel components and not necessarily a molecular characteristic specific to aromatics such as polarity or hydrogen bonding, though it should be noted that the aromatics have relatively small molar volume as compared to the alkane fraction of jet fuel. The issue of JP-4 versus JP-8 is significant in that while the aromatic specification of the two fuels is the same, the aromatics found in JP-4 can be smaller and lighter than those found in JP-8 suggesting that the volume swell of self-sealing materials may be higher in JP-4 as compared to JP-8 despite the fact that the two fuels may have the same aromatic content on a volume basis. This is significant in that most of the present experience-base with self-sealing fuel tanks is based on earlier work with JP-4 and the performance of some alternative fuels may appear to be inferior while in fact they may compare well with the current JP-8 fuels. The results of this study showed that the volume swell of the self-sealing material used in this study gradually increased with the aromatic content of the test fuel. Furthermore, the volume swell of this material in the JP-4 used in this study is higher than that observed for the JP-8 with a similar level of aromatics. This suggests that the volume swell of JP-8 in general may be lower than what has been historically observed for JP-4. Furthermore, this study showed a weak dependence on the aromatic content and that this dependence may be linked to the lower molar volume of the aromatic molecules, which in turn allows them to penetrate the self-sealing material faster than the larger alkane molecules found in jet fuel. However, this effect was quite small, indicating that the use of alternative fuels should have a limited impact on the performance of self-sealing materials.

Evaluating the Influence of Alternative Fuels on the Performance of Static O-ring Seals

A significant concern related to the widespread use of alternative jet turbine fuels is that the low aromatic content typical of these fuels could cause O-ring seals to shrink and fail. To moderate this effect, alternative fuels must be blended with conventional fuels at levels of no more than 50% and with a final aromatic content of at least 8%. A growing body of operational experience has demonstrated that this practice is effective and fuel leaks have not been observed. However, there is a lack of engineering data on safety factors associated with the current practice. In this study a large scale test rig was used to evaluate the influence of alternative fuels on the performance of example variable- and fixed-cavity flexible fuel couplings (Graham et al., 2013c). Briefly, the fixed-cavity fuel couplings proved to be very robust with few fuel leaks being observed despite being subjected to an extreme fuel-switch from a JP-8 with 17.2% to an IPK with 0.5% aromatics. Using witness o-rings as a guide, it was estimated that leaks began to occur in the nitrile rubber o-rings seals as their compression dropped below approximately 6%. This is well beyond the nominal end of service life of static o-ring seals (~12% compression) and near the nominal end of service life of dynamic o-ring seals (~6% compression). This suggests that the presently specified limit of at least 8% aromatics provides sufficient volume swell to ensure the adequate performance of o-ring seals until they approach the end of their normal service life (Graham, 2014).

A Comparison of the Volume Swell of Nitrile Rubber in JP-5, JP-8, and Jet A

JP-8 is often considered to be identical to Jet A, in a materials compatibility sense, with the exception of the JP-8 additives. Jet A has been used as a blending stock for fuels submitted for Tier II material compatibility analysis. Given that it is often assumed that the behavior of JP-8 will be nearly identical to Jet A it was considered valuable to establish the validity of this assumption. In the course of studies for the U.S. Air Force and the Boeing Company there was an opportunity to compare the volume swell of nitrile rubber in JP-8 and Jet A. Furthermore, data was obtained on the volume swell of JP-5 through a separate study for the U.S. Navy. To provide a preliminary comparison of the overall volume swell behavior of these three fuels data was obtained on a single reference population of a nitrile rubber O-ring material whose plasticizer has been extracted. The results of this study showed that the volume swell character of JP-5 is essentially identical to JP-8 over the range of composition used here. This is likely a consequence of the fact that JP-5 is a narrower distillation cut than JP-8 so that the loss of the relatively high swelling lighter fraction is balanced by a reduction in the lower swelling heavy fraction. In contrast, there is a small offset of approximately 1.4% between the JP-8 and Jet A and small difference in slope. This is likely a consequence of the absence of the fuel additive DiEGME in the Jet A. Specifically, it has been previously shown that DiEGME typically contributes approximately 0.5%-1.0% to the volume swell of elastomers in JP-8. Furthermore, the solubility of DiEGME in these elastomers tends to decrease as the aromatic concentration increases. This results from the fuel becoming an increasingly favorable solvent for DiEGME as the aromatic concentration in the fuel increases. Overall, these results show that the volume swell character of JP-5 is essentially identical to JP-8, while the volume swell character of Jet A is slightly lower. The difference between JP-8 and Jet A is unlikely to have serious consequences for the performance of O-ring seals, but it is important to recognize this difference when comparing the volume swell of elastomers aged in Jet A against reference populations aged in JP-8.

The Influence of Fuel Composition on the Physical Properties of Polymeric Materials

In the absence of chemical reactions, the effects of fuel composition on the physical properties of fuel system polymers have a common root in how the absorbed fuel molecules influence the interactions between adjacent polymer chains. Since the changes that occur in the physical properties of fuel system polymers have a common root, they should be related to each other. For example, as a polymer absorbs fuel its volume increases, modulus decreases, glass transition temperature decreases, elongation increases, etc. Since the changes in physical properties are related, they should change proportionally to each other, meaning that if the objective is to show that the physical properties of fuel system polymers lie within their normal range of behavior when exposed to an alternative fuel, it is not necessary to measure all of the relevant physical properties, but only one representative physical property. Volume swell is a particularly attractive physical property as it is easy to measure and reflects the overall exchange of components between the material and fuel. In this study the volume swell of nitrile rubber was measured in 12 JP-8 fuels with 10.9% to 23.6% aromatics and an SPK with 0% aromatics (Graham and Minus, 2013). It was demonstrated that changes in volume swell correlated with changes in modulus and the glass transition temperature, illustrating that fuels that exhibit volume swell within the normal range would also exhibit modulus and glass transition temperatures that are within the normal range, and that volume swell could be used as a relatively simple screening tool for assessing the material compatibility of alternative fuels.

The Influence of the Molecular Structure of Paraffins on the Volume Swell of Nitrile Rubber

It has been noted that the volume swell of nitrile rubber soaked in aromatic-free fuels such as SPKs tend to be less than the value predicted by extrapolating the volume swell measured in JP-8 to 0% aromatics. This behavior tends to reduce the volume swell character of fuel blends made with these SPKs making it more difficult to prepare fuel blends that exhibit seal swell character that is comparable to a low aromatic JP-8. Consequently, the objective of this study is to investigate the influence of the molecular structure of paraffins on the volume swell of fuel system polymers using nitrile rubber as a model system. Briefly, it was found that the solubility and volume swell of cycloparaffins was higher than that of a comparable linear or branched alkane. It was also found that the solubility and volume swell of cycloparaffins increased as the ring size increased, and decreased as the size of alkyl pendant groups increased. The substitution position of alkyl groups on the ring did not have a significant effect. These results are thought to be a consequence of the limited conformations of cycloparaffins as compared to linear and branched alkanes. This gives the cycloparaffins a slightly more compact structure and a small degree of polarity not found in linear and branched alkanes. This gives cycloparaffins a seal swell character that is intermediate between linear and branched alkanes and aromatics. It is the absence of cycloparaffins from alternative fuels such as SPKs that gives than a volume swell character that is lower than expected based on extrapolating the volume swell of JP-8 to 0% aromatics. The volume swell character of cycloparaffins suggests that it should be possible to formulate a fuel that is low in aromatics and high in cycloparaffins that exhibits acceptable seal swell character (Graham et al., 2013b).

Material Compatibility of Alternative JP-5 and F-76 Fuels

A statistical approach to assessing the basic material compatibility of alternative JP5 and F-76 fuels was demonstrated by comparing the volume swell of candidate HRJ-5 and HRD-76 fuels with a range of conventional fuels (Graham, 2012). The HRJ-5 fuels exhibits volume swell character towards nitrile rubber O-rings and common sealants were significantly below the normal range for the reference fuels indicating that the neat fuels are likely to be incompatible for use interchangeably with JP-5. However, these fuels may be compatible with fluorosilicone and fluorocarbon O-ring materials. It was also found the 50% blends of these HRJ-5 fuels with JP-5 may be compatible for use interchangeably with JP-5 and the materials used here, though caution is warranted with nitrile rubber and common sealants until operational experience indicates otherwise as the volume swell of these materials was near the lower limit of the normal range as measured in the reference fuels. Similarly, it was found that the neat HRD-76 fuels are likely to be incompatible for use interchangeably with F-76 and nitrile rubber O-rings and common sealants, though these fuels are likely to be compatible with fluorosilicone and fluorocarbon O-ring materials. It was also found that 50% blends of these HRD-76 fuels with F-76 are likely be compatible for use interchangeably with F-76 and the materials used here. It was also found that JP-5 is likely to be compatible for use interchangeably with F-76 and the materials used here. Analysis of the fuel absorbed by the test materials show that the HRJ-5 fuels were challenged by a lack of any swelling promoters including cycloparaffins. Furthermore, the molecular weight of these fuels is skewed heavy, further reducing their volume swell character. The HRD-76 fuels also lacked any significant swelling promoters. However, the HRD-76 fuels were lighter than the reference F-76s, giving them seal swell character that was higher than the expected value for an F-76 with 0% aromatics. This tended to lift the volume swell character of the F-76 fuel blends resulting in a more favorable overall volume swell character of the 50% HRD-76/F-76 fuel blends.
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Experimental and Modeling Studies of Heat Transfer, Fluid Dynamics, and Autoxidation Chemistry in the Jet Fuel Thermal Oxidation Tester (JFTOT)

Modern military aircraft use jet fuel as a coolant before it is burned in the combustor. Prior to combustion, dissolved O2 and trace heteroatomic species react with the heated fuel to form insoluble particles and surface deposits that can impair engine performance. For safe aircraft operation, it is important to minimize jet fuel oxidation and resultant surface deposition in critical fuel system components. ASTM D3241 “Standard Test Method for Thermal Oxidation Stability of Aviation Turbine Fuels,” defines the standard test method for evaluation of the thermal oxidation stability of aviation turbine fuels. The JFTOT is a thermal stability test that measures the tendency for fuel to form deposits via heated tube discoloration and/or an increased pressure drop across an outlet filter. It is used to discriminate between fuels of poor and acceptable thermal stability. However, the fluid dynamics, heat transfer characteristics, extent of oxidation and corresponding deposition that occurs in the JFTOT is not fully understood. An improved understanding of these JFTOT characteristics should help in the interpretation of conventional and alternative fuel thermal stability measurements and provide important information for fuel thermal stability specification enhancements and revisions. In this effort, the JFTOT was modified to include a bulk outlet thermocouple measurement and a downstream oxygen sensor to measure bulk oxygen consumption. Tube deposition profiles were measured via ellipsometry. External tube wall temperatures were measured via pyrometry and a computational fluid dynamic (CFD) with chemistry simulation was developed. The experimental temperature measurements show that the cooling of the outlet bus bar creates a wall hot zone near the center of the tube length. A direct relationship was found between the bulk outlet temperature and JFTOT set point temperature with the bulk outlet less than the set point temperature by 60 to 85 °C. Several fuels were tested at varying set point temperatures with complete oxygen consumption observed for all fuels by 320 °C; a wide oxygen consumption range from 10 to 85% was measured at a set point temperature of 260 °C. The CFD simulations demonstrated the importance of complex, three-dimensional fluid flows on the heat transfer, oxygen consumption, and deposition. These three-dimensional simulations showed considerable flow recirculation due to buoyancy effects which resulted in complex fuel residence time behavior. An optimized chemical kinetic model of autoxidation with a global deposition submechanism was able to reproduce the observed oxidation and deposition characteristics of the JFTOT. Simulations of deposition were of the right order of magnitude and matched the deposit profile of comparable experimental ellipsometric deposition data. This improved CFD with chemistry simulation provides the ability to predict the location and quantity of oxygen consumption and deposition over a wide range of temperatures and conditions relevant to jet fuel system operation (Sander et al., 2015).

Modeling and Simulation Studies Supporting the Air Force Jet A Conversion Program

With recent increases in jet fuel prices, there is potential for significant cost savings for the Air Force if Jet A can be used instead of JP-8 for aircraft operating in and departing from the CONUS. As a consequence, the Air Force Jet A Conversion Program was implemented to convert from JP-8 to Jet A in CONUS. One important issue was the difference in specification freeze point between JP-8 and Jet A. Jet A has a maximum specification freeze point of -40 °C while the maximum specification freeze point of JP-8 is -47 °C. Although an aircraft may not require a fuel with a freeze point of - 47 °C to avoid in-flight fuel freezing, the Air Force had been using JP-8 as the primary fuel for nearly all aircraft and Jet A as an approved alternate fuel for many aircraft. In order to support the Jet A Conversion Program, modeling and simulation studies were performed to determine the operational impact of Jet A specification fuel on B-52, KC-135, B-1, and F-15 aircraft and to determine relevant fuel temperatures for challenging missions. A second goal was to determine the impact of Jet A specification fuel on LC-130, C5M, and CV-22 operations and to also determine relevant fuel temperatures for challenging missions associated with these aircraft. It was assumed that the aircraft would either be operating in, or departing from, CONUS bases.

Numerical simulations of aircraft fuel temperatures for a given mission used upper atmosphere weather data to include the effects of cooling at altitude. In addition, ground weather temperatures were used to establish the initial fuel temperature in the simulations. Statistical models were used to generate upper atmosphere and ground weather information. The Air Force Fuel Temperature Prediction Program (Boeing, 2005) that was previously developed by Boeing was used to calculate fuel temperatures for an aircraft flying along a specified flight path. Computational fluid dynamics simulations of the flow and temperatures in a B-52 tank together with fuel temperature measurements there provided additional validation of the Air Force Fuel Temperature Prediction Program. With regard to the KC-135, F-15, B-1, LC-130, and CV-22, the use of Jet A was found to not have a significant operational impact. In addition, this study found that the B-52 flight manual cold weather procedure was conservatively adequate for the missions provided in avoiding fuel freezing potential. However, use of the actual, measured Jet A freeze point was recommended for the B-52 in northern regions. The greater speed of the C-5M offered by improved engines did not provide sufficient ram air heating to offset the lower static air temperatures at high altitudes under challenging cold weather conditions (Briones et al., 2014).

Modeling and Simulation Studies Supporting the Navy Jet A Conversion Program

[bookmark: 6.0_CONCLUSIONS]The Navy has been using JP-8 as its primary fuel at a majority of CONUS Naval Air Stations. There is potential for substantial cost savings for the Navy if Jet A can be used instead of JP-8 for aircraft operating in and departing from CONUS. Jet A has a specification freeze point that is 7 oC higher than that of JP-8. UDRI performed a modeling and simulation study to determine the potential operational impacts of using Jet A for flights under challenging, cold weather environments for the EA-6B, MV-22, and P-3 flight vehicles. Another goal was to determine relevant fuel temperatures for challenging missions. It was found that the use of Jet A would not have a significant operational impact on the platforms examined. In addition, the missions studied could avert Jet A freeze potential by monitoring the total air temperature (TAT) and avoiding situations where the TAT approaches the specification freeze point of Jet A (Chiasson and Ervin, 2014).

Hypersonic Modeling Summary

The internal component temperatures of a hypersonic vehicle concept were investigated. A notional hypersonic vehicle outer mold line and approximate internal component locations were provided by the customer. Boundary layer recovery temperatures and convection coefficients were also provided. A conduction/convection model was generated in ANSYS FLUENT to study the transient response of internal component temperatures for the duration of the mission profile. Also, 1-D spatial simulations were performed based on transient heat equations with simple one-step time marching. Both modeling techniques were able to provide component lifetime estimates based on historical knowledge of the operating environment.

Bluff-body Stabilized Turbulent Premixed Flames

Afterburners are used to meet requirements for rapid increase in thrust for take-off and climb. This additional thrust producing device provides the demanded extra thrust for these aircraft operations for short durations without significant penalties in weight and engine complexity. However, the specific fuel consumption, noise, and static and dynamic instability during augmentation is substantially higher than that achieved during non-augmented operation. Therefore, it is important to study flame stabilization and lean blowout past flameholders in order to address dynamic and static instability, respectively. We performed a numerical campaign (Briones et al., 2011a) to shed light on the blowout for bluff body stabilized turbulent premixed flames. Our analyses demonstrated that flow past the flameholder leads to a symmetric shear layer containing a turbulent flame (exhibiting a concave shape at the wake). This flame is attached to the trailing edges of the flameholder. This region exhibits the greatest turbulent flame speed, and thermal expansion increases the flow velocity downstream of the concave-like flame region. Baroclinic torque is the largest source of vorticity. Nevertheless, thermal expansion can act either as a source or a sink. A reducing equivalence ratio forces the flame to propagate downstream, where von Kármán vortices extinguish the flame. The baroclinic torque and prevailing Strouhal number are reduced, while drag increases and stretching becomes the major source of vorticity. At sufficiently low equivalence ratio the flame blows out globally and the wake further shrinks. Stretching is the only contributor to vorticity near the wake after blowout (Briones et al., 2011b). Finally, a trade-off between static and dynamic stability is evident during the blowout process (Briones and Sekar, 2012).

Trapped Vortex Cavity (TVC) Ultra Compact Combustor (UCC)	

Conflicting challenges of improving gas turbine engine performance, increasing durability, reducing engine weight, and lowering emissions, while maintaining cost, need to be overcome for developing advanced combustor technologies. The ultra-compact combustor (UCC) attains significant length reduction by incorporating high pressure turbine inlet guide vane (IGV) components into the domain of the combustor as well as using a trapped-vortex cavity (TVC) recessed from the core flow to help stabilize the flow. Reducing the combustor length results in engine weight reductions that improve engine thrust-to-weight ratio. Moreover, the systems level approach of a UCC has the potential for significant total pressure loss reduction between the compressor exit and the turbine rotor inlet. Due to the importance of the TVC-UCC, numerical simulations were performed. The results (Briones et al., 2015c) indicated that the effect of combustion on the flow field is to diminish mainstream flow entrainment into the TVC cavity while distorting the single dominating recirculation flow obtained under non-reacting conditions. Flow spillage from the TVC appears to penetrate deeper into the mainstream flow under reacting flow conditions. Thermal gas expansion spreads more flow in the spanwise direction than for the non-reacting flow condition. Multiple partially premixed turbulent flames are present in this combustor within thickened-wrinkled flamelets and thickened flames regimes. The effect of flow injection site on the cavities was also addressed (Briones et al., 2010a). The effect of adding protuberances at the trailing edge of the TVC and IGV designs (Briones et al., 2011c; Briones et al., 2010b) were also explored.

High-g Cavity (HGC) Ultra Compact Combustor (UCC)

The HGC and TVC differ primarily in the manner in which fuel and air are injected in the recessed cavity. In the HGC-UCC, air is injected inwards along the outer wall of the recessed cavity at an angle to the tangent of the cavity outer wall surface, leading to a bulk circumferential flow within the cavity. This bulk swirl in the cavity generates a high centrifugal force that acts as a buoyant-like force on the flame. Therefore, the effect of centrifugal force on flame propagation velocity of turbulent premixed flames was numerically examined in a constant volume setup (Briones et al., 2015a). It was found that the flame propagation velocity increases with centrifugal force. It reaches a maximum, then falls off rapidly with further increases in centrifugal force. However, the centrifugal force does not substantially increase the turbulent flame speed as suggested by previous experimental investigations. Thus, the flame propagates faster due to the action of Rayleigh-Taylor instability and thermal expansion, which increase the pressure inside the test case. The effect of circumferential cavity (CC) air injection angle and CC-to-main stream flow rate were also studied (Briones et al., 2015b). The potential centrifugal force achieved under real combustor operation in an engine would be no more than 2000 g’s with the smallest jet angle and largest CC-to mass flow ratio. The numerical results did not suggest that the turbulent flame speed increases with centrifugal force, which is consistent with the former study. 

Effusion Cooling Modeling

Modern gas turbine combustors operate at fuel lean conditions in order to reduce environmentally harmful emissions. Consequently, a large amount of air is used for the fuel injection system, reducing the availability of the coolant air for the combustor dome and liner cooling. This still represents a substantial amount of the combustor total air. Therefore, high-fidelity analyses of combustor performance must consider effusion cooling. Practical effusion cooling models are nearly non-existent in the community. Thus, a novel parallelized, automated, and predictive imprint cooling model (PAPRICO) was developed for modeling of combustor liners using Reynolds-averaged Navier-Stokes (RANS) (Briones et al., 2016). The methodology involves removing the film and effusion cooling jet geometry from the liner while retaining the cooling hole imprints on the liner. The PAPRICO can operate under two modalities, viz., two-sided and one-sided. For the two-sided PAPRICO model, the imprints are kept on the plenum and combustor sides of the liner. For the one-sided PAPRICO model, the imprints are retained only on the combustor side of the liner and there is no need for a plenum. The PAPRICO model neither needs a priori knowledge of the cooling flow rates through various combustor liner regions nor specific mesh partitioning. The imprint mass flow rate, momentum, enthalpy, turbulent kinetic energy, and eddy dissipation rate are included in the governing equations as volumetric source terms in cells adjacent to the liner on the combustor side. Additionally, the two-sided PAPRICO model includes corresponding volumetric sinks in cells adjacent to the liner on the plenum side. A referee combustor liner was simulated using PAPRICO under non-reacting flow conditions. The PAPRICO results were compared against predictions of non-reacting flow results of a resolved liner geometry, against a combustor liner with prescribed mass and enthalpy source terms (simplified liner) and against measurements. The investigation concluded that PAPRICO can qualitatively and quantitatively emulate the local turbulent flow field with a reduced mesh size. The simplified liner fails to emulate the local turbulent flow field.

National Jet Fuel Combustion Program (NJFCP) Referee Combustor

The NJFCP is pursuing numerical techniques and high fidelity physical models that can account for blowout sensitivity to fuel properties. Several simulations were performed and the outcomes of these non-reacting flow simulations were in agreement with the measurements in terms of mass flow splits. Several reacting flow simulations using RANS/FGM/PAPRICO models were performed on the referee combustor. The numerical simulations were compared against measurements, which include mass flow rate splits through various combustor regions, tunable diode laser absorption spectroscopy (TDLAS) temperature, and thermocouple temperature on the combustor liner. This comparison in terms of mass flow splits is acceptable for both the mesh resolved regions and the model cooling jet regions (i.e., dome, forward liner, middle liner, downstream liner, aft liner, and side liner cooling flows). Discrepancies are most importantly due to (1) nonlinearity of the flow field solution (total flow rate through combustor is not equal to the sum of individually measured flow rates through combustor regions), and (2) the lack of viscous losses through cooling jets in PAPRICO. Simulations generally overpredicted the pressure drops, which might be due to RANS and its associated (two-dimensional) wall functions ineffectiveness in predicting viscous boundary layer and flow separation. The predicted line-averaged density-averaged temperature marginally underpredicts the time-averaged TDLAS measured temperature. Plausible explanations are the following: (1) Steady RANS lacks fluctuating scalars for converting Favre-average to time-averaged quantities; (2) the TDLAS weighted absorption spectrum is not linear; and (3) the spray model is over-simplified. 

Turbulent Flow, Heat Transfer Deterioration, and Thermal Oxidation of Jet Fuel

As part of an active cooling system, heat is rejected to flowing fuel under conditions of high surface temperatures and large heat fluxes relative to those found in conventional gas turbine engines. Computational fluid dynamics simulations can be used to simulate the flow, heat transfer, and fuel chemistry within fuel system cooling passageways. The standard k-ε turbulence model with the standard wall function, renormalization group k-ε model with an enhanced wall function, and the shear stress transport k-ω model were evaluated for their ability to represent turbulent fuel flow and heat transfer under high heat flux and flow rate conditions. The renormalization group k-ε model with an enhanced wall function provided the greatest fidelity in representation of turbulent thermal and flow behavior studied in heated tube experiments conducted at supercritical pressure. Moreover, the renormalization group k-ε model with an enhanced wall function allowed reasonable simulation of heat transfer deterioration, which was more likely for flow conditions involving a large heat flux with low mass flux rate. As the fuel was heated from the liquid to the supercritical phase, the viscosity temperature dependence was the primary transport property leading to heat transfer deterioration. A pseudo detailed chemical kinetic mechanism was used to study the effect of high heat flux and flow rate on dissolved O2 consumption together with a global submechanism for the simulation of thermal-oxidative surface deposition. The deposition submechanism developed previously for low heat flux conditions provided reasonable agreement between normalized, measured, and simulated deposit profiles (Jiang et al., 2013).

Effects of Flow Passage Expansion or Contraction on Jet Fuel Surface Deposition

The vast majority of previous flow studies of jet fuel autoxidative deposition have been performed using straight cylindrical tubing of a constant diameter despite the fact that real aircraft fuel systems and nozzles contain complex flow passageways. As a result, the role of this complex flow environment and the resulting changes in heat transfer and flow on fuel oxidation/deposition chemistry are poorly understood. In the current work, experiments and computational fluid dynamics (CFD) modeling were performed for jet fuel flowing through heated tubes that have either a sudden expansion or contraction to study the effect of flow path changes on fuel oxidation and deposition. The experiments were conducted under isothermal wall (205 ºC), laminar flow conditions with monitoring of the outlet dissolved O2 and post-test measurement of the surface carbon profile. The fuel flow rate was varied to study the role of residence time and oxidation extent on deposition near the geometry change. The CFD model includes a chemical kinetic mechanism, which was used to simulate the autoxidative deposition chemistry. With an expansion, the peak deposit occurs in the wide secondary tube. The CFD simulations show increased deposition caused by a recirculation zone after the flow expansion. For the contraction, increased deposition occurs at the beginning of the narrow secondary tube (Jiang et al., 2012).
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Thermal Management-Phase Change Heat Transfer Studies

Although complex, phase change heat transfer has many thermal management applications and will likely be important for thermal management systems onboard future advanced aircraft. The goal of our thermal management research was to further the fundamental understanding of heat and mass transfer during liquid/vapor phase change and the key physical mechanisms that limit thermal transport across solid/liquid/vapor interfaces. The research was conducted in two stages. The first stage concerned the study of evaporating microdroplets, and the second focused on evaporating thin liquid films.

In the first stage, evaporating microdroplets on a variety of surfaces were studied. Since the relatively small diameter of a microdroplet (diameter in the range 70-100 microns) captures effects such as curvature but also minimizes the effect of bulk fluid motion, microdroplets were selected for study. In addition, the small size tends to reduce the computational effort required to simulate the fluid mechanics within the drop and surrounding air. Moreover, this size range of droplets had not yet been extensively studied by previous researchers. In this work, it was found that for evaporation (phase change occurring at the liquid/vapor interface) the thermal resistance is dominated by the liquid/vapor interface and solid surface nano-features would not significantly improve the heat transfer rate. Significant progress was made developing reduced order models of the dynamic drop profile during impingement. In addition, it was found that the high resolution numerical models gave better agreement with experiment when droplet depinning was included. The largest drawback was the uncertainty of the independent variables that determine the accommodation coefficient used in the model of evaporation from the free liquid surface (Briones et al., 2010b; Briones et al., 2012; Putnam et al., 2012).

The physical behavior of evaporating thin liquid films of normal alkanes on silicon wafer substrates was studied in the second stage of this research. The laboratory effort involved the creation of a cell in which a reproducible thin film of either n-octane or n-heptane was formed. In this context, the thin films ranged from 10-20 nanometers thick in the non-evaporating adsorbed film region to several hundred micrometers thick in the intrinsic meniscus region. Measurements, both static and transient, were independently performed using both white light reflectometry (Hanchak et al., 2013) and also a Shack-Hartmann wavefront sensor (Hanchak et al., 2016a). The modeling portion of the thin liquid film research concerned the creation of a numerical model to predict the associated heat transfer and evaporation profiles. As the liquid film is very much longer than its height, a CFD analysis would have been difficult. Instead, a 1-D lubrication-type equation set was developed that included liquid transport, heat transfer from the solid substrate, and evaporation physics based on kinetic theory. The simulations, both static (Hanchak et al., 2014) and transient (Hanchak et al., 2016b), were successful in matching the experimental thin film profiles. The simulations were used to gain insight into the characteristics of the thin film that are not so easily measured, such as the evaporation mass flux profile and the particular form of the intermolecular attraction between the liquid and solid.

Emissions Program

An improved understanding of the complex relationships between fuel chemical and physical properties and the corresponding combustion performance is critical to optimizing fuel formulations and identifying acceptable operating regimes. Fuel properties can impact engine design and operation, and affect the corresponding exhaust emissions produced during combustion. Historically, aviation fuel properties have been relatively consistent, with a small variance depending on crude type and refining process used. However, it is expected that the variability of properties for future aviation fuels will increase due to the potential increase in use of non-conventional crude sources (e.g., tar/oil sands, heavy or sour crude) and development of alternative (e.g., bio- or synthetically derived) fuels. Understanding the impact of fuel properties and combustion conditions on the corresponding gaseous and particulate matter (PM) emissions is an important need to ascertain combustion performance and potential environmental impact. The PM emissions of interest include both the total mass and aerosol characteristics (particle number density and distribution). Regulations for aircraft engines currently exist for trace gaseous emissions and total soot emissions (e.g., smoke number); however, the Environmental Protection Agency (EPA) has recently announced an “endangerment finding” that emissions from certain types of plane engines contribute to pollution that results in climate change and creates health risks. This notice may result in future regulatory limits for aircraft emissions. Therefore, an improved understanding of the effect of fuel properties on the resulting emissions characteristics is needed to identify favorable fuel compositional properties.

UDRI continued to collaborate with AFRL Fuels and Energy Branch to perform work related to the sampling, measurement and quantitation of gaseous and PM emissions from research combustors and turbine engines. Characterization of PM emissions is difficult as there is no existing standard methodology for extractive sampling and quantitation. We used and enhanced the capabilities of the Turbine Engine Research Transportable Emissions Laboratory (TERTEL) to study the effects of fuel properties on the corresponding emissions characteristics. The TERTEL was used for many in-house studies performed utilizing the Elevated Pressure Combustor (EPC) Facility and T63 Turboshaft Engine Facility at WPAFB, and several in-field measurement campaigns. One specific in-field campaign was the Alternative Aviation Fuel Experiment (AAFEX)-II study, a NASA-led campaign to characterize the emissions from CFM56 engines of a NASA DC-8 aircraft at Palmdale, CA operated with Hydrotreated Renewable Jet (HRJ) and Fischer-Tropsch derived fuels. The quality of the effort was recognized by receipt of 2012 NASA Group Achievement Award. The fuels used for these various studies ranged from 2-component surrogate mixtures to broad-distilling petroleum- and alternative-derived fuels (Corporan et al., 2011a; Corporan et al., 2011b; Klingshirn et al., 2012; Corporan et al., 2012; Cain et al., 2013; Corporan et al., 2013a; Corporan et al., 2015a; Corporan et al., 2015b). The data obtained in these efforts have been used to improve the understanding of fuel property to performance relationships and to support the development of computational modeling tools. The latter include efforts being performed under SERDP sponsored programs and the FAA sponsored National Jet Fuel Combustion Program (NJFCP). 

UDRI investigated various methodologies for sampling and conditioning combustor and turbine engine exhaust for improved quantitation of PM emissions. We performed studies to evaluate various downstream dilution techniques (as opposed to probe-tip dilution) for sampling PM emissions (Corporan et al., 2011b; Corporan et al., 2013b). Under a SERDP funded program, we designed and constructed a Dilution Chamber (DC) to condition engine exhaust to simulate the corresponding mixing and dilution as the exhaust moves downstream of the engine exit plane. A follow-on Environmental Security Technology Certification Program (ESTCP) program was awarded for testing and demonstration of the DC for comparison of emission samples collected 10-30 meters downstream of the exhaust exit plane. We successfully tested the DC using the T63 engine facility at RQTF and on-wing of a C-17 aircraft at WPAFB (Corporan et al., 2016). Further work will be performed with the DC to determine the overall applicability and potential for use in varying applications. We evaluated the impact of sampling conditions on instrument measurement efficiency (DeWitt et al., 2012b) We developed and evaluated various analytical techniques and methodologies for quantifying trace emissions, including Hazardous Air Pollutants and unburned hydrocarbons, and for determining the phase of carbon in soot emissions (Anneken et al., 2015; Klingshirn et al., 2016). Quantitation of these trace constituents assists with developing correlations between fuel properties and performance.

Shock Tube Combustion Emissions Studies

Studies were performed with the UDRI heated shock tube facility to investigate the effect of fuel composition on the corresponding ignition and basic combustion performance over a wide range of reaction conditions. Studies focused on characterizing the impact of fuel properties on the corresponding ignition delay times. A broader goal was to determine if these ignition characteristics can correlate to combustor operational parameters such as lean blow out limits. Studies were conducted with conventional petroleum-derived fuels, alternatively-derived fuels of varying composition, and model compounds. Studies were performed with the fuels fully pre-vaporized to focus on chemical effects on ignition. Ignition delay times for eight formulated fuels including a conventional jet fuel (JP-8), a coal-derived Fisher-Tropsch (FT) from Sasol, a biodiesel-like jet fuel, an alcohol-to-jet fuel (GEVO ATJ) and four bio-jet fuels derived from corn grain, canola, and soy were measured over a temperature range of 1000 to 1600 K, a pressure of 18 atm and equivalence ratio of 0.5. In addition, the following jet fuel surrogate compounds were evaluated: n-heptane, n-dodecane, 2,2,4,6,6-pentamethylheptane, 2,6,10-trimethyl-dodecane, m-xylene and an n-dodecane/m-xylene blend (77%/23% by volume). Experimental results at the high temperatures showed an indiscernible difference between the ignition delay times for JP-8, FT, biodiesel and the four bio-jets, which were also very similar to those of n-heptane, n-dodecane, 2,6,10-trimethyldodecane and the n-dodecane/m-xylene blend under the same conditions. However, GEVO ATJ exhibited longer ignition delay times at higher pre-ignition temperatures. The ignition delay times of m-xylene were significantly longer under identical conditions whereas 2,2,4,6,6-pentamethylheptane exhibited ignition delay times similar to GEVO ATJ (Balagurunathan et al., 2011; Flora et al., 2015a). 

Additional hydrocarbon classes were investigated as surrogate components for jet fuels. Methylcyclohexane (MCH), a commonly used surrogate to represent the monocycloparaffin fraction in jet fuels, was tested over pre-ignition temperatures of 975 to 1800 K, pressures of 2 and 20 atm, equivalence ratios of 0.5 and 1, and argon concentrations of 93% and 98%. It was observed that the equivalence ratio significantly affected the ignition delay time. For the lower argon concentration (Ar = 93%) and higher pressure (P = 20 atm), at lower temperatures (T < ~1150 K) ignition delay times were shorter for rich conditions when compared to leaner conditions. An opposite trend was observed at the higher temperatures (T > ~1150 K). In addition, longer ignition delay times were observed at the lower pressure (P = 2 atm) and higher argon concentration (Ar = 98%) (Nagulapalli et al., 2012).

To understand the effect of chain branching on ignition and increase the ignition database for branched alkanes, the ignition delay behavior of n-pentane, iso-octane, 2-methylheptane and 2,2,4,6,6-pentamethylheptane was investigated. Mixtures of fuel/O2/Ar were studied at lean (Φ = 0.5) and stoichiometric conditions at pre-ignition pressures of 2 (excluding iso-dodecane) and 16.4 atm over a range of 950 to1580 K for a fixed argon concentration (93%). An impact of equivalence ratio was observed at low pressure (all fuels) and at high pressure (2-methylheptane only) above approximately 1150 to 1250 K: ignition delay time decreased as Φ decreases. Branching effects were clearly seen at low pressure: ignition delay was lengthened by chain branching. However, these effects were attenuated at high pressure; ignition delay was approximately the same for all four fuels tested, and longer delays were only observed above 1350 K for branched heptanes (Flora et al., 2015a; Flora et al., 2011).

Structural upgrades were performed on the shock tube to enhance operating and experimental capability. In particular, a novel shock tube driver configuration was implemented allowing the variation of dwell time while maintaining the same pre-ignition temperature and pressure, as well as achieving longer dwell times for the investigation of low temperature combustion chemistry (Flora et al., 2015b). Using the upgraded system, ignition delay times were measured over the pre-temperature range 650 to 1100K, at a pressure of ~13 atm at stoichiometric equivalence ratio and air-like conditions (Ar = 79%) for five alternative jet fuel surrogates: n-dodecane/n-heptane, n-dodecane/iso-octane, n-dodecane/methylcyclohexane, n-dodecane/m-xylene, and n-dodecane/n-hexadecane. The lower temperature conditions may have more direct applicability to ignition/light-off in larger-scale combustors. Experimental results show a negative temperature correlation behavior of ignition delay time for all the surrogate mixtures in the pre-ignition temperature range of 860 to 740 K. In particular, quantitative differences in ignition delay times were observed in this region. The m-xylene surrogate showed the longest ignition delay times, and a potential correlation of mid-low temperature ignition delay times with single species DCN was also observed. These results are significant in that they demonstrated that chemical composition may have a potential impact on combustor light-off and ignition. Future studies will be performed to determine if correlations exist between the shock tube results and EPC operation.

Best Practices for Fuel System Contamination Detection and Remediation

Fuel contamination is a broad term commonly applied to a material that causes a fuel to fail Quality Assurance (QA) testing when found in sufficient concentration. The Department of Defense, commercial airlines, NATO, ASME and other organizations provide guidance on periodic product sampling and testing to ensure that the quality of fuel is not degraded before aircraft fueling. Guidance for contamination identification, however, is quite limited. The goal of this study was to propose "Best Practice" procedures to perform when fuel contamination is suspected. Current published guidance from DOD, USAF, US Army, and US Navy was examined to catalog procedures for quality assurance testing and testing results that are compatible with fit-for-purpose fuel. The process of identifying a contamination source and the extent of contamination was not spelled out in any detail in any existing government documentation. Electronic records from the AFTAT (AF Test and Analysis Tool) database were examined for instances of QA test failures. Case studies requested from the Army and Navy fell into the same categories as AF failures with no discernable long term trends. Wright-Patterson AFB, Jacksonville NAS, Fort Rucker AHB, and Barksdale AFB were visited to view normal field sampling operations and document potential areas of emphasis for sampling guidance. Taken together, these installations represented multiple fueling sites, various levels of bulk storage, helicopter operations, pipeline deliveries, tanker deliveries, fleet refueling, F-24 and JP-5 fuels. In order to assist laboratory identification of particulate contaminants, a list of all fuel wetted components in DOD fuel delivery and storage systems was assembled. Polymeric and elemental composition of various fuel handling and pumping hardware was derived from data contained in the Air Force Civil Engineer Support Agency (AFCESA) HRJ Fuel Study. A generic response plan was proposed using basic crisis management principals along with sampling, analysis, and reporting direction to field and laboratory personnel in dealing with unknown contaminants. Partial results of this study were presented at various meetings, (Vangsness, 2014; Vangsness, 2015a; Vangsness, 2015b; Vangsness, 2015c), while the complete report is awaiting public release by DLA Energy (Vangsness, 2015d).

Electrolyzer Development 

The purpose of this project was to develop a highly efficient electrolyzer. Initially, we had proposed to use Nickel Iron (NiFe) nano powder coated electrodes. However, as soon as the project was initiated, we found that the material was no longer available. Therefore, we searched for alternative materials, such as NiFe metal alloys and electro-plated electrodes. The project was initiated with a bench scale 1"x1" single cell electrolyzer to evaluate numerous electrode materials described above for their efficiency. The cell design, such as the electrode gap, and gasket design, and the selection of gas separation diaphragm and gasket materials were also evaluated using the bench scale unit cell. It was found that one type of NiFe alloy, Nickel 36 (Inver®) was highly efficient at splitting water and generating hydrogen (H2). It was also found that a narrow electrode gap design can help to improve the efficiency. After initial evaluation, the system was scaled up gradually by increasing the electrode surface area and the number of unit cells. We eventually developed a commercial size electrolyzer which had a 2.5 kg/day H2 generation capacity. The system was further examined for its efficiency and durability. Over a 70% thermal efficiency was achieved under practical operation (2.5 kg/day H2 generation rate) using the high heating value (HHV). Even though the efficiency had been maintained over 70% during the week long operation, some gasket deterioration and electrode surface contamination was observed. Although we successfully achieved the initial goal by developing the commercial scale electrolyzer, further evaluation and improvement are recommended to develop a turnkey system.

Aluminum to Hydrogen

One method of producing on-demand hydrogen for fuel cells is through the use of aluminum which reacts with water under certain conditions to produce hydrogen. This process can be used for applications as small as portable handheld devices, on-board generation for vehicles, or as large as a hydrogen refueling center. However, the utilization of aluminum for generating on-demand hydrogen is critically dependent on the control of the rate of hydrogen generation from the reaction. Therefore, experiments with micron and nano-sized aluminum powder were conducted and the effects of particle size, reagent quantities, temperature and solution concentration on the hydrogen generation rate and total yield were analyzed and quantified to determine methods to control the reaction rate. Regression models were developed and yield and rate predictions were confirmed. In general, aluminum nanoparticles were found to have poorer hydrogen yields, but marginally faster reaction rates as compared to micron particles (Ahmed, 2010). The efforts were later extended to larger pieces from waste aluminum cans collected from recycle bins and the effect of the paint and liner layers in the cans were evaluated. The work undertaken served as the basis for subsequent efforts to develop and build a full-scale waste aluminum to hydrogen system for demonstration.

SERDP Team Effort

The cooperative agreement FA8650-10-2-2934 covered two Strategic Environmental Research and Development Programs (SERDP): WP-1577 (partially) and WP-2145 (fully). 

The primary objective of WP-1577 was to aid the DoD in meeting current and future National Ambient Air Quality Standards (NAAQS) PM2.5 regulations by establishing the fundamental science base needed to develop and validate accurate soot models for realistic fuels. This program focused on understanding the fundamental effects of fuel chemistry and pressure on soot production and burnout, and on evaluating soot models as well as combustion chemistry mechanisms needed for accurate soot predictions.

The approach involved strongly coupled, mutually supportive experimental and simulation efforts conducted in concert with other members of the SERDP Soot Science Team. The approach included a series of well-controlled laboratory experiments that methodically progressed in complexity in a way that supports a systematic analysis and interpretation of results. State-of-the-art soot models and detailed chemical mechanisms for hydrocarbon fuels have been integrated into a unique simulation code called UNICORN. The results and accomplishments include establishing a database for soot emissions in shock tube, co-flow diffusion flames, opposed jet flames, centerbody flames, and swirl stabilized flames. Fuels investigated included: ethylene, m-xylene, dodecane, and a surrogate JP-8, developed in collaboration with the SERDP Soot Science Team. Detailed chemical kinetics models for ethylene and the JP-8 surrogate fuels with PAH chemistry up to pyrene were also developed in conjunction with the SERDP Soot Science Team. UNICORN simulations were used to interpret experimental results and evaluate the detailed soot and combustion chemistry models in the different experiments. A Sooting NETwork of Perfectly Stirred Reactors (SNETPSR) model for estimating the emissions of actual combustors was further developed in this program. The model incorporates the detailed chemical model for the JP-8 surrogate, which can also simulate paraffinic alternative fuels. This model can be used as a design tool for developing low-sooting gas turbine combustors. This program advanced the ability to develop and evaluate models for predicting soot emissions from gas turbine combustors through the creation of a validation database for a surrogate JP-8 and alternative fuels, and through the creation and validation of chemical kinetic models for the surrogate fuels.

The objectives of WP-2145 were to: (1) establish the scientific base needed to develop accurate models for PM, CO, NOx, total UHC and individual HAPs emissions from military gas turbine engines burning alternative fuels and (2) establish a science-based methodology for selecting practical alternative fuels that minimize emissions. Similar to WP-1577, the research approach involved mutually supportive, tightly-coupled experimental and computational efforts. A series of well-controlled laboratory experiments were designed and conducted that systematically progress in complexity in a way that permits collective analysis of the data to develop a fundamental understanding of the production of emissions from burning alternative fuels under a wide range of conditions. Experimental facilities being used in the program included: a well-stirred reactor in which chemical kinetics are the controlling process; shock tube experiments focusing on kinetics at realistic pressures; premixed and non-premixed co-flow flame experiments with dependence on kinetics and molecular diffusion at variable pressure; and two combustor test rigs - a model combustor at Penn State and the Referee Combustor at WPAFB, which included the composite effects of all the processes occurring in a gas turbine combustor operated at pressure including spray atomization, vaporization, diffusion, turbulent mixing, stretch, kinetics, and turbulent/chemistry interactions. In parallel to the experimental efforts, computations were performed for each of the experiments, except the Referee Combustor and the T-63 engine. The well-stirred reactor and shock-tube are modeled using the commercial CHEMKIN/SHOCKIN software package whereas UNICORN was used to simulate the co-flow flames and the model combustor at Penn State. To achieve the objective of evaluating and developing accurate models for predicting emissions from alternative fuels, a set of alternative fuels with known chemical kinetics is required. A set of test fuels comprised of pure components, for which chemical kinetic mechanisms exist, was used to cover a range of compositions expected in future alternative fuels. The compounds selected to represent each of the major classes of alkanes present in alternative fuels were: n-heptane, iso-octane, and methyl-cyclohexane, and fuel aromatics was represented by m-xylene. A m-xylene/n-dodecane mix served as a simple surrogate for jet fuel and the combustion studies provided direct experimental evidence of the effects of changing jet fuel composition on emissions. 

The findings from the experimental and modeling work conducted in this program support the following statements when comparing the binary mixtures of paraffinic compounds representative of alternate fuels to the m-xylene fuel, which is a surrogate for JP-8:

· Effects on NOx, CO and total hydrocarbons were small, generally 10% or less.

· Effect on PM emissions was substantial, with reductions in PM emissions by one order of magnitude.

· Low molecular weight components of UHC emissions were not strongly affected.

· Some high molecular weight UHC species increased in concentration depending on the fuel composition, e.g., benzene emissions were higher for the m-xylene fuel and the methyl-cyclohexane fuel.

· Unique UHC species were present for some of the fuels, e.g., iso-butene for the iso-octane fuel and toluene for the m-xylene fuel.

In addition to these specific findings on alternative fuel effects, the program led to three major insights that advance the state of the art understanding of engine emissions:

· The experimental work in the T-63 engine and the Referee Combustor demonstrated that substantial fractions (30 to 50%) of the UHC emissions can be traced to unreacted fuel. This finding means that the composition of any fuel directly affects the UHC emissions, including emissions of HAPs that are present in the fuel.

· The experimental and modeling studies conducted to understand the linear behavior in UHC emissions at low power led to the important new insight that UHC emissions form in a gas turbine combustor when reacting premixed fuel-air mixtures are quenched. Thus, the emissions are not determined by reaction kinetics alone, but rather by coupling of chemical kinetics, fluid mechanics, and flame extinction processes. Furthermore, multiple quenching mechanisms can lead to UHC emissions including mixing to very lean fuel-air ratios, quenching due to flame propagation into regions of low fuel-air ratio, and flame stretch. Accurate modeling of the emissions from a gas turbine combustor will require that each of the multiple quenching mechanisms be modelled accurately. The current program included modeling and simulations of quenching via mixing.

· The experimental and modeling work related to chemical effects on PAH and soot formation led to substantial progress toward resolving the longstanding issue within the combustion community related to modeling the effect of aromatic species on soot concentration and the spatial distribution of soot. Enhanced PAH reactions in the chemical kinetic mechanism and improvements in the soot model to track particle size distribution led to substantially improved ability to predict soot concentrations and distributions in all of the co-flow flames.

In addition to these fundamental insights the program also made the following important fundamental contributions:

· The kinetic model with detailed PAH chemistry that was developed in this program is a major contribution from this work because it was a critical element in the advancement of the soot modeling capability. Development of this model was not a part of the original program design, but became necessary when kinetic model development within the combustion community did not evolve as quickly as anticipated. In addition, the modeling studies have demonstrated that this mechanism captures many key trends in gas-phase emissions from gas-turbine engines. 

· The data base from the various experiments made using the same set of test fuels is a unique resource for researchers who are simulating gas turbine combustion because of the breadth of chemical and physical processes encompassed across the experimental devices and because of the wide range of experimental conditions used.

The key findings and contributions from this program have substantially extended the fundamental knowledge required to evaluate a science-based methodology for selecting alternative fuels based on their emissions characteristics (Roquemore et al., 2012). 

[bookmark: _Toc462407256]Subcontracted Programs

UDRI employed substantial subcontracting efforts when a particular expertise was needed to augment research programs. The decision to retain subcontractors was made in consultation with the AFRL project leadership. Below are briefly summarized the primary subcontracting tasks employed during the cooperative agreement period. Additional technical information on these efforts are included in technical reports and publications listed in the list of publications (Appendix BB).

Aerodyne Research Inc. – A primary goal of this work was to establish a science base that can be used to develop gas turbine combustion models for alternate fuels that can accurately predict emissions. Another goal was to establish a science base methodology for selecting practical alternative fuels that minimize emissions. The subcontractor provided support for the development of a science base for hydrocarbon (HC) emissions from aircraft engines using alternative fuels. This support consisted of consultation and advice for planning alternate fuel experiments, making measurements of HC species in different burners used in the program, interpreting results, and providing ideas for a general methodology for estimating emissions from alternative fuels.

Battelle Memorial Institute – Battelle was tasked with the design and operation of the Aerospace Advanced Fuel Research Facility at AFRL. The upgrading unit was designed to convert feed wax (or other alkane hydrocarbons) to fuel, hydrotreat seed and plant oils as well as hydrogenating oxygenated bio-oils produced by a variety of other processes. The actual jet fuel fraction was separated and collected in a product recovery unit based on naphtha fractionation followed by vacuum distillation of the jet-fuel fraction. Larger molecules were recycled to the front end of the process for further conversion. 

Boeing Company – The goal of this program was to provide technical support for modeling of fuel tank temperatures during long-duration flight to support the Jet A CONUS conversion program. Boeing developed a program to assist airlines in conducting route planning on long range polar flights, where fuel temperatures could approach the freeze point of Jet A. This program was modified to accept more general fuel tank and fuel system information. The program was used to evaluate the C-17 fuel system and fuel temperature during simulated aircraft missions. The C-17 was utilized as a validation airframe for this program and based on the successful correlation of the data; other older aircraft in Air Force inventory were modeled and successfully analyzed without costly flight testing. The study developed potential fuel temperature profiles for the F-15, B-52, B-1, and KC-135 when operating out of CONUS airbases utilizing Jet A in support of the aircraft fleet. Boeing Research and Technology conducted the collection of this data and support of this study utilizing the expertise of Boeing Defense, Space & Security.

Clemson University – The goal of this program was to develop methodologies for the synthesis and characterization of reactive nanomaterials, such as nanoscale aluminum particles and related energetic composites. Work was performed in the exploration of new materials and technical approaches toward the development of renewable energy sources, such as hydrogen generation-storage and more effective harvesting of solar energy. This subcontractor was also tasked with improving our understanding of the photoexcited state properties of carbon dots as relevant to their energy conversion and storage functions, thus to guide the further improvements and technological developments.

Creare Inc. – This program was used to develop novel tools for modeling and analyzing ignition in combustion systems. The approach involved breaking up the overall ignition process into three sub-processes: (1) the igniter spark process, (2) local ignition, and (3) propagation. All three sub-processes are highly complex and deserving of significant investigation. The program focused on developing a sub-model for local ignition.

GE Aviation, Honeywell Aerospace, Rolls-Royce, United Technologies Research Center, and Williams International – The primary gas turbine engine manufacturers were enlisted to provide support to the steering committee of the FAA’s National Jet Fuel Combustion Program. The objective of this program is to reduce the cost of ASTM D4054 qualification of alternative fuels for use in gas turbine engines. This objective is to be achieved by developing and demonstrating a new streamlined evaluation methodology to assess combustion risks associated with alternative fuels, eliminating or reducing the need for component/engine tests, and defining a methodology for evaluating fuel effects on combustion. This subcontractors provided the following support to the program:

· Perform program management type tasks including program planning and execution, support of steering committee (and any sub-committee) tasks, travel, internal cost accounting and contracts administration. 

· Aid in the selection coordination of test fuels, and identifying fuel properties.

· Establish a streamlined methodology for evaluating test fuels. 

· Aid in the kinetics, surrogates, and model development and validation by University team members: including support of planning and execution of basic and advanced combustion tests, definition of the tests to be performed and development of procedures, data reduction. 

· Aid in atomization test planning and execution and model development.

· Aid in the development of a vaporization model.

· Aid in the design, fabrication and testing of a referee single-cup combustion rig; define instrumentation and test procedures as necessary to generate combustor operability and emissions data for model validation; testing on-site and provide data reduction. 

· Aid in model and tools generation and validation.



Georgia Tech Research Corporation – This program investigated the application of small-scale combustors in the generation of syngas (SG) containing large concentrations of hydrogen and carbon monoxide (without soot) while burning Jet A in fuel-rich mixtures. The dependence of the composition of the generated SG was studied as a function of equivalence ratio, loading and temperature of the combustion process, and the configuration/design of the combustor. The subcontractor investigated the effect of the addition of SG on Jet A ignition in flowing vitiated air-fuel mixtures. The dependence of the ignition process was studied as a function of the composition and temperature of the SG, the composition and temperature of the vitiated air-fuel mixture, and the momentum ratio and relative orientations of the SG and vitiated air-fuel streams.

Lockheed Martin Aeronautics – The goal of this program was to provide technical support for modeling of fuel tank temperatures during long-duration flight to support the Jet A CONUS conversion program. The subcontractor provided aircraft fuel tank geometry, system operating characteristics, and relevant data to evaluate low fuel temperature characteristics of the P-3 aircraft. They supported UDRI modeling of the P-3 based on the Lockheed Martin supplied geometry data and system operation. The input provided was used in a modeling effort performed by UDRI to help identify fuel freeze point issues that could result from unrestricted operation of the P-3 aircraft from CONUS bases using Jet A fuel.

Northrop Grumman Technical Services – The goal of this program was to provide technical support for modeling of fuel tank temperatures during long-duration flight to support the Jet A CONUS conversion program. The subcontractor helped identify fuel freeze point issues that could result from unrestricted operation of the EA-6 aircraft from CONUS bases using Jet A fuel. They provided aircraft fuel tank geometry, test data, and system operating characteristics to evaluate low fuel temperature characteristics of this aircraft. They supported UDRI modeling of the EA-6 based on supplied geometry data and system operation. This support also included assistance with the Northrop Grumman fuel tank model previously developed for the Air Force. They also provided fuel temperature data cold fuel temperature related information on the EA-6 aircraft.

Pennsylvania State University – A primary goal of this work was to establish a science base that can be used to develop gas turbine combustion models for alternate fuels that can accurately predict emissions. Another goal was to establish a science base methodology for selecting practical alternative fuels that minimize emissions. The subcontractor designed experiments that to provide insight into the formation of unburned hydrocarbons (UHC), hazardous air pollutants (HAPs), non-volatile particulate emissions (PM), carbon monoxide (CO), and oxides of nitrogen (NOx) emissions as a function of alternate fuel properties. They also performed experiments using laboratory flames and model combustors burning selected alternate fuels at pressures up to five atmospheres. 

Princeton University – The goal of the effort was to formulate surrogate mixtures to simulate the chemical and prevaporized combustion characteristics of a specific JP-8 fuel. The JP-8 of interest should have properties typical of flight line fuel. Testing of these surrogate mixtures and the specific petroleum-derived JP-8 in the same experimental venue(s) provided evaluation data of a solvent-blending approach to develop cost-effective surrogate fuels. One fuel surrogate blend was to be comprised to meet the target JP-8 prevaporized combustion property targets (H/C ratio, Derived Cetane Number (DCN), Threshold Sooting Index (TSI), Average Molecular Weight (MW ave) while having a distillation range consistent with a typical JP-8 fuel, while the second would be formulated to maintain the same prevaporized combustion prope1iy targets, but with a bi-modal distillation range. Additionally, a four component surrogate mixture composed of n-dodecane, iso-octane, n-propyl benzene, and 1,3,5-trimethyl benzene was be determined to replicate the prevaporized combustion property targets of the specific JP-8 fuel sample.

Saint Louis University – This subcontract was created for the study of new methods for the stabilization of small (< 20 nm) of aluminum nanoparticles (Al NPs). The subcontractor developed a complete thermodynamic model to describe the size-dependence of the reaction enthalpy of pyrophoric nanostructure oxidation. They studied the stabilization of Al NPs to build upon new reaction methodologies of direct epoxide polymerization on the nanoparticle core. They also studied the possibility of direct stabilization of Al NPs with pure hydrocarbons.

United Technologies Research Center – A primary goal of this work was to establish a science base that can be used to develop gas turbine combustion models for alternate fuels that can accurately predict emissions. Another goal was to establish a science base methodology for selecting practical alternative fuels that minimize emissions. The subcontractor identified alternative fuels to be used in study of emissions. The subcontractor assembled full chemistry models for identified alternative fuels and these emissions models included chemistry for: unburned hydrocarbons (UHC), hazardous air pollutants (HAPs), non-volatile particulate emissions (PM), carbon monoxide (CO), and oxides of nitrogen (NOx) emissions. They used CHEMKIN-based codes and perfectly-stirred reactor codes to evaluate emissions models with data collected by other members of the Air Force Alternate Fuel Emissions Team. They estimated the accuracy of the models and identified chemical reactions that contribute to the errors. 

University of Texas at Austin – The goal of this program was the development of parametric models of greenhouse gas emissions of fuel processing based on Fischer Tropsch processing conditions. They performed life cycle analysis of greenhouse gas emissions for the processing of Fischer-Tropsch fuels made from natural gas, coal, and coal - biomass mixtures. The greenhouse gas emission estimates were compared to a petroleum baseline fuel. The estimates indicated that, at least for some FT fuels, the greenhouse gas footprints can be made comparable to, or lower than, the greenhouse gas footprints of petroleum based fuels. However, there were significant uncertainties in the greenhouse gas emission estimates. The two largest uncertainties in the greenhouse gas emission estimates were (1) the method of addressing indirect impacts of biomass production, and (2) the yields of synthetic paraffinic kerosene (SPK) from the coupled Fischer-Tropsch synthesis/upgrading reactions.
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		DESCRIPTION





AAFEX	Alternative Aviation Fuel Experiment

AAFRF	Assured Aerospace Fuels Research Facility

AFB	Air Force Base

AFCESA	Air Force Civil Engineer Support Agency

AFPA	Air Force Petroleum Agency

AFRL	Air Force Research Laboratory

AFRL/RQ	Air Force Research Laboratory Aerospace Systems Directorate

AFRL/RQTF	Air Force Research Laboratory Fuels & Energy Branch

AFTAT	Air Force Test and Analysis Tool

AHB	Assault Helicopter Battalion

AKI	Antiknock index

Al NP	Aluminum nanoparticle

ASIC	Air and Space Interoperability Council

ASME	American Society of Mechanical Engineers

ATJ	Alcohol to Jet

BSFC	Brake specific fuel consumption

CFD	Computational fluid dynamics

CFM	Cubic feet per minute

CLEEN	Continuous Lower Energy, Emissions, and Noise

CONUS	Continental United States

CTIO	Coatings Technology Integration Office

CW	Continuous wave

DCN	Derived Cetane Number

EEE	Energy & Environmental Engineering

EPC	Elevated pressure combustor

EPA	Environmental Protection Agency

ESI	Electrospray Ionization

ESTCP	Environmental Security Technology Certification Program

FAA	Federal Aviation Administration

FAME	Fatty acid methyl ester

FGM	Flamelet generated manifold

FID	Flame ionization detector

FSII	Fuel system icing inhibitor

FT	Fischer-Tropsch

FTTP	Fuel tank topcoat peeling

FPD	Flame photometric detector

GC	Gas chromatography

GC-MS	Gas chromatograph-mass spectrometer

GCxGC	Two dimensional gas chromatography

GFCI	Ground fault circuit interrupt

GHG	Greenhouse gas

GO	Graphene oxide

HAP	Hazardous air pollutant

HC	Hydrocarbon

HEFA	Hydroprocessed esters and fatty acids

HGC	High-g cavity

HHV	High heating value

HPLC	High performance liquid chromatography

HPLC-TOFMS	High performance liquid chromatography-time of flight mass spectrometry

HRD	Hydroprocessed renewable diesel

HRJ	Hydroprocessed renewable jet fuel

ICP	Inductively-coupled plasma

ICP-MS	Inductively-Coupled Plasma Mass Spectrometry

IGV	Inlet guide vane

IPK	Isoparaffinic kerosene

IR	Infrared

ISFC	Indicated specific fuel consumption

LLNL	Lawrence Livermore National Laboratories

MCH	Methylcyclohexane

MS	Mass spectrometer

MW	Molecular weight

NAAQS	National Ambient Air Quality Standards

NAS	Naval Air Station

NASA	National Aeronautical and Space Agency

NATO	North Atlantic Treaty Organization

NJFCP	National Jet Fuel Combustion Program

PAH	Polyaromatic hydrocarbons

PAPRICO	Parallelized, automated, and predictive imprint cooling model

PM	Particulate matter

QCM	Quartz crystal microbalance

RANS	Reynolds-averaged Navier-Stokes

RQTF	AFRL Fuels and Energy Branch

SERDP	Strategic Environmental Research and Development Program	

SG	Syngas

SNETPSR	Sooting Network of Perfectly Stirred Reactors

SPE	Solid-phase extraction

SPO	Systems Program Office

SPK	Synthetic paraffinic kerosene

SPU	Sample preparation unit

SRB	Sulfate-reducing bacteria

TCD	Thermal conductivity detector

TDLAS	Tuneable diode laser absorption

TEL	Tetraethyl Lead

TERTEL	Turbine Engine Research Transportable Emissions Laboratory

TOFMS	Time of flight mass spectrometry

TSI	Threshold Sooting Index

TVC	Trapped vortex combustor

UAV	Unmanned aerial vehicle

UCC	Ultra-compact combustor

UD	University of Dayton

UDRI	University of Dayton Research Institute

UHC	Unburned hydrocarbons

USAF	United States Air Force

WPAFB	Wright-Patterson Air Force Base

WSR	Well-stirred reactor
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