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ABSTRACT

A perception strategy for recognizing an object on the basis of
¢olor and ranpge data is illustrated by finding a desk in an office scene,
Geometrical models of objects (such as a desk, a chair, and a glass) are
described by transformation {using scaling, rotation, and translation
mairices) of primitive surfaces {unit cube, sphere, and cylinder), An
image~bounding window for the acquisition element of an object is based
on range data., Imape bounding windows are derived for four cases in which
single and multiple acquisition elements are oriented vertically and

horizontally.
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1 STRATEGY

The work of the SRI vision group on a knowledge-base perception sys-
tem was described by Tenenbaum.l* This note describes geometrical models
of objects that may be found in indoor scenes. By way of introduction,
the strategy for recognizing an object on the basis of color and range

data 1s described first, using bottom-up and top?down procedures,

A general hierarchical perception model, based on the color and

geometry of object surfaces, is shown in Figure 1., Given the parameters
of such a model, one of the goals of the perception system is to find a
specified object in the scene. The strategy to achieve this goal is
dynamic in the sense that alternative subroutines may be called by a
higher level program. These include the COILOR subroutine, which deter-
mines the color of a given surface element from color-filtered intensity

data, and the following geometry subroutines, which are based on range

data:

(1) FLOOR subroutine, which finds all the image points helonging
to the floor,?

(2) HBORIZONTAL PLANE subroutine, which finds the sets of all
the image points belonging to horizontal planes of given
heights and tolerances,?

(3) SURFACE BOUNDARY subroutine, which finds all the image
points surrounding individual bodies.®

(4) INTERSECTION BOUNDARY subroutine, which finds the image
points of intersection boundaries between surface
boundaries,?

*

Superscripts denote references listed at the end of this Technical Note,
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{5) ORIENTATION subroutine, which computes the orientation of
a given surface element.

{(6) BOUNDING WINDOY subroutine, which determines an image
polygon where the image of an object, an object part, or
a part region might be found.

(7) PLANE FIT subroutine, which finds the image points of a
planar region to which a given surface element belongs.
Both top-down and bottom-up procedures will be employed, depending
on their figure of merit. For example, the FLOOR subroutine, basically
a bottom-up procedure, may be called first as part of a top-down procedure
to find an object near the {loor, such as baseboard, waste baskeil, chair,
or desk, Similarly, the HORIZONTAL PLANE subroutine may be called as an

initial step for finding a table, a desk, or a chair,

The basic top-down procedure consists of sampling elements and com-
paring their geometrical and color attributes with those of the object
to be found. It is executed along the steps described below in the ex-

ample of finding a desk and is illustrated in Figure 2,

1.1 Step l--Acquisition Bounding Window

The search for an acquisition element that matches given criteria
may be reduced if there is sufficient information for roughly bounding
the window where such an element may be found, For example, once the
floor image, Figure 2{(a}, has been found, the window for an acquisition
element belonging to a desk is the largest region above the floor that
can accommodate the highest point of a desk top at the farthest point in
the scene (e,g., near the wall), as illustrated in Figure 2(b).* Al-

ternatively, the bounding window may be fixed by the floor boundary and

*
The same bounding window will be used, if necessary, to limit the search

for the horizontal desk top (by calling the HORIZONTAL PLANE subroutine)
or the surface-boundary points associated with the desk (by calling the
SURFACE BOUNDARY subroutine),
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the picture frame above the floor. 1f the information for limiting the
search is not available, then the window extends to the entire N X XN

picture points,

1.2 Step 2--Searching an Acquisition Element

A coarse sampling scan is performed within the acquisition hounding
window in the search for a surface element (e.g., a 3 X 3 Squarej whose
color and orientation attributes match those of the object to be found.
Depending on the situation, the matching attributes may characterize the

surface of one of the following:

« A region of a part of the object
« A part of the object (i.e,, any region of the part)

s« The object (i.e., any region of any part of the object),

The sampling interval AJ (or Al) of the horizontal (or vertical) scan
will correspond to the image of one-half or one-third of the smallest
size of the largest surface (of the region, part, or object under search)
at the farthest range within the assumed environment., 8Since the image of
an object in&reases as the magnitude of the tilt angle relative to the
horizon increases, the search scan for regions below the horizon will
proceed upward (decreasing 1 values), and vice versa. 1In the example
shown in Figure 2(c¢), an acquisition element belonging tc any region of
the desk is searched upward. A vertical element of the proper color

{solid square Kumber 1) is found and is associated with the desk side,

1.3 Step 3——-5urface Bounding Window

Having found an acquisition element, we now determine a second,
smaller bounding window for the image of the bounding space where the’
surface of the desired object might possibly be located [see Figure 2(d)].

The bounding space depends on the internal and external geometrical
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attributes of the object, the vertical direction of the acquisition scan
(upwafd or downward), the orientation of the acquisition element, and any
surface~houndary points obtained by calling the SURFACE BOUNDARY sub-
routine, The effects of these factors on the bounding space are dis-

cussed in Section 4,

Next, the coarse sampling scan ol Step 2 is continued within the
surface bounding window, as illustrated in Figure 2(e), This is done

for two reasons:

« To verifly the first acquisition element. (II no additional
¢lements are acquired, then the first acquisition element
is assumed to be erroneous due to noise,)

= On the basis of the additional information, to reduce the
surface window further and subdivide it into subwindows
for large regions., The subwindows may overlap by dilferent
amounts, In Figure 2(f), for example, there is practically
no overlap, Clearly, the smaller the overlap, the better.

1.4 Step 4--Surface Recognition

Recognition of the remainder of the surface to be found is now per-
formed. As in Step 2, three cases are distinguished with regard to recog-
nition of either a region or a part or the entire object. The recognition
process is similar to the sampling search in Step 2, except for the fol-
lowing:

(1) The sampling interval is smaller, In most cases it will

be equal to the element size, i.e., the scanning will

cover the entire area of the modified (smaller) surface
bounding window obtained by the end of Step 3.

(2) The attributes to be compared and the order of comparison
will depend on the region subwindow, provided there is
little overlap among the subwindows, as is the case in
Figure 2(f).



Suppose first that the overlap among the region subwindows is large
and hence the entire object is to be recognized. Ih such a case, the
attributes of all the object regions are compared simultaneously with the
attributes of each element. The element is then classified into one of

four categories:

(1) It does not belong to the object,
(2) 1t belongs to one region of the object,

(3) It belongs to one of at least two regions of the object (or
another object).

(4) It belongs to at least two regions, some of which may be
part of another object.

IT the attributes of an element are not homogeneous, it is classified
into Category (4), no comparison is made, and the next element is examined.
Otherwise, the attributes are compared and the element is classified into
Category (1), (2}, or (3) if there is a match with none, one, or more
than one region, respectively, The elements under Categories (1) and (2)
are merged into the corresponding individual regions. The resulting
regions may help the labeling and merging of some of the elements under
Category (3) on the basis of the model region attributes (shape, size,
and the like). The remaining, unlabeled elements under Category (3) and
the elements under Category (4) may next be subdivided into finer elements
and the above procedure is repeated, if more exact region boundaries are

required,

The above procedure is also applicable to finding a part of an object.
This case may be viewed as finding a one-part object. Furthermore, the
same procedure is also applicable to finding a region, except that it is

simpler because:

(1) Category (3) does not exist

(2) The number of attributes to be compared with is smaller,



In the example illustrated in Figure 2(g), the desk-top region T,
the side regions 5 and 51, and the front region F have been found by
merging all the elements under Category (2), and Regions R1 through R4
have been classified under Category (1). The unmarked strips between
these regions csnsist of elements belonging to Categories (3) and (4),
These strips are shrunk by using smaller elements and, using information
about the shape and size of a desk, the final interpretation shown in

Figure 2(h) is reached,



2 OBJECT MODEL

A right—haﬁd Cartesian coordinate system (xm, ym, zm) will be assumed
to be the reference frame for describing the geometrical attributes of
each object model, such as TABLE, DESK, CHAIR, BASKET, ARM, GLASS, and
so on. In Figure 1 the model consists of parts, each of which is described
by color attributes and geometrical represcntation, The latter consists
of planar surfaces and quadratic surfaces, Planar surfaces are classified
into prisms in particular and into polyhedra in general, Quadratic sur-

faces are classified into spheres, cylinders, ellipsoids, cones, and so on.

2.1 Primitive Surfaces

Each surface will be described by scaling, rotating, and translating
a primitive surface within the (xm, Yo zm) reference {rame, Three primi-
tive surfaces, a unit cube, a unit sphere, and a unit cylinder, are shown
in Figure 3. ©Note that an ellipseid may be described by scaling a sphere

by different amounts in different directions,

Other primitives may be added, such as a wedge and a cone, Further
extension of the primitives is possible by allowing half of them to be
referred to, e.g., a hemisphere or hall a cylinder (of D-shape cross

section).

An object surface will be designated according to its primitive,
i.e., PRj (Prism j), SPj (Sphere j), CY¥j (Cylinder j), HSj (Hemisphere j),

C0j (Cone j), ELj (Ellipsoid j), and so on,
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2.2 Transformation Matrices

To model an object surface, a primitive surface is first scaled,

then rotated about the primitive origin Op’ and finally translated in
the model coordinates (xm, ym, zm). Using homogeneous coordinates,
scaling is performed by the matrix S, rotation by the matrix R, and
translation by the matrix T, as follows:

2.2,1 Scaling

t
The (xp, yp, zp) coordinates of any point on a primitive sur-
t
face are first scaled into (xs, Ygr zs) coordinates by scale factors s ,
x

s , 5 , respectively:
vy oz

-wx ] I-s 0 0 0] wa
5 x
wy 0 s 0 0 wy
~ 5 hi P ~
= = =5 .
vs WZ 0 ¢ S 0 Wz vp (1)
S Z P !
W 0 -0 0 1 wo
L. . L JE R I
S v
P

Rotation

t
The (xs, Yy , z ) coordinates of any point on the scaled sur-
s” s
t
face are next rotated into (x , y , z ) coordinates by angles v , « ,
r r by x" Ty

and ¢y around each axis, respectively:
z

wX wX
r S
— wy wy ~
v = r| =R s| =R, v N (2a)
r k jkg s
WZ wz
r
w w
N
v
5
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where jkf is the order of rotation, j, k, or 4 standing for x, y, or =z;

and where

(1 0 0 0]
0 cos ¢ sin @ 0
Rx = x X
0 —-sin ¢y CcOS 0
x X
0 0 0 1
-cos o 0 -sin ¢ 0]
3?
0 1 0 0
R = , S (2b)
Y sin ¢ 0 COoS ¢y 0
y
0 0 0 1
i cos o sin @ 0 0_
Z z
-sin o cos ¢ 0 0
R = Z zZ
z
0 0 1 0
L 0 0 0 1

2.2,3 Translation

t
The (x , vy , =z ) coordinates of any point on the scaled and
r r

r
rotated surface are finally translated into the model coordinates

t
(x , vy, 2) by the amounts x , y , 2z :
m "m’ m c’ Te’ ¢

WX 1 0 0 x wX
m c r
~ w 0 1 0 W -
v = ym = yC yl" =TV . (3)
m Wz 0 0 1 Z WE r
m c r
W 0 0 0 1 w
" -
T v
r

12



Combining Egs. (1) through (3), we obtain

WX wx
m P
~ wy wy
v o= m|{=TR, 8 (4)
m k4 P ?
Wz wZ
m
w w
where R =R R R, The nine input parameters associated with each
Jki L 'k ]
surface are given in the parameter array
s s 5
b4 v Z
P=Qu o o . (5)
x ¥y z
X Z
c yc c

An object part or a one-part object may consist of more than
one surface, The partition of an object into parts is implicit by the
values in the parameter arrays of the object surfaces. Additional rota-
tion and translation transformations will he provided to describe any
geometrical constraints among objects. Tﬁe parameters of these {rans-
formations can be derived from the geometrical models (see TFigure 4) and
statements describing such constraints as direct sﬁpport (e.g., "GLASS ON
DESK " or "DESK ON FLOOR"), indirect support (e.g., 'CHAIR SEAT 18 INCHES

ABOVE FLOOR"), orientation (e.g., "DESK PARALLEL WALL"), and so on,

2.3 Examples

Three geometrical models are illustrated in Figure 4 for a desk, a
chair (seat and back only), and a {champagne) glass., The surface names
{corresponding to their primitives) and the parameter arrays associated

with each of these models are given as follows,

13
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2.3.1 Desk
M W H
1
=PR1 =] O 0 o . 6
Pdesk,l (6)
-D 0 0
1
M W H
=z PR2 =10 0 0 . 7
desk, 2 (7
D 0 0
2
L W H
t
P = PR3 =] 0 0 0 . 8
desk, top 1 (8)
0 0 —{H + H
s )
2.3.2 Chair
W L H
s s 5
= PR1 = 0 0 0 . 9
chair,back 2
0 0 0
W t H
b b b
= PR2 =] O 0 0 . 10
chair,back (10)
0 D H +'—(H + H )
5 b

Glass

The glass model consist

arrays are

P = CY1l =
glass,base

s of two cylinders whose parameter

R R H

b b b
0 0 0 , (11)
0 0 0

15



=cvz =jJo 0 0 s (12)

R R R
c c c
P = H51 =] O 0 0 . (13)
glass,cup 1
0 0 R 4+ H +—-H
C p 2 b

2.4 Modeling of Similar Objects

Suppose that there are two identical objects in the scene, OBJ1 and
OBJZ, For convenience of a user (programmer), there is no need to enter
the object description fwice. Instead, a provision will be made to enter
the description "0BJ2 IS IDENTICAL TO OBJ1" or, in short, "OBJ2 IDENTICAL

oBJ1" or "OBJ2 = OBJ1."

In some cases two objects in the scene will be similar but net iden-
tical. Here, again, there is no need for the entire model description.
Instead, the name of the similar object and values of different parameters
will be entered, For example, consider two desks: DESK1, whose parameter
arrays are given in Eqgs. (6) through (8), and DESK2, which is similar to
DESK]1 except that M, = M_= M and D, = D_ = D, The description of DESKZ2

1 2 1 2

may then be "DESK2 SIMILAR DESK1 EXCEPT PR1(s = M,x = -D),
X C

(3

PRZ(sx = M,xc = D). This method may be used even if the objects are

not "similar” to the human eye, but their models use common primitives.
For example, DESKZ may be used to describe TABLEl by specifying different
parameter values, Similarly, the GLASS model in Figure 4(c) and Egs,

(11) through (13) may be modified to describe a LAMP model.

16
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3 ACQUISITION BOUNDING WINDOW

Bottom-up information, such as the floor region, may limit the
search for an acquisition element. Consider, for example, the acquisi-
tion of a desk‘and assume that the floor region has been acquired at the
bottom of the picture with no "holes" in it, as shown in Figure 5(a).

Let Point F, where I = I_ and J = J, designate the "highest" floor
point, i.e., whose I value is minimal. The acquisition bounding window
is bounded by the floor at the bottom and the row I = IM on top. We wisﬁ
to find the miniyum value of IM’ i.e,, the safest acquisition bounding

window,

By modifying Eg. (18) in Chapter 10 of Duda and Hart,® the image

coordinates (x , zp) of a point P(x, y, 2z} in space are as follows:
P

X

=1 0s + si ! (1
r C - Z inf—
P y %o (Zo ) ( t?’0)

v sin(—mo) - (ZO - z) cos ;po
fr cos p_ + - sinf- 4 (15)
e ey o 7] )

N
1l

where 9 is the tilt angle of the camera and fr is the distance from the

lens center to the image plane, Rearranging Eq. (15),

u tan(—:po) -1
z =1

P r u+ tan(-—-cpo) ’ (18)

where u = y/(z0 - z). The function zp(u) is hyperbolic with no maximum:

the higher u, the higher z . The value of I =1 therefore, corresponds
p

M’
to a desk point M(xM, Y zM) whose y/(z0 - z) is maximal, i.,e.,, whose z

and y values are both maximal, In the desk model, Figure 4(a), the

17
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maximal value of z is‘zM = H, In Figure 5(b), the maximal value of y is

obtained by positioning the desk so that its diagonal top view dimension,

N
D = (12 + WZ)a’ is colinear with the y axis, overlapping Point F at

max
t
one end, Denoting the global coordinates of Point F by (xr, yr, o),

then

X =%
M F
= + D . 17
ym yF max Q7
=H

z
M

Substituting y = Y and z = Zy of Eq. (17) into Eq. (15), we obtain

(yF + Dmax) ‘tan(—cpo) - (zo - 'H)

M Tr + D + - H) tan(-
P yF max (ZO ) ( @o)

The corresponding row index IM is obtained by substituting z = =z " into
' P BK

. (18)

the relation I versus zp. [See Eq. (1.8) in Ref. 2,] Thus,

= - z (]-9)

where -z =z =2z ., Obviously, if I =1, then I =1,
- pm P pm M M

So far we have assumed that the floor region covers the botitom of
the view. This, of course, is not always the case. A desk top may be
seen in the foreground of the view, 'below” the floor. Thus, any non-

floor region whose I > IM is part of the acquisition bounding window,
In conclusion, to determine the acquisition bounding window:
(1) Find the floor image points and determine Iy and Jp for

which I is minimal,.

19



(2) Using the range analysis in Ref, 2, compute XpF and ZpF
from Egs. (1.7) and (1.8), and then compute y, from Eq.

(2,2).*

(3) Substituting yp and the maximal (diagonal) dimension,
Dyaxs; in the model of the object to be acquired, compute
Zon and I,, from Egs. (18) and (19).

(4) The acquisition bounding window is obtained by deleting the
floor peints and the points for which 1 = I < IM from the
entire N X N array.

*
In Ref, 2, see p., 9 for Egs, (1,7) and (1,8) and p. 16 for Eq. (2.2).
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4 SURFACE BOUNDING WINDOW

Determination of the surface bounding window is described in this
section, First, we define the bounding space, discuss the factors
affecting this space, propose means to represent it, and show how to
match it to an acquisition element and determine the (image) bounding
window, Second, we deal with a bounding space corresponding to a single
acquisition element and distinguish between a vertical and a horizontal
element. TFinally, the above topic is discussed for multiple acquisition

elements,

4,1 Bounding Space

A bounding space is the three-dimensional space where an object
model might be located, given an acquisition sample (or more than one

sample) of the object. The bounding space depends on four factors:

{1) The geometrical model of the object.

(2) The external geometrical relations {(constrainis) among ob-
jects in the scene. ‘

(3) The information carried by the acquisition element(s).

{4) The direction of the acquisition scanning (decreasing or

increasing 1 values).

A bounding space may be described like an object model, i.e., by
means of planar and quadratic primitive surfaces and the transformation
matrices S (Scaling), R (Rotation), and T {(Translation), using homogenous
coordinates. The centroid of the acquisition element will be the origin
0b of the reference frame for the bounding space. The reference frame
wil} be a right-hand Cartesian coordinate system, to be designated by

(xb) y

b? zb).
21



Each bounding space of an object (or an object region) will be repre-
sented by a set of extreme points that envelop the bounding space., Dif-
ferent sets of nx extreme points will be used, depending on each of the
four factors listed above, Several alternative ways are considered for

describing the extreme points:

(1) Listing the coordinates (xbj, Ybj» ij) of every extreme
point, where j =1, 2, ..., n_.

(2) Same as Item (1), except that the coordinates will be
computed, using a given set of expressions,

(3) Same as Item (2}, except that extreme points belonging
to the primitive surfaces of the object will be listed,
requiring additional computation using transformation
matrices 5, R, and T,

(4) Listing the coordinates (xmj, Yy ij) of n extreme

points, where j =1, 2, ..., n, which envelop the object
itself but not its bounding space, from which the bounding-
space extreme points will be computed. The (xmj, Ymj» zmj)
coordinates will either be entered manually or be computed
from instances pointed out by an operator of an interactive-

system display unit,

The steps of computing the bounding window on the basis of the ac-—

quisition element and the bounding space are as follows:

(1) Having acquired an element that matches any of the regions
of the object to be found, identify the acguisition ele-
ment with Point Ob and select the corresponding extreme
points on the basis of the element attributes (orientation
and color} and the direction (upward or downward) of the
acquisition scanning.

(2) Compute the global (x, ¥, z} coordinates of the acquisi-
tion element,

(3) Determine the rotation and translation transformation of
the bounding-space coordinates (xb, ¥y, Zp) into the global
coordinates (x, y, =z).

(4) Using the results of Egs. (1) through (3), compute the
global (x, y, z) coordinates of the remaining extreme
points. ’

22



(5) Apply the (x, y, z) values of each extreme point into Egs,
(14) and (15) and obtain the image coordinates (x_, zp)
of each vertex of the polygonal window, Convert the

(x zp) coordinates into (I, J) coordinates,

pJ

4,2 Bounding Space for a Single Acquisition Ilement

Given a single acquisition element of an object, the corresponding
bounding space is obtained by assuming that the acquisition element may
be located at one of two extreme edge points on the-object surface. We
distinguish between the cases in which the acquisition element belongs
to a vertical surface and a horizontal surface because the bounding space

for a vertical element is different from that of a horizontal element.

An additional consideration comparing the acquisition of horizontal
and vertical surfaces is as follows, A horizontal region in an office
environment is likely to be supporting other objects that yield color and
surface attributes different from those of the horizontal region. Al-
though a vertical region may also be occluded by objects in the scene, a
larger portion of its area is likely to he exposed compared with that of
a horizontal region. Consequently, the acquisition {and validation) of
a vertical region is likely to be easier and more reliable (it will have
a higher figure of merit) than that of a horizontal region, Fortunately,
the upward scanning to be employed in the acquisition of office objects

below the horizon will hit vertical regions first for most objects.

4,2,1 Vertical Acquisition Element

Consider in Figure 6(a) the front view of a vertical region
of an object model that can be rotated only around the z axi;, e.g.,
standing on the floor. Suppose that a vertical element that matches the
color of this region has been acquired, Assuming that the acquisition

element is an edge point, four edge points, marked by 1, 2, 3, and 4 in
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Figure 6(a}), are considered. In determining the bounding space, two
cases are distinguished:
(1) Upward acquisition scanning (decreasing I values),

in which the bottom points (Points 1 and 2) will
be acquired first.

(2) Downward acquisition scanning {(increasing I

values), in which the top points (Points 3 and

4) will be acquired first.
Hence, if the scanning is upward, the extreme acgquisition element could
be either Point 1 or Point 2, The resulting bounding space is obtained
by sliding the object region by its length L, as shown in Figure 6(b).
On the other hand, if the Scanning is downward, the extreme acquisition
element could be either Point 3 or Point 4, and the resulting bounding
space is shown in Figure 6(c). The difference between the two bounding

spaces is the location of the origin, Point Ob'

In coneclusion, the bounding space for a vertical acquisition
element is obtained by sliding the front view of the corresponding ver-
tical region along ifs constrained direction by an amount equal to the
length of the region in that direction. The origin 0b is at the bottom
of the bounding space for upward scanning and at the top for downward

scanning,

As an example, suppose that we have to find a desk, whose
model is shown in Figure 4(a), and that a vertical element has heen ac-
gquired. Suppose also that the acquisition element could belonpg to either
the front view or the side view, These views are shown in Figure 7{(a).
For an upward scanning, the acquisition point may be identified with
either one of Points 1 through 4 in the front view or Points 5 and 6 in
the side view, For a downward scanning, the same is true for Points 7
through 10 in the front view or Points 11 and 12 in the side view,

Assuming an upward scanning, the front view of the bounding space is
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constructed in Figure 7(b) by sliding the front view of the desk as each
of Points 1 through 6 is identified with the centroid of the acquisition

element, Point The corresponding top view is shown in Figure

4] .
b{upward)
7(c), Note that the front and top views are symmetrical with respect to

¥
H

the zb and yb axes, respectively. Eighteen extreme points that envelop
the bounding space are marked by x's. A perspective view of the bounding
space, including the 18 extreme points, is shown in Figure 7(d). ©Note
that the two empty spaces under the top of the bounding space are not
enveloped by extreme points because they are relatively small and the

resulting n value is smaller., The (x , ¥y
x

b Y7 zb) coordinates of each of

the 18 extreme points are stored in the bounding table,

Suppose now that the acquisition of a front view of a desk
is distinguishable from that of a side view (owing, perhaps, to different
colors or/and surface orientation relative to the wall). In such a case
the bounding space will be reduced to the corresponding portion of the
one shown in Fipgure 7. 8Specifically, it will be approximately a rec-
tangular prism: 2L X W X H for the front view, and 2W X L X H for the

side view,

For some objects, the acquisition of a vertical element may
entail a front-rear ambiguity., For example, a vertical acquisition ele-
ment of a chair may belong to either the front or the rear of the back
support., Based on the chair model in Figure 4(b), the resulting bounding
space, including the extreme points, is shown in Figure 8{(a). On the
other hand, if the vertical acquisition element matches only the front
of the back support, then the bounding space is smaller, as shown in
Figure 8(b). For either case there are n_ = 16 extreme points, as shown
by the perspective views in Figures 8(a) and 8(b). If the thickness tb
of the back support is negligible, then 4 extreme points may be eliminated,
resulting in nx =12, 1If, in addition, the thickness Hs of the seat is
ignored, then another 4 extreme points may be deleted, and nx = 8,
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4,2.2 Horizontal Acquisition Element

The top view of a horizontal surface of an object model is
shown in Figure 9(a). Either one of four edge points, marked 1 through
4, may be identified with the centroild of the acquisition element. Tor
an object consisting of a.vertical region below the horizontal region
(e.g., a desk), the horizontal-region will most likely be acquired by a
downward scanning, and the acquisition element will be identified with
either Point 1 or Point 2, The converse is true for an object consisting
of a vertical region above the horizontal region {e.g., a chair), in which
case the acquisition element will be identified with either Point 3 or

Point 4.

Consider first downward scanning, If Point 2 has-been identi-
fied with the acquisition element, then the bounding space is as shown in
Figure 9{b), 1t is obtained by revolving the fop view of the object modél
counterclockwise around the zb axis by the angle uz, where 0 = uz = 90°,
Similarly, if Point 1 has been identified with the acquisition element,
then the bounding space is obtained by 90° clockwise rotation, as shown
in Figure 9{(c). Now, if the acquisition element may he identified with
either Point 1 or Point 2, then the bounding space is obtained by aligning
the above_two bounding spaces so that their xb and yb axes overlap and by
finding their union, as shown in Figure 9{(d). Using the same reasons,
the top view of the bounding space for upward scanning is as shown in

Figure 9(e),

In conclusion, the bounding space for a horizontal acquisition
element is the union of the spaces cbtained by revolving the top view of
the corresponding horizontal region around each of the twe edge points.
by 4+90° and -90°., The top view of the resulting bounding space is a
sectioned semicircle whose origin db is at the top for downward scanning

and at the bottom for upward scanning. The bounding space itself consists
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of semicylinders, which may be sectioned or unsectioned, solid or hollow,

depending on the rest of the object model.

An example is shown in Figure 10 for a horizontal acquisition
element, obtained by downward scanning, that matches the top of a desk.
The asymmetry in the sectioned semicylinders stems from the asymmetry in
the desk model, Figure 4&3). Eight extreme points envelop the sectioned
semicircular top. Four of these are obtained by dividing the circular
portion of the top into eight equal angles, each of magnitude Y, as shown
in Figure 10, Eight additional extreme points are obtained in a like
manner for the bottom of the semicylinder (of height H). Totally, there-
fore, n = 16; however, the four extreme points enveloping tﬁe circular
portion of the desk top may be eliminated because their images are likely
to be inside the bounding window obtained without them, resulting in

n = 12,
x

Consider now a horizontal acguisition element of a chair
whose model is given in Figure 4(b). The bounding space consists of the

union of three semicylinders:

(1) A solid, sectioned semicylinder, similar to that of
the desk top in Figure 10, which bounds the seat,
Depending on the scanning direction, its top view
is similar to the one shown in either Figure 9(d)
or Figure 9(e),

(2) A hollow semicylinder obtained by revolving the
back suppert around the Zy, axis under the assump-
tion that the seat is nearer to the camera, i.e,,
the front of the support can be seen.

(3) A hollow semicylinder similar to the one in Item 2,
except that the seat is farther from the camera,
i,e,, the rear of the support can be seen,

32



‘5, X AQ payiew ale sputod awalixg
A830 ¥ 40 LNIWITI NOILISINDOV IVLNOZIHOH ¥ HO4 30Vd4S DNIONNOE 0L 3IHNDII

Map ooy

33

Do
5, | (proenplq \
i FAY = m _Ill.il_ _ ™ __uu
v
x—% % 17 > ¥ 4
2 \?be\ L. ! _.l H - _
Ll
(prem=mop)q | | |
U < | ¥ .
.~ k% % % % * i



4,3 Bounding Space for Multiple Acquisition Elements

Given more than one acquisition element, we wish to determine the
corresponding bounding space, Clearly, with more information than with
a single acquisition element, the bounding space will be smaller. The
problem is by how much and whether the computation entailed justifies
the reduction in the final bounding window, As in the case of a single
acquisition element, we shall distinguish between sets of vertical and
horizontal acquisition elements, each belonging to the same region. It
turns out that the extension of the bounding space from a single acquisi-
tion element to multiple acquisition elements is straightforward and easy
for vertical elements but is not easy for horizontal elements, Finally,
there is the problem of determining the bounding subwindows of individual

regions of an object model on the basis of multiple acquisition elements.

4.3.1 Vertical Acquisition Elements

Consider the front view of a vertical object region of length
L and height H in Figure 11(a), and suppose that the multiple acquisition
elements shown in Figure 11(b) match this region, To find the bounding
space, these multiple elements are first enclosed by a minimal rectangular
frame of length ﬂF and height h_, to be called "acquisition frame,” as
shown in Figure 11(c), where EF < L and hF < H. The z, axis is arbi- .
trarily identified with the left side of the acquisition frame. The Xb
axis is identified with either the bottom or the top of the acquisition

frame, depending on whether the scanning is upward or downward,

respectively.

For upward scanning, the acquisition frame overlaps the
bottom-left corner and the bottom-right corner of the object model, as

shown in Figure 11(d). The length of the resulting space is 2L - zr.
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Note in Figure 6(b) that the length of the bounding space for a single

acquisition element is 2L, which is a special case in which ﬂr =0,

For downward scanning the acquisition frame overlaps the top
left corner and the top right corner of the object model, as shown in

Figure 11(e). The length of the bounding space is also 2L - Er.

As an example, suppose that again a desk is soupght and that
four matching vertical acquisition elements, shown in Figure 12(a), have
been obtained by upward scanning. The color and surface orientation of
each of these elements match either the front view or the side view of
the desk model, Figure 4(a), Next, we frame the acquisition elements,

Figure 12(b), and find that W < ’Zr <D + D2 + 1/2 (Ml - Mz)‘ We there-

1
fore rule out the side view and associate the acquisition elements with
the front view, We now slide the front view of the desk model cover the
acquisition frame by the maximum amount while keeping the acquisition
clements within the regions of the front view, as shown in TFigure 12(c).
The front and top view of the resulting bounding space are shown in

Figures 12(c) and 12(d), respectively, The bounding space is enveloped

by n = 12 extreme points, marked by x's,
x

The bounding space for a desk in Figure 12 is so much smaller
than the one in Figure 7 that there is a temptation to look for the sub-
windows associated with each region of the deék model, By sliding the
front view over the acquisition frame as shown in Figure 12(c), each of
the desk regions moves between two extreme positions. The union of the
images of these positions is the desired region subwindow, Tor a small
bouﬁding space, like that in Figure 12, the overlap among the different
region subwindows i1s much smaller than the one in Figure 7; it is similar

to the one assumed in Figure 2(f).
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4,3,.2 Horizontal Acquisition Elements

The top view of a horizontal surface of an object model is
shown in Figure 13ta). Suppose that a multiple of horizontal acquisition
elements that match the object model has been acquired during downward
scanning, Two different sets of multiple acquisition elements are shown
in Figure 13(b). Each set is enclosed by an zF X hF acquisition frame,
For each set the highest element is selected as the origin of the (xb, yb)
axes, and the angle between the xb axis and the straipght line connecting
the highest and the next highest elements is denoted by ﬂz. For the set
of acquisition elements in Figure 13 (b—ij, ﬂz-< 0, but for the one in
Figure 13 (b-ii), ﬂz > 0, The top view of the bounding space for each of
these sets is shown in Figure 13(c), and its construction is explained

as follows.

Consider first the acquisition set in Figure 13 (B—i), for
which ﬂz<< 0. In Figure 13 (c~i) the object model is first laid on top
of the acquisition frame with the top left corners overlapping., The
ohject medel is then slid to the left by the maximum amount without loéing
the rightmost acquisition element, The object model is then revolved
around Point Ob(downward) by an angle varying from 0 to ﬂz. For each of
the revolved positions, the object model is slid by the maximum amount
without losing the rightmeost acquisition element to take care of the
possibility that a portion of the object model has not been acquired
because of occlusion, The object model is now positioned so that its
edge of length L is along the yb axis, From that position it is revolved

as before around Point O y an angle varying from 0 to 1] .
z

b
b{downward)
The resulting bounding space has an odd-looking shape, as shown by the

solid line in Figure 13 (c-i),
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The bounding space for the acquisition set shown in Figure
13 (b=-ii), for which T > 0, is constructed in a similar manner except
z
that the left and the right shapes are interchanged. The resulting

bounding space is shown in Figure 13 (c-ii).
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