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ABSTRACT 

4 

r 

Four major topics of research related to microwave synthesis tech¬ 

niques are covered: slot-line theory and applications, microstrip 

parallel-coupled-resonator filters, commensurate transmission-1ine all¬ 

pass equalizers, and active filters for UHF and microwave frequencies. 

Slot line consists of a narrow gap in a conductive coating on one 

side of a dielectric substrate, the other side of the substrate being 

bare. If the substrate's permittivity is sufficiently high, such as 

e = 10 to 30, the slot-mode wavelength will be much smaller than free- 

space wavelength, and the fields will be closely confined to the slot. 

Possible applications of slot line to filters, couplers, ferrite devices, 

and circuits containing semiconductor elements are discussed. Slot line 

can be used either alone or in conjunction with microstrip line on the 

opposite side of the substrate. A "second-order" analysis yields 

formulas for slot-line wavelength, phase velocity, group velocity, 

characteristic impedance, and effect of adjacent electric and magnetic 

walls . 

Modified and alternative design equations for microrftrip parallel- 

coupled -resonator filters are presented. Computed V3WR responses are 

given for designs having coupled lines with even- to odd-mode propaga¬ 

tion velocity ratios of 1.0, 0.95, and 0,90. The responses show that 

practical, controlled designs are obtainable in all cases. Also pre¬ 

sented are useful design data for microstrip directional couplers. 

A general theory of commensurate transmission-line all-pass 

equalizers operating in either TEM, TE, or TM modes is presented. 

Application of the theory to practical problems is straightforward, and 

circuit realizations of the equalizers are often simply related to 

easily computed design curves. Although the theory, strictly speaking, 

is for commensurate transmission-line networks, it is not essential 

that the network being equalized, or even that the equalizer itself, 
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n 
be of commensurate-length lines. Design formulas for narrow-band 

equalizers of up to two cavities are presented, and a method for ex- , 

tending the design to a greater number of cavities is described. The 

effect of equalizer dissipation loss is investigated and briefly de¬ 

scribed. Two example designs are presented. 

A technique is described for using transistors directly as high-Q 

inductors at microwave frequencies. Several experimental bandpass 

filters have been built and tested to verify usefulness of the inductive 

transistor circuit, stable filters with unity insertion loss have been 

realized at UHF. Observations made during temperature cycling show that 

environmental stabilization can also be achieved. Analysis has been 

made of noise figure and nonlinear distortion, and supporting experi¬ 

mental data are provided. The inductive transistor circuit is expected 

to be practical for a variety of small-signal filtering and multiplexing 

applications . 

I* 
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PURPOSES OF THE CONTRACT 

The purposes of this contract are to develop techniques for the 

design of passive and active filters and components in the VHF to 

microwave frequency range, and to determine the electromagnetic 

properties of slot line for integration with microstrip technology. 
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I INTRODUCTION 

A . Slot, Line 

Microstrip integrated circuits on a dielectric substrate are currently 

the subject of widespread interest and application. Section II shows that 

microstrip is not the only kind of transmission line that can be deposited 

or etched on a substrate. An alternative is slot line, which may be used 

by itself or in conjunction with microstrip. Slot line consists of a 

narrow gap in a conductive coating on one side of a substrate, the other 

side being open to the surrounding air. The nature of the slot mode 

appears to offer interesting possibilities for realization of filters, 

ferrite devices, and other components, as well as complete circuits in¬ 

cluding semiconductor elements. The theoretical analysis outlined in 

this report yields formulas for all of the basic electrical parameters: 

wavelength, phase velocity, group velocity, and characteristic impedance. 

Also, the effect of adjacent electric and magnetic walls is determined. 

Despite the non-TEM nature of the mode, and the inhomogeneous dielectric 

cross section, the analytical approach appears capable of high accuracy. 

Work is continuing on theoretical computation and measurement of slot- 

wave parameters, and applications to components and circuits are planned. 

B. Design Considerations for Microstrip Parallel Coupled Resonator 

Bandpass Filters and Directional Couplers 

The increasing importance of small planar microwave circuits has 

generated new interest in microstrip media. Unfortunately, however, 

microstrip media does not support a TEM mode, although the mode configura¬ 

tion is often sufficiently close to TEM that useful engineering designs 

can be obtained by assuming that it alone is present. One area where this 

assumption leads to difficulty is in designs that call for coupled micro- 

strip lines. Here it is found that the even- and odd-mode propagation 

velocities are unequal. Consequently, the usual TEM equivalent circuits 

for coupled lines are invalid, and all component designs based on these 

circuits are, strictly speaking, invalid. Of course, one may boldly 
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proceed to use the standard design equations anyway and see whether the 

resulting design satisfies the required specifications. But what if it 

doesn 11? 

The answer to this question is to develop new, or modified, design 

equations which take into account, as much as possible, the degrading 

effects of unequal even- and odd-mode propagation velocities. However, 

there are a large number of components using coupled lines. Which one 

should be investigated first? It was decided that the parallel-coupled- 

resonator bandpass filter should be given priority for several reasons: 

(1) because of its suitability for microstrip, (2) because it can be de¬ 

signed for both narrow and wide bandwidths, and (3) because of its po¬ 

tential use in diplexer and multiplexer applications. In Sec. Ill both 

modified and new alternate design equations for parallel-coupled-resonator 

bandpass filters are presented. Many computer calculations testing the 

modified and alternative equations are presented. 

Another important microwave component is the quadrature directional 

coupler. In Sec. Ill useful design data for microstrip couplers are also 

presented . 

C. Theory and Design of Transmission-Line 

All-Pass Equalizers 

In microwave filter design it is most common to specify require¬ 

ments on insertion loss, selectivity, and VSWR. Time delay and phase are 

often not mentioned. However, there are many applications in which the 

latter characteristics are equally important. In some components, such 

as phase shifters, delay lines, and pulse compression devices, they are 

the more important characteristics. In microwave filters phase can be 

controlled by designing nonminimum phase filters. However, this is 

usually very difficult in the microwave region. What is usually done is 

to design the filters to meet loss, selectivity, and VSWR specifications, 

with little regard paid to the phase (or delay), and then to equalize 

the phase (or delay) by means of a low-loss equalizer. 

Although many authors have treated various aspects of microwave 

equalizer design, no unifying principle appears to have been described 
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that relates the various known techniques to one another, or that permits 

their extension to higher-order networks, with the exception of the work 

of J. 0. Scanlan for TEM networks. However, in Sec. IV a general theory 

for microwave equalizers is presented, which is equally valid for both 

waveguide and TEM transmission lines. Also described are synthesis pro¬ 

cedures, practical circuit realizations, and two design examples. 

D• Active Filters for UHF and Microwave Frequencies 

Miniaturization of commonly used microwave circuits is often re¬ 

tarded by the lack of compact filter designs. Although design techniques 

for conventional microwave filters have reached an advanced state, filter 

size is still a serious problem. With passive-filter techniques, the 

available trade-off is size for element Q, but low-Q resonators yield 

poor filter selectivity and high insertion loss. Active filters offer 

another trade-off, size for dynamic range, but practical active filters 

for UHF and microwave frequencies have not existed until the present 

time. Section V of this report describes a transistor circuit configura¬ 

tion that is capable of producing stable, high-Q inductance up to and 

above the alpha-cutoff frequency of the transistors used. The inductive 

effect in a transistor is mainly an internal mechanism arising from 

carrier diffusion delay, and does not require highly stable feedback 

networks. Experimental filters have been built at UHF and tests con¬ 

ducted to evaluate temperature stability, noise figure, and nonlinear 

distortion. Analysis is presented which explains the experimental 

observations . 

3 



II SLOT LINE 

A. General 

There has recently been a strong revival of interest in microstrip 

transmission line on a dielectric substrate for microwave-integrated- 

circuit applications. This section describes an alternative transmission 

line on a dielectric substrate that may be used with microstrip or in¬ 

stead of microstrip. As shown in Fig. II-l, this alternative consists 

of a narrow slot or gap in a conductive coating on one side of the sub¬ 

strate. The other side of the substrate is exposed directly to air. 

w 

FIG. II-l SLOT LINE ON A DIELECTRIC 
SUBSTRATE 

Both resonant and propagating slots in thin conductive sheets have 

had extensive use as radiating elements in microwave antennas. (For 
* 

example, see Refs. 1, 2, and 3, and their bibliographies.) For slot 

line to be practical as a transmission line, radiation must be mini¬ 

mized. This is accomplished through the use of a high-permittivity 

References are listed at the end of each section. 
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substrate, which causes the slot-mode wavelength to be small compared 

to free-space wavelength \} and thereby results in the fields being 

closely confined to the slot with negligible radiation loss. For example, 

if er = 20, then X /X ^ 1/3, and analysis shows the slot-mode fields to 

be sharply attenuated at a distance r/X = 1/8, or r = 0.5 in at 3 GHz. 

Figure II-2(a) shows the slot-mode fields in a cross-sectional view. 

A voltage difference V exists between the slot edges. The electric field 

extends across the slot; the magnetic field is perpendicular to the slot. 

Because the voltage occurs across the slot, the configuration is espe¬ 

cially convenient for connecting shunt elements such as diodes, resistors, 

and capacitors. The longitudinal view in Fig. II-2(b) shows that in the 

(a) DISTRIBUTION IN (b) H FIELD IN LONGITUDINAL 
CROSS-SECTION SECTION 

(c ) CURRENT DISTRIBUTION ON 
METAL SURFACE 

TA-UM-4* 

FIG. 11-2 FIELD AND CURRENT DISTRIBUTION 
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air regions the magnetic field lines curve and return to the slot at 

half-wavelength intervals. Consequently, a propagating wave has ellip- 

tically polarized regions that can be usefully applied in creating 

certain ferrite components. The current paths on the conducting surface 

are shown in Fig. II-2(c). The surface-current density is greatest at 

the edges of the slot and decreases rapidly with distance from the slot. 

A propagating wave has regions of elliptically polarized current and 

magnetic field in this view, also. In fact, in a transverse cross- 

section of slot line, the magnetic field is elliptically polarized at 

all points. 

An interesting possibility for microwave integrated circuits is 

the use of slot lines on one side of a substrate and microscrip lines 

on the other. When close to each other, coupling between the two types 

of lines will exist, and when sufficiently far apart they will be inde¬ 

pendent. Coupling between a slot and a strip can be used intentionally 

in certain components. For example, parallel lengths of slot and strip 

can be made to act as a directional coupler. If a slot and strip cross 

each other at right angles, as in Fig. II-3, coupling will be especially 

tight, and a transition covering approximately 30-percent bandwidth can 

be achieved when the characteristic impedances of the strip and slot 

lines are equal and when the strip and slot are extended approximately 

one-quarter wavelength beyond the point of crossing. With matching 

techniques, a bandwidth of an octave or so should be feasible.. 

STRIP ABOVE SUBSTRATE 

SLOT BELOW SUBSTRATE 
T*-«M4-S 

FIG. 11-3 SIMPLE TRANSITION BETWEEN 
SLOT LINE AND MICROSTRIP 
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Figure II-4 shows one way that a wideband transition between 

miniature-cross-section coaxial line and slot line can be made. Addi¬ 

tional structural details may be needed to obtain optimum matching and 

to prevent radiation loss. 

BY MEANS OF 
SOLDER OR 
CONDUCTIVE 
EPOXY 

TA-6884 - 14 

FIG. 11-4 BROADBAND TRANSITION BETWEEN SLOT LINE 
AND MINIATURE SEMI-RIGID COAXIAL LINE 

A half-wavelength slot as shown in Fig. II-5(a) can be used as a 

resonator. If desired, the resonant slot may be made more compact by 

capacitively loading its center as in Fig. II-5(b), or by bending it as 

(a) (b) (c) 
U- 6884-15 

FIG. 11-5 RESONANT SLOTS 

in Fig. II-5(c). Applications to bandstop and bandpass filters are 

shown in Fig. II-6. In the bandstop example, the terminating lines 

are microstrip, and in the bandpass example they are slot lines. Many 

other filter configurations are feasible, using slots alone or slots 

with strips on the opposite side of the substrate. 

: 
: -¾ Lrd • 

(c) 
U-6884-1 
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(o) BAND-STOP FILTER (b) BAND-PASS FILTER 
TA-6S04- 16 

FIG. 11-6 FILTER APPLICATIONS 

The basic electrical parameters of a slot line are the character¬ 

istic impedance ZQ and the phase velocity v. Relative velocity and 

wavelength are v/c = X#A, where c is velocity of light, is slot-line 

wavelength, and \ is free-space wavelength. Because of the non-TEM 

nature of the slot-line mode, these relative parameters are not constant, 

but vary with frequency at a rather slow rate per octave. This behavior 

contrasts with quasi-TEM microstrip line, whose Zq and v/c are very 

nearly independent of frequency from dc to the highest frequency of 

ordinary interest. On the other hand, slot line differs from waveguide 

in that it has no cutoff frequency. Propagation along the slot occurs 

at all frequencies down to f = 0, where, if the metal-coated substrate 

is assumed infinite in length and width, v/c approaches unity and Zq 

approaches zero. Other important parameters are the ratio of phase 

velocity to group velocity v/v , the effect of adjacent walls on the 

basic parameters, and the minimum allowable spacing of such walls from 

the slot lor negligible effect. In the remainder of this section 

approximate formulas are given, and the basis of a second-order theory 

presented . 

Theoretical and experimental studies are being continued under an 

extension of the program covered by this report. Theoretical topics 

are planned to include computation of families of design curves of Z^ 

and A versus slot width, permittivity, and thickness of the substrate; 
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attenuation and Qu of slot line; coupling between slots and between a 

slot and a microstrip; and design theory for filters, ferrite devices, 

and other components. Experimental studies will be carried out to de¬ 

termine the accuracy of the various theoretical formulas. The design 

of broadband transitions of slot line to coaxial line and microstrip 

will be investigated, and components such as directional couplers, 

filters, and various ferrite devices will be designed and tested. 

B. Approximations for Slot Line 

Half-wavelength slots in a conducting sheet have had extensive 

applications in antennas as radiating elements. ? ? The slots are 

typically open on one side to free space and coupled on the other side 

to a waveguide or TEM line. If dielectric material is used near the 

slot, it is usually intended to serve a mechanical purpose only, and its 

electrical effect is minimized. 

Several references on slot antennas were found in which the presence 

of a substantial amount of dielectric material in or near the slot was 

taken into account. Strumwasser, Short, Stegen, and Miller* have studied 

experimentally the effects of filling a slot in a thick metal plate with 

dielectric material. They give data on resonant-length reduction and 

radiation resistance coupled into an air-dielectric TEM line. M. C. 

Bailey15 has measured resonant length and radiation conductance of a slot 

in a waveguide wall covered by a protective layer of dielectric material. 

J. Galejs6 has analyzed theoretically a slot in a zero-thickness, per¬ 

fectly conducting sheet separating free space from a lossy dielectric 

medium of infinite extent. For example, a slot radiator in a wire mesh 

on the surface of the ground would be simulated by this model. 

Galejs utilizes an integral-equation method to obtain complex ex¬ 

pressions for radiation efficiency and other parameters of the slot 

antenna. His zero-order solution for the propagation constant along the 

slot can be easily modified into the following simple formula for rela¬ 

tive wavelength: 
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(II-l) 
r~2— 

X - Y er + 1 

Since wavelength is inversely proportional to the square root of per- 

mittivity, an effective permittivity of a uniform medium replacing the 

two different dielectric half spaces may be defined as 

e + 1 
/ r 

er = —- • ( 11 -2 ) 

fhe second-order solution for slot line, derivation of which is 

outlined later in this section, shows that Eq. (II-l) is a fair approxi¬ 

mation for slot line, yielding values within about 10 percent in typical 

slot-line cases. The second-order solution shows quantitatively how 

X*/\ varies with the parameters d, w, e , and X. 

The field components on the air side of the slot can be computed 

quite easily as a function of distance r from the slot (Fig. II-7), free 

space wavelength X, and slot wavelength X1 , If we assume w/\ « 1, then 

FIG. 11-7 CYLINDRICAL COORDINATES 
WITH AXIS ON CENTER LINE 
OF SLOT 

the electric voltage across the slot may be replaced by an equivalent 

line source of magnetic current. At a distance r at least several times 

7 
larger than w the longitudinal component of magnetic field is given by 

H = A H(1)(k r) (II"3) 
z o c 
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,(1) 
where (x) is the Hankel function of first kind, order n, and argu¬ 

ment X. The coefficient k is 
c 

kc = + K2 ( 11-4) 

where 

. 2tt 2tt 
Ã7 

k = 
2n 

Therefore, 

(II-5) 

By Eq. (II-l), a zero-order value of k is 
c 

<c - ■) ( 11-Ö) 

The other field components are H and E . They are related 
r cp --- --to Hz by 

■y ÒH 
, _ _ _£_r± 
r , 2 Sr 

k 
c 

A ..(1),. . 
—~ A H (k r) 

/ 1 c 
(1 - 

>. 

( 11-7) 

.... ÒH 
E _ _z 
cp ~ k2 Sr 

c 

..(1),. , 

,t2Hl (kcr) 
'1 

where the identity d H1)m] /dx 
\ 

HU), , 
(x) was used 

The Hankel function of imaginary argument, H^1)(j|x|), approaches 

( 11-8) 

zero proportional to e"'Xl//]7| for |x| large. For n = 0 the function 

is negative imaginary and for n = 1 it is negative real. Tabulations of 

JH0 (j|xl) and (j |x () are given by Jahnke and Emde.8 Equation 

(II-5) shows that the argument k r is imaginary for /X < 1. Hence a 

relative wavelength ratio less than unity is a sufficient condition to 
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ensure decay of the slot-mode field with radial distance. As \'/\ is 

decreased, the decay becomes sharper, and the fields become more tightly 

bound to the slot. 

A radius r^ of circular polarization of the magnetic field requires 

lHz//Hr I = 1- By means of Eqs. (11-3) and (II-7), r must satisfy 
c p 

H(1)(k r ) 
1 c cp 

r ) 
0 c cp 

( 11-9) 

However, tables show that 1^^(3^1)( > |HQ1)(j|x()| for all |x|. 

Since the right-hand side of Eq. (II-9) is less than one, a solution for 

rcp does not exist- Nevertheless, elliptical polarization occurs for 

all r, and low axial ratios occur for r sufficiently large. Circular 

polarization may exist on the substrate side of the slot, but this has 

not yet been investigated. 

Also of interest is the ratio of voltage along a semicircular palh 

at constant radius divided by the voltage directly across the slot. 

This ratio is 

V(r) 

V - k r 
2 c (II-1C) 

As an example of field decay, let = 16, f = 3 GHz, and \ = 4 in. 

The zero-order value of \'/\ is 0.343, and of k r is 4,30 r. where r is 
c ’ 

in inches. Table I shows how E^ and V(r)/V vary in relation to r and 

r/\. If a plane metal wall is positioned perpendicular to the radius 

vector at distance r/2 from the slot, an image of the slot will appear 

at distance r/2 behind the wall. The effect will be that of two equally 

excited parallel slots spaced by r. Thus if the metal wall is at dis¬ 

tance 0.5 in in the above example, r = 1 in and V(r)/V of ene slot is 

down by 28.36 dB at the other slot. Coupling between slots is even 

weaker than this, since only part of the total voltage V(r) of one slot 

affects the other slot. 
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Tnble I 

E AND V(r)/V VS. r AND r/X 
9 

r 

( inches) 

r/X E r) 1 9 1 1 c 1 
V(r)/V 20 log10 V(r)/V 

(dB) 

0 

0 .05 

0.1 

0.2 

0.3 

0.5 

0.7 

1.0 

1.3 

0 

0.0125 

0 .025 

0.05 

0 .075 

0.125 

0.175 

0.250 

0.325 

CO 

2.81 

1 .274 

0.490 

0.241 

0.0733 

0.0253 

0 .00565 

0.00134 

1 .000 

0.950 

0.861 

0.663 

0 .489 

0 .248 

0.120 

0.0382 

0 .0118 

0 

-0.44 

-1 .28 

-3.57 

-6.23 

-12.11 

-18.42 

-28.36 

-38.58 

We may conclude for the parameters of the above example that a 

metal wall or other perturbing object can be placed as close as r = 0.5 

in for f = 3 GHz, or r/\ = 0.125, with very little effect on or Z 
o 

We may also conclude that the fields and stored energy of the slot mode 

are mainly confined within this same radial distance, and that this is 

true on the substrate side of the slot as well as on the air side. These 

conclusions have been verified both by experiment and by computations 

using the second-order solution. 

C. Basis of Second-Order Solution 

An analytical approach for slot line offering high accuracy is 

described in this section. The solution obtained by this approach will 

be referred to as second order. A first-order solution offering inter¬ 

mediate complexity and accuracy between zero-order Eq. (II-l) and the 

second-order equations would also be useful, but has not yet been 

completed . 

The key feature of the approach used in the second-order solution 

is the introduction of boundary walls permitting the slot-line configura¬ 

tion to be treated as a rectangular-waveguide problem rather than a 
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problem in cylindrical coordinates. Thus the infinite, orthogonal sets 

of relatively simple rectangular-waveguide modes apply rather than sets 

of cylindrical modes embodying all orders of Hankel functions. A 

further important advantage is that the surfaces of the substrate lie 

in transverse planes of the rectangular waveguide, permitting matching 

of fields at these boundaries to be accomplished in the easiest possible 

manner. The second-order solution obtained by this approach yields the 

major parameters of slot line as functions of dimensions, dielectric 

constant, and frequency. Parameters that can be evaluated using the 

present second-order theory are relative-wavelength ratio X/X, charac¬ 

teristic impedance Zq, ratio of phase velocity to group velocity v/v , 

and the effect of nearby electric and magnetic walls. Under the con¬ 

tinuing program the second-order solution will be extended to yield the 

even- and odd-mode characteristic impedances and velocities of parallel 

slots, the effect of metal-coating thickness greater than zero, attenua¬ 

tion per unit length, and unloaded Q of a resonance slot. 

Conversion of the slot-line configuration into a rectangular- 

waveguide problem is illustrated in Fig. II-8. First assume that slot 

waves of equal amplitude are traveling in the +x and -x directions. 

Then transverse planes spaced by }\ /2 exist where the transverse E field 

and normal H field cancel to zero. Let two such planes occur at x = 0 

and x = /2 = a in Fig. II-8(a) . Conducting (or electric) walls of 

infinite extent may be inserted in these planes without disturbing the 

field components between the planes, and the semiinfinite regions at 

x < 0 and x > a may be eliminated. The section of slot line between 

the transverse planes supports a resonant slot-wave mode with no loss 

of energy, if the dielectric substrate and the conducting walls are 

assumed dissipationless. 

Next, conducting walls are inserted in planes parallel to the slot 

and perpendicular to the substrate at y = ± b/2. The region separated 

out of the original infinite space has the rectangular-waveguide boundary 

shown in Fig. II-8(b). Since the fields are tightly bound to the 

vicinity of the slot, the walls at y = ± b/2 will have negligible effect 

15 



ümwiiiiRmRiflVMivpi 

(b) INSERTION OF CONDUCTING PLANES (ELECTRIC WALLS) AT y=± b/2 

x=0 X =0 

(c) INSERTION OF MAGNETIC WALLS AT y = ± b/2 
TA - 6064 -10 

FIG. 11-8 DEVELOPMENT OF WAVEGUIDE MODELS FOR SLOT-LINE SOLUTION 

on the slot-wave parameters when b is sufficiently large. For example, 

computation with the second-order solution shows that for e = 20 
r ’ 

d = 0.137 in, w = 0.025 in, and f = 3.0 GHz, values of Zq and /X are 

perturbed from their b œ values by roughly one percent for b = 1.0 in 

and 0.1 percent for b = 1.5 in. It is interesting that these walls have 
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little effect for b > 1 in, yet they serve the important function of 

enabling the use of rectangular-waveguide mode sets, thereby greatly 

simplifying the analysis. The small effect at b = 1.0 in agrees with 

the conclusion obtained for a similar example from the Hankèl-function 

relation in Sec. II-B, above. 

Magnetic walls may be placed at y = ± b/2 instead of electric walls. 

The result is the rectangular waveguide boundary shown in Fig. II-8(c), 

where two magnetic walls spaced by b and two electric walls spaced by a 

are used. The second-order solution has been carried out for the 

boundaries in both Figs. II-8(b) and II-8(c). 

Images of the slot in the electric or magnetic walls at y = ± b/2 

result in an infinite array of parallel slots in the z - 0 plane having 

center-to-center spacing of b. Therefore, the effect of adjacent slots 

may be computed for both electric- and magnetic-wall imaging, allowing 

the even- and odd-mode characteristic impedances and wavelengths to be 

evaluated for a slot in an infinite array. For one pair of slots rather 

than an array, these even- and odd-mode quantities are given approxi¬ 

mately by the b °o values modified by one half the change computed for 

the infinite array. The subject of even- and odd-mode parameters of slot 

line will be investigated further and treated in a subsequent report. 

Thus, the introduction of walls in Fig. II-8 has created the con¬ 

figuration of a capacitive iris in a rectangular waveguide, with air and 

dielectric regions as indicated. Consider the metal-walled case in Fig. 

II-8(b). All waveguide modes must have the X*/2 variation of the slot 

wave in the x direction. Also, because of symmetry of the structure, 

all modes must have an E-field maximum at the center of the slot. There¬ 

fore the full set of modes satisfying the boundary conditions are TE Q, 

TE12> TE14; •••> and ™i2> ™i4> •••! that is; TE1 2n f°r n an inteëer 

SO and TM_ _ for n > 1. 
1,2n 

For the slot wave, X < X and hence a < X/2. Therefore, the TE-^q 

and all higher modes are cut off, or nonpropagating, in the air regions. 

In the dielectric region the TE^ mode is propagating, and the first few 

higher modes may propagate or all higher modes may be cut off, depending 
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on the size of b. Since all modes are cut off in the two air regions, 

the energy of the resonant slot-wave mode is trapped near the slot. The 

amplitude of each mode in each region must be such that when the full 

set of modes are superimposed, the boundary conditions in the iris plane 

at z = 0 will bo met, and all field components on either side of the 

ciielectric-to-air interface at z = d will be matched. An alternative 

but equivalent condition is that the sum of the susceptances at the iris 

plane be equal to zero. This sum includes the susceptances of the TE ^ 

mode looking in the -z and +z directions, and the capacitive-iris sus¬ 

ceptance representing higher modes on the -z and +z sides of the iris. 

When the iris susceptance for +z is computed, the effect of the dielectric- 

air interface at z = d must be included. 

lotal susceptance equal to zero is the transverse-resonance condi¬ 

tion for the slot wave. Each set of w, d, b, e , and X determines a 

unique value of \ = 2a at transverse- resonance, thus giving k*/X} v/c, 

and v . 

A formula for characteristic impedance has also been derived by a 

method utilizing the total-susceptance formula. Because of the non-TEM 

nature of the slot wave, definition of characteristic impedance is some¬ 

what arbitrary. The reasonable and useful definition chosen here is 

Zq = V /2P, where V = - J E^ dy is voltage amplitude across the slot and 

P is power flow of the wave. Power flow is related to stored energy in 

the rectangular-waveguide model of a k'/2 length of slot line, and to 

the group velocity of the wave. Stored energy for a given value of V is 

evaluated from the derivative of total susceptance with respect to fre¬ 

quency, computed at the frequency of transverse resonance. Group 

velocity is evaluated from the derivative of k*/k with respect to fre¬ 

quency. Details of the characteristic-impedance analysis will be in the 

next report. 
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III DESIGN CONSIDERATIONS FOR MICROSTRIP PARALLEL COUPLED RESONATOR 

BANDPASS FILTERS AND DIRECTIONAL COUPLERS 

A. General 

Circuit design in microstrip can be much more difficult than in 

homogeneous media because coupled microstrip lines usually have dif¬ 

ferent velocities of propagation for the even- and odd-mode. In quarter- 

wave coupled transmission line directional couplers the effects are to 

significantly degrade the directivity and to shift the frequency at 

which maximum coupling is normally achieved. In parallel-coupled- 

resonator bandpass filters the effects are to degrade the pass-band and 

stop-band responses and to shift the nominal center frequency of the 

pass band . 

One approach to designing microstrip components is to treat each 

parameter having a different propagation velocity as an independent 

variable, and then use multivariable network synthesis techniques.1 

Unfortunately, the present state of multivariable network theory makes 

this approach impractical at this time. A second approach is to attempt 

to bypass the shortcoming of the medium by designing components that do 

not use, or at least minimize the use of, coupled lines. The equalizer 

theory presented next in Sec. IV is an example of this method. A third 

approach, and the one used in this section for parallel-coupled-resonator 

bandpass filters, is to modify existing (or develop new) design equations 

to account for the different velocities of propagation. 

B. Coupled Microstrip Transmission Lines 

The parallel-coupled-resonator bandpass filter, shown diagram- 

matically in Fig. III-l, is particularly well suited to microstrip 

because its resonators need not be grounded. An accurate, though 

approximate, design procedure for these filters in homogeneous media is 

the one of Matthaei.2 Matthaei's method of synthesis is essentially 

based on image parameter concepts, but with a variation that is extremely 

important in achieving accurate, controlled designs. In the first phase 
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-1 DIAGRAMMTIC FORM OF PARALLEL-COUPLED-RESONATOR BANDPASS FILTER. 
(Each coupled section is a quarter wavelength at band center.) 

of the design method, a lumped element, low-pass prototype filter is 

converted to an equivalent filter that uses ideal impedance inverters 

and reactive elements of one kind only. Next, the equivalent filter is 

divided into symmetrical sections, each of which is then characterized 

by its image parameters. The second phase of the design method is 

similarly to divide the parallel-coupled-resonator filter into sym¬ 

metrical sections of quarter-wavelength coupled lines. This is easily 

done as is seen from the physical configuration in Fig, III-l. Next 

the image impedance of a section of microwave filter and a corresponding 

section of the equivalent lumped element prototype filter are equated at 

two critical frequencies: band center and band edge. This is done for 

each section of the filter except the end sections, which are treated 

somewhat differently. Since the image impedance of each component sec¬ 

tion of the microwave filter and the prototype filter have been made 

equal at band center and band edge, it is expected that the responses 

of the filters will be very nearly the same at these frequencies. Also, 

one would not expect the responses to differ too greatly for frequencies 
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in between. In practice the method works quite satisfactorily in most 

cases . 

In modifying the design equations for microstrip parallel-coupled- 

resonator band-pass filters, the same design philosophy was followed. 

Thus, the first step in the analysis was to examine the image parameters 

of a pair of parallel coupled quarter-wavelength lines in microstrip. 

The image impedance and phase for a pair of coupled microstrip lines 

were found by analysis to be 

= zjj- (1 + k' 
2 1 2 

) --(1 - k )(cot 0 cot 0 + esc 0 esc 9 >, 
2 o e o o i »! 

i . Ie + Vz 
Y “ ° 111 'C - Zj/z i ’ 

(III-l) 

( 111 -2) 

respectively . 

The parameters in Eqs. (III-l), (III-2) are defined as follows: 

Zj = image impedance 

Y = image phase 

z + z 
oo oe 

z = odd-mode impedance 
oo 

z = even-mode impedance 
oe 

(III-3) 

(III-4) 

( 111-5) 

(III-6) 

(III-7) 

k = voltage coupling coefficient which is equal to 
z - z 

oo oe 
z + z 

oo oe 
(III-8) 

9 = odd-mode phase variable 
o ( 111-9) 

6 = even-mode phase variable 
e (III-10) 
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c 
(III-ll) 

Id + k) 

I 2 
cot 0 + 

(1 - k) 
cot 0 

i = /-1 
( III-12) 

It was convenient to eliminate the even-mode phase variable from 

Eq- (1I1~1)- To do this »was defined as the ratio of even- to odd- 

mode phase, 

a = 0 /9 
e o ( 111 -13 ) 

Ihen Eq. (III-l) may be rewritten as 

- z|2 (1 + ) --(1- k2)(cot 0 cot o0 + cs CSC 0 CSC Q0)j . (111-14) 

Note that the notation was further simplified by dropping the subscript 

"o" from the odd-mode phase variable. (In all subsequent discussion and 

on the graphical data, the variable 0 is to be understood as 0 .) 
o 

The image bandwidth of two coupled microstrip lines was determined 

by solving Eq . (111-5) for 0 with set equal to 0. This was done for 

several values of ^ between 0.8 and 1.0. Let the two lowest solutions 

be denoted as 01 and 02 . Then the fractional bandwidth is given by 

w = 2 
( 111-15) 

The fractional bandwidth versus coupling in dB (i.e., -20 log-^Q k) is 

shown in Fig. III-2. Only two curves for cv = 0.8 and 1.0 are given since 

intermediate values of a give curves lying between those shown. The 

important result that emerges from the data is that for microstrip the 

image bandwidth is virtually independent of the ratio of even- to odd¬ 

mode propagation velocities, at least for ratios down to 0.8. 

A second set of useful data is the shift of the center of the image 

pass band from 90 degrees. The center of the image pass band, denoted 

by 9^, is determined by the formula 
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FIG. III-2 FRACTIONAL BANDWIDTH FOR MICROSTRIP COUPLED LINES (a = 0e/ü¿ 

FIG. MI-3 CENTER FREQUENCY SHIFT OF IMAGE PASS BAND FOR COUPLED 

MICROSTRIP LINES 

25 



lhe shift from 90 degrees, denoted by A9c, is given in Fig. III-3 with 

.7 as abscissa and coupling as a parameter. It is seen to be very nearly 

linear over the range of o' tested and is only weakly dependent on 

coupling. A good approximation to the curves of Fig. 111-3 is 

A9 = 48(1.0 - <7) degrees . (II1-16) 

The approximation has a maximum error of 4 5 percent at a = 0.8. For 

narrow-band filters, for which the couplings are usually less than -6.02 

dB, a slightly better approximation is 

A9 = 49(1.0 - a) 

Other calculations of image impedance for various values of coupling 

and rv showed that the peak normalized image impedances, Z^fzk), occur 

at or very near 0c and are virtually unity. Thus, Z^lzk) is also inde¬ 

pendent of a. 

C. Modification of the Design Equations 

The data given in Sec. III-B indicated that several modifications 

of the parallel-coupled-resonator filter equations2 should be made. 

[These equations (without modifications) are given in Table II for 

convenience.] Those equations independent of ly were modified. 

An examination of the derivation of the design equations showed 
j|( 

that the parameters K Z given by 
k A 

K, k A 7r-r. 
Kkgk- 

or 
1_ 

Vk-i 

Ihe parameters g^ and lUj are the element values and radian cutoff fre¬ 

quency of the low-pass prototype filters. See Ref. 2 for details. 
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Table II 

MATTHAEI 'S DESIGN EQUATIONS FOR PARALLEL-COUPLED FILTERS 



were obtained by equating appropriate image impedances of the prototype 

filter and microwave filter at band center. Since the image admittance 

of coupled microstrip lines was found to be independent of a} these 

equations required no modifications. 

On the other hand, the parameters N are functions of O'. They are 
’ k 

given in Table III as 

( 111 -17) 

They arose by equating image impedances at band edge. In homogeneous 

media the band-edge phase in radians is given by 

ei = £ (1 - I) . «"i-i; 

the tt/2 factor occurring because band center happens for 6 = n/2. How¬ 

ever, in microstrip media band center is shifted by an amount A0 which 

is proportional to o'. Specifically, 

e 
c 

n 
2 + û0 ? 

or via Eq. (III-16) converted to radians, 

0 =^- + 0.838 (1 - a) 
C 

(III-19) 

Hence, for microstrip is 

9, = e 1-- 

U 
2 + 0.838 (1 

21 
(III-20) 

In addition to this modification a second one was called for. The func¬ 

tion tan 0^, which appears in the design equations of Table III, occurs 

as a result of its implicit representation in Eq. (III-14) for 0- = 1. 

To see this, note that the trigonometric part of Eq. (111-14) is equal 
2 

to 1 + 2 cot 0 for o=l. Thus, Eq. (III-14) could also be written as 
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Z 
I 

2 
cot > 

which makes the presence of the tan 0 dependence quite evident. When 

image impedances are equated at band edge, it is clear that the results 

will have a tan dependence. 

In the microstrip case the function 

F (a,0) = cot 0 cot a0 + esc 0 esc aQ (III-21) 

2 
plays the role of 1+2 cot 0. By straightforward trigonometric manipu¬ 

lation it is easily proved that 

tan 0 
(1,0) - 1 

(III-22) 

This suggests that in microstrip tan 0^ in Table III should be replaced 

by 

(III-23) 

Note that this substitution reduces to the correct value for designs in 
j)c 

homogeneous media. 

In summary, then, there are two modifications to the design equations 

of Table III: 

-i] 
(2) tan 0^ is to be replaced by 

with F (a,0) = cot 0 cot a0 + esc 0 esc a0. 

(1) 
91 = 

- + 0.838 (1 - a) 1(1 

That Eq. (III-23) is the proper modification can also be shown by a 
more lengthy derivation, but this will not be done here. 
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In order to examine the effects of the modified design equations on 

the filter responses, a computer program was written to design filters 

with arbitrary « and to compute the frequency response. Several repre¬ 

sentative cases are described in the following paragraphs. Figures 

111-4 through HI-8 present VSWR responses of filters all of whose de¬ 

signs are based on a lumped element prototype filter having the following 

specifications: 

N = number of resonators - 5 

VSWR i_- ]. .2 Chebyshev ripple 

w = fractional bandwidth = 0.20. 

The first response is shown in Fig. III-4 for the case o = 1.0. It is 

given for the purpose of comparisons with later examples. The response 

is seen to be virtually ideal, exhibiting near perfect equal ripple 

response, and having a fractional bandwidth of 0.20. \ 

1. Example Design C-l (q = 0.95) 

ligure 11[-5 gives the VSWR response for the same filter but 

designed for a = 0.95. (Remember that the abscissa variable 0 is the 

odd-mode phase variable.) Note that the lower band edge has shifted 

from 81 to 83.2 degrees, and the upper band edge has shifted from 99 to 

101.3 degrees. The center of the band is the arithmetic mean of the 

band edges, which calculates to 

= 92.4 degrees 

The shift from 90 degrees is thus 2.4 degrees. It is interesting to 

compare this with the shift predicted by Eq. (III-16). This value is 

A0C -- 48 (1 O') = 48 (1 - 0.95) = 2.4 degrees. The agreement is ex¬ 

cellent in this case . 

The fractional bandwidth, given by Eq . (III-15), calculates to 

w = 0.195 
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FIG. 111-4 VSWR RESPONSE OF EXAMPLE DESIGN C-l USING MODIFIED 

DESIGN EQUATIONS (a= 1.0) 

FIG. III-5 VSWR RESPONSE OF EXAMPLE DESIGN C-l USING MODIFIED 

DESIGN EQUATIONS (a = 0.95) 
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FIG. III-6 VSWR RESPONSE OF EXAMPLE DESIGN C-l USING MODIFIED 
DESIGN EQUATIONS WITH THE FIR.T AND LAST COUPLED 
SECTIONS LENGTHENED BY 1 PERCENT (a 0.95) 

FIG. III-7 VSWR RESPONSE OF EXAMPLE DESIGN C-2 USING MODIFIED 
DESIGN EQUATIONS (a = 0.90) 
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FIG. III-8 VSWR RESPONSE OF EXAMPLE DESIGN C-2 USING MODIFIED 
DESIGN EQUATIONS WITH THE FIRST AND LAST SECTIONS 
LENGTHENED BY 3 PERCENT (tx = 0.90) 

which is slightly smaller than the design specification, although not a 

serious shrinkage. The most serious degradation of the filter performance 

is the excessive peak ripple at the low end of the pass band and the 

ripple skewness throughout the band. This result is caused by the asym¬ 

metry of the image impedance as a function of 0, which is, itself, a 

direct consequence of the asymmetry of the function F (0-,0) defined in 

Eq. (II1-21). For although the image cutoff frequencies are located 

symmetrically with respect to the center of the pass band, the remainder 

of the function F (o,0) is only approximately symmetrical about band 

center . 

A close examination of the input impedance of the filter re¬ 

vealed that the main effect of the asymmetry of F (o, 0) was to cause a 

small reactive component within the pass band. Fortunately, this re¬ 

actance can be approximately cancelled by lengthening the first and last 

coupled pairs of lines by a small fraction. The amount of lengthening 

was determined experimentally. 
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Figure II1-6 gives the response oi the identical filter design, 

except that the first and last sect ions were lengthened by I percent. 

The VSWR is greatly improved over the previous design, and although not 

ideally equal ripple it would probably be acceptable in most applica¬ 

tions. The fractional bandwidth was recalculated for this design and 

found to be equal to the previous case. 

2. Example Design C-2 (cv = 0,90) 

The response of a second filter design, having ry = 0.90, is 

illustrated in Figs. 111-7 and III-8. Figure 111-7 is the case for 

which the end sections are equal in length to all of the other sections. 

As might be expected the VSWR is much more distorted than for the pre¬ 

vious example which liad a = 0,95. The bandwidth, measured between points 

oi 1,2 VSWR, was calculated to lie 0.193, which is virtually the same as 

in the previous example. 

To improve tue pass-band response, the end sections were 

lengthened by small amounts and the responses computed for each case. 

The result shown in Fig. I 11-8 is for the case in which the end sections 

were lengthened 3 percent. If the end sections were reduced slightly 

from 3 percent to say 2.8 percent, the ripple centered at 88 degrees 

would increase slightly, while the one at 99 degrees would decrease 

slightly. Therefore a lengthening of the end sections of between 2.5 

to 3 percent probably would be optimum. However, here again, the re¬ 

sponse given in Fig. III-8 is likely to be acceptable in most practical 

applications. 

The fractional bandwidth was recalculated for this case and 

found equal to 0.194, which is essentially the same as the example de¬ 

sign of Fig. III-7. The shift in the center frequency was calculated 

from the data and found equal to 5.15 degrees. The predicted value is 

48 (1 - 0.9) = 4.8 degrees, which differs by only 0.35 degrees from the 

measured value. Thus, it appears so far that the shift of the center 

of the band is very well approximated by Eq . (111-15). 

The question arises, for a given prototype filter, how does 

varying a affect the coupling of individual coupled sections? Examination 



of the design data for the three previous cases showed that in all sec¬ 

tions of the filters coupling was decreased when ot was made smaller. 

Wide-band designs were also investigated on the computer. 

Figures III-9 through 111-12 present VSWR responses of filters all of 

whose designs were based on a lumped element prototype filter having 

these specifications: 

N - 9 

VSWR ^ 1.2 Chebyshev ripple 

w = 0.6667. 

The first response for the wideband case is shown in Fig. 111-9 for 

o' - 1.0. It is given for purposes of comparisons with later examples. 

The VSWR is seen to be within specifications over most of the pass band, 

but rises to 1.64 near the band edges. This is a consequence of the 

approximate design procedure. The fractional bandwidth, being equal to 

0.659, is slightly less than the specification. 

3. Example Design C-3 (o _ 0.95) 

Figure III-10 gives the corresponding response for the same 

filter with a - 0.95. The same qualitative effects as seen in the pre¬ 

vious examples are apparent in this example: The center of the band is 

shifted from 90 degrees; the VSWR is somewhat degraded and tilted across 

the pass band. Again, by lengthening the end sections, it was possible 

to improve the response considerably. Figure I.II-11 gives the corre¬ 

sponding VSWR for the same filter design except that the end sections 

are 3 percent longer than the other sections. It is seen that the re¬ 

sponse is now very close to that given in Fig. 111-9, except for the 

shifted center, which was calculated from the data to be 2.5 degrees. 

The predicted value is 2.4 degrees so that again there is very good 

agreement. 

The fractional bandwidth was calculated from the data and 

found equal to 0.660. This is slightly less than the design bandwidth, 

but is in keeping with the result obtained from the original design 

equations for cy = 1.0. 
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FIG. MI-9 VSWR RESPONSE OF EXAMPLE DESIGN C-3 USING MODIFIED 
DESIGN EQUATIONS (a - 1.0) 

FIG. 111-10 VSWR RESPONSE OF THIRD EXAMPLE DESIGN C-3 
USING MODIFIED DESIGN EQUATIONS (a = 0.95) 
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.111-11 VSWR RESPONSE OF EXAMPLE DESIGN C-3 USING 

MODIFIED DESIGN EQUATIONS WITH THE FIRST 

AND LAST SECTIONS LENGTHENED BY 3 PERCENT 
(a = 0.95) 

60 70 80 90 100 MO 120 130 

FIG. 111-12 VSWR RESPONSE OF EXAMPLE DESIGN C-4 USING 

MODIFIED EQUATIONS (a = 0.90) 
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4. Example Design C-4 (a = 0.90) 

lue VSWR response for this design is given in Fig. 111-12. 

The end sections were not altered from their nominal value. As before 

the VSWR was slightly degraded, although in this case there was less 

tilting of the response than in previous cases. The peak ripple at the 

Low end of the pass band increased from 1.64 to 1.9, while at the high 

end the peak ripple decreased from 1.64 to 1.24. Throughout the rest 

oi the band the VSWR did not change significantly. 

In this example it was found that lengthening the end sections 

improved the response only slightly. For example, lengthening the end 

sections by 2 percent reduced the peak VSWR at the low end of the band 

to 1.85; lengthening them by 5 percent reduced the peak VSWR to only 

1.80, while at the same time it raised the VSWR peaks in the middle of 

the band above the design goal of 1.2. Thus, a lengthening of the end 

sections by about 2 to 3 percent is probably optimum, although this 

would improve the overall response only a little. 

D. Alternate Design Equations 

Although the modifications to the design equations presented in 

Sec. 111-C wore successful in achieving practical, controlled designs, 

it was thought useful to seek an alternate approach in hopes of obtaining 

still better results. In the method of Sec. III-C the technique of 

equating image impedance at two critical frequencies was employed. Image 

phase was ignored. In the alternate approach described in this section, 

image impedance is equated at the lower band edge, and image phase is 

equated at the upper band edge. Note that in this method, in addition 

to using image phase, the critical points for equating image phase and 

impedance are the band edges in contrast to one band edge and band center 

in the previous method. It was felt that tliis might give more precise 

control over the fractional bandwidth. The alternate design equations 

are presented in Table III. The final parameters are the same as those 

in Table II (i.e., even- and odd-mode admittances) so that further ex¬ 

planations are not required. To examine and compare the responses of 

filters designed from the alternate equations, the same designs presented 

previously are repeated in the following examples. 
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Table III 

ALTERNATE DESIGN EQUATIONS FOR PARALLEL-COUPLED FILTERS 

End Sections 1 and n + 1 

For k 1 and k - n + 1 compute: 

K-‘ 1 
7 / g g (i) 
A ^ fekfek-l 1 

(C) = Z I — /h + 1 

k MV / 
Tt 

9i = - [l + 0.53333 (1 - a)} jl 
w 

2 

(za ) = 2Z - (Za ) 
\ oo/k A \ oe/k 

(zb ) = /z" ) * hz 
'• 00/,. ' oo/. A 

run 

tan 9, 

- Z, 

(zb ) = (zb ) + (za ) - (za ) 
\ oe/ \ uo/ \ oe/ \ oo/ 

The parameter h is a dimensionless scale factor which may be chosen 

arbitrarily so as to give a convenient; admittance level in the filter 

(Ref . 2) . 

Interior Sections 2 to n 

For k = 2, to n, compute 

e„ = - [1 + 0.5333 (1 - a)] 

C = sin 9 

D = sin 0'9r 

A = C cos q9 

B = p cos otQr 

T w 
1 + 2 

G = — /g g 
2 ' bkëk-l 

K = 
GD - B 

GC + A 

[1 + 0.5333 (1 - o) ] 1 
w 

T = cot cot «0^ + esc 9^^ esc ry9^ 

1 - K 
1 + K 

L = 
h V 1 - G2 

, -2-T 
rl + k 1 - k 

l = --w Z = KZ 
oo, 1 + H oe, oo, 

k k k 
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Figures III-13 through III-17 are VSWR responses of filters all of 

whose designs are based on the lumped element prototype of five resonators 

having the same specifications as before: w = 0.20, VSWR -1.2 Chebyshov 

ripple. Figure IIL-13 is the response for rv = 1.0, presented lor pur¬ 

poses of later comparisons. It is interesting to compare the graphs of 

Fig. 111-13 and Fig. Il 1-4. The only distinct difference is that in the 

response of Fig. 111-13 the ripple peaks near the center of the band are 

slightly loss than the corresponding peaks of the response of Fig. 111-4. 

The fractional bandwidth is exactly 0.20 as is the corresponding case 

given in Fig. 111-4. 

1. Example Design D-l (O' - 0.95) 

The VSWR response shown in Fig. III-14 is for the case a = 0.95, 

It is clearly degraded from that shown in Fig. HI-13, although on closer 

examination it is seen to meet all specifications except for the VSWR 

peak at 0 = 85 degrees. It differs also in that there are only four 

points of match in the pass band as compared to five in the previous 

figure. This is not totally unexpected, however, since the alternate 

design equations concentrate on the band edges and ignore the center of 

the band, where the fifth point of match is now eliminated. The frac¬ 

tional bandwidth was determined to be 0.206, which is quite satisfactory. 

The shift of the center of the band was determined to be 2.3 degrees, 

which compares well with a predicted value of 2.4 degrees. 

As was the ca-’e for filters designed from the modified design 

equations of Sec. III-C, it was also found with the alternate equations 

that the VSWR response could be significantly improved in many cases by 

lengthening the end sections by a small fraction. Figure III-15 gives 

the response of the identical design above, but with the end sections 

lengthened by 1.5 percent. The VSWR peak that occurred at 85 degrees 

is now 1.2, and the remainder of the response also meets the specifica¬ 

tions, for all practical purposes. The fifth point of match is not re¬ 

stored in this example, but this is not absolutely essential in meeting 

the design goals. In any case the effect of finite loss in the system 

would obliterate the points of match in all cases. 
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V 1 

FIG. 111-13 VSWR RESPONSE OF EXAMPLE DESIGN D-l USING 
ALTERNATE DESIGN EQUATIONS {a = 1.0) 

80 84 88 92 96 100 104 

Q degrees va-sseí-i? 

FIG. 111-14 VSWR RESPONSE OF EXAMPLE DESIGN D-l USING 
ALTERNATE DESIGN EQUATIONS (a = 0.95) 

41 



FIG. 111-15 VSWR RESPONSE OF EXAMPLE DESIGN D-l USING 
ALTERNATE DESIGN EQUATIONS WITH THE FIRST 
AND LAST SECTIONS LENGTHENED BY 1.5 PERCENT 
(a = 0.95) 

2 • Example Design D-2 (a = 0.90) 

The response of the same design except that a = 0.90 is shown 

in Fig. Ill-16. As is expected the VSWR is somewhat more degraded than 

in the previous case. Three points of match are eliminated in this 

example, although the fractional bandwidth, calculated to be 0.209, is 

still very close to the design value. 

Figure III-17 shows the corresponding response for the same 

filter except that the end sections are lengthened by 3 percent. Al¬ 

though the VSWR exceeds 1.2 in two places, it is only by a small amount. 

The points of match are seen to be restored except at the upper band 

edge. The fractional bandwidth was determined to be 0.211, which ex¬ 

ceeds the design bandwidth by slightly more than 5 percent. The shift 

in the center of the band is 5.15 degrees, which is to be compared with 

a predicted value of 4.8 degrees. 
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.... 

FIG. 111-16 VSWR RESPONSE OF EXAMPLE DESIGN D-2 USING 
ALTERNATE EQUATIONS (a = 0.90) 

FIG. 111-17 VSWR RESPONSE OF EXAMPLE DESIGN D-2 USING 
ALTERNATE DESIGN EQUATIONS WITH THE FIRST 
AND LAST SECTIONS LENGTHENED BY 3 PERCENT 
(a = 0.90) 
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Based on the previous results the alternate design equations^ 

while satisfactory, do not appear superior to the modified equation. 

However, the following examples indicate that the alternate design 

equations are somewhat superior for wide-band designs, particularly for 

(7 values near or equal 1.0. Figure III-18 gives the response of a 

filter, with a = 1.0, based on a lumped element prototype having the 

spec ifications : 

N = 9 

VSWR =1.2 Chebyshev ripple 

w (of bandpass filter) = 0.6667,, 

The corresponding response for the same design using Matthaei's equations 

is given in Fig. III-ll. In comparing the two cases it is seen that the 

design based on the alternate equations is superior in two respects: 

(1) The VSWR is more nearly equal ripple about 

the design value, including the band edges. 

(2) The band edges occur precisely at 60 and 120 

degrees, as desired, giving a theoretical 

fractional bandwidth of 0.6667. 

3. Example Design D-3 (o = 0.95) 

Figure 111-19 gives the VSWR for a design having a = 0.95 

based on the alternate equations. Except for one ripple peak of 1.34, 

the pass-band response is judged very satisfactory, as is the fractional 

bandwidth, which was calculated to be 0.664. The shift in the center of 

the band is 1.75 degrees, which differs quite a bit from the predicted 

value of 2.4 degrees . 

In the present case the response is quite satisfactory without 

lengthening the end sections. In fact, lengthening the end sections 

would tend to tilt the response upward from left to right, which would 

degrade it rather than improve it. 
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FIG. 111-18 VSWR RESPONSE OF EXAMPLE DESIGN D-3 USING 
ALTERNATE DESIGN EQUATIONS (a = 1.0) 

0— degrees 

FIG. 111-19 VSWR RESPONSE OF EXAMPLE DESIGN D-3 USING 
ALTERNATE DESIGN EQUATIONS (a 0.95) 
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4 . Example Design Ü-4 (a = 0.90) 

The final example is the case of O' = 0.90. The response for 

this design is shown in Fig. 111-20. The fractional bandwidth and the 

shift in the center of the pass band are calculated to be 0.649 and 2.88 

degrees, respectively. Thus, just as in the previous example the shift 

in the center of the band differs considerably from the predicted value 

given by formula Eq. (III-16). As in the previous examples, the peak 

ripples can be reduced slightly by lengthening the end sections a small 

amount in this case by approximately 2 percent. 

FIG. 111-20 VSWR RESPONSE OF EXAMPLE DESIGN D-4 USING 
ALTERNATE DESIGN EQUATIONS (a = 0.90) 

Comparison of the response of Fig. 111-20 with the corre¬ 

sponding response of the Fig. III-12 shows the former to be slightly 

superior in achieving a more uniform ripple. However, the center of its 

pass band is not predictable by a simple analytical or graphical equation. 

E. Microstrip Directional Couplers 

In general, TEM transmission line directional couplers achieve 

their directional properties by the careful balancing (and resulting 

cancellation in one direction) of the magnetically and capacitively 

induced traveling waves in the coupled line. Naturally, the coupler 

response is degraded when the two induced waves travel at different 
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velocities since the required balance can not then be maintained. This 

is the case in microstrip couplers. 

In order to quantitatively determine the amount of degradation^ 

and thus determine the limitations on optimum coupler designs, the 

equations of Brenner3 were used to obtain theoretical data on input 

VSWR, coupling, directivity, and phase difference between in-line and 

coupled waves. These data are presented in the following paragraphs. 

In the data, the same nomenclature is used as for the analyses of the 

parallel-coupled-resonator filters. The variable 9 is the odd-mode 

phase variable; the symbol a is 0 /0 . 
e o 

One effect of a difference in the even- and odd-mode phase velocities 

is a shift of the location of the peak coupling from 90 degrees to 

90 + A9 degrees. The amount of shift as a function of ot is given by the 

data of Fig. III-21. The data show the shift to be virtually independent 

of coupling, at least for O' greater than 0.80. A good analytic approxi¬ 

mation to the curves in Fig. III-21 is the formula 

A9 = 4.222 - 38.2 (a - 0.90) - 39.7 (a - 0.90)2 , (III-24) 

which has a maximum error of only 0.082 degrees at o' = 0.80. 

Not only is the location of the maximum displaced, but the maximum 

itself is diminished by an amount -|Ac| - dB. If we define the nominal 

value of the coupler for o' = 1.0 as -|c j - dB, and the maximum coupling 

achieved when a ^ 1.0 as -le I - dB, then -le I - dB is given bv 
max1 ’ 1 max1 J 

~'Cmax' = " U " 1AC' “ dB • (II1-25) 

In Fig. II1-22 the decrement |ac| - dB is given as a function of a for 

CQ ranging from -3.01 to -20.0 dB. Values of C0 less than -20,0 dB 

differed by less than 2.5 percent from the -20.0 dB curve. The data 

show that slightly greater coupling is required to achieve the design 

value in microstrip couplers. The precise amount can be obtained from 

the graph . 
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Figures III-23 to III-27 give data of theoretical maximum direc¬ 

tivity as a function of 9 for various values of a and coupling. Only 

values down to O' = 0.90 are plotted, since the directivity is extremely 

degraded below this value. The data show the directivity to be very 

sensitive to even extremely small differences in even- and odd-mode 

phase velocities. Naturally, the degradation is much worse for weak 

couplers, although it is here that the even- and odd-mode velocities 

will be very nearly the same. Brenner3 showed that contributions to 

the directivity by differences in the phase velocities and perturbations 

from the correct values of the even- and odd-mode impedances are 90 de¬ 

grees out of phase. Thus, the directivity cannot be improved by per¬ 

turbing the even- and/or odd-mode impedance values. However, by designing 

a suitably small mismatch a proper distance from the coupled line region, 

it should be possible to improve the directivity considerably without 

seriously degrading the VSWR of the coupler. 
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FIG. 111-23 THEORETICAL MAXIMUM DIRECTIVITY FOR -3.01-dB MICROSTRIP 
DIRECTIONAL COUPLERS 

FIG. 111-24 THEORETICAL MAXIMUM DIRECTIVITY FOR -6.02-dB MICROSTRIP 
DIRECTIONAL COUPLERS 
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FIG. 111-26 THEORETICAL MAXIMUM DIRECTIVITY FOR -20.0-dB MICROSTRIP 
DIRECTIONAL COUPLERS 

FIG. 111-27 THEORETICAL MAXIMUM DIRECTIVITY FOR -30.0-dB MICROSTRIP 
DIRECTIONAL COUPLERS 
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IV THEORY AND DESIGN OF TRANSMISSION-LINE 

ALL-PASS EQUALIZERS 

A. General 

In this section a general theory for transmission-line equalizers 

is presented. The theory is equally valid for both waveguide and TEM 

transmission lines. Strictly speaking, the theory applies for com¬ 

mensurate transmission-line networks only, but it is not essential that 

the network being equalized, or even the equalizer itself, be of com¬ 

mensurate length lines. Particularly in narrow-band systems various 

approximate equivalent circuits are possible, indeed necessary. 

Microwave equalizer design has been treated by several authors. 

Beatty1 described a differential phase shifter using two couplers and 

ganged short circuits; Woo3 an adjustable delay equalizer utilizing an 

adjustable dielectric rod in a circular waveguide, and Abele and Wang3 

an adjustable narrow-band equalizer that uses a circular cylindrical 

cavity supporting two orthogonal modes. Other authors4 7 described 

designs of special circuits of TEM equalizers that use coupled-line 

techniques. All of these circuits have proved useful contributions to 

the microwave art. However, in the above papers no unifying principle 

appears to have been described that relates these designs to one another, 

or that permits extension to higher-order networks. The paper of Scanlan 

and Rhodes,8 in which a general theory for all-pass TEM commensurate 

transmission-line equalizers is presented, is therefore particularly 

significant in that such a unifying principle is described. 

In their paper, Scanlan and Rhodes extended the concepts of lumped 

9 
element equalizer theory, such as those described by Bode, to com¬ 

mensurate transmission-line networks. They showed that any commensurate 

line length TEM all-pass equalizer can be realized by a cascade of first- 

and second-order all-pass networks, the first-order network being one 

that realizes the real, and the second-order network being one that 
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realizes the complex zeroes of the transmission function. They also 

presented design methods for circuits that could realize these trans¬ 

mission zeroes regardless of their locations in the complex plane. 

These circuits, however, are not extendible to waveguide equalizers. 

In this section, a general theory for analysis and design of 

transmission-line equalizers which use circulators, or 3-dB hybrids, is 

developed. The theory is equally applicable to both waveguide and TEM 

networks. The basic approach is similar to Merlo's.10 

B. Theory 

Scanlan and Rhodes8 pointed out that any TEM all-pass commensurate 

transmission network must have a transfer function of the form* 

S12(t) ‘ (K4f2 
H(-t) 

H(t) (IV-1) 

where 

t = tanh (yL) = £ + iQ (IV-2) 

is Richards' transformation, 1 y is the complex propagation constant, 

and L is a commensurate length of the network. H(t) is a strict Hurwitz 

polynomial. 

Of course, Richards' transformation applies also to commensurate 

waveguide transmission-line networks, so that Eq. (IV-1) is equally 

valid for TE- and TM-mode supporting waveguides. On the "real frequency 

axis," £ = 0, and it is well known that 

t = iQ = i tan 9 (IV-3) 

The minus sign in Eq. (IV-1) was not present in the Scanlan-Rhodes 

paper. It is inserted here for full generality. In this section 

there is no difficulty realizing networks with S12(0) =-1. This is 

not possible with the circuits of Scanlan and Rhodes. 
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can with being the guide wavelength, and i =/^1. Equation (IV-4) 

also be expressed in terms of frequency variables. Define 

f = frequency (iv-5) 

i cutoff frequency of the waveguide 

fco ), (IV“6> 
((0 for TEM lines) 

f0 = center frequency of the equalizer . (IV-7) 

Then, 

with 

(IV-8) 

F ( IV-9) 

Fn = f /fn 0 co 0 (IV-10) 

and L chosen so that 0 = tt/2 at F = 1. At this point it is also con¬ 

venient to introduce the function S(FjFq) which will be present in sub¬ 

sequent equations. This function is defined as 

with 

S(F,F0) 
2 d0 
TT dF 

(IV-11) 

S(F,0) = 1 (IV-12) 

for all F. On the real frequency axis, the phase of the transfer func- 
$ 

tion, denoted as ß, is 

In Eq. (IV-14) and all subsequent expressions involving the phase, ß 
should be replaced by ß + ff if S (0) = -1. 

X ¿i 
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ß = - i ¡In S12(iQ)| (IV-13) 

(IV-14) 

This can also be written as 

B = - n tan tan 
even part of 

= - n 9 - 2 tan 
-1 ( í) H(iQ) - H(-iQ) 

; H(iO) + H(-iQ) (IV-16) 

It is seen from Eq. (IV-16) that contribution to B of the factor 

delay of a matched line n 9 degrees long. The second contribution is the 

term -2 tan {[odd part of H(iQ)]/[even part of H(i0)]}. Note that t 

argument of the tan function is a rational fractional polynomial con 

Note that the 

sisting of the odd part divided by the even part of a Hurwitz polynomial. 

Such rational fractional polynomials are known to be reactance functions.* 

This is an important point since it is a property of reactance func¬ 

tions to be monotonie increasing throughout the real frequency axis. 

Consequently, the phase must be monotonie decreasing regardless of the 

complexity of the equalizer. Naturally, this places a fundamental limi¬ 

tation on the equalization obtainable with an all-pass equalizer. 

The analytic form of the reactance function is 

(IV-17) 

with 

and A and positive but otherwise arbitrary. 

* 

A reactance function is an impedance or admittance whose real part is 
zero for all frequencies. 
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The time delay t of the all-pass equalizer may be defined as 

T 
- dß 
duu 

(IV-18) 

which in normalized form can be shown to equal 

tn = ï [n + (l + h {ln H(t) " ln H(‘t)]t=iq]s(F^Fo) » (IV"19) 

S(F,F0) , (IV-20) 

where 

n + 1 + 
2 \ H'(t) H'(-t) 

I H( t) H(-t) )t=in 

h'(-t) = [H(-t)] 
d t 

and 

T 
N 

Tf. (IV-21) 

Note, that for TEM lines, F^ = 0 and the function s(f,Fq) reduces to 

1.0, making Eqs. (IV-19) and (IV-20) equivalent to those given by Scanlan 

and Rhodes.8 Since H(t) is a Hurwitz polynomial, it is expressible as a 

produce of factors of its real and complex zeroes. That is 

k m 

H(t) =J~J (t + a.) (t2 + 2 Ojt + (tjl2) (IV-22) 

i=l j=l 

with 

> 0 

t . = a, + i u), 
J J J 

k + m = degree of H. 

Substituting Eq. (IV-22) into Eq. (IV-20) results in 
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Equation (IV-23) reveals the time delay of an all-pass equalizer to be 

equivalent to the delay of a cascade of first-order all-pass networks 

(all-pass C-sections) and second-order all-pass networks (all-pass D- 

sections) . Thus, any all-pass equalizer response can be realized by a 

cascade of all-pass networks that are of no greater complexity than 

8 9 
second-order. > 

The phase and normalized time delay for a first-order all-pass 

equalizer are 

8 - 2 tan 
n 
G 

(IV-24) 

T 
N 

(IV-25) 

respectively . 

The phase and normalized time delay for a second-order all-pass 

equalizer are 

ß = - 2 tan 

2 g n 
-1 o 

It I2 - 
(IV-26) 

r = G (1 + n2) 
N o' 

o2 + |t I2 
1 o 1 

“4 + 2 (°o - 0 + U 
S(F,F0) , (IV-27) 

respectively. 

Scanlan and Rhodes presented delay data for TEM C-sections and D- 

sections. Consequently, those data will not be repeated here. Limited 

data for waveguide C- and D-sections are given in Figs. 1V-1 through IV-3. 
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However, for waveguide networks, the additional factor s(F,Fq) in Eqs. 

(IV-25) and (IV-27) makes it impractical to present extensive data in 

the limited space available. The example data in Figs. IV-1 through 

IV-3 are for F0 = 0.6657, corresponding to an X-band waveguide network 

having a center frequency of 10.0 GHz. 

Figure IV-1 gives normalized time delay versus F for lossless wave- 

guide C-sections. The transfer function is = ± (o - t)/(a + t) . 

The data show that increasing a results in more narrow-band responses 

and greater peak delays. Although it is not clearly evident from the 

graphs, the curves in Fig. IV-1 as well as in Figs. IV-2 and IV-3, are 

asymmetrical about F = 1 because of the function s(f,Fq) in the delay 

formulas. However, for narrow-band responses the near symmetry is 

apparent. 

Figure IV-2 gives corresponding data for waveguide D-sections. The 

transfer function is 

S12lt) = 1 

2 a t + t 
o 

It |2 + 2 a t + t2 
1 o 1 o 

The data of Fig. IV-2 are for (tj = 40 with aQ as a parameter. For 

second-order systems it is seen that increasing aQ from a relatively 

small value to that approaching |to| diminishes the extremes of the de¬ 

lay and eventually produces a form of "critically coupled' response in 

which the double peak delay curve is eliminated. 

Figure IV-3 also gives data for waveguide D-sections, but with aQ 

held constant and It I as a parameter. These data show that increasing 
1 o 1 

It I makes the delay response more narrow band while simultaneously in- 
1 o 
creasing the peak delay. The local minimum at F = 1 is independent of 

[tQ|, and, by Eq. (IV-27), is 

T (F = 1) 
N 

The effects of loss are described later. 
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Figures IV-1 through IV-3 give sufficient data to indicate the de¬ 

pendence of the delay curves on the locations of the real and complex 

zeroes of the transmission function. A designer may use these data to 

obtain insight in choosing suitable zeroes in the design of specific 

equalizers. However, it is emphasized that the data are not universal, 

but rather, depend on the value of FQ in the function s(f,F0). There¬ 

fore, it should be anticipated that each equalizer problem may require 

its own set of delay curves. However, since the delay equations are 

quite simple, and computers are generally available, this should present 

no problem. 

The next step in the development of the theory requires analyzing 

the transmission-line network shown in Fig. IV-4. It is seen to consist 

of an ideal three-part circulator, having Port 1 as input, Port 2 ter¬ 

minated in a lossless reactance network of commensurate transmission 

lines and, in the general case, the output port in series with a matched 

line n 9 long. Calculation of the transfer function gives 
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r (inj ( IV-28) 

where 

— (iH) 

ai 
Si3(ifi) 

-in0 
e 

Y0(in) - van) 
= yq ( in) + van) 

1 - ydO) 
1 + y(iO) 

( IV-29) 

Yq being the characteristic admittance of the circulator, Y(iH) the in¬ 

put admittance of the reactance network, and 

y (IV-30) 

Since y is a reactance function, it may be expressed as the ratio 

of the odd-to-even or even-to-odd parts of an associated Hurwitz poly¬ 

nomial. Choosing the former, 

y (i^) 

Substituting Eq. 

_ odd HUO) _ H(iO) - H(-iQ) 

even H(iO) ~ Hiifi) + Hi-ifi) 

(IV-31) into Eq. (IV-29) gives 

F (iQ) 
_ 1 - y(iO) _ H(-iO) 

1 + y(iü) _ H(ifi) 

(IV-31) 

(IV-32) 

Also, using the identity 

i20 _ 1 - i tan 0 _ 1 - iQ 

" 1 + i tan 0 “ 1 + ifi 
(IV-33) 

it is found that 

-in0 
e ( 

i - in\n/2 
i + in/ 

(IV-34) 

Finally, by substituting Eqs. (IV-34) and (IV-32) into Eq. (IV-28) and 

by analytic continuation, replacing in by t, we obtain 

= S13(t) 

/1 - t\n/2 H(-t) 

\l + t/ H(t) 
(IV-35) 
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A dual formulation with 

r (iO) z(iO) 

_ z(in> 
- i 

+ i 
(IV-36) 

,.n, H(ifl) - Ht-ifl) 

z(i ) “ H(ifl) + H(-in> 
( IV-37) 

results in 

b3 
— (t) 

ax S13(t> = -(f 
t\”/2 H(-t) 

+ t/ H(t) 
(IV-38) 

Equations (IV-35) and (IV-38) taken together are identical with Eq. 

(IV-1) . Consequently, it has been proven that any arbitrary transmission- 

* 
line all-pass transfer function can be realized by the network of Fig. 

IV-4 . 

A practical objection to the network of Fig. IV-4 is that the re¬ 

quired reactance function calls for combinations of open- and short- 

circuited stubs all connected at a single reference plane. This require¬ 

ment can be removed by calling on a theorem of Richards.11 Richards 

proved that any transmission-line reactance network is realizable as a 

cascade of commensurate transmission lines terminated in a short or open 

circuit. Therefore, the following theorem may be stated: 

Any arbitrary all-pass commensurate transmission¬ 

line transfer function is realizable by a network 

consisting of an ideal three-port circulator 

having (1) the second port terminated in a re¬ 

actance network of cascaded commensurate trans¬ 

mission lines, and (2) a matched line n 0 long 

connected in series with either the input or out¬ 

put port. 

*The network of Fig. IV-4 is clearly nonreciprocal. A reciprocal 

equalizer can be obtained by replacing the three-port circulator by 

a four-port one and terminating nonadjacent ports in identical reac¬ 

tance networks. Alternatively, a quadrature hybrid may be used in 

place of the four-port circulator, with the normally coupled ports 

being terminated in identical reactance networks. 
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C. Synthesis 

A general design procedure for synthesizing an equalizer of the type 

shown in Fig. IV-4 is as follows. 

First, determine suitable locations for the zeroes of H(t) that give 

the required equalization. To this end Eqs. (IV-25) and (IV-27) may be 

programmed to give extensive graphical data. (Much graphical data are 

already given in Scanlan and Rhodes for TEM networks.) More generally, 

special numerical or analogue methods12 may be used to obtain suitable, 

real, and complex zeroes of H(t) . Once the zeroes have been determined, 

the Hurwitz function H(t) is formed. Next, y(t) [or z(t)] is determined 

via 

y ( t) ) 
_ H(t) - H(-t) 

z(t)j H(t) + H(t) ' (IV-39) 

Last, y(t) is realized as a cascade of transmission lines terminated in 

an open circuit [or z(t) is similarly realized and terminated in a short 

circuit] using Richards1 synthesis procedure. 

A similar synthesis procedure may be used to develop a phase 

equalizer. In this case one starts with the negative of the tangent of 

one-half the phase function, 

tan 
H(iQ) - H(-iO) 

i [H(iU) + HUC))] ~ 
y(i^) 

i 
. (IV-40) 

The poles and zeroes, ... and A, are chosen to obtain the re¬ 

quired phase equalization. Once these have been determined, y(t) or z(t) 

is formed by replacing iQ by t, and then synthesized as described. 

A general recursive formula that develops the reactance function y(t) 

[or z(t) ] in a cascade of transmission lines using the associated 

Hurwitz function H(t) rather than y(t) is given in Appendix A. The 

formula is based on Richards’ method but is specialized to reactance 

functions. It is generally simpler to program on a computer. 
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In many cases of practical interest, delay or phase qualization can 

be obtained with only a first- or second-order network, or a combination 

of first- and second-order networks. Therefore, it is useful to tabulate 

the formulas for their design for quick reference. The form of the cas¬ 

caded transmission-line reactance network is shown in Fig. IV-5, and the 

notation there is consistent with the formulas given in Table IV. The 

formulas were obtained by the method described in Appendix A. 

D. Practical Circuit Realizations 

In many narrow-band applications, the values of impedance or ad¬ 

mittance obtained from direct synthesis, or from Table IV, will not be 

practical. For those cases it is necessary to develop alternative net¬ 

works that approximate the response of the commensurate transmission¬ 

line reactance network called for by the theory. A commonly used circuit 

in equalizer design is the shunt inductive coupled cavity.10 By direct 

analysis, it is easily shown that a single cavity corresponds to a wave¬ 

guide C-section; a double cavity corresponds to a waveguide D-section, 

or possibly a double C-section. Additional cavities will naturally 

correspond to higher-order networks, but ones which are reducible to 

combinations of C- and D-sections. An equivalence between the inductive- 

coupled n-cavity reactance network and the n-section cascaded commensurate 
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Table IV 

FORMULAS FOR ALL-PASS EQUALIZERS 

Case 1: 

First-Order Network 

(C-Section) 

Case 2: 

Second-Order 

Network (D-Section) 

H(t) = t + a 

y(iO) = i - 
a 

1 " a 
-1 Q 

ß = - 2 tan 
a 

T = g-lL-t n2) S(F F V 

N 2(a2 + n2) ( ’ o) 

H(t) = t2 + 2 a t + It I2 
o 'o' 

i2 o ^ 

y(i^) 

|t I2 - Q2 1 n 1 

Case 3: 

Double First-Order 

Network 

1 + kr 

2 

k + it i2 
o 1 

VU 

0=-2 tan 
■1 2 go n 

|t |2 - n2 
' O 1 

Tw = a (l + 0 
N o' 

* + 1 o 1 
2 

|.o|4 + 2 CÎ2 (02 - a,2) n 
s(F,Fo) 

H(t) = 

y(iO) = 

(t + o1) (t + o2) = t + t(a1 + a2) + 

in(al + ar 

al°2 
ÍT 

_ al + a2 

y2 “ 1 + °ia2 

tai + a2)/aiCT2 
1 + ai°2 
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Table IV (Concluded) 

Case 3 

(Continued) 
ß = - 2 tan 

-1 Q(°l + 02 ) 

°la2 " U 

T = Superposition of two first-order systems 

(un2)(ai+a2) j °la2 + 
n2 

2 1 («i»2)2 * 
f 2 2) 
(0l+a2 J 1 + n4 

[S(F>F0) 

Case 4: 

Third-Order Network 

(C-Section + 

D-Section) 

H(t) = (t + a. + 2 a t + t 
o 2) 

H(t) = t3 + fa + 2 a )t2 + (2 a a, + It |2)t + a, |t | 
'1 O1 \ ol 'o1/ I'o1 

y(tn) = ifl 
(2 Vi * l1» I2) - 

“ll'ol2 - I0! * 2 °0)^ 

Define : a = (2 0^ t |to|2f 

!> - »! UJ2 , 

c = a, + 2 a 
'1 o ' 

Then 

y.D = 
+ 1 

3 b + c 

_ac - b_ 

^2 (1 + a)b + (b + c) 

(b + c) 

yl ~ y2 b(a + 1) 

ß = -2 tan -1 
n 2 a Ot + |t |2 - D2 

0 1 1 0 

^o' -(°l+2°o)Ü 

Ltion of a i 

second-order system 

= Superposition of a first- and complex 
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transmission-line circuit may be established by computing the respective 

network input impedances in the variable t, expanding these functions 

about t = and equating corresponding coefficients. The method is 

demonstrated below only for the two-cavity case, but the generalization 

of the method to higher-order networks is obvious. 

The inductive coupled two-cavity network is illustrated in Fig. 

IV-6. The input cavity is coupled to the circulator via inductive re¬ 

actance X ; the second cavity is coupled via X . At band center the 

electrical length of the input cavity is radians, and that of the 

remaining cavity is radians. 

SHORT CIRCUIT 

TB-652522-84 

FIG. IV-6 INDUCTIVE COUPLED TWO-CAVITY REACTANCE NETWORK FOR A 
SECOND-ORDER MICROWAVE EQUALIZER 

Using the concept of impedance inverters,13 the network of Fig. 

IV-6 may be replaced by the equivalent network of Fig. IV-7. The equi¬ 

valent network consists of two cavities, each tt radians long at band 

This procedure is nearly analogous to Cohn's method, but is more 

accurate for wider bandwidths. 
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IMPEDANCE INVERTERS 

TB-652522-85 

FIG. IV-7 EQUIVALENT NETWORK TO THAT OF FIG. IV-6 
USING IMPEDANCE INVERTERS 

center and coupled via ideal impedance inverters K and K . The re 
2 1 

lationships between the two networks of Figs. IV-6 and IV-7 are 

and 

Ki/Z0 

(Vz0 
i = 2, 1 (IV-41) 

0 
2 

TT 
1 
2 + tan (IV-42) 

0 
1 (IV-43) 

The commensurate transmission-line cascade that must correspond to 

the network of Fig. IV-6 is the dual of the one given in Fig. IV-5 with 

n = 2, and line 1 terminated in a short circuit. Also, as noted pre¬ 

viously, for this case z(iQ) and z. are to replace y(iO) and y in Table 

V, and 0 is to be replaced by 0 + n. 

Since the cavities in Fig. IV-7 are n radians at band center, in 

contrast to TT/2 radians for the cascade transmission-line network, the 

appropriate variable to use for the network in Fig. IV-7 is tan 20 

(rather than tan 0). In terms of t, tan 20 corresponds to 2t/(l + t2). 

The input impedance of the network of Fig. IV-7 is next determined to be 

(IV-44) 
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with 

2K (i + K^) 
(IV-45) 

and 

2 ~ 2 

Ki 
(2 + Ki) ( IV-46) 

is next expanded about t = œ giving 

/ \ ai ai (1 - b2) 

\Zin/ = t- + -- + hiSher-order terms ( IV-47) 
'C t 

The input impedance of the transmission-line cascade is found to be 

(Zin) = 
(¾ * M ‘ 

(IV-48) 
T 1 + Z1Y2 t 

Expanding about t = <» gives 

\'Z1 + Z„1 Pi + Z2 

Ki = ^ 

—1 Í- 
iY2 J Lzr 2 

+ higher-order terms . (IV-49) 

Next, corresponding coefficients of the expanded functions ÍZ I 
/ \ \ tn / 

in Eq. (IV-49) and j in Eq. (IV-47) are equated giving 
'C 

2 
2K, (l * K2) Zl + Z: 

2Kr 
(1 + Ki) 

K, K0--, 

V2 =C1 

z, + z„ 

(Z1V2) 
2 ~ C2 

(IV-50) 

(IV-51) 

2 2 
These equations may be solved for K9 and K yielding 

^ l 

2C2 
K2 1 

2 C„ + 3C, ’ 
(IV-52) 
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( IV-53) 

4C, 

1 C2 " Ci 

with a good approximation for « 1 being 

4 - 2c!/c2 (IV-54) 

Ki “ 
(IV-55) 

Taking the approximate solution above, which will be sufficient in 

narrow-band af 

from Table V gives 

most narrow-band applications, and substituting the values of z and z 
2 1 

K2 2 
(IV-56) 

X2 2 VX >‘„1 
z0 |t I2 - 4a 

o o 

( IV-57) 

Z0 I'ol 
(IV-58) 

X 2 t 
1 1 o 

Z0 |t |2 - 4 
' o 1 

(IV-59) 

These are the required relationships. The values of 0i are found by 

substituting back into Eqs. (IV-42) and (IV-43). 

A similar analysis for the single cavity (C-section) yields 

X, 

and 

_/2£_ 
z0 - a - 2 ' 

1 -1 2X1 
ei = n - - tan — 

(IV-60) 

(IV-61) 



The above procedure may also be generalized to the case of cavity 

impedances differing from Zq. This would provide additional degrees 

of freedom to the designer, but it is unlikely that this would be needed 

in most cases of practical interest. 

For narrow-band TEM network applications, the series capacitive 

coupled resonator network*3 shown in Fig. IV-8 is useful, particularly 

with printed circuits and microstrip, since grounding the strips is not 

FIG. IV-8 CAPACITIVE COUPLED TWO-RESONATOR REACTANCE NETWORK FOR A 

SECOND-ORDER TEM TRANSMISSION-LINE EQUAL! ZER 

required. (Also, here it is particularly attractive to replace the 

circulator by a quadrature hybrid, thereby making the entire circuit 

relatively compact and easily manufactured.*) This circuit is virtually 

Should the circulator be replaced by a single section 3-dB coupler, the 

effect on the pha^e and delay response would be equivalent to adding a 

C-section network to the equalizer and a fixed 90-degree phase shifter 

to the output. The effective a of the C-section network would be 
a = V 1 - k2, where k2 is the power coupling coefficient of the direc¬ 
tional coupler. Since k2 must approximately equal 0.5 for a 3-dB 

coupler, a would approximately equal 0.707. Consequently, the relative 

effects on the phase and time delay would be negligible in narrow-band 
applications . 
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the dual of the waveguide shunt inductive coupled cavity circuit just 

described. Therefore, Eqs. (IV-56) through (IV-61) and (IV-42)-(IV-43) 

apply provided Xi/ZQ is replaced by B./Y0, and K./^ is replaced by 

' here, B^/Y^ is the normalized series capacitive coupling sus¬ 

ceptance and •JVYq is an ideal admittance inverter corresponding to the 

impedance inverter in the previous discussion. 

Numerous other types of TEM reactance networks are possible by using 

various distributed coupled line configurations. For these cases exact 

correspondences can be established, and it is not necessary to expand 

the impedances about t = =°. A simpler method is to first decide on the 

form of the coupled line network desired; then determine its open-wire¬ 

line equivalent. Next, synthesize the open-wire-line equivalent directly 

from the reactance function. Last, convert the open-wire-line circuit 

back to its coupled line form. 

In order to obtain an idea of the approximate range of a and It | 
o ' o ' 

to be expected for narrow-band equalizer design, Cohn's equations13 for 

inductive coupled cavity filters were investigated with fractional band¬ 

width as a parameter. Although these equations are for filter design, 

they may be used as a rough guide in the present case. 

In Cohn's equation the value of Ki/Z() is given by 

K. 
i ri / >-1/2 rQ = 2 W\ (gigi+l) ( IV-62) 

where 

w = w/^1 - Fn) a. g 0 0 

w = fractional bandwidth 

2 
(X A) is the squared ratio of guide wavelength to freespace wave¬ 

length at band center 

gi is the normalized lumped element parameter of the low-pass 

filter whose attenuation response is being approximated. 

An average value for g^g^ is typically about two, and the value of 

Fq = 0.6657 used for computing Figs. IV-1 through IV-3 may be taken as 

representative. Substituting these values into Eq. (IV-62) gives 



1 

0.556 
2.0 w 

TT /1 

Let "narrow band" be defined as 

w < 0.15 

and for the purposes of this discussion let w be restricted to >0 01 

Then 

0.01 < 
K. 

i 
< 0.15 

and 

K. 

0.02 < < 0.30 

For C-sections 

and, therefore, 

22 < a < 5000 (IV-63) 

approximately. 

A similar analysis for the D-section shows 

7 < lt0l < 100 (IV-64) 

and 

4 < (IV-65) 
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E. Example Equalizer Designs 

In the following example we require to equalize the differential 

time delay, given in Fig. IV-9 (solid line), to be flat to within a 

nanosecond over a 22 MHz band about band center. The filter being 

equalized had the following specifications: 

(1) Nine resonator design 

(2) Fractional bandwidth = w = 0.00655* 

(3) Design based on a 0.01-dB Chebyshev ripple prototype 

filter13 

(4) Center frequency = f = 5.960 GHz 

(5) Filter designed for WR-137 waveguide 

(6) An unloaded Q of 5000 was assumed for the cavity 

resonators . 

Although the shape of the differential delay curve appeared quite 

flat, suggesting that a D-section with "under-coupled response" would be 

most suitable, it was decided to first try to equalize with a single C- 

section because of its simpler design. Initially, several sets of data 

of unnormalized differential time delay were obtained for C-sections 

having a's of 100, 200, and 400 in order to find the approximate range 

of a needed. The data suggested that a o of between 100 and perhaps 150 

would probably be appropriate. Therefore, a second set of curves of de¬ 

lay was obtained for a going from 100 to 150 in steps of 10. A quick 

scan of these data indicated that a = 120 would probably provide the re¬ 

quired equalization. This curve, with reversed sign, was then super¬ 

imposed on Fig. IV-9, and is shown by the dark circle data points. The 

difference between the solid curve and the dark circle data points is 

the net differential time delay. It is seen that the maximum differ¬ 

ential delay occurs about 7 MHz from f^, and has an absolute magnitude 

A calculation of wÍq gives the equiripple bandwidth as 39 MHz. This 

is approximately twice the bandwidth being equalized. The over-designed 

bandwidth was intentional in this case in order to ease the equaliza¬ 

tion requirements. 
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of 1.2 nanoseconds. This design, therefore, just misses meeting the 

specification . 

A value of ö = 115 was then tried, and these data, with sign re¬ 

vised, are also plotted on Fig. IV-9 with open circles. It is now seen 

that this value of o easily meets the delay specification across the 

22-MHz band, and that further reductions in a would deteriorate the 

equalization at the band edges. Hence, this equalization is about the 

best that can be done with a single-cavity equalizer. 

Next, utilizing Eqs. (IV-60) and (IV-61), it is found that the re¬ 

quired inductive coupled cavity equalizer calls for a normalized re¬ 

actance of 

/m 
113 

= 0.134 ; 

and a cavity length at midband of 

0 = 180: 
1 -12X1 
— tan - 

2 zo 
180° - 7.5° = 172.5° 

If still better equalization is required, it is necessary to go to 

higher-order equalizer networks. Figure IV-10 gives data of the equaliza¬ 

tion that could be obtained with a D-section (i.e., two-cavity) equalizer 

having a aQ = 102.0 and (to| = 112.0. The solid curve in Fig. IV-10 is 

the differential time delay of the filter being equalized, and the dark 

circle data points are the negative of the differential time delay of 

the D-section equalizer. Again, the difference of the two sets of data 

is the net differential time delay of the system. It is seen that quite 

remarkable theoretical equalization has been obtained in this example 

with a two-cavity equalizer. 

The electrical parameters of the two-cavity equalizer are calculated 

from co and |tj via Eqs. (IV-57), (IV-59), (IV-42), and (IV-43). The 

results are 
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FIG. IV-IO DIFFERENTIAL DELAYS OF MICROWAVE FILTER AND D-SECTION 
EQUALIZER FOR EXAMPLE IN TEXT 
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0.1803 Vzo 

X1/Z0« 0.0178 ; 

169e 

e1 ^ 179° 

F. Equalizer Dissipation Loss .——        .,.1.1..1..1  . 

The effects of reactance network dissipation loss on the equalizer 

response were briefly considered. Dissipation loss may be accounted for 

by assigning a nonzero value to the real part of y} and letting 

t _ tanh yL as 9 varies. An expansion of t for complex y is 

tanh oL + i tan 9 

1 + i tanh oL tan 9 
( IV-66) 

where a is the real part of \. Also, it can be shown that 

tanh oL 
TT 1 

(IV-67) 

with being the unloaded Q of the transmission line. 

Using Eqs. (IV-66) and (IV-67), the general time delay expression 

given by Eq. (IV-20) was programmed on a digital computer. Data were 

computed for C- and D-sections for Qu's of 2000 and 4000 with 

Fq = 0.6657. The data showed that the normalized delay was virtually 

unaffected by the dissipation loss, and consequently, its effect on de¬ 

lay need not be considered in any but extremely lossy networks. A 

typical result of dissipation loss, corresponding to a D-section with 

°o = 20' U = 40; and Qu = 2(j00> is given iln Fig- IV-11. Comparison 

of this curve with the corresponding delay curve given in Fig. IV-2 

shows marked similarity, and, in fact, the ratio of attenuation in dB 

-2 -2 
to normalized delay varied only from 1.31 X io to 1.36 X 10 for 

0.96 á F á 1.00. Hence, one may take the dissipation loss to be 
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FIG. IV-11 DISSIPATION LOSS OF A MICROWAVE D-SECTION EQUALIZER 
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I 4 
proportional to the delay, a result previously noted in filter theory. 

The proportionality constant is most easily calculated at band center, 

where t = 4/{tt Qu(1 - Fq) 1 • This value may be substituted in Eq . (IV-1) 

to give the loss at F = 1, and the corresponding normalized time delay 

can be calculated from Eq. (IV-20), or from the equations in Table IV 

for low-order networks by letting Q . 

The following expressions are good approximations to the midband 

loss of C-section and D-section equalizers. 

For C-sections : 

Loss 
4.34311 g 

2 Q- 

1 " Fo u 

dB (IV-68) 

For D-sections: 

T 4.343TT 2ao 
Loss = -- — dB 

1 - F0 u 

( IV-69) 

The formula for the general n-section equalizer is 

Loss = -=—1^ Re [all transmission zeros] . (IV-70) 

t - Fo]«u 
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V ACTIVE FILTERS FOR UHF AND MICROWAVE FREQUENCIES 

» 

As the size of low-power microwave circuits becomes smaller through 

the use of integrated-circuit techniques^ the importance increases of 

miniaturizing filters^ matching networks^ multiplexers, and other 

normally passive components. The straightforward approach of simply 

using smaller parts and dielectric loading to reduce the size of con¬ 

ventional filters leads to lower element Q, but in many filter applica¬ 

tions high Q's simply cannot be sacrificed. Therefore, in the interest 

of reducing filter size we are moved to seek techniques that trade size 

for something other than Q. One worthwhile trade-off would be size for 

dynamic range, which is the advantage offered by active filters. 

Design techniques for active filters below about 1 MHz are well 

established. Generally, low-frequency active filters employ feedback 

circuits consisting of transistor stages that individually have either 

0° or 180° phase shift. In one common technique, the active network is 

used as an impedance inverter or gyrator1-5 with a capacitive load to 

yield a virtual inductance as shown in Fig, V-l. However, at higher 

frequencies where the phase shift of a transistor is not constant, the 

VIRTUAL 
INDUCTOR 

IMPEDANCE 

INVERTER, OR 
GYRATOR 

TA - 692922 ~ 120 

FIG. V-l ACTIVE RESONATOR SUITABLE 
FOR LOW-FREQUENCY APPLICATIONS 

direct application of low-frequency active-filter techniques is less 

promising. Therefore, at UHF and microwave frequencies, an alternative 
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approach to active filters has beer, pursued and is the subject of this 

section. The new method takes advantage of (rather than suffers from) 

the mechanism producing high-frequency phase shift ¿n a transistor. 

With this approach^ a single transistor can be used as an energy storage 

element and can produce very high-Q inductance without relying on ex¬ 

ternal feedback mechanisms. The fact that the phase shift and energy 

storage are internal to the transistor means that it is relatively in¬ 

sensitive to external circuit effects, which are often a source of 

difficulty in conventional active filters. 

A . The Internal Inductive Properties of a Transistor 

While the inductive effect in transistors has been known for many 

years, it has only recently received serious attention at high fre¬ 

quencies.13;14 The inductive effect is associated with the transit¬ 

time properties of the transistor, which can easily be explained from 

the T-equivalent circuit of the transistor. Consider the inverted 

common-collector configuration shown in Fig. V-2(a). If an impedance 

Z is present in the base, the input impedance is 

Z' = (1 - cOZ + Z (V-l) 
e 

where a is the short-circuit current gain and Zg is the emitter impedance. 

h- 

REAL PART (I - a) 

(a) (b) 
TA-652522-I2I 

FIG. V-2 INDUCTIVE TRANSISTOR CIRCUIT SUITABLE FOR MICROWAVE 

APPLICATIONS 
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Transit-time effects are reflected by the frequency dependence of at and 

Zg expresîsed as follows: 

a e 
o (y = - 

1 + jf/f, 
where 

(V-2a) 

(V-2b) 

f^ = the alpha-cutoff frequency 

M = the drift parameter 

I = the dc emitter current. 
G 

Even though associated physically with transit-time phenomena, the 

effective series capacity Ce is large and is not important to the ensuing 

discussion. The important transit-time effects arise from the complex 

nature of a as given in Eq. (V-2b) . The drift parameter M accounts for 

the possible existence of an electric field within the base region of 

the transistor. Fields that aid the normal diffusion carrier flow in 

the base will increase both M and f^. In the absence of a drift field, 

M = 0.22.16 

1. Impedance Rotation 

A simplified plot of the quantity (1 - a) in Fig. V-2(b) shows 

that it is essentially an imaginary quantity over a large frequency 

range. More precisely, the imaginary part of (1 - a) exceeds the real 

part over the range 

l-o/ a (1 + M) 
-2__ < I_ < _2_ 
a (1 + M) f , 2 

o a l+aM+aM 
(V-3) 

o o 

Therefore, because of the term 1 - a in Eq. (V-l), the inverted common- 

collector circuit in Fig. V-2(a) is basically an impedance rotator, which 

provides the basis for the simulated inductive effect. If Z is a 
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resistor (in the base), a virtual inductance is seen at the emitter. 

Or, if Z is an inductance, a virtual negative resistance appears at the 

emitter. However, any virtual impedance presented at the emitter will 

be in series with Z which reduces essentially to the small current 

dependent resistance r^. The resistive component of Z^ will degrade the 

Q of any virtual inductance derived from the rotation property of the 

inverted common-collector circuit, as previously noted by Lindmayer and 

North."2 If the base circuit impedance is simply the resistance r 
bJ 

the virtual inductance appearing in the emitter will have a Q limited 

approximately to Therefore, some modification of the 

technique of transit-time impedance rotation is needed to obtain high Q. 

2 . The Useful Influence of Paras itics on Inductive 

Transistor Effects 

In any high-frequency transistor network, parasitic effects 

tend to have a major influence on the ultimate circuit performance. As 

noted above, when high-Q inductances are being synthesized with transit¬ 

time effects, the emitter resistance re constitutes an important para¬ 

sitic. Other more common transistor parasitics are interelectrode 

capacitances, package capacitances, and package inductances. A full 

discussion of the effects of package parasitics in the inverted common- 

collector configuration is given in Appendix B, but for simplicity the 

circuit in Fig. V-3 is representative of the major parasitic influences. 

Grounding the collector allows the collector-base capacity to be lumped 

into the base capacity C^. Similarly, collector-emitter parasitic 

capacity becomes part of the input capacity c/, and appears in shunt 

with the inductance being synthesized. The base inductance L includes 
b 

the effect of the base lead and will be shown to have an important use¬ 

fulness in obtaining high-Q inductance. However, the Q of the base 

circuit in this application need only be low, so the use of a small in¬ 

ductive effect in the base to produce high-Q inductance in the emitter 

is a practical approach to the problem. Regarding stability, the evi¬ 

dence to date (as presented in Sec. V-D-2) is that high-Q inductances 

can be realized at UHF and microwave frequencies with sufficient sta¬ 

bility for resonator application in both narrow- and wide-band filters. 
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FIG. V-3 INVERTED COMMON-COLLECTOR CIRCUIT 
FOR REALIZING STABLE, HIGH-Q INDUCTANCE 
AT MICROWAVE FREQUENCIES 

B. Analysis of a High-Q Inductive Transistor Circuit 

As noted previously^ the impedance rotation property of the inverted 

common-collector transistor is not sufficient to transform a base re¬ 

sistance into a high-Q inductance, because of the series emitter re¬ 

sistance. The inevitable presence of reactive parasitics in the base 

also means that analysis of a purely resistive base circuit is only an 

academic exercise. Including a small series inductance in the base 

(which arises normally, due to the base lead) produces a virtual nega¬ 

tive resistance in the emitter which can be chosen to balance r and 
e 

hence to yield inductance with essentially infinite Q. Therefore, with 

some prerotation of the base impedance vector, sufficient negative re¬ 

sistance results in the emitter to balance r^ and to allow high-Q in¬ 

ductance to be synthesized by the transit-time rotation property of 

(1 - a) in Eq. (V-l). 

In practice, the necessary base inductance can be estimated from 

the formulas that will be given later in this section, and the base lead 

cut approximately to length. Obtaining an exact value of negative re¬ 

sistance is not required, because adjustment of the emitter current will 

control r . With inductance in the base circuit, the emitter resistance 

can be adjusted to bring the total resistance in the emitter circuit 

close to zero, which produces the high-Q virtual inductance needed. 



WiwpiPMap 

Base inductance is not the only parasitic that must be considered. 

As shown in Fig. V-3^ the collector-base capacity of the transistor plus 

other parasitics give rise to the base capacity Cb> In addition, as 

noted further in Sec. V-D-3, an external variable capacitor in the posi¬ 

tion of in Fig. V-3 is useful for tuning. At higher frequencies, 

the base capacity tends to offset the effect of base inductance, and it 

will be shown that this too produces a useful effect. 

An analysis of the circuit in Fig. V-3 is aided by defining two 

parameters: A is the ratio of the alpha-cutoff frequency to the self- 

resonant frequency of the base circuit 

U) 

o 
(V-4a) 

where 

■“ ,1.. 

and is the Q of the base circuit at the alpha-cutoff frequency 

Q a 

0) L, 
cy b 

(V-4b) 

where r^ denotes the total resistance of the base circuit, including any 

externally added resistance. The input impedance at the emitter then 

becomes 

_ / r 
?_ s 
r. r 
b b 

+ (1+ M)< 

1 — Q + —— 
a Q 

4,2 
+ X A Q 

1 + X 

+ J 

. 2/ A \ 42 
1 + X IQ - — - X A Q 

\ “ %/ 01 

1 + X 
2 2 

1 - A X 

where x = cu/oj and where the approximations a = 1 and e 
a o 

have been used . 

-jMx 

( V-5) 

1 - jMx 
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The first term in Eq. (V-5) is the normalized emitter resistance, 

which is controlled by the transistor current. The second and third 

terms are the impedance components reflected from the base. For a 

typical case, with = 1.5, the reflected resistance and reactance 

terms are plotted in Fig. V-4 with A as a parameter. It is noteworthy 

that the input reactance is inductive, and that the reflected resistance 

is negative over a considerable range of frequency. It is of major 

interest, however, that the reflected resistance has a minimum in the 

negative resistance region. The negative resistance minimum is due to 

the capacity in the base circuit. Raising the base capacity (which 

includes the collector-base capacity of the transistor) increases A, 

which causes the negative resistance minimum to move to lower fre¬ 

quencies. In the absence of any base capacity (A = 0), a negative re¬ 

sistance minimum will not appear. Therefore, the presence of capacity 

in the base circuit has a useful influence on circuit stability. If 

the transistor is used as a high-Q inductor at frequencies near the 

negative resistance minimum, the tendency for the circuit to oscillate 

at some other frequency will be avoided . 

A practical operating technique, based on the curves in Fig. V-4, 

is to position the negative resistance minimum close to the desired 

frequency of operation, and then to adjust the transistor current so 

that the emitter resistance re just cancels the negative reflected re¬ 

sistance. The result will be that an inductance appears at the emitter 

terminal of the transistor with essentially infinite Q. Evidence is 

offered in Sec. V-D-2 that adequate stability can be maintained by this 

technique . 

Experimental verification of the impedance predictions of Fig. V-4 

is given in Fig. V-5. Excluding the emitter resistance, the input re¬ 

sistance reaches the extreme negative value of -8 ohms between 300 and 

350 MHz. Therefore, with the transistor current adjusted to 3.25 mA to 

yield an emitter resistance of 8 ohms, a very high-Q inductance was 

realized between the above-noted frequencies. The Q-stability of the 

virtual inductance depends mainly upon the stability of the dc current. 
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X = f / fa 
TB-6884-52 

FIG. V-4 REFLECTED REACTANCE AND RESISTANCE COMPONENTS OF Z ' IN FIG. V-3, 
EXCLUDING THE CONTRIBUTION OF re. The insert shows the general function shape 
over a full frequency range 
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FREQUENCY-MHz 
TA-652522-124 

FIG. V-5 MEASURED EMITTER IMPEDANCE OF 2N3866 
TRANSISTOR IN THE INVERTED COMMON- 
COLLECTOR CONFIGURATION, EXCLUDING 
THE CONTRIBUTION OF r 

It is generally possible to choose the dc current in a range where a 
o 

and are fairly constant and where only r^ changes with current. 

The relative frequency of the negative resistance minimum is 

predicted to good accuracy by the following expression: 

11/2 

M 

/1 - ß(l - y) - 1 

AU - y) 
(V-6) 

where 

2 J 
A = 1 - 2A + A' 

2A 
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Up to the alpha-cutoff frequency, Eq. (V-6) reduced approximately to 

M 
< 1 (V-7) 

which is plotted in Fig. V-4. The virtual inductance associated with 

the negative resistance minimum can be calculated from Eq. (V-5), but 

it is given approximately by 

r, (1 + M) 
b 

a 

„22 
1 + 2Q x„ 

M 

2 
1 + 2Q X 

O' M 

( V-8) 

Further study of Eqs. (V-6) and (V-7) shows that must be greater 

than unity for negative resistance to appear, and that x is a mono- 

2 M 
tonically increasing function of Q^/A . From Eq. (V-4) it follows that 

.2 
O' a) 
O O' 

^ ri.C. abb 

/0) 

= 4 
max 

Uj 
a 

(V-9) 

where œ is a fundamental transistor parameter, the maximum frequency 
max 

of oscillation, 

(V-10) 

In the sense in which Eq. (V-9) is written, u) includes effects of 
7 max 

external base resistance and capacity. The upper value of tn arises 
max 

when r and consist of only the intrinsic transistor parasitics, the 

base resistance (r^), and the collector-base capacity ( ). Therefore, 

the transistor imposes an upper limit on Q^/A2, and hence on the fre¬ 

quency ! x^ at which a negative resistance extremum can be obtained. 

For the configuration under study, the negative resistance extremum can 

occur up to and beyond the alpha-cutoff frequency. 

Figure V-6 shows the results of a calculation of the negative re¬ 

sistance extremum as a function of the uo of the transistor and cir- 
max 

cuit. In a well-designed RF transistor, the intrinsic w will exceed 
7 max 

by a factor of two or more, which shows that stable high-Q inductance 

can be realized above the alpha-cutoff frequency. The second curve 
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shown in Fig. v-6 applies to an alternate method for obtaining impedance 

prerotation in the base circuit. In the manner proposed by Jindal,16 an 

RC phase shifting network can be used to obtain negative input resistance 

It is the authors' understanding that the Jindal circuit has never been 

considered for microwave applications, but the analysis in Fig. V-6 

shows that high-:rrequency applications are possible, although the fre¬ 

quency range is higher for the circuit in Fig. V-3, which employs a 

small inductive effect in the base. However, the importance of the 

Jindal circuit will increase if and when monolithic integrated circuits 

become a serious reality at microwave frequencies. 

c• Physical Model of the Inductive Transistor Effect 

In the previous discussion, the inductive effect in a transistor 

has been treated from the electronic-circuit viewpoint; i.e., the in¬ 

verted common-collector circuit is basically an impedance rotator which 

produces approximately a 90-degree rotation in transforming the base 

impedance to the emitter. The 90-degree impedance rotation property is 

a direct result of the dominant imaginary part (at higher frequencies) 

oi the quantity (1 - a) . The mechanism causing (1 - a) to be strongly 

imaginary can alternately be described from the physical viewpoint. 

Figure V-7 shows the physical cross section of a typical RF tran¬ 

sistor, which is assumed to be npn so that the current flow in the normal 

TRANSISTOR CURRENT FLOW 
T-'.- 652522-12¾ 

FIG. V-7 CROSS SECTION OF A TYPICAL MICROWAVE TRANSISTOR 
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bias condition will be from collector to emitter. There will also be a 

small base current as indicated in Fig. V-7. The ratio of these two 

currents determines the alpha of the transistor. The important dif¬ 

ference between these currents^ however, is that collector current 

flows mainly by diffusion while the base current flows mainly by con¬ 

duction. Because the carrier velocities are considerably different for 

these two flow mechanisms, a relative phase shift approaching 90 degrees 

arises which produces the 90-degree base-emitter impedance rotation 

property. Therefore, the diffusion delay of the carrier flow from 

collector to emitter is an internal energy storage mechanism suitable 

for active-filter applications. It can be observed that an internal 

energy storage mechanism leads to simple active-filter circuits, since 

only one active element is required per section and external feedback 

networks are not required . 

D . Active Microwave Filters Using Inductive Transistors 

In the previous sections, a technique has been described for 

realizing high-Q inductance with a single transistor. Inductors of this 

type can be used, together with capacitors, to realize compact resonators 

and filters. Several narrow-bandwidth filters have been built at UHF to 

demonstrate this principle and to show the considerable advantage in both 

size and performance over their passive counterparts. Passive UHF 

filters require quarter-wavelength stubs of large cross section to yield 

low insertion loss, and are therefore bulky. The basic circuit used is 

the capacitively coupled bandpass filter shown in Fig. V-8. An experi¬ 

mental version of this filter, consisting of two active resonators for 

use around 500 MHz is shown in Fig. V-9. 

The end-coupling capacitors are visible near the connectors in Fig. 

V-9, on the left and right sides of the package. The center-coupling 

capacitor passes through the shield separating the two resonators. The 

two transistors are held in place by small blocks, one of which is re¬ 

moved in the photo to expose the base circuit lead, which enters a hole 

containing the external base resistor (10 ohms in this case) . The 

length of the base lead determines the base circuit inductance used to 
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FIG. V-8 BANDPASS FILTER CONFIGURATION USED FOR ACTIVE RESONATOR TESTING 

produce the negative input resistance required for Q multiplication. 

The visible coils are RF chokes^ which could be reduced in size con¬ 

siderably in future designs. A three-resonator filter, similar in form 

to that shown in Fig. V-9, has also been built and tested. Its per¬ 

formance is similar to that obtained for the two-resonator filter, ex¬ 

cept that proportionally higher stopband attenuation was obtained. 

1 . Insertion Loss and Pass-Band Shape of Active Bandpass Filters 

A pass band obtained with the two-resonator active filter is 

shown in Fig. V-10. Zero insertion loss was measured, which implies 

infinite unloaded Q in each resonator. The filter bandwidth was approxi¬ 

mately 2 percent at 500 MHz, but it could be tuned to yield other (both 

wider and narrower) bandwidths. A rather narrow-bandwidth filter was 

chosen for initial tests because low-loss, narrow-bandwidth filters are 

difficult to realize with passive elements. Bandpass filters realized 

with low-Q elements not only have high insertion loss but also have 

rounded pass-band corners. The latter defect is particularly serious 

in multiplexers, where adjacent channels must be sharply defined. 

By shortening the length of the base leads in the circuit in 

Fig. V-9, a stable resonator was also obtained at 615 MHz with the 

measured performance shown in Fig. V-ll. Also shown in the latter figure 

is the theoretical response based on the standard low-pass to bandpass 

mapping function17 and a 0.1 dB ripple, low-pass prototype. 
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FIG. V 9 TWO RESONATOR, ACTIVE BANDPASS FILTER FOR UHF APPLICATION. 
The transistors are (Fairchild) 2N3866 The supporting block for the right-hand 
transistor has been removed to show base circuit. 
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I—-lOMHz 
TA-652522-IOO 

FIG. V-10 TYPICAL PASS BAND OBTAINED WITH THE 
FILTEF IN FIG. V-9. The bandwidth is about 
2 percent at 500 MHz for the case shown. 

Evidence that wider bandwidth filters can be realized with 

transistor elements is offered in Fig. V-12^ which shows the computed 

performance of three five-resonator active bandpass filters with 1 per¬ 

cent, 5 percent, and 10 percent bandwidths at a design center frequency 

of 500 MHz. An inductive transistor configuration was used with a base 

circuit Q of 0.75 in the pass band (Q = 1.5), and an alpha-cutoff fre¬ 

quency of 1 GHz. The transistor circuit was chosen to give infinite 

resonator Q at midband which resulted in Q = 420 at ±5 percent of the 

500 MHz midband frequency. In the stopband, at 500 ± 100 MHz, the 

resonator Q drops to about 110, but the stopband insertion loss is still 

very high with no serious degradation of stopband shape. 

2. Stability of High-Q Active Resonators 

In considering the stability of resonators made with active 

inductors having very high Q, contrast must be made between the loaded 

and the unloaded Q in the filter circuit. Active resonators with in¬ 

finite unloaded Q can be stable in a filter circuit, since each resonator 

is loaded to some extent by external sources and loads. Instability 

occurs when the poles of the complete filter cross the imaginary axis. 
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FREQUENCY —MHz 
1-4-6884-53 

FIG. V-ll COMPUTED RESPONSE OF THREE FIVE-RESONATOR TRANSISTOR FILTERS. 
Transistor alpha-cutoff frequency of 1 GHz assumed 
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FIG. V-12 PASS BAND SHAPE OF THE TWO-RESONATOR ACTIVE 
FILTER AT 620 MHz COMPARED WITH A 0.1 dB 
RIPPLE PROTOTYPE 
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In any bandpass filter, even with infinite-Q resonators, the poles are 

not on the imaginary axis but take positions to the left of this axis 

in the stable half-plane. 

No serious stability problem was encountered with the circuit 

in Fig. V-9, or in the corresponding three-resonator filter built sub¬ 

sequently. The transistor current could be adjusted so that the unloaded 

Q of each resonator passed through infinity (as evidenced by the filter 

insertion loss passing through 0 dB) without oscillation or detuning 

occurring. Since the transistor current mainly controls the emitter 

resistance, the filter tuning is nearly independent of current. 

The observed sensitivity is about 1 dB change in insertion 

loss per milliamp change in transistor current. The nominal transistor 

current for the active resonator is about 10 mA, which can be stabilized 

within a few percent; thus it is concluded that the filter insertion 

loss can be stabilized within a fraction of a dB. The observed effects 

of temperature are shown in Fig. V-13. Above 0°C, but without any 

FIG. V-13 INSERTION LOSS TEMPERATURE DEPENDENCE OF THE ACTIVE 
FILTER IN FIG. V-9 
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attempt at temperature stabilization, the insertion loss changes rather 

slowly with temperature at a slope of about 0.05 dB/°C. Therefore, 

simple temperature stabilization is expected to yield resonators with 

extremely good temperature stability. Again, very little tuning sensi¬ 

tivity was noted during temperature cycling. 

0. Initial Results on Filter Tunability 

A brief study has been made of the tunability of filters made 

with inductive transistors. Referring to Fig. V-8, one approach is to 

vary the emitter tuning capacitor on each resonator, but quite limited 

tuning range results. For example, within a single resonator, unity 

insertion loss could be maintained only over a 19 MHz range at 500 MHz 

approximately. An alternate approach is to insert a variable capacitor 

in series with the base inductor I, (see Fig. V-3) . In the first experi¬ 

ment, it was found that unity insertion loss could be maintained (by 

some adjustment of the transistor current) over a 27 percent range (150 

MHz) from 496 to 649 MHz. The instantaneous half-power bandwidth varied 

from 18 MHz at the low end of the range to 25 MHz at the high end of the 

range. However, the fractional bandwidth was more constant, increasing 

from 3.64 percent to 3.86 percent over the same range. 

Tuning with a series capacitor in the base lead is preferred 

because it produces a favorable change in negative resistance along with 

a change in virtual inductance. Also, since the Q of the base circuit 

is quite low, a tuning element can more easily be incorporated in the 

base than in the emitter. 

E. Large Signal Limitations of Inductive Transistors 

It was mentioned previously that active filters offer a trade-off 

between filter size and dynamic range. In Fig. V-14 the responses of 

the active filters in Fig. V-9 are shown for various signal levels. 

The small-signal insertion loss of 0 dB is degraded to 1 dB with 1.2 

mW incident on the filter. The signal level producing 1 dB increase 

in insertion loss will henceforth be called the filter saturation level. 

Note in Fig. V-14 that very little change in pass-band shape results at 
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FIG. V-14 COMPARISON OF LARGE-AND SMALL-SIGNAL PASS BAND AND INSERTION 

LOSS FOR THE TWO-RESONATOR ACTIVE FILTER 
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the saturation level. Above the saturation level, however, some pass- 

band distortion occurs, but this is accompanied by another useful effect, 

which is depicted in Fig. V-15. The insertion loss produced by large 

input signals is mainly due to input mismatch which increases above the 

saturation level. Therefore, the transistor filter has been found to 

act as a limiter to large input signals. 

The large-signal limitations of the active filter result from the 

nonlinear characteristics of the transistor, and arise at RF levels well 

below those producing excessive thermal dissipation. Intermodulation 

and cross modulation are observed in transistors (as in other electron 

devices) at still lower levels, well below the threshold of saturation. 

Still, intermodulation and saturation are closely related phenomena. 

A common techrique for describing large-signal effects is to ex¬ 

press the device characteristics with Taylor series. In many devices, 

a single equation can be used to describe the nonlinear effects. 

Usually, for example, only the last stage of an amplifier chain needs to 

be modeled, but in a multistage active filter the largest signal ampli¬ 

tude will occur in different stages in different parts of the frequency 

band. It is generally necessary to consider the whole filter when non¬ 

linear effects are being studied, and separate series must be used to 

represent the input and output characteristics of the device. For 

example, 

2 3 
i. = a^V +a0V + a„V + ,. 
in 1 g 2 g 3 g 

L = b V + b V2 + b„V3 + .. 
out lg 2g 3g 

(V-lla) 

(V-llb) 

Consider a symmetrical two-resonator bandpass filter, such as that 

shown in Fig. V-8. Even-mode excitation (using two identical generators 

at input and output) will yield a voltage V-^ across each resonator. 

Odd-mode excitation (using out-of-phase generators at input and output) 

will produce the voltages V2 and -V2 across the two resonators. There¬ 

fore, with only one source applied, the input resonator experiences the 

voltage 1/2 (V^ + V2), while 1/2 (V-^ - V2) appears across the output 

resonator, showing that the signal distribution is not symmetrical even 

in a symmetrical network. 
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FIG. V-15 SMALL- AND LARGE-SIGNAL REFLECTION CHARACTERISTICS 

OF TWO-RESONATOR ACTIVE, SHOWING LIMITING EFFECT 



where Vg is the external source voltage. However, to simplify the dis¬ 

cussion of nonlinear effects in inductive transistor circuits, only a 

single-resonator filter will be considered. Assuming symmetrical input 

and output coupling, the two equations in (V-ll) then become identical. 

Ihe second term in Eq. (V-lla) with coefficient a^, will be re¬ 

sponsible for dc bias shifts and the generation of even-order harmonics 

when Vg is large. In narrow-bandwidth filter applications, the term 

with coefficient a^ is of greater importance. It contributes large- 

signal effects that are directly observable with inband signals through 

impedance changes and intermodulation. In Appendix C, a large-signal 

input admittance is shown to be a function of the applied phasor V: 

Similarly, two closely spaced input signals at frequencies it and uu 
a b' 

with available powers and ?b respectively, will produce intermodula¬ 

tion products P21 at + and P12 at + according to the 

following relations: 

D 

' 21 
2 

K.>1P Pu 21 a D ( V-l 3a) 

P 
12 KivP 12 a b (V-13b) 

where 1<12 = K21 is the coefficient of third-order intermodulation. As 

shown in Appendix C, 

K 
12 

2 4 
36a R 

3 ge (V-14) 

where is the Thevenin equivalent source resistance, as seen by the 

single resonator under discussion. Comparison of Eqs. (V-12) and (V-14) 

shows the close relationship between third-order intermodulation and 

saturation. Experimentally, a,, can be measured by observing the inter¬ 

modulation produced by two closely spaced, medium-intensity inband 
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signals, and then this value can be used to predict the saturation 

threshold . 

In Appendix C, the following expression is derived for a^ for a 

transistor in the inverted common-collector configuration: 

(V-15) 

where is the Thevenin equivalent of all impedance elements (input 

and output) external to the resonator. The analysis leading to Eq. 

(V-15) has neglected the possible large-signal dependence of alpha and 

and has assumed that the major circuit nonlinearity is associated 

with the emittex’ junction. Some experimental verification of these 

approximations will be presented later in this section. 

The term Z + Z + (1 - ojZ in the denominator of Eq. (V-15) is 

the total impedance of the active filter circuit in the small-signal 

condition. At midband, this term must be positive, real, and nonzero 

for the filter to be stable, which is equivalent to requiring a finite 

loaded Q for the resonator. Therefore, the sign of a will be determined 
O 

by the numerator, which can be observed to go through zero if 

(V-16) 

Since Zß is current dependent, it is possible to minimize the effects 

as ^0r some particular value of transistor current. Figure V-16 

shows measurements of the relative output power of a two-resonator 

filter as a function of bias voltage at two signal power levels differing 

by exactly 20 dB. Under low-current conditions, the power output for 

the larger signal exceeded that for the smaller signal by more than 20 

dB, implying a positive value of a^. Similarly, under high-current con¬ 

ditions, the output from the larger signal exceeded that from the smaller 

signal by less than 20 dB, implying that a is zero at V = 18 V (which 
o EC 

corresponded to a bias current of about 18 mA per transistor). 
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FIG. V-16 COMPARISON OF THE SATURATION EFFECTS PRODUCED BY THE COEFFICIENT 
a3 FOR LOW AND HIGH BIAS VOLTAGE (and current). The output power is plotted 
for two Input power levels vs. bias voltage. The output powers differ from the input powers 
by exactly 20 dB when a3 = 0. 
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A similar measurement on the coefficient of third-order intermodula¬ 

tion is shown in Fig. V-17. The measured data dips at a current of 

about 21 niA, which corresponds to the zero of as noted in Fig. V-16, 

although these two measurements were made with somewhat different filter 

tunings. Third-order intermodulation does not have a deep null when a, 

vanishes^ because contributions to the same spurious frequency arise 

from higher-order intermodulation processes. The data in Figs. V-16 

and V-17 show that the large-signal limitations in inductive transistor 

circuits are fairly well understood^ and can be expressed analytically 

in terms of basic circuit and device parameters. 

F- Noise Characterization of Inductive Transistor Filters 

The tiansistoi noise model due to Nielsen^ can be applied to 

microwave transistors il the parasitic reactances are accounted for 

adequa tel y. Transistor noise can be attributed to major noise sources 

in the collector^ emitter; and base^ as indicated in the inverted common- 

collector circuit in Fig. V-18(a). The three noise voltages are un¬ 

correlated, to good approximation, wher expressed in the following form: 

~2 
e = 2KTr Af 

e e 

eb = 4KTrb Aí (V-17) 

2KT <y [1 - a ) 
O' o' 

1 2 i 
2 1 1 c 1 1+( -i f ) 

2' 

V 1 - Qo ‘a) 

r 
e .1+( hi 

A more convenient form of the inductive transistor circuit for noise 

analysis is the Norton equivalent in Fig. V-18(b), which has the 

following circuit elements: 

The analysis in this section is for a single-resonator filter, while 

the experimental data was taken near midband on a two-resonator filter. 
Near midband, the input resonator experiences the largest signals, so 

the single-resonator theory can be applied. (See preceding footnote.) 
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FIG. V-17 MEASURED THIRD-ORDER INTERMODULATION COEFFICIENT 
vs BIAS CURRENT FOR THE TWO-RESONATOR ACTIVE FILTER 
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FIG. V-18 (a) Noise sources in the inductive transistor circuit 

(b) Norton equivalent circuit 

2 2 
e + e 
e b 

2 2 
+ e + e 

c c 

—~ „ 2 

zc 

r + (1 
' e 

a) 7. 
(V-18) 

Y 
s 

(1 
-1 

where Z is the parallel combination of the base and collector impedances 

(Z^ and Zc, respectively) and therefore is the same Z as in Fig. V-2. 

The general circuit model for noise analysis of the capacitively 

coupled active bandpass filters is shown in Fig. V-19. The element 

values depend upon the filter bandwidth and the desired pass-band shape 

as described in Ref. 17, Chap. 8. One useful feature of this filter de¬ 

sign is that each transistor can be identical, and the desired pass-band 

shape can be obtained entirely with the coupling capacitors. When the 
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FIG. V-19 NOISE EQUIVALENT CIRCUIT OF THE n-RESONATOR, CAPACITIVELY 

COUPLED ACTIVE FILTER 

l_j_ansistors aro identical, the equivalent short-circuit noise currents 
2 

Igk are eclua:1-; but they make unequal contributions to the output noise 

level. Therefore a noise analysis of the circuit in Fig. V-19 requires 

that the noise power contributions from each transistor be summed in the 

output. (The individual noise contributions will be uncorrelated.) The 

noise figure of the filter will be defined in the conventional manner. 

F = total mean source noise voltage at the filter output 

output mean square noise voltage due to the input source only ' (v_19) 

The noise figure for an arbitrary capacitively coupled bandpass 

filter of the type shown in Fig. V-19 is found to be as follows: 

i + n' |( UJR C g r 

r n-2 / e 
C 

k, k+1 
1 + 

Z*" / 

k=0 \ 

ol, \ 2k,2k + l / 
(V-20) 
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r ru 
M ' e b 

N 2R~ + R 
g g 

%(l - 00)|Z|‘ 1 + (V1 -”o0 
2r R 

e g 
1 + 

(7 J 

(V-21) 

C, , i = C, , i k > 0 k , k +1 k, k +1 

h = number of resonators 

UC 

n - 1 

n - 3 

I .P . 

if n odd 

if n even 

The factor N is the excess noise of each transistor alone, when used 

20 
as an amplifier with source impedance . Inspection of Eq. (V-20) 

shows that the active-filter circuit tends to have a higher noise figure 

than would the same set of transistors used as an amplifier. However, 

the actual noise figure depends strongly on the filter bandwidth. In a 

narrow-bandwidth filter, large impedance transformations are required 

between sections, to produce the desired selectivity, but these trans¬ 

formations are not generally the most favorable for noise reduction. 

When broad-bandwidth active filters are compared with transistor ampli¬ 

fiers (which are usually quite broadband), comparable noise figures will 

result. 

Further insight regarding the noise characteristics of the filters 

under discussion is gained by considering only a two-resonator filter. 

In this case, the general expression in Eq. (V-20) reduces to the 

following : 

1 + N WR c 
' g r 

ol 

(JJR C ) 
' g r ' 

(two-resonator filter). 

(V-22) 
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For narrow Fractions bandwidths w, Eq. (V-22) reduces to the following 

approximate form: 

( w R 
F ^ 1 + n' -2L! 

I K Uür 

f*w R 
» g 

K ar. + W I + - (V-23) 

where K = 1 + - 1)/^ and where gi and ii<¿ are the low-pass proto¬ 

type elements used in the design. For the narrow-bandwidth case where 

Eq. (V 23) applies^ the last term on the right is much larger than the 

picceding term^ which shows that the filter noise figure increases in¬ 

versely with bandwidth. Another conclusion of interest concerns the 

dependence of F upon r^. Although the term in brackets in Eq. (V-23) 

increases inversely with r the term in n' involving r is often 
D b 

dominant. Therefore, to first approximation, F is largely independent 

1 • A similar observation can be made regarding the near independence 

of F upon frequency below the alpha-cutoff frequency. 

Example 

The noise figure of the two-resonator filter described in Sec. II-E 

was measured. Two experimental techniques were used, as described in 

Appendix D. The measured noise figures by the two methods are 9.05 dB 

and 9.25 dB. Substituting the following set of parameter values, which 

closely approximate the measured circuit, into Eq. (V-22) yields a 

theoretical noise figure of 9.3 dB. 

r = 20 ohms 
b 

UC = 0.02 ohms 
r 

R 50 ohms 
g 

r « R 
e g 

a = 1 
o 

|z| = |zb|, since Qq - 1 
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VI CONCLUSIONS 

A. Slot Line 

The ability of slot line to propagate a tightly bound wave with 

velocity substantially less than that of light has been verified 

theoretically and experimentally. Slot line can be used compatibly 

with microstrip located on the opposite side of the dielectric sub¬ 

strate. Couplers; filters^ and other components can be made with slot 

line or combinations of slot and microstrip line. The slot geometry 

is convenient for connecting shunt elements such as diodes; resistors^ 

and capacitors, since the wave's voltage exists across the slot rather 

than through the substrate as in microstrip. Elliptically polarized 

regions of H field near the slot may prove useful in ferrite components. 

The second-order solution derived in this report has proved highly 

versatile, yielding slot-line wavelength, phase velocity, group velocity, 

characteristic impedance, and effect of adjacent electric and magnetic 

walls. Future applications of the second-order solution will include 

coupling between slots and effect of metal tnickness. Measurements have 

thus far been limited to X#/\ data on a single test piece. Additional 

measurements of xZ/X and Zq are needed as a check on the theoretical 

computations . 

E. Design Considerations for Microstrip Parallel Coupled Resonator 

Bandpass Filters and Directional Couplers 

Both the modified and new equations for microstrip parallel-coupled- 

resonator filters produce satisfactory designs. In most cases there re¬ 

sults a skewness in the VSWR response, but this is usually satisfactorily 

remedied by slightly lengthening the first and last sections of the 

filter. The skewness of the VSWR is more apparent for narrow-band de¬ 

signs than for wide-band ones. 

Based on the several examples presented in Sec. Ill, it may be 

concluded that both the modified and new equations produce narrow- 

bandwidth microstrip filter designs that have responses only slightly 
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degraded from those of corresponding designs in homogeneous media. Al¬ 

though there is in all cases a shift in the center of the pass band, it 

is predictable by a simple formula for those designs based on the modi¬ 

fied equations. The same formula is not very good for designs based on 

the new equations, although in all the cases which were examined the 

shift was always less than the formula predicted. 

For wide-band designs, again both sets of equations can be used. 

But the new equations, particularly for a?« 1.0, produce designs which 

have better controlled pass-band responses in that the bandwidth and 

ripple more nearly meet the design specifications. Here again, the 

formula for the shift in the center of the pass band works well for de¬ 

signs based on the modified equations, but can only be used as an upper 

limit for those designs based on the new equations. However, for 

aæ 1.0 the shift is sufficiently small that this is not an important 

factor. 

The directivity of microstrip coupled transmission-line directional 

couplers is seriously degraded by differences in the even- and odd-mode 

propagation velocities. For a given ratio of even- to odd-mode velocity 

the degradation is greater for weak couplers. The directivity cannot be 

improved by perturbing the even- or odd-mode impedance since their con¬ 

tribution to the directivity is orthogonal to the contribution from dif¬ 

ferences in the even- and odd-mcde velocities. However, it does seem 

feasible that substantial improvement in directivity can be obtained by 

designing a small mismatch in each port, but suitably located away from 

the coupled region. This would not seriously affect the VSWR. 

Three other important characteristics of microstrip directional 

couplers are: (1) The center of the coupling band is shifted and the 

peak coupling slightly decreased from its nominal value. These effects, 

however, may be predicted from graphs given in Sec. III. (2) The VSWR 

is not seriously degraded. (3) The quadrature relationship of the phase 

of waves at the coupled ports is maintained in the pass band to within 

1.5 degrees . 
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C. Theory and Design of Transmission-Line 

All-Pass Equalizers 

The equalizer network consisting of a three-port circulator having 

(1) the second port terminated in a reactance network of cascaded com¬ 

mensurate transmission lines, and (2) a matched line n0 long in series 

with either the input or output port is a canonical network capable of 

realizing any arbitrary all-pass commensurate transmission-line network 

transfer function of the variable t. The network of cascaded commensurate 

transmission lines is intimately related to the Hurwitz polynomial of the 

transfer function, and a recursion formula for this relationship was 

established. 

The network of cascaded commensurate transmission lines may be re¬ 

placed by an equivalent network, or approximately equivalent network, 

whenever such alternate designs are required, either because of practical 

realizability constraints, or other considerations. Two such networks 

were described. Also, the three-port circulator may be replaced by a 

quadrature 3-dB directional coupler, and the same theory applies. In 

that case the normally coupled ports of the directional coupler are 

terminated in identical reactance networks, and the normally isolated 

port of the coupler becomes the output port of the equalizer. In 

narrow-band applications, the frequency dependence of the coupler may 

be neglected . 

Dissipation loss was found to be very nearly proportional to the 

delay and to have negligible effect on the time delay response. A 

method for determining the constant of proportionality was stated. Also, 

a formula was presented for the midband loss of the general n-section 

equalizer . 

D. Active Filters for UHF and Microwave Frequencies 

An active-filter technique has been described in this report which 

uses a basic impedance rotation effect that is present in any transistor 

at higher frequencies. Study of this effect has shown that stable, 

high-Q inductance can be realized up to and above the alpha-cutoff fre¬ 

quency of the transistors used. Therefore, useful and compact active 
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filters can be built at the lower microwave frequencies where transistors 

are presently available. Since conventional resonators and filters are 

physically large in the lower microwave region, the potential usefulness 

of transistor filters is quite apparent. 

Several active filters have been built at UHF to demonstrate the 

inductive transistor principle. Stable performance with 0 dB insertion 

loss and sharp pass-band corners has been observed . Measurements made 

on current and temperature sensitivity show that the circuits used are 

readily amenable to stabilization against environmental changes. Wide 

dynamic ranges have been observed, in agreement with analytical treat¬ 

ments of noise figure, intermodulation, and large-signal saturation 

thresholds. The inductive transistor filter is recommended for all types 

of small-signal filtering and multiplexing at lower microwave frequencies. 

In future advancement of the active microwave filter art, it is expected 

that the inductive transistor effect will play an important role. 
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ALGORITHM FOR SYNTHESIS OF REACTANCE FUNCTIONS 

IN A CASCADE OF COMMENSURATE TRANSMISSION LINES 
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Appendix A 

ALGORITHM FOR SYNTHESIS OF REACTANCE FUNCTIONS 

IN A CASCADE OF COMMENSURATE TRANSMISSION LINES 

Rule: Let H (t) be the associated Burwitz function of the normalized 
n 

function y (t). That is, 
n 7 

V« - v-« 

V« = ¡¡Tty-T'H (^y 
n h 

(A-l) 

and 

H (t) = numex’ator of y (t) + denominator of y (t) , (A-2) 
n n n 

The value of the jth line admittance of the cascade transmission-line 

network shown in Fig. IV-5 is given by the formula 

H .( 1) - H .(-l) 

yj = H .(1) + H ,(-1) for j = n, n - 1, ..., 1 . (A-3) 
«3 J 

Hj.^it) is given by 

Hi-l(t) = ~TT‘-T tH (tjT^d) + H^(-l)l - 2tH.(-t)H.(l)H.(-l) 
-1 4(t - l) ( -3 L J J J J 1 J 

- HjitJ^Hjtl) - Hj(-l)]J for j = n, n - 1, n - 2, ..., 2 . 

(A-4) 

The above formulas apply equally to the dual network of Fig. IV-5. 

In that case the output in Fig. IV-5 is short circuited, and y (t) and 
; n 

y in Eqs. (A-l) through (A-4) are to be replaced by z (t) and z . 
i ni 
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Appendix B 

MICROWAVE EQUIVALENT CIRCUIT OF THE INVERTED COMMON-COLLECTOR 

TRANSISTOR CONFIGURATION 

The high frequency equivalent'circuit of any transistor configura¬ 

tion is strongly dependent upon the package configuration. Since most 

high-frequency transistors are made with planar-construction techniques^ 

the model in Fig. B-l is a general representation of the reactive para- 

sitics in high-frequency transistors. In the study reported in Sec. V, 

the circuit in Fig. B-l is assumed to be reducible to the model in Fig. 

V-3. The following observations show the relationship between these 

two circuit models. 

Le1 ceb Lbi 

FIG. B-l TRANSISTOR MODEL, SHOWING PACKAGE AND INTERELECTRODE PARASITICS 

(1) The interelectrode capacity C^ is small and appears 

in parallel with the rather large injection capacity 

Ce [see Eq. (V-2a) in the text] together with the 

(usually small) emitter resistance Therefore, 

Cek is neglected in this analysis. 

(2) The interelectrode capacity the emitter lead 

inductance L ,, and the emitter lead capacity C 
el' ^ J eo 

/V 
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form a pi-network that can usually be reduced to an 

effective input capacity as indicated in Fig. V-3. 

Further correction can be made by transforming the 

virtual inductance being synthesized through the 

pi-network . 

(3) The base collector interelectrode capacity C adds 
' be 
directly to the space-charge capacity of the junc- 

tion, with the latter usually being the larger contri¬ 

bution. The base lead capacity C, will have a small 
bo 

effect and can usually be combined with the lead in¬ 

ductance L to yield an effective inductance 
2 

= - 1/0) Cb. Therefore, over modest bandwidths, 

the base-circuit parasitics can be represented by the 

elements L. and C shown in Fig. V-3 
D b 
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Appendix C 

LARGE SIGNAL CHARACTERIZATION OF THE INDUCTIVE TRANSISTOR CIRCUIT 
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Appendix C 

LARGE SIGNAL CHARACTERIZATION OF THE INDUCTIVE TRANSISTOR CIRCUIT 

The equivalent circuit for a symmetrical, one-resonator filter may 

be represented as shown in Fig. C-l, where Z is the Thevenin equiva- 
gG 

lent impedance of the circuit external to the inductive transistor. The 

TA-6684-60 

FIG. C-l EQUIVALENT CIRCUIT OF A SYMMETRICALLY 
COUPLED, SINGLE-RESONATOR FILTER 

transistor current is 

i L + i 
-l/vT{Vg-[Zge+(l-a)z]le| 

G (C-l) 

where IE is the dc bias current and ie is the RF component of the emitter 

current, and VT = q/kT is the equivalent thermal potential. If the ex¬ 

ponential form of the input current is expressed by a Taylor expansion, 

then it is 

where 

in ‘0 + Vg * a2vg * a3Vg * + a V 
n g 

(C-2) 

a 
n 

g 

(C-3) 
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Differentiation yields 

ao = ^ (C-4) 

J1 =[2 
a, = |z + z +(1-0-)2 

e ge r (C-5) 

“2 =2T¡[Ze Zge + (1 ‘ “>Z 

-3 

2lZe + Zge + (1 - ^2] - 3Ze' 

Ze + Zge + U " 

(C-6) 

(C-7) 

If we assume the input voltage V = V sin u)t; then the input 

current^ including terms up to the third order, may be expressed as 

in ia0 + 2 a2 ) + (ai 
3v \ a2V2 

+ a3 I V sm u)t--— cos 2u)t 

a V 
3 

sin 3 uot (C-8) 

from which the large-signal input impedance can be identified as 

7 3V3 
Z. — a + ——— a 
in 14 3 (C-9) 

which is quoted as Eq. (V-12) in the text. 

Third-order intermodulation can be analyzed by letting 

Vg = V1 sin U)^t + Vg sin UJ^t. The spurious current at 2 u) is then 

3a3VlV2 Siri (2 ll)2 - M 
21 (C-10) 

which divides between the source and load portions of the circuit. The 

output spurious power is then 
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21 ge 
21 " 8 (C-ll) 

^here is the real part of Z^e. The available signal powers at (A, 

and u)2 are 

P, = V/8R 
1 1 ge (C-12a) 

P9 = V /8R 
2 2 ge (C-12b) 

so 

P21 = 36 4 -2 Rge (C-13) 

which is used in Eqs. (v-13) and (V-14) in the text. 
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Appendix D 

NOISE MEASUREMENT TECHNIQUES FOR ACTIVE FILTERS 

Figure D-l is a block diagram of the setup to measure the noise 

figure of the active filter. The basic elements used to measure the 

noise figure are the Hewlett-Packard Gass Discharge Noise Source, Type 

349A, and the Hewlett-Packard Noise Figure Meter 340A. For convenience, 

TUNER 

TA-6884-61 

FIG. D-l BLOCK DIAGRAM OF EQUIPMENT USED TO MEASURE ACTIVE FILTER NOISE 

FIGURE 

these components can be grouped into the three cascaded networks shown 

in Fig. D-2. First, is the active filter. The second network is a 

variable attenuator, and the third network consists of a preamplifier, 

a balanced-detector mixer and its assocrated components, the IF ampli¬ 

fier, and the noise-figure meter. The overall noise figure of the three 

LOCAL 
OSCILLATOR TA-6884-62 

FIG. D-2 SIMPLIFIED EQUIVALENT NETWORK FOR FIG. D-l 



F y 

cascade network is 

F = F1 + Lg - 1 + (F3 - 1 L2) (D-l) 

where F^ is the noise figure of the first network; i.e.; the active 

filter L is the attenuation of the second network, and F is the noise 
^ 7 3 

figure of the third network. The insertion loss of the active filter 

is assumed to be 0 dB. 

The overall noise figure F; was measured for various attenuation 

settings of the network 2, as shown in Fig. D-3. From Eq. (D-l) the 

noise figure of the active filter can be taken to be 1 plus the value of 

Fj^ measured for L2 = 0 . From the reading of the intersection of the F# 

curve and the vertical axis, the noise figure of the active filter was 

found to be F^ = 9.05 dB. 

As a check of this measure result, the noise figure of the active 

filter was also measured directly. Figure D-4 is a block diagram of the 

setup for the direct noise measurement. The noise figure F/; of the 

system excluding the active filter is first measured. The overall noise 

figure f' (including the active filter) is then measured. The noise 

figure of the active filter, F^, can be easily calculaled from these two 

measurements. It is 

F1 = F' - (2F'; - 1) . (D-2) 

We note here that the factor 2 in Eq. (D-2) is introduced by the very 

narrow-band active filter, which eliminates one-half of the noise input 

to the mixer. The result obtained in this way is Fj^ = 9.25 dB, which is 

very close to that obtained by the variable attenuator method. 
!. 
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INSERTION LOSS OF NETWORK 2(1,) 
TÄ-6804-63 

FIG. D-3 NOISE FIGURE OF THE NETWORK IN FIG. D-2 vs. INSERTION LOSS OF L, 
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Item 13. Abstract (Continued) 

lines. Design formulas for narrow-band equalizers of up to two cavities are presented, 

and a method for extending the extending the design to a greater number of cavities is 

described. The effect of equalizer dissipation loss is investigated and briefly de¬ 
scribed. Two example designs are presented. 

A technique is described for using transistors directly as high-Q inductors at micro- 

wave frequencies. Several experimental bandpass filters have been built and tested to 

verify usefulness of the inductive transistor circuit. Stable filters with unity 

insertion loss have been realized at UHF. Observations made during temperature cycling 

show that environmental stabilization can also be achieved. Analysis has been made of 

noise figure and nonlinear distortion, and supporting experimental data are provided. 

The inductive transistor circuit is expected to be practical for a variety of small- 
signal filtering and multiplexing applications. 


