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ABSTRACT 

This report is the Final Technical Report for Contract 
Number AF 30(602)-4035,   "Single Channel Monopulse  Techniques. " 
It describes  the  results of a study and investigation to obtain a tech- 
nique for processing both the communications and tracking signals in 
a single receiver in a satellite communications system.    Various 
techniques Awere studied,  with emphasis on Pseudo-Monopulse, 
Frequency  Division Multiplexing,   Time Division Multiplexing,  and 
the Automatic Manual Simulator (AMS),  a mechanical scanning method. 
All sybtems were analyzed to determine basic feasibility.    Detailed 
analyses of the most promising techniques (Poeudo-Monopulse, AMS, 
FDM) were made.    Major factors considered were:   performance in the 
presence  of thermal noise,  errors due to phase and amplitude unbalance, 
normalization (dependence of pointing error en received signal strength), 
acquisition problems,  and equipment complexity.    A relative evaluation 
of all Single Channel Monopulse Tracking Receiver (SCMTR) techniques, 
including three channel monopulse for comparison, was made,  and 
Pseudo-Monopulse was shown to offer the most advantages for the 
stipulated condicions.    A complete  Pseudo-Monopulse receiver design 
was  accomplished and is included in this report.    The AMS technique 
was   shewn to be useful when equipment simplicity is the prime goal, 
and this technique  is also described in detail,  including the results of 
a one-axis analog computer simulation. 
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EVALUiTION 

The objective of this study vas to investigete all possible 
single channel aonopulse tracking techniques vhich would reduce 
equipment coiqplexity in the tracking systea of a satellite 
consnunications terminal, and to develop a design vhich could be 
reduced to practice using the best technique. 

In this program, a literature search was conducted and 
several techniques were evaluated. As a result of this evaluation, 
it was concluded that the Pseudo Msnopulse technique offered 
the most advantages for the stipulated conditions. The block 
diagram of a design which is currently in use on satellite 
terminals is presented. 
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SECTION   I 

INTRODUCTION 

1. OBJECTIVE 

The objective of this study program was to develop a single channel 
receiver technique which could be used in the design of ground terminal 
receivers in a communications satellite system.    The Single Channel Mono- 
pulse Tracking Receiver (SCMTR) technique was developed to satisfy 
design requirements which are discussed in detail in Section II.   A synopsis 
of the basic design criteria follows: 

a. The SCMTR must be capable of processing both tracking and 
communications signals in a single receiver. 

b. The basic technique must result in a design which minimizes 
overall equipment complexity. 

c. The communications link shall be degraded by a maximum of 
2 dB, with a design goal of 1 dB,  over that achieved with a conventional 
three channel monopulse system. 

d. An adequate tracking capability shall be provided, but there 
is no requirement for tracking above that necessary to meet the link 
degradation specification. 

In short, the objective of this study program was to devise a technique 
for combining the tracking and communications information on a single 
channel such that a net savhg in equipment would result (as compared with 
a three channel monopulse receiver system) and at the expense of only a 
slight performance degradation.    That such a concept is feasible can be 
seen by noting that a major difference exists between a tracking system 
(e. g. ,  radar) and a communications system.    In the former, tracking per se 
is the desired result, whereas,  in the latter tracking is used only as needed 
to maintain communications.    In many satellite communications applications, 
basic monopulse tracking capability can be degraded by one or two orders of 
magnitude without greatly reducing the communications capability.    When 
the tracking requirements are reduced,  it is reasonable to assume that some 
savings in equipment can be effected.    This fundamental tradeoff between 



hardware complexity and   degradation of the commuiications link, with 
tracking capability as a variable, was the basis for the study program. 

2. APPROACH 

The program was divided into six tasks, not including the prepara- 
tion of reports.    The first task was to perform a literature search.    The 
search was concentrated in four general areas - general monopulse theory 
and practice,  single channel tracking techniques,  relevant microwave 
{including feeds and comparator) theory and techniques, and relevant re- 
ceiver theory and hardware.    The bibliography to this report is largely 
the result of the literature search. 

The second task was the Basic System Study task.    The purpose of 
this effort was to develop the basic ground rules for the remainder of the 
study.    Basic terminology,  fundamental considerations involving the 
satellite, antenna mount, environmental conditions and other factors which 
determine tracking dynamics, the basic scope of work,  signal characteristics, 
and the communications link characteristics were defined as a part of this 
task.    In addition,  those factors which would be used to compare the various 
SCMTR techniques were delineated.    In short,  this task served to define the 
problem, place reas^.iable limitations on the scope of work, and indicate 
specific areas of endeavor. 

The SCMTR Systems task included the definition and analysis of 
specific techniques.   A generic breakdown included Time Division Multi- 
plexing (TDM), Frequency Division Multiplexing (FDM), and hybrid 
techniques (including pseudo-monopulse and lobing).    Initially, basic 
advantages and limitations of each technique were determined.    Ne^t, the 
most promising techniques were evaluated in detail. 

The fourth task, performed concurrent with the SCMTR Systems task, 
was an equipment limitation study.    The purpose of this task was to determine 
the state-of-the art equipment limitat'.ons for each of the SCMTR techniques 
and to supply the information necessary to perform a tradeoff evaluation 
between equipment complexity and performance characteristics. 

The fifth task was an evaluation of the various techniques on a relative 
basis.   Asa part of this evaluation, a presentation of the results of the 
program to date was made at Rome Air Development Center on 28 November 
1966.    A summary of the evaluation is found in Section III.    Results of the 
evaluation were used to determine the techniques to be used in the SCMTR 
System Design, 

The final task,  the SCMTR System Design, was the design of an 
SCMTR utilizing the best technique, as determined in the SCMTR evaluation 



task.   A detailed design, including block diagrams and, as applicable, 
circuit diagrams which can be reduced to practice was accomplished fcr 
the pseudo-monopulse technique.    This design is presented in Section IV, 
In addition, a less detailed design was accomplished for the Automatic 
Manual Simulator (AMS), a technique which appears advantageous under | 
some circumstances.    The AMS is described in Section V. 

3. SUMMARY OF RESULTS 

The principal result of this program might appear to be the SCMTR 
design described in Section IV.    The real value of the study, however,  is 
in the analyses found in Sections VI through XIII and in the Appendices.    The 
analyses can be used, as appropriate, for a wide choice of systems.    For 
example, the different requirements of large,  fixed site terminals, of very 
small terminals,  of airborne terminals, and of telemetry systems or other 
non-related data gathering-tracking systems can be used in conjunction with 
the analyses to determine the feasibility of using a SCMTR.    For the present 
pi Ubiern - a fifteen foot antenna,  8 GHZ frequency, elevation-over-azimuth 
mount,  transportable ground station operating with synchronous, near- 
synchronous, and 6000 n. m. orbit satellites - the pseudo-monopulse technique 
appeared to offer the greatest advantage.    The AMS was also a desirable 
technique,  particularly in the case when hardware simplicity is of utmost 
importance. 

The results of the study program can perhaps be best summarized 
by describing the contents of this report.    Section II defines the SCMTR 
requirements, develops specifications, defines the scope of the program, 
and discusses briefly the types of single channel techniques.    Section III 
is a summary of the comparative evaluation of all SCMTR techniques.    The 
results of the evaluation led to the design of a pseudo-monopulse system, 
which is the subject of Section IV.   A further result of the evaluation was 
that the AMS technique should be investigated further, and the results of the 
AMS analysis - design are found in Section V. 

Section VI contains an analysis of antenna and feed characteristics 
for both amplitude sensing and phase sensing monopulse systems.    Section VII 
analyzes the effects of pre-comparator and post-comparator unbalances, both 
in amplitude and phase.    Section VIII. considers the normalization problem; 
i.e., the problem of obtaining an error signal which is independent of 
received signal strength.    Section IX is an analysis of a monopulse system 
operating in the presence of thermal noise. 

The TDM technique is described in Section X, and FDM methods, 
including SCAMP, are described in Section XI.    Pseudo-monopulse is 
analyzed in Sec'.ion XII. although a rigorous analysis of the operation in 
the presence of thermal noise is reserved for Appendix 11,    Two-channel 



. ^—;    : 

 -I ■*■■>—I 

monopulse (where the error signals are in phase quadrature) amplitude and 
phase errors are discussed in Section XIII.    The conclusions and recommenda- 
tion s are found in Section XIV. 

Appendix I derives a significant limitation on the efficiency of passive 
(both reciprocal and non-reciprocal) three-ports.   Appendix II contains a 
noise analysis of pseudo-monopulse.   Appendix III contains a survey of 
X-band low noise receivers.   Appendix IV discusses the aateliite acquisition 
problem in a pseudo-monopulse receiving system. 

■ — 



SECTION II 

BASIC SYSTEM STUDY TASK 

1. INTRODUCTION 

The purpose of this section is to define the single channel monopulse 
tracking receiver (SCMTR) requirements.    This program definition 
encompasses the specific contractual requirements, additional req'ürements 
derived from these specifications, a plan for meeting these requirements, 
and a method for evaluating the results of the program. 

The objective of the overall program was to develop a technique 
which would allow a single channel receiver to be used simultaneously 
for both tracking and communications signals.    This SCMTR would mini- 
mize equipment complexity without appreciably degrading the system 
performance compared with a conventional three channel receiver.    Thus, 
a premium was placed on system simplicity and there was no need for 
tracking accuracies in excess of those required for good communications; 
i.e. , an increase in tracking accuracy per se was of no benefit to the 
system.    However, a tracking accuracy sufficient to maintain high sum 
channel gain was mandatory. 

The scope of the program is discussed in detail in this section. 
Specific techniques which were studied are described, and tradeoff analyses 
which were to be made are tabulated.    The results from this task were 
used in the remaining prograr.-» tasks.    The most important output from 
this task was a measure of the 'goodness'' of the various techniques;   i.e. , 
the criteria for selecting the "best" SCMTR techniques.    Other significant 
outputs included limits on the scope of work, fundamental performance 
equations, and identification of the requirements for several specific 
analyses. 

2. COMMUNICATIONS TERMINAL 

The SCMTR design is intended for use in ground terminals of a 
satellite communications system.    The following paragraphs discuss the 
ground terminal characteristics and their impact on the SCMTR design. 
Ground terminal requirements are typical of satellite communications 
terminals.    Farthermore,  the basic requirements do not significantly 
restrict the generality of the expected results, as will be shown in later 
paragraphs. 

The antenna being primarily considered is a 15-foot diameter 



parabola.    Of secondary consideration is a 60-foot parabolic antenna 
as well as sizes in between, when applicable.    The antenna size is of 
major importance when considering initial acquisition,  particularly 
the larger dishes,  since the resultant narrow beamwidths aggravate 
the acquisition problem.    The overall size,  mass,  moments of inertia, 
structural rigidity,  characteristic frequencies, etc. , are extremely 
important in the servo systein design, but these mechanical charac- 
teristics are not of first order importance in determining the SCMTR 
configuration.    The main limitation which results from a given structure 
and its drive system is a maximum value for servo bandwidth.   It will 
be shown in this section that the dynamic requirements are such that a 
very wide servo bandwidth is not necessary.    As a result,  the mechanical 
characteristics and limitations are of minimum impact to the SCMTR 
design and were not given detailed attention during the study program. 
The antenna parameters which are of most significance to this study are 
beam width and gain, and these parameters are discussed in Paragraph 
3.  of this section. 

The antenna will be mounted in an elevation-over-azimuth (Az-El) 
configuration.    This type of mount is conventional and has several 
operational advantages.    It also exhibits a major disadvantage - namely, 
a "keyhole" at the zenith position.    This is easi'y illustrated by consider- 
ing a zenith pass, which is characterized by a constant azimuth angle and 
an increasing elevation angle.    At the zenith point,   the elevation angle 
starts to decrease and the azimuth angle is required to instantaneously 
shift by 180 degrees.    In the case of near-zenith passes a similar situa- 
tion occurs, but the azimuth dynamic requirements are finite.    In all cases, 
whether a 90° maximum elevation angle or a non-restricted elevation angle 
is used,  the keyhole effect is present.    Solutions to this problem are 
available by using some form of computed trajectory and slewing the antenna 
accordingly. 

Use of an Az-El mount implies the need for protective circuitry.    A 
typical mount would,  for example,  contain a mechanical stop, an electrical 
limit, a servo limit and a rate limit.    The mechanical stop is a final, 
structural limit which prevents the antenna from exceeding some elevation 
angle.    Stops would typically occur above zenith (95° to 100°) and below the 
horizon (-5    to -10  ).    The mechanical stops are the final limit and, unless 
failures occur in the other protective circuitry, these stops would never be 
used.    The electrical stops are typically limit switches set to prevent the 
antenna from reaching the mechanical stops.    The servo limit is a mechanism 
which does not allow servo errors to be generated which would cause the 
mechanical stops to be reached.    This servo limit is more restrictive than 
the electrical limit switches.    A rate limit may also be incorporated to limit 



the angular rate toward zenith (when near zenith) and toward the horizon 
(when near the horizon),    Th<.'«e and other protective devices are typically 
a part of the Az-El mount and servo sysi.em design and are not peculiar 
to a SCMTR system.    Further consideration of protective circuitry which 
is conventional to Az-El mounts has not been made,  since it falls outside 
of the scope of the present program. 

The frequency of operation is nominally 8 GHZ with an accuracy 
and stability of one part in 10  .    The frequency, which is compatable with 
present and anticipated communications satellites, is extremely pertinent 
to the SCMTR design.    Equipment limitations,  such as noise temperature 
and gain as a function of hardware complexity, are dependent on operating 
frequency.    Link considerations,  including antenna gains, beamwidths, 
path losses,  rain losses, etc. are also highly frequency dependent. 

Frequency accuracy can affect the SCMTR uesign, and the specified 
value of 1 part in 10    will provide sufficient accuracy and stability for any 
SCMTR techniques presently visualized.    The net frequency uncertainty 
due to doppler,   satellite translators, and short term effects will generally 
be much greater than i part in 10   .    The modulation will, in general, im- 
pose bandwidth requirements significantly greater than the frequency 
uncertainty due to stability limitations.   Asa result, frequency accuracy 
and stability are not restrictive and will not be an important consideration 
in most SCMTR systems. 

Preamplifiers used with the SCMTR must be compatable with highly 
transportable terminals.   A survey of low-noise receivers has been made 
as a part of this program to allow the proper system tradeoffs to be made. 
The survey is included as Appendix III of this report.    Preamplifiers are 
extremely important in this study since the equipment complexity and 
system performance are directly affected, and in conflicting ways.    The 
use of one or more preamplifiers in pseudo-monopulse is discussed in 
detail in Paragraph 3 of Section XII, 

Operation with active satellites with orbits ranging from 6000 nautical 
miles,  to near-synchronous,  to synchronous is required.    These conditions 
include both IDCSP and ADCSP satellites, and are, therefore,  of both 
immediate and long-range importance.    The orbits affect basic link para- 
meters, frequency uncertainty, and the overall servo system.    In general, 
the lowest altitude orbit determines the dynamic tracking requirements 
and the acquisition problem, whereas, the maximum altitude orbit is most 
significant in the communications link budget (received power level,  re- 
quired transmit power level). 

The received signal may be either a CW signal or an angle modulated 



signal.    The satellite beacon signal may be used for tracking and thus the 
need for CW operation.    The communications channel may be frequency 
modulated with analog or digital information.   A maximum analog base- 
band of 8 kHz with a maximum modulation index of 10 is stipulated.    Thus, 
a maximum RF bandwidth of 160 kHz is needed.    The minimum baseband 
frequency will be approximately 300 Hz, assuming conventional voice and 
FDM operational characteristics. 

A maximum data rate of 4800 bits per second has been stipulated 
for the digital signal.    The maximum bandwidth anticipated for the digital 
mode is less than for the analog mode,  since a relatively low modulation 
index can be used to obtain very low bit error rates.    Thus,  the maximum 
bandwidth to be considered is 160 kHz, as established by the analog channel. 
Various combinations of voice and teletype can be accomplished within thin 
bandwidth. 

The signal bandwidths are very important in most SCMTR systems. 
For example,  the maximum bandwidth is important in FDM (for channel 
separation and crosstalk considerations) and TDM (for sampl-ng rate and 
single channel bandwidth).    The ruinimum baseband frequency i3 important 
in pseudo-monopulsc and sequential lobing (for switching rates).    Although 
the minimum information rate,   300 Hz, and the maximum bandwidth,   160 
kHz, will be of prime importance, the impact of different modems on a 
given SCMTR   technique will be cons, lered as applicable. 

i 

3.        SCMTR SPECIFICATIONS 

The basic ground terminal characteristics were discussed in the 
previous section, and resulted in some general SCMTR performance require- 
ments.    Several additional specific requirements were imposed by the State- 
ment of Work (PR C-6-2059) and still others were derived from the system 
requirements.    These requirements have been discussed, derived (as 
appropriate), and tabulated to form the SCMTR Design Criteria. 

Several general subjects,  such as the communications link, will be 
discussed briefly since they affect the overall system requirements.    The 
antenna,  servo system, and basic structural components and the inter- 
relations between these units must be defined to accomplish an overall 
terminal design.    However,  piese units specifically are not within the scope 
of the present work.   As a result,   several key parameters will not be 
specifically discussed, although their effect on the SCMTR design will be 
estimated.    For example, the antenna system inertias, frictions, wind load, 
backlash, and environmental requirements are of vital importance in deter- 
mining the servo design and the res' Itant servo bandwidth.    However,  the 
system is not sufficiently well definec! to determine all of the above 



characteristics, and these details should not affect the basic SCMTR require- 
ments.    The approximate range of servo bandwidths will be determined from 
target dynamics and p?st experience on similar designs.    In short,  the pro- 
blem will not be constrained any further than necessary in order that the 
resultant SCMTR design be as versatile as possible. 

a.        Satellite/Link Considerations 

This paragraph will ciscuss the communications link as it affects 
the SCMTR design.    The up-link,  ground station transmitter to satellite 
receiver, will not be considered since it dees not materially affect the de- 
sign.    A sufficient transmitter po\*er to address the satellite is assumed, 
aud with enough margin to tolerate minor pointing errors (small fractions 
of a beamwidth).    The down-link is important to the SCMTR design in a 
relative rather than absolute sense;   i.e.,  the absolute value of average 
received power would affect the channel capacity (and this is discussed in 
later sections),    but variations in received power are of most importance 
at present.    For example,  variations due to rain,   satellite antenna pointing 
errors,  or ground antenna pointing errors are very important to some 
SCMTR techniques. 

It will be assumed that the down-link signal power will be used 
with only a small margin for variations and,  therefore, antenna losses due 
to pointing errors are of greatest importance.    The absolute power levels, 
such as satellite ERP,   "free space loss",  polarization losses, and miscel- 
laneous filter and line losses are,  therefore, not important individually. 
The receiver antenna gain is not of great importance, for the same reasons, 
but the beamwidth is a critical item.    Similarly,  time variable losses such 
as satellite spin (resulting in satellite antenna gain variations),  atmospheric 
absorption, and tracking error loss (allowable) are important in the SCVfTH 
design. 

The antenna gain, for a 15-foot parabola operating at 8 GHz 
will be 49 to 50 dB, depending upon the efficiency (efficiencies from 55% to 
75% can be obtained.    The half-power beamwidth ranges from 0, 54 to 0. 6 
degrees in the H- and E-planes,  respectively.    A nominal beamwidth of 
0. 58 degrees will be used ir succeeding paragraphs to determine tracking 
dynamics.    If the antenna size were increased to a 60-foot diameter, the 
gain would increase by approximately 12 dB and the beamwidth would be re- 
duced by a factor of 4 to approximately 0. 145 degrees. 

Signal variations caused by the satellite are principally due to 
power di-'sion in the limiter and spin axis effects.    Power division occurs 
in the li      .er when the number of users is greater than one.    Changes in 
the number of users causes changes in the output power in a given channel. 
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Angle With Freezing Altitude as a Parameter 
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It should be rioted at this point, that there is a nonlinear re- 
lationship between the sensitivity of link degradation and azimuth axis 
error.    The elevation error relationship is linear.    This situation has the 
effect of making the link more sensitive to elevation than to azimuth errors 
at all elevation angles above the horizon.    The basis for this statement can 
be tested quite simply by considering the extreme special case at zenith 
where error in the azimuth axis merely rotates the beam about the line of 
sight and causes no link degradation whatsoever, no matter how large the 
azimuth error may be.    Asa result of this variation in link 8eT     .ivity to 
azimuth axis errors, any meaningful assessment of tracking performance 
must be made on a beam-ra.diai rather than a per axis basis. 

The relationship between the beam-radial error that is of 
importance to the communications link and the error in the individual servo 
axes is as follows: 

EBR   =VEEL
2 + (EAZCOSEL)2 (1) 

whe re 
ü-BR ia the beam radial error 
Ej£L ^8 t^e elevation axis error 
ICAZ is the azimuth axis error 
EL is the elevation angle 

The above expression was derived using simple trigonometric 
relationships.    Clearly, at high elevation angles the importance of an aximuth 
axis error is much reduced compared with its importance at the horizon. 
Thjs reduction of link sensitivity to azimuth error at high elevation angles 
compensates to some degree for the magnification in azimuth axis dynamics 
which occuro near zenith.    A relatively crude,  but useful, indication of the 
extent of this compensation can be found as shown immediately below. 

Consider an idealized servo system for which the dynamic 
tracking error in each axis is directly proportional to the angular accele- 
ration of the target satellite as seen by that axis.    The same constant of 
proportionality is hypothesized for each axis, and this constant is normaliz- 
ed to unity for simplicity.   (In an actual servo,  the angular velocity of the 
target and the successive angular derivatives beyond acceleration will also 
contribute to the tracking error.    However,  the latter are negligible and 
the former can be made small in a relatively high K^,   Type 1 servo). 
Equation 1 can then be modified in this special case as follows: 

EBR—'V EL2 + (AZ cos EL)2 (2) 
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where EL and AZ are angular accelerations in elevation and azimuth 
• •       • e 

respectively.    Values of AZ.EL, and EL at the points of maximum AZ 
for passes of the medium-altitude satellite reaching seventy-nine and 
eighty-nine degrees can be read from Table 1 and substituted into this 
equation to find the beam-radial following error in those two cases.    The 
ratio of this beam radial error in the eighty-nine degree cane to that in 
the seventy-nine degree case is 11. 3,    The ratio of azimuth-axis errors 
(azimuth axis angular acceleration for this idealized servo) in the two 
cases is 127, a figure that is an order of magnitude larger.    Although 
this calculation has been performed at a single point in the pass and for 
an idealized servo, the result that it demonstrates is generally valid 
throughout the pass and for any actual servo.    Failure to consider the 
markedly reduced sensitivity of the links to azimuth axis errors near 
zenith leads to an overstatement of azimuth servo performance require- 
ments by more than an order of magnitude at elevation angles of eighty 
nine degrees and above, and by significant amounts at somewhat lower 
elevation angles.    Such overstatement leads in turn to the design of servo 
systems with unnecessarily wide noise bandwidth - causing degradation 
in tracking performance at low S/N ratios due to increased tracking jitter 
error. 

It should also be mentioned at this point that generally, if not 
always, the error signals generated at the antenna terminals are basically 
beam-radial; i.e. ,  orthogonal signals are generated which are a function 
of the beam pointing error.    Thus, it is in the signal processing, and 
more specifically, in any coordinate conversion processes, that the non- 
linear error signals become important. 

Error expressions due to noise, amplitude unbalance,  or 
phase unbalance for example, -which are referred to the antenna beam can, 
therefore,  be used directly and linearly to determine system performance. 
When the signals have been transformed to Az-El coordinates,  the beam 
radial effect must be evaluated with the use of equation (1). 

The zenith pass conditions can be evaluated for the worse case 
orbit of 6000 miles by noting that the angular velocity is approximately 
0,029 degrees per second.    One method for maintaining acme communica- 
tions during zenith or near-zenith passes would be to provide a programmed 
tracking mode which would slew the antenna in azimuth at a predetermined 
rate when the elevation angle exceeded a prescribed value (approximately 
one beamwidth from zenith).    The important characteristics of this method 
are that a maximum error of 0.4 Heamwidth results, yielding a communi- 
cations signal loss of approximately 2 dB maximum.   Another important 
parameter,  in   arms of the servo system,  is the maximum azimuth slew 
rate required,  4, 5 degrees per second.   A tradeoff can be made between 
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the pointing error and slew rate, but these values are relatively close to 
optimum for the present case. 

A more serious problem exists when operation with a 60-foot 
antenna is considered.   Although the target dynamics are unchanged, the 
antenna teamwidth is much more narrow.    Asa result, the zenith pass 
poses   a more difficult situation.    For example, to maintain a pointing 
error corresponding to a ?, dB loss in gain, the azimuth rate must be in- 
creased by a factor of 4,  resulting in approximately 18 degrees per second. 
Of course,   several tradeoffs are available, including a much greater 
signal loss or a complete loss of signal for several seconds.   A rate of 
4. 5 degrees per second, as required in the previous example, would result 
in a signal loss for less than 40 seconds. 

The important points to note concerning azimuth and elevation 
rates are that the azimuth dynamics are much greater than the elevation 
requirements.    Furthermore, the slewing rates necessary for near-zenith 
passes (and also for acquisition) are much greater than the tracking require- 
ments.    The greatest impact on the servo system will probably result from 
the "dynamic range" requirements -- the ratio of the maximum azimuth 
rate to the minimum angular step.    The latter is of greatest significance 
when considering near-synchronous orbits and is a measure of the granu- 
larity of the system.    Although the ratio is not dimensionless,  it serves 
as a useful measure of the system requirements.    For example, a granu- 
larity of 0. 1 beamwidth (about 0. 06°) and an angular rate of 4. 5° per second 
is expressed as a dynamic range requirement of 75, or about 19 dB.   Addi- 
tional servo system requirements will be discussed further in the following 
section. 

c. Servo Bandwidth 

The servo bandwidth requirements and limitations cannot be 
accurately determined within the scope of the present work.    However, 
estimates based on similar operational conditions will serve to provide 
bounds on the performance.    Fortunately,  the precise value of servo band- 
width is not required to evaluate the various SCMTR techniques.   An order 
of magnitude estimate is necessary to simplify the SCMTR analyses and 
this estimate will be made in the following paragraphs. 

The dynamic requirements and structural components, in- 
cluding the dish itself, are of prime importance in the servo design. 
Typical parameters which must be known, determined, and/or evaluated 
include: 
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(1) Inertia with respect to the azimuth and elevation axis. 

(2) Compliance and damV'".ng factor between the gear box and 
reflector. 

(3) Friction in the gear box, both static and coulomb, and 
backlash. 

(4) Maximum wind load torque. 

(5) Maximum and minimum angular velocities. 

(t) Maximum angular acceleration. 

(7) Allowable dynamic lag error. 

(8) The servo gain requirect as a function of frequency, which 
is further dependent upon the type of mount. 

(9) Acquisition requirements,   such as static error from gear 
box to position readout and required scan patterns. 

(10) Input signal characteristics including antenna beamwidth, 
SCMTR gain, AGC characteristics,  SCMTR peculiarities 
(such as scan or lobing rates) and any unusual filtering 
requirements. 

(11) Unusual enviromnental conditions,  power limitations, or 
other applicable system specifications. 

It is apparent that a detailed evaluation of the preceeding 
parameters is neither desired nor necessary.    The basic SCMTR design 
should,  if at all possible,  be independent of most of the above parameters. 
The basic tracking requirements, as discusoed in above section, indicate 
that a relatively low performance servo system would be adequate.    The 
requirements are orders of magnitude less severe than for tracking radars 
with conventional aircraft or missiles as targets. 

The requirements of "typical" satellite communications 
terminals operating with similar ground rules have been evaluated at 
Radiation Incorporated.    The most severe requirements are satisfied with 
servo baadwidths of much less than 1 Hz.    Quite often it is desirable to 
further limit the bandwidth to reduce tracking jitter.    It appears conserva- 
tive to assume that a maximum bandwidth of 0. 1 to 0. 2 Hz would be more 
than adequate for the stipulated conditions.    This bandwidth is entirely 
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compatible with the structural resonances which can be achieved, assum- 
ing conventional military environmental requirements.    The bandwidth 
could be reduced with no adverse consequences as far as the servo system 
itself is concerned.    Therefore, a nominal 0, 2 Hz servo bandwidth will be 
assumed, with a reduction by an order of magnitude possibly desired in 
some situations«    Considering a type 2 servo,  the equivalent two-sided 
noise bandwidth would then be approximately 1 Hz maximuin.    It is relatively 
easy to obtain a selection of servo bandwidths on a single terminal, and this 
eventuality should be considered as applicable. 

d. Communications Bandwidths 

Characteristics of the communications channel were generally 
outlined in section 2,    The most important signal characteristics were 
that CW and angle modulation signals were being considered, with a maxi- 
mum bandwidth of 160 kHz and a baseband range of 300 Hz to 8 kHz.    Opera- 
tion with teletype signals,  both separately and multiplexed, was also 
assumed. 

The widest communications bandwidth need be only 160 kHz 
plus an amount to allow for frequency uncertainties.    If AFC or sweeping 
techniques are used, it is possible to circumvent the adverse effects of 
Doppler shift,  transmitter drifts,  satellite drifts, and local oscillator 
drifts.    Expected drifts are discussed in later paragraphs, and the net 
result is that a maximum communications bandwidth of 200 kHz should be 
adequate.    In the event larger drifts or Doppler shifts occur,   some form 
of AFC would be mandatory to avoid serious degradation of the communica- 
tions channel. 

The minimum communications bandwidth is of interest, 
particularly its relation to the servo bandwidth,  since this will determine 
the severity of the tracking noise problem.    A reasonable minimum 
communications capacity would be a single 100 word per minute teletype 

— 4 channel with an error rate of 1 x 10     .    Possibly a truncated voice channel 
would represent an operational minimum, but the teletype w. LI be assumed 
since it represents a worst case. 

A 100 word per minute teletype channel, with a bit error rate 
of 1 x 10"   ,  requires a minimum theoretical signal-to-noise ratio of (2): 
a) +8. 4 dB when antipodal (e.g., bi-phase modulation of the prime carrier) 
binary signaling is used;   b)   +11.4 dB when binary orthogonal signaling 
is used. 

A degradation of 1 to 2 dB is typical of practical techniques. 
A signal-to-noise ratio of +13 dB (minimum) would be required using 
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PCM/FM {conventional frequency-shift keying, for example).   Equivalent 
noise bandwidths of approximately 150 Hz would typically be obtained 
using FSK with + 42. 5 Hz shifts on a subcerrier.    Under these conditions, 
then,   100 words per minute and 1 x 10"    bit error rate, a signal-to-noise 
ratio of +13 dB in a 150 Kz bandwidth is required.    This implies an input 
carrier to noise density (per Hertz of bandwidth) of 

il   =   +13 + 10 lrg10 150 = +35 dB (3) 

This value is particularly important when considered with 
respect to the tracking channel requirements.    Since a maximum tracking 
noise bandwidth of approximately 1 Hz has been determined appropriate, 
the signal-to-noise ratio in the tracking bandwidth would be +35 dB under 
minimum communications conditions,  (and assuming equivalent noise 
temperatures in the communications and tracking receivers).    This re- 
latively high value of potential tracking channel sensitivity can be utilized 
to simplify the SCMTR design.    For example, a high effective noise figure 
in the tracking receiver would not seriously degrade the tracking perfor- 
mance.    Quantitative results will be obtained for each SCMTR using the 
above signal levels.    More detailed results cannot be stated at this point, 
since the tracking error due to noise is highly dependent on the particular 
SCMTR design. 

e.        Signal Characteristics 

Several basic signal characteristics other than those pre- 
viously determined can affect the SCMTR configuration.    The basic 
modulation (angle modulation techniques and minimum signal levels have 
been discussed in preceeding sections.    Other pertinent signal character- 
istics, including dynamic range, Doppler shifts, and extraneous modula- 
tions will be discussed in the following paragraphs. 

Satellite induced modulations are expected to be relatively 
small,  considering the present state-of-the-art.    However,   some modula- 
tion due to satellite motion is possible.    For example, an "earth coverage' 
antenna mounted on a precessing vehicle could cause an AM and/or FM 
component on the received signal.    Similar effects could be caused by 
atmospheric perturbations (e.g. ,  cloud motion) and incidental AM or FM 
in th-> satellite translator or ground transmitter.    The expected signal 
variations would be very small and should not significantly affect the 
SCMTR design.    In the unlikely event that a signal variation occurred at 
a rate which would interfere with the receiver (e.g. , an AM component 
at the scan frequency in a pseudo-monopulse system),  the receiver design 
could be slightly altered to avoid the interference. 

7 
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Additional signal modulations will be present,  such as residual 
FM,  (short-term oscillator instabilities), incidental AM, and possibly 
variations due to multipath.    All of these effects are expected to be insig- 
nificant as far as the SCMTR design is concerned.    In general,  the u-'-desired 
modulations will be far more detrimental to the communications channel 
than to the tracking channel. 

The input signal levels can be considerably greater than the 
minimum channel capacity signal evaluated in section 3,4   For example, 
input signals which would produce a predetection signal-to-noise ratio of 
20 dB or more in the widest signal bandwidth are very likely.    The resul- 
tant carrier to noise density would be 

C     =   +20 + 10 log10 2 x iO5 = +73 dB 

This is an increase of 38 dB over the minimum C/n previously calculated. 
This   value is also compatable with anticipated satellite communications 
links.    Thus, a 40 dB range of communications signal levels is likely, and 
the tracking channel dynamic range requirements are therefore at least 
40 dB.    Even greater variations are probable when the satellite type is 
changed;   i.e., ERP,  range,  basic capabilities are varied. 

The signal losses due to rain, as discussed in an earlier 
section,  can result in a significant change in signal strength.    The path 
losses and local area losses (due to reflection and local obstructions) can 
also caube signal variations.    The total dynamic range should not greatly 
exceed the postulated vaxues, however.    Lower level signals would result 
in loss of communications and very much higher level signals would re- 
present an unforeseen satellite capability and a significant waste of com- 
munications capability (it could be better utilized by serving more terminals, 
for example).    Thus, a dynamic range specification of about 50 dB would be 
a conservative value,  and it should not unduly restrict the SCMTR design. 

Doppler shifts on the incoming signal are greatest for the 
lowest altitude satellites.    The major impact of Doppler on the SCMTR 
design is in the acquisition mode.    This is due to the extremely slow rate 
of change of frequency.    Thus,  the initial signal frequency uncertainty may 
be large,  but it will not change rapidly and can easily be tracked with a 
slow AFC system.    The maximum expected Doppler shift for a 6000 mile 
orbit is approximately + 100 kHz on an 8 GHz signal.    When near-synchro- 
nous and synchronous orbits are considered, the Doppler shift is essen- 
tially zero. 
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f. Acquisition Parameters 

The exact acquisition problem depends upon a number of 
variables, both in satellite characteristics and ground termiüal character- 
istics.    The general problem is one of locating a signal which has an initial 
uncertainty in both position and frequency.    Thus, a two-dimensional search 
is necessary to find the satellite. 

The frequency uncertainty is due to transmitter frequency drifts 
(beacoD signal drifts),  receiver frequency uncertainties (local oscillator 
drifts),  and Doppler shifts.    The frequency drifts in transmitter and receiver 
are relatively STiall,  ranging from 1 part in 10" to 1 part in 10    typically, 
which corresponds to 8 kHz lo 80 Hz with an 8 GHz signal.    Doppler shifts 
can be greater than 100 kHz, in general.    Therefore, if no other informa- 
tion is available, a frequency uncertainty in the range of the Doppler shift 
is present.   Alternately, a relatively inaccurate "guess" based on ephemeris 
info.rmat.'on would reduce the Doppler uncertainty by an order of magnitude. 
Note lV'f this ephemeris data is necessary to place reasonable bounds on        t 
the space uncertainty.    Two "worst case" values are therefore suggested 
for the frequency uncertainty: 

A frequency range of less than + 150 kHz; would be 
required under the most adverse conditions. 

A frequency range of + 15 kHz would be required 
under normal conditions. 

The spaciai uncertainty is due to three major factors;   ephemeris 
inaccuracies, unknown locality, and unknown local orientation.    The first 
factor is due to measurements on the satellite and, except for the first few 
orbits,  contributes very little to the overall problem.    The second factor, 
lack of precise knowledge of the terminal location can be significant, 
particularly in initial acquisition (the first operation in a given location). 
The third factor is probably most significant in transportable ter.ninals, 
since an inaccurate knowledge of direction (true North) and local vertical 
are directly added to the other uncertainties.   A detailed analysis of this 
problem has been accomplished for a terminal with capabilities similar to 
those in the present case (assuming antenna size,  frequency stability, 
communications capability, and mobility can be used to equate terminal 
complexity).    The results of this analysis are süuply that, for the lowest 
altitude satellites, a maximum spaciai uncertainty of 2 degrees in each 
direction is probable.   A total sweep of -I- 3 degrees in each direction would 
be a conservative value, and should not impose unduly harsh requirements 
on the antenna drive system of servo system. 
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These changes are relatively long term variations (occurring at intervals 
ranging from minutes to hours) and will not be of great importance to the 
SCMTR.    These changes are not vastly different from the variations in 
signal level due to range;   i.e., changes in free space attenuation.    Spin 
axis ripple,  on the other hand,  can occur at rates in the order of a cycle 
per second and with a magnitude in the order of 0, 5 to 1.0 dB.    This 
variation must be considered in some SCMTR designs. 

The most severe potential signal variation is that due to rain, 
particularly at low elevation angles.   At frequencies above a few GHz the 
atmospheric attenuation increases rapidly with frequency.    This effect is 
shown in Figure I, which is a graph of atmospheric attenuation versus 
frequency for four conditions of rain.   Expected path lengths through rain, 
as a function of satellite ele-'ation angle and for several freezing altitudes 
are shown in Figure 2.   A conclusion which can be drawn from these curves 
is that large losses can be expected due to rain when low elevation angles 
are used.    The impact of this on the SCMTR design is simply that a communi- 
cations bandwidth reduction is probable under these conditions,  so a worst 
case analysis based on minimum communications bandwidths should be made. 
The rate of change of atlenuaticn due to rain is, in general,  relatively low, 
so the principal effect L, long term and is reflected in the channel capacity. 

b.        Tracking Dynamics 

The SCMTR is required to operate with satellites in orbits 
ranging from 6000 nautical miles, to near-synchronous, to synchronous. 
Since a large amount of data'1' is available for 5000 mile orbits, a separate 
calculation for 6000 mile orbits was not deemed necessary.    The 5000 mile 
orbit has slightly greater dynamic requirements than the 6000 mile orbit, 
so it can be used in a worst case desigi.    Of perhaps greater significance 
is the fact that these dynamic requirements are not limiting parameters in 
the SCMTR design.    There are two reasons for this:   first,  the acquisition 
mode generally imposes greater dynamic requirements since a spacial 
search must be made to locate the satellite in a reasonable length of time; 
secondly,  the zenith pass represents a worst case problem and this is 
considered separately. 

Target dynamics for low orbits are plotted in detail in reference 
(1).    Selected values from these curves are tabulated in Table 1.   Also 
listed in this table are the dynamics for a 19j000 mile orbit, which is 
representative of a 'near-synchronous" satellite.    The ideal synchronous 
orbit imposes no dynamic requirements,  and a practical "synchronous" 
orbit exhibits very low dynamics compared to the "near-synchronous" case. 
Asa result, the 5000 mile parameters will be used as worst case conditions 
to determine the SCMTR requirements. 
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The variable which has not yet been discasssd is the time 
allowed for acquisition.    Time is a parameter which varies with the 
tactical usage  A the equipment and is particularly important in handover, 
And this is most significant when lower altitude satellites are being u&ed. 
Acquisition times of a few minutes,  for the worst case frequency an/?, 
spaciai uncertainties are not unreasonable.    If an extremely fest acquisi- 
tion time is needed, it could impose additional requirements on the 
SCMTR. 

It is also enlightening to view the acquisition problem from 
a different point.    Consider first the dynamics required of the tracking 
system simply to follow the satellite after acquisition.   It is apparent 
that the dynamics required to acquire the satellite are no less than, and 
are in fact greater than,  the tracking dynamics.    Thus, the acquisition 
mode imposes the most severe dynamic requirements.    For this reason, 
mode switching may be required.    For example, a wide band condition may 
be needed for acquisition, and would result in a relatively large tracking 
error due to noise.    However,  once acquisition was accomplished, a 
narrower bandwidth could be used to reduce the noise errors. 

g.        Additional Performance Requirements 

One performance requirement imposed directly by the Statement 
of Work, Exhibit "A" of PR C-6-2059, is that the SCMTR shall not degrade 
the predetection signal-to-noise (S/N) ratio more than 2 dB, with, a design 
goal of 1 dB.    In order that the communications channel be affected only 
slightly by the SCMTR,  every effort should be made to meet the  1 dB design 
goal.    It is worth noting, at this time, that the c her SCMTR specifications 
discussed in this section are compatible with this requirement,     and that 
the predetection S/N degradation is the single, most important measure 
of SCMTR performance. 

Another performance characteristic which is important to the 
tracking is crosstalk.    Crosstalk in this sense reters to elevation tracking 
errors which would cause signals to appear in the azimuth error channel 
and vice-versa.   A further characteristic which should be evaluated is the 
bias error problem;   i.e. , amplitude or phase unbalance in the system which 
would result in a constant bore sight error. 

The crosstalk and bias error problem can be evaluated for the 
cases of 'amplitude" monopuise and "phase" monopulge,   since one of these 
two antenna techniques is typically uäcd to obtain tracking information,,    A 
detailed analysis is not generally possible without further specifying the 
method for combining the various feed signals to obtain the sum and 
difference signals.    However,   some general characteristics can be found. 
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These characteristics are derived in Secticn VH.   A summary of the 
general factors which are pertinent to this program follow«: 

The microwave-antenna system is assumed to consist of a 
number of feeds,  or elementary elements.    The outputs from these feeds 
enter a device called a comparator.    The output of the comparator consists 
of three separate signals;   the sum channel, elevation error channel, and 
azimuth error channel.   It should be noted that the azimuth error channel 
represents a beam radial component and is actually an error channel 
orthogonal to the elevation error channel, not the azimuth axis mount 
ftrror.    Ideally, the sum channel is maximum and the difference channels 
are zero when the antenna is pointed at the satellite.    In practice, however, 
pointing errors occur as a result of pre-comparator errors;   i.e. , ampli- 
tude and phase unbalances prior to the output of the comparator.    The nature 
of these errors are that amplitude unbalances cause bore sight shifts in an 
amplitude monopulse system and phase unbalances cause boresight errors 
in a phase sensing monopulse feed (the errors being described with respect 
to the feed terminals).    "Opposite" errors (i.e., phase errcis in an 
amplitude monopulse) result in imperfect nulls on boresight.    Thus, a       jal 
appears in the error channei(s)   at boresight, but it represents a minimum; 
i.e. , moving the antenna in any direction would increase the error signal. 
This boresight signal, with respect to the sum channel signal at boresight, 
is often referred to as the null depth of the system.   A specification on the 
null depth wculd therefore place specific requirements on the "opposit-" 
unbalance s. 

It has been assumed for this program that boresight errors 
must be controlled such that the pointing error would cause a relatively 
small sum channel loss;   i.e., any boresight losses must be included in 
the overall sum channel degradation specification.    An important pdnt, 
however,  is that most,  if not all,  of the SCMTR techniques being evaluated 
utilize the same feeds and comparators as a full monopulse system.    There- 
fore, pre-comparator errors will, for the most part,  cause identical 
degradation in all SCMTR methods and in full monopulse.    Techniques which 
do not conform to this general statement should be analyzed to assure that 
realistic pre-comparator errors do not cause significant performance degra- 
dation. 

Post-comparator errors will,  in most cases,  result in cross- 
talk in SCMTR's and cause a loss in gain in nearly all systems.    The gain 
loss phenomenon is usually found in the correlation detector (in the case of 
phase unbalance) or as a direct gain change (in the case of arrplitude 
unbalance).    The major impact of this change in gain is to place more 
stringent gain margin requirements on the servo system.    Thus, relatively 
large post-comparator variations can usually be tolerated without significant 
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system degradation when the pre-comparator errors are small.    The com- 
bination of pre- and post-comparator errors will result in crosstalk.   A 
small amount of crosstalk will cans«; the antenna to "spiral" towards a 
target rather than be moved in the true dir-^ctiöh of pointing error.    Of 
course, when the crosstalk becomes very large, the antenna inward spiral 
becomes a circle and finally an outward spiral,   so a reasonable limit must 
be imposeu on crosstalk.    The impact of post-comparator errors has been 
analyzed for the various SCMTR techniques as appropriate. 

h.        SCMTS Requirements - Summary 

The most important SCMTR system design requirements are 
tabulc.ted in Table ?. 

TABLE 2 

Antenna: 

System Design Criteria Summary 

15-foot diameter;   0. 58° beamwidth. 

Mount: Elevation-over-azimuth. 

Tracking Dynamics: 

Servo Noise Bandwidth: 

See Table 1. 

1 Hz maximum;     0. 1 Hz minimum. 

Acquisition: 

Frequency: 

Modulation: 

RF Bandwidth: 

Frequency Uncertainty: jf 150 kHz worst 
case. 
+ 15 kHz typical. 

Spacial Uncertainty:        _+ 3    typical. 

8 GHz nominal. 
+_ 1 part in 10° accuracy and stability. 

CW or FM 

160 kHz maximum. 
150 Hz minimum 

Receiver Signal Level: 

Sum Channel Degradation: 

C/n of +35 dB to +85 dB, 

2 dB maximum. 
1 dB deaign goal. 
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4.        BASIC SCOPE OF WORK 

The purpose of this paragraph is to describe the overall scope of 
the study program.    This scope resulted from both the requirements of 
the Statement of Work,  PR C-6-2059 and the requirements discussed above. 
The basic purpose of this program has been to develope a design for a 
Single Channel Monopulse Tracking Receiver (SCMTR). 

The SCMTR must process signals received by an antenna to provide 
azimuth and elevation error signals for use in the antenna servo system 
and must demodulate an angle modulated signal to obtain the baseband 
information.    The SCMTR consists of the necessary receive feeds, the 
comparator which forms sum and difference channels,  one or more lov- 
noise preamplifiers, mixers, amplifiers, a single IF amplifier, detectors 
necessary to obtain the azimuth and elevation error tignals,  and demodula- 
tors necessary to obtain the baseband information. 

The objectives of this program are to reduce the complexity of con- 
ventional monopulse tracking systems while preserving their angular 
tracking accuracy and to incorporate the communications demodulators 
into the SCMTR without degrading the pre-detection S/N more than 1 dB 
(design goal).    In order to best obtain the objectives of this program,   some 
aspect? of the problem must be emphasized while others are given only 
cursory examination.    Following paragraphs will discuss the factors which 
have been emphasized in this study. 

Techoiques which can minirm.^ 'rbe feed-comparator-microwave 
circuit components have been investigated, but l^ci design per se was not 
emphasized.    Ample work has been done in this area, a.s evidenced in the 
literature search.    Furthermore,  the feed and comparator components are 
usually common to the different SCMTRs.    An analysis of monopulse antenna 
characteristics is found in Section VI. 

The pre-amplifier,  mixer,  and IF amplifier areas have been of prime 
importance in this program.    It is here that the major system complexity  , 
tradeoffs have been made.    For example,  use of multiple,  complex pre- 
amplifier systems will result in improved performance,  but a significant 
reduction in complexity is possible with (potentially) a small performance 
degradation.    In some SCMTR techniques unduly harsh requirements may 
be pliced on mixer and amplifiers.    Thus,  particular emphasis was placed 
on these elements when the various SCMTRs were evaluated. 

Detector characteristics can be  significant,  particularly when thres- 
hold performance is being considered.    Thus,  any peculiar detector re- 
quirements imposed by a particular SCMTR have been evaluated.    Detector 
parameters are most important when evaluating the tracking errors due to 
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noise, but, as shown earlier, the tracking noise bandwidth is much less 
than the communications bandwidth.    Therefore, detector performance is 
import~nt in only a few SCMTR techniques a 

Although the servo system design is not within the present scope of 
work,  servo design parameters have been considered as they interact with 
the SCMTR.    This effect was evidenced by requirements on signal process- 
ing which might affect the servo system (e.g. . AGC requirements can affect 
servo gain and bandwidth).    Limitations imposed by azimuth and elevation 
drive systems were considered as they affected SCMTR concepts. 

An additicnai case which was considered was the acquisition problem. 
As discussed earlier, acquisition of the satellite imposes requirements 
more stringent than tracking dynamics.    The situation is most acute when 
larger antennae are used.    Specifically, the feasibility of extending the 
SCMTR techniques to tracking antennas as large as 60-feet in diameter 
was considered. 

A requirement imposed by the Statement of Work was that two SCMTR 
approaches be considered:   1)   a SCMTR which incorporated communication 
signal demodulation in addition to forming the error signals and 2)   a 
SCMTR which only forms the error signals.    Since it became apparent that 
a SCMTR technique which combines the communications and tracking signals 
was feasible, the latter approach was not considered. 

Several specific analyses were performed to aid in the design and 
evaluation of the SCMTRs.    Parameters which were evaluated for each 
SCMTR technique include the following: 

a. Equipment complexity - a vital parameter which includes not 
only the size, weight, and other physical characteristics but also the 
difficulty of alignment and the ability to maintain calibration. 

b. Cost - the economics may be a significant measure of the value 
of a technique;   design and alignment costs are considered as well as 
component costs. 

c. Angular tracking accuracy - tracking accuracy is an important 
parameter, but tracking accuracy beyond that necessary to maintain sum 
channel gain does not improve the overall terminal capability. 

d. Sum Channel Degradation - the most important single performance 
parameter;   it incorporates the effects of all aspects of the problem into a 
single factor -- how well ran the basic communications channel function. 
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e. Carrier to noise density requirements - an evaluation of the 
minimum C/n necessary to track the satellite. 

f. Dynamic Range - any peculiar dynamic range requirements du« 
to the different multiplexing techniques. 

g. Bandwidth Requirements - significant bandwidth requirements 
peculiar *o the various SCMTR techniques. 

h.        Pre- and Post-comparator requirements - the amplitude and 
phase linearity necessary to avoid boresight errors and crosstalk. 

The above list is not exhaustive, and other pertinent parameters   were 
evaluated as well (see Section III). 

The basic philosophy which was adopted in evaluating the various 
techniques was one of comparison;   i.e.,  relative merits rather than 
absolute values were used in the evaluation.    In particular, the SCMTR 
techniques were compared with each other ani with a conventional, three- 
channel monopulse receiver system.    In most respects the three-channel 
receiver offe   s the ultimate in performance, whereas the SCMTRs were 
typically less complex.    The basic tradeoff, then, was performance versus 
equipment complexity.    In this sense, an optimum tradeoff occurs when 
the performance is compromised by a negligibly small amount and the hard- 
ware requirements are greatly reduced.   A tabulation of the characteristics 
of each SCMTR, as well as full monopulse receivers is found in Section in. 

5.        SCMTR TECHNIQUES 

This section will describe briefly specific SCMTR techniques, which 
have been analyzed.    These techniques were coarsely evaluated to determine 
their potential usefulness.    Techniques which appeared most promising 
were then evaluated in detail.    Finally,  the most promising methods were 
designed in detail (aee Section IV and V). 

a.        Full Monopulse 

Three channel monopulse receivers were studied for two 
important reasons.    First,  the performance characteristics of full mono- 
pulse was used as a baseline in evaluating all SCMTRs.    Secondly, the 
basic analysis (of full monopulse) was directly applicable to several SCMTR 
techniques.    Therefore,  full monopulse receiver evaluation was a necessary 
part of the overall program. 
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b. Frequency Division Multiplexing 

Frequency Division Multiplexing (FDM) is a basis for a family 
of SCMTRs.    In addition to the basic FDM analysis, an important modifica- 
tion was evaluated, the SCAMP technique^3'.    SCAMP is an FDM system 
which utilizes hard limiting to achieve normalization with respect to the 
received signal strength. 

c. Time Division Multiplexing 

Time division multiplexing (TDM) is another basic technique 
which was investigated.    Pure TDM was analyzed for high sampling rates 
with respect to the communications bandwidth.   A detailed analysis of 
slow TDM was not deemed worthwhile,   since the technique has a serious 
shortcoming;   when a sampling rate slower than twice the basic information 
bandwidth is used, an irrecoverable loss of information occurs.    This loss 
cannot be measured meaningfully in terms of dB of degradation, but must 
rather be described in terms of down time.    Since such a sho: tcoming is 
generally undesirable, and certainly intolerable in tactical situations,  the 
technique was not investigated further, 

d. Hybrid Techniques 

Methods which cannot be classified as either FDM or TDM were 
arbitrarily called hybrid techniques.    It is in this general area that the most 
potentially useful techniques were found.    At least three basic hybrid tech- 
niques appeared promising and were investigated in some detail.    The first 
of these,  called pseudo-monopulse, is a technique for adding a small portion 
of the error signals to the sum signal.    Different types of pseudo-monopulse 
were investigated,  including both square wave and sine wave modulation 
(or sampling) methods.    The basic technique called lobing was investigated. 
Both sequential lobing and conical scan have been examined,  and the tech- 
niques are electrically identical to pseudo-monopulse.    Finally,  the Auto- 
matic Manual Simulator (AMS) was examined.    The AMS is similar, in 
concept,  to an extremely slow lobing system,  with the exception that the 
entire antenna is moved rather than just the feed.   Again,    the signal charac- 
teristics are identical with pseudo-monopulse. 
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SECTION ID 

SCMTR   EVALUATION 

1. INTRODUCTION 

The relative evaluation of Single Channel Monopulse Tracking 
Receivers (SCMTR) analyzed during the program is accomplished in 
this Section.    The evaluation necessarily involves tradeoffs in per- 
formance versus complercity, and is made on a relative basis rather 
than an absolute one.    Tha basic technique used in the evaluation consists 
of assigning weights to each of eleven different factors, and then grading 
each system relatively,  for each factoi.    The three channel full mono- 
pulse approach is included for comparison purposes only.    The overall 
system characteristics of importance to this evaluation were described 
in Section n. 

The various SCMTR techniques, as well as Full Monopulse, are 
briefly described in the next paragraphs.    The descriptions are followed 
by an explanation of the weighting factors used in the evaluation.    This 
is followed by the evaluation itself,  with an explanation of the factors 
and the relative grades.    Finally, the results of the evaluation are 
summarized. 

2. SCMTR TECHNIQUES 

a.        A MS (Automatic Manual Simulator) 

A basic block diagram illustrating the AMS technique is 
shown in Figure 3.    The technique is essentially a conical t>can or lobing 
type system with the scanning accomplished by mechanically rotating the 
entire antenna.    The rotation is accomplished by driving the antenna drive 
and servo system from a low frequency generator. 

The system requires cnly a single feed (not a monopulse feed) 
which drives a receiver utilizing either a manual gain control or an 
extremely slow AGC.    The receiver output is detected in an envelope 
detector.    This detected signal is then compared with the two orthogonal 
generator signals.    This comparison,  done in a phase-sensitive detector 
circuit,  provides the two error signals to drive the servo. 
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b. Lobing or PM (Pseudo-Monopulse) 

A block diagram of the Pseudo-Monopulse technique is shown 
in Figure 4.    Conical scan and sequential lobing are very similar in 
principle and will be included in this discus sich.    The input from each of 
four feeds is used in the comparator to form the sum X . and two difference 
signals ^AZ an£* ^ EL*    ^^e difference, or error signals, are combined 
in the scanner at a relatively ilow rate (less than 100 Hz), and added in- 
phase to the sum signal in the coupler to form an AM output signal.    The 
signals may also be added in quadrature {phase modulation) when the basic 
communications information on the RF carrier is a few hundred Hz minimum 
(lower rates would cause crosstalk with the scanning signal). 

The AM signal is processed through a single channel down 
to some IF, where the signal is divided and supplied to the error detectors 
and the data demodulator.    By proper choice of the switching,  or Q functions, 
the output of the detectors after low pass filtering is the desired normalized 
DC   voltage containing both magnitude and phase information.    Conical scan 
forms the AM signal by physically rotating the single feed,  or electronically 
scanning the single beam,   Asa result,  the comparator and coupler are 
replaced with the beam scanning circuitry, and the remaining circuitry is 
identical to PM. 

c. FM (Full Monopulse) 

Figure 5 shows the basic block diagram of the Full Monopulse 
technique.    Three complete receivers or channels are used, and the 
normalization is accomplished using an AGC voltage derived from the 2. 
channel and applied to all three channels.    This tecljiique requires that each 
channel be matched in phase and amplitude over its entire dynamic range. 
RF amplifiers are shown in the error channels but are not. always necessary. 
The 2, channel output is used as a phase reference in the error detectors. 
The detector outputs are proportional to the error signal amplitudes for 
small errors and preserve the sign information. 

d. TDM (Time Division Multiplex) 

Shown in Figure 6 is a block diagram of the basic TDMj   Time 
Division Multiplex technique.    The system is identical to Full Monopulse 
dov,n to the first IF.   At this point, narrow filters are used to band limit 
the signal before sampling.    This prevents degradation due to high frequency 
noise or extraneous signals present in the IF.    The required switching rate 
is at least 2 W,  where W is the highest frequency component in the signal. 
This switching rate will require an IF bandwidth at 'east 6 W, in order that 
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the output of the IF be essentially zero before the next sample arrives. 
The IF output is supplied to a second switch operated in time sync 
(lagging by the IF delay) with the first switch. 

The post IF switch output is supplied to three filter identical 
to the filters used prior to sampling.   -AGC is developed using the X channel 
filter output and is applied to the IF amplifier to achieve normalization. 
The error detectors and remaining circuitry are identical to the FM tech- 
nique. 

e.        FDM (Frequency Division Multiplex) 

Shown in Figure 7 is a block diagram illustrating the FDM 
(Frequency Division Multiplex) technique.    The RF Amplifier outputs are 
mixed to thrte separate center frequencies such that their individual spectra 
do not overlap.    The difference frequencies fp-fi and i^-i^ are formed and 
applied to separate mixers.    The Z and A signals are summed linearly and 
amplified in the broadband IF.    Again, AGC is developed from the 2. channel 
output and applied to the IF for normalization.    The 2. signal is mixed with 
the signal fp-fj and the mixer sum output at center frequency i^ is used as 
the reference in the error detectors.    The LS signal at center frequency £3 is 
mixed with the signal fjj-fs and the mixer sum output is applied to the error 
detector.    In SCAMP (Single Channel Monopuloe Processor) the AGC circuitry 
is replaced by a symmetrical bandpass limiter used to achieve normalization. 
Otherwise, the block diagram and above discussion here is equally applicable 
to SCAMP. 

3.        WEIGHTING FACTORS 

The factors considered most important when evaluating the techniques 
discussed in the preceding paragraphs are itemized below.   Also,  relative 
weights assigned to each factor are listp<l opposite the factors.    It should be 
emphasized that the relative weights ave arbitrary.    When considering the 
techniques for a specific application the weighting could change.    The values 
listed in Table 3   are felt to most nearly reflect the goals and results of the 
present study in an unbiased manner.    The maximum weight assigned is 10, 
and it appears opposite the factor(s) that are felt to be of greatest importance. 

Sum channel degradation and equipment complexity are given the 
maximum value of 10.   Equipment complexity may in many cases be of 
lesser importance, but one of the major design goals in this program was 
to develop   an SCMTR techrdque with less stringent equipment requirements 
than full monopuise.    Sum channel degradation is unquestionably important 
and is weighted at maximum value.    Normalization and tracking error are 
assigned weights of nine,  since both directly affect sum channel degradation. 
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TABUE 3 

WEIGHTING FACTORS USED IN SCMTS EVALUATION 

Factor Rglative Weight 

Degradation 10 

Normalization 9 

Equipment Complexity 10 

Cost 7 

Dynamic Range 5 

Tracking Error 
Pre-and Post Comparator Errors 9 
Noise Frrors 9 

37 

6 

Bandwidth Requirements 

Synchronization 

Amplitude and Phase Response « 

Crosstalk 8 

Reliability 8 



Tracking errors result from two distinct causes, noise and pre-post 
comparator errors,  so two separate weighting factors have been used.    Cross- 
talk and reliability are both assigned 8,   since these factors may directly 
contribute to sum channel degradation.    Reliability, or lack thereof, can 
result in complete equipment failure with significant down time and costly 
repairs, whereas, crosstalk will result in tracking errors and extraneous 
signals in the »urn channel. 

Cost is the most arbitrary factor in this case, anl is given a 7.    In 
many cases, it is directly related to equipment complexity.    Synchroniza- 
tion, amplitude and phase response, are each weighted 6.    Examples of 
synchronization are time sync of the sampling switches in TDM, which can 
cause gain loss and crosstalk, and filter bandwidth alignments in FDM. 
Amplitude and phase response is important from the viewpoint of distortion 
in the 5- channel.    Loss of normalization and tracking errors are also in- 
troduced if amplitude and phase is not linear.    Finally, dynamic range ano 
bandwidth are interrelated, and both can cause distortion and crosstalk. 

4.        SYSTEM GRADING 

Shown in Table 4 is the System Comparison Matrix.    Each of the 
basic systems, or techniques, appear in a separate column opposite the 
weighting factors.    The first column lists the items used to evaluate the 
different techniques.    Some of the reasons for each relative grading are 
discussed below.   Again, it is emphasized that the numbers are somewhat 
arbitrary and may be changed considerably when applied to a specific 
mission. 

a. Sum Channel Degradation 

FM,  with no sum channel degradation,  receives the maximum 
value of IG, and multiplication by the weighting factor results in a total 
of 100 as shown in the second column under FM.    FDM has relatively small 
sum channel loss, but is given a 9 since it requires a summing circuit and 
broad IF bandwidth.    PM and lobing have similar degradation due to coupler 
and crossover loss,  respectively, and are assigned a grade of 7.   AMS is 
similar to PM or Lobing in that sum channel signal loss is the mechanism 
whereby pointing error is measured and corrected.    TDM has switching 
losses, and is assigned a 5. 

b, Normalizaticn 

All techniques studied have normalization problems for low 
SNRs (10 or less).    However.  PM and Lobing with single IFs and square 
law detectors exhibit the best overall normalization characteristics and 
are given a 9.    Coherent AGC will improve normalization further, but at 
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the possible expense of equipment complexity.    The "SCAMP" technique 
is graded 8,   since it is inferior to PM or Lobing.    FDM and TDM are 
rated 7,   since both require a relatively wide IF bandwidth.    FM and A MS 
require that the AGC characteristics be known, and FM must ha /e the AGC 
curve in its three channels matched over the system dynamic range,  so 
both techniques are graded 4. 

c. Equipment Complexity 

Equipment complexity is meant to include such things as size, 
weight, and quantity of equipment.    The AMS technique requires a lo^v 
frequency generator and detector ülectronics, but a simple feed.    Its main 
feature is its simplicity, and it is graded 10.    PM requires a Q generator 
and scanner, while the Lobing technique requires a Q generator and either 
a mechanical feed nutator or scanning electronics.    PM is thus given a 9 
and Lobing an 8.    TDM requires extremely wideband IFs, narrow filters 
and fast switches and is graded 2.    Since FDM requires a broadband IF, 
seven mixers, and three extra oscillators,  it is given a 4.    FM is relative- 
ly less complex than FDM and more so than Lobing, and is graded 6. 

d. Cost 

In general,  cost is related directly to equipment complexity 
and is graded accordingly.    The weighting factor can be adjusted,  for any 
particular application,  to either increase or decrease its relative impor- 
tance as desired. 

e. Dynamic Range 

The "SCAMP" technique,  due to its limiting, has a 10 for 
dynamic range.    PM and Lobing are then graded 9, ba.ed on a single 
receiver and relatively narrow band IF.    AMS is given an 8,   since it 
requires that the IF gain be normalized or manual gain used.    The wide 
bandwidth and switching loss in the TDM technique requires more RF 
gain relative to the other techniques,  so it is rated 4.    FM requires three 
matched IFs and is given a 7,  compared to the 8 for FDM, which requires 
one relatively wide IF amplifier. 

f. Tracking Error 

As mentioned earlier,  this item is composed of two categories, 
noise and pre-comparator, post-comparator errors.   Each carries a 
maximum value of 5 in grading, making 100 the maximum total points for 
tracking error. 
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g. Noise  Error 

AMSj   Lobing and PM have  similar tracking errors  due 
to noise as  a  result   of their  crossover loss,   and are  rated 2 each. 
FM and FDM have  no equivalent   losses  and get the maximum value 
of 5.    Although no direct   crossover loss  is  experienced in TDV.,   there 
are  similar problems with switching loss in the  error  channels which 
results in loss   Df normalization,   so  TDM is   rated a 4. 

h.        Pre-Comparator and Post-Comparator  Errors 

Lobing and FM exhibit similar pre-comparator errors 
and no significant post-comparator  errors.    AMS has  no comparator 
and has very low  equivalent losses,   so each of the three  techniques  are 
rated 5.      FM has  three  receivers  to  contribute both pre-  and post- 
comparator  errors,   and is  rated 3.     TDM has potential problems with 
matching the  switches and FDM with mixers and filters,   and they are 
graded 4. 

i. Bandwidth Requirements 

AMS,   Lobing and PM require  no increase in bandwidth 
to accommodate  the  tracking feature    and are all rated at the maximum 
value  of   10.     FM,   which uses  three matched IF's,  is  ratsd 9.     The two 
techniques   TDM and FDM require wide  IF bandwidths  compared to the 
information bandwidth and both are  rated 5. 

j . Synchronization 

FM has  no  synchroni zation problemc  and receives  the 
maximum value  of  10.     AMS,   Lobing and PM  require  synchronization 
between the lober and detector,   so each are  rated 9.    Possibly the most 
difficult technique,   insofar as   synchronization is   concerned,   is   TDM due 
to the high speed switches,   so it is  graded 3.     FDM has a bandpass 
alignment problem in the filters,   essentially a   "synchronization'' problem, 
and is rated 6. 

k.        Amplitude  and Phase Re3ponse 

Linear Amplitude and Phase Response  are more  eafll\ 
achieved with wide bandwidths  compared to *he iuformation bandwidth, 
and,   of course,   with fewer components.    AMS,  Lobing, and PM ha\'e a 
single  IF which may be optimized in bandwidth to produce flat amplitude 
and linear phase   response  over  the information band and is   rated  10. 
FDM or TDM with their increased IF bandwidths pose more  severe 
problems,     FDM is given  9,   because  of the increased number of 
components   required,   and resultant alignment problems.     TDM is 
rated 6 due  to  the  requirement for narrow band filtering before and 
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after the   sampling switches.     FM  is   rated 3 since it requires that the 
RF and IF compcnents have matched amplitude and phase  characteristics 
ovei-  the operating dynamic range. 

1. Crosstalk 

Crosstalk includes   tracking  errors from  one  axis, 
azimuth for instance,  affecting the elevation channel and vice versa. 
Also,   crosstalk includes spurious  type signals caused by LO leakage 
from one  channel to another. 

LoMng and PM are  rated 10 because  of the single  receiver 
and LO requireruents.    This assumes  that synchronization is such as to 
not introduce   significant crosstalk between the  error channels.     FM 
requires  three  receivers and three LO's with the isolation (LO) problem 
and is given an 8.    TDM has an isolation problem in the switches  as well as 
LO leakage between channels and is   rated 5.    FDM has a frequency 
separation problem,   together with LO   isolation between channels,  and 
is rated at 4.     "SCAMP" is no better than FDM due  to its hard limiter and 
associated intermodulation products.    AMS is rated 9 because errors in o^e 
axis can slightly affect the other.   This is due to mechanical pointing Vs. 
readout discrepancies,   but is otherwise similar to lobing and PM. 

m.       Reliability 

PM and Lobing require a scanner and nutating feed, 
respectively,   with a single receiver and both are rated a 10 for reliability. 
AMS requires that the antenna drive motor be cycled while tracking and is 
therefore rated 7.    The other techniques,   FM,   TDM and FDM,  are rated 
5,   4,   and 3  in that order.     FM requires  three complete receivers,  but 
FM is considered more reliable than  TDM with a single IF, high speed 
switches,  and narrow band filters,    FDM has several oscillators and 
mixers in additiort to the single IF and narrow filters,  and appears to 
be less reliable than the other approaches. 

5. SUMMARY 

The preceding discussion,   as shown by the totals in the 
evaluation,   indicate that PM and Lobing will each provide a practical 
approach to a Single Channel Monopulse Tracking Receiver design. 
Either approach can be adaptable to mobile stations,  and provide a 
communication signal (sum channel) for data demodulation in a separate 
receiver with less than 1  DB degradation.    Also,  the evaluation indicates 
that TDM is the least desirable  design approach when all the  tradeoffs 
are considered.    AMS, when considered largely   from  the equipment 
complexity and communication degradation standpoint, will provide 
equal,  if not superior,  performance as a SCMTR for the orbital 
dynamics of interest in this study. 
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The two basic techniques,  PM and AMS, were 31 suXf'cient 
interest to warrant further investigation.    PM is useful in not only the 
present situation, but also in those cases where tracking dynamics pose 
more of a problem.   AMS,  on the other hand,   it attractive as a "stand by" 
mode, which would replace (ur augment) a manual mode.   Since each 
technique exhibited significant advantages,  two SCMTR designs were 
accomplished.    The major SCMTR design, found in Section IV, is a 
pseudo-monopulse system.    The less  complex technique, AMS, is 
described in Section V. 
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SECTION IV 

PSEUDO-MONOPULSE SCMTR DESIGN 

1. INTRODUCTION 

The complete design of a SCMTR utilizing the pseudo-monopulse 
technique is described in this section.    The basic system block diagram 
is described, including acquisition and tracking error considerations. 
Next, the subsystem design considerations are discussed.    Following 
this is the equipment description, which illustrates the feasibility of 
implementing the basic concept.    Finally, the basic characteristics of 
the design are summarized. 

2. THE PSEUDO-MONOPULSE SYSTEM CONCEPT 

The basic pseudo-monopulse SCMTR is illustrated in Figure 8. 
The antenna-feed system selected is an amplitude-comparison rnono- 
pulse type.    The sum and two difference beams are formed in the com- 
parator (a series of hybrid tees) and, up to this point, the system is 
identical to a conventional three-channel amplitude monopulse tracking 
system. 

The 8y8fem from the comparator to the receiver is the heart of 
the pseudo-monopulse receiver and is termed the "scanner network", 
Iiiis scanner network takes the two difference channels and time shares 
them at the  output of the "scanner" for error modulation of the sum 
channel.    This concept is illustrated in Figure 9 (although a 12 dB 
coupler is illustrated, a 10 dB coupler is used in the present system). 
The phasing of the three cl^annels from the feed aperture to the output 
of the scanner network is important, but not critical.    For broad band 
operation, the phase lengths should be equal in order to accomplish 
proper phasing.    The separate lines are carefully designed to be tae 
same phase length, and phase length adjustments are built into two of 
the lines to account for any small design or fabrication errors.    Con- 
siderable attention it? given to VSWR at each component interface to 
minimize the effects on amplitude and phase response in the comparator. 

The basic system design is based on concepts developed in 
Section XII;   e.g. ,  the use of a single preamplifier following the direction- 
al coupler is shown to be optimum in a practical situation.    The sum and 
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Figure 9.   Scanner Network Operation 
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di/ference channel degradation caused by the pseudo-monopulae tech- 
nique is also described in Section XII as well as criteria for the selection 
cf the scanning signals. 

The scanner and coupler are followed by a low noise amplifier. 
The amplifier gain is sufficient to establish the receiver noise tempera- 
ture as approximately that of the amplifier itself.    The contribution from 
the following mixer is due to its 8 dB input ncise figure modified by a 
small cable loss between the amplifier output and the mixer input.    The 
total second stage contribution does not exceed 20K at the highest operat- 
ing temperature. 

a. Acquisition Considerations 

Generally, there are no conflicts between the requirements 
of the receiving subsystem for data acquisition and the requirements for 
antenna servo tracking.    However:  iiormai ixceive* ^osign often does not 
adequately consider the receiving subsystem as part of the antent«. servo 
dynamics.    Studies have been conducted which show that the AGC loop 
bandwidth should be at least as wide as the antenna servo bandwidth, and 
preferably much wider.    In addition, the AGC loop should introduce very 
little phase shift at the frequency of the AC tracking error signal.   If the 
pseudo-monopulse switching frequencies can be high enough, the above 
AGC loop bandwidth requirements can very easily be met.    If the switching 
speeds cannot be increased far enough to meet the above requirements 
using normal AGC filter techniques, it may be necessary to use a notch 
in the AGC feedback at the frequency of AC servo error signal.    Using this 
technique the AGC bandwidth can be mide as high as one third of the AC 
servo error signal frequency. 

Another requirement for the AGC loop is that it maintains 
a constant gain at the AC servo error signal frequency over the full 
dynamic range of the RF input levels.    This requirement can be easily 
met from plus 10 dB signal-to-noise ratio in the IF bandwidth to maximum 
RF signal input by using an integrator in the AGC feedback.    With an 
integrator in the feedback the scale factor at the output of the envelope 
detector in volts per degree off target will be down one dB at +10 dB 
signal-to-noise ratio, down 6 dB at zero dB signal-to-noise ratio, and 
decreases 2 dB per each dB of degradation of signal-to-noise ratio, as 
shown in Section VIII.    This can be improved somewhat by using coherent 
AGC.    However,  the use of coherent AGC complicates the receiver design. 
In some cases,    when a phase-lock detector is employed for demodulation, 
the use cf a quadrature detector provides coherent AGC at little additional 
expense. 
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The mission requirements for an automatic tracking 
antenna system oiten place additional requirements on the receiving 
subsystem.    The data bandwidth, the frequency uncertainties, the un- 
certainty of the location of the target,  the RF beamwidth and the servo 
dynamics should all be considered in selecting the antenna search pattern 
and the method of frequency acquisition to be used in the rece'^ing sub- 
system to optimize the probability of acquisition. 

In typical satellite communications links the angular 
uncertainties and frequency uncertainties require that the receiver 
automatically sweep through the frequency uncertainties and automatic- 
ally acquire the signal frequency.    Since the receiver would be sweeping 
in frequency at the same time the antenna is performing an angular 
search pattern, an additional requirement on the receiving subsystem is 
that its automatic frequency acquisition capabilities be sufficient to allow 
the antenna to search the angular uncertainty with a high probability of 
acquiring the signal.    When the signal i.s detected by the receiving sub- 
system, a signal to the antenna position memory circuit must be sent 
from the servo while the target is still within the antenna beamwidth.    The 
receiver frequency search and acquisition system must also allow for 
the probability that the antenna servo system will allow the antenna to 
overshoot sufficiently to move the antenna beam past the source before 
the position memory can return the antenna to the position it occupied 
at the instant it was switched to position memory;   i. e., a period of 
signal loss may occur due to mechanical cvershoot,  since the antenna 
cannot be stopped instantaneously. 

Analyses have been made which relate the receiving sub- 
system frequency acquisition technique, the other system capabilities 
and mission requirements to the probability of detection.    The results 
of these analyses for the particular mission requirements must be in- 
corporated into the receiver design in order to achieve the desired 
probability of detection.    Thia subject is discussed in detail in Appendix 
IV and reference (4). 

b. Angular Tracking Error Analysis 

The angular tracking error analysis is concerned with 
small errors near boresight only,   since large pointing errors would 
result in significant sum channel signal loss.   Also,  since the system 
produces two error channels that are orthogonal,  the errors can be 
treated independently. 

Two basic types of systems,  amplitude and phase sensing. 
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are of the most interest*.    The amplitude-sensing system has each feed 
radiation pattern dispiaced from the antenna system boreeight axis.    Thus, 
for all signals within the antenna beamwidth, except those on bore sight, 
unequal signal amplitudes are induced in the feeds.    When the two signals 
are subtracted, a null is produced only for those signals arriving along 
the boresight axis.   The phase-sensing system has each feed radiation 
pattern symnr.etrical about its individual boresight axes.   All feed patterns 
have parallel boresight axes, and the far field radiation patterns are over- 
lapping,  resulting in equal amplitude signals in each feed for any source 
within the feed beamwidth.    There is a time or phase delay between the 
signals arriving at each feed due to the physical spacing between them for 
all signals arriving off boresight.    The phase characteristics result in a 
well defined boresight axis which is midway between and parallel tc the 
individual feed boresight axes.    In Section VII it is shown that, in the phase 
sensing system, precomparator phase errors cause proportional boresight 
errors and precomparator amplitude errors cause null depth variations. 
The inverse is true for the amplitude sensing system (precomparator ampli- 
tude unbalance results directly in boresight shifts while precomparator 
phase errors cause null depth variations).    In a pseudo-monopulse system 
desi'nr  poet-comparator errors  can be made negligibly small.    In addition to the 
phasa and amplitude errors,  there also exists a pointing error due to noise. 

In the system configuration of interest here, the amplitude 
sensing approach is applicable,  since the feed arrangemert used has a 
single aperture with four closely spaced feeds.    The tracking error is a 
result of many factors, including 

Multipath/Fading 
Servo Lag (dynamic) 
Wiud Loading 
Noise 
Precomparator and Postcomparator errors 
Normalization errors 

However,  for SNR's (Signal-to-noise ratios) of interest, and since high 
pointing accuracy with respect to the antenna beamwidth is not required, 
only noise and comparator errors will be considered in detail.    The re- 
maining factors are system parameters which are essentially independent 
of the SCMTR technique. 

The expected values of SNR in the sum channel, and the 

Although "pure" amplitude or phase sensing systems are not rea^.zable, 
it is convenient to analyze the systems baised on the predominant 
characteristics. 
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phase and gain differentials between the sum and difference channels, 
will be used independently to determine the singi'« axis tracking error. 
The beam radial error will be determined for low elevations, and the 
expected sum channel degradation due to tracking error estimated. 

(1)       Tracking Error Due To Noise 

The exact expression for pseudo-moncpulse noise 
error is found in appendix II.    The expression is 
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when the sum channel signal-to-noise ratio is greater than 6 dB 

The pointing error can be determined from equation 
(6) and by knowing the antenna difference channel pattern.    The feed 
design will produce a difference channel slope,  M^(o), of 

Mr(o)   =     A 

s^; (o) 

(7) 
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which is the slope of the differeice charmel divided by the sum channel 
gain, both evaluated at boresight.    The difference channel signal, PEL* 
is then given by 

PEL 
= Mr (o)' e   ' ^s (8) 

2 
where 9    is t}.e mean square pointing error.    When a high gain servo is 
used, the pointing error is determined by equating the output signal to 
the output noise;   i.e., let the output signal-to-noise ratio be unity.    Then 

1   =  k2.   W   .   Mr2(o).;Tp ,„ 

ß     er 2 

-T      2ßcrz iß 
o     = .  =  (10) 

k2W Mr
2Ps k2 My^C/N) 

where C/N is the carrier to noise density in the sum channel. 

It is apparent from equation (10) that the mean square 
anguJar error due to noise is directly proportional to^J , the servo band- 
width.    Therefore,  smoother tracking results when the servo bandwidth 
is held to the minimum value necessary to follow target dynamics, over- 
come wind loading, and provide an operating ma^^in of safety. 

The expected C/N in a typical synchroueue satellite 
system is found from the link budget of Table 5.   System parameters, 
defined in following paragraphs, are: 

Mr2 = 3. 14 per degree 

k2 = 0. 1 (10 dB coupler) 

ß - 1 Hz 

The resultant pointing error due to noise is then 

92= 2x 1 = 0.715 xlO"6      (H) 
0.1 x 3. 14 x 0.89 x 106 

or 9rms = 0.847 x 10'3 degrees 
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TABLE 5 

TYPICAL SYNCHRONOUS SATELLITE UNK P^JGET 

Satellite (synchronous) effective radiated power: 

Free space attenuation (synchronous): 

Atmospheric Absorption: 

Receiving Antenna Gain: 

Margin for Power Control Error: 

Feed and Line Loss (comparator included): 

Receiver Signal Power: 

Receiving System Noise Density*: 

Receiver Carrier to Noise Density: 

(+) 50 dBm 

(-) 201.9 dB 

(-) 0.4 dB 

(+) 50 dB 

(-) 1.0 dB 

(-) 1.2 dB 

(-) 104.5 dBm 

(-) 175 dBm/cps 

69. 5 dB 

*   The receiver noise density is based on an antenna noise temperature of 
40oK at 10° elevation, parametric amplifier input temperature of 120oK and 
a line loss of 1 dB at 350oK ambient temperature. 
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This shift results in a negligible loss in gain due to pointing 
er:.c.r.    It is apparent that the system is capable of operation at significant- 
ly lower signal levels without degrading the gain as a result of pointing 
angle noise. 

(2)       Pre comparator and Postcomparator Errors 

The errors caused by both pre- and postcomparator 
amplitude and phase unbalance are derived in Section VII.    Sines, in a 
pseudo-monopulse system, the postcomparator errors can be made 
negligibly small, only the precomparator errors are of interest.    Further- 
more,  since a time-orthogonal Q function is used in the scanner, the null 
depth does not cause a bore sight shift (as would occur in a two-channel 
monopulse system for example).    Therefore, the most important error, 
for this amplitude sensing system, is tha bore sight shift caused by pre- 
comparator amplitude unbalance. 

It is shown in Sectiot: Vll that for an amplitude sensing 
syster ,  the condition 

KG(u)   =   1 (12) 

determines bore sight.    Then, 

GA " GB 

GA
+G

B 

M . e (is) 
r 

where G^ and Gg are the equivalent gains of the two elevation sensing 
feeds.    Then, 

Ct-D p -i    G^ + Gg 
i -— =     Mr • e     (14) 

r.. L J       r.. 

Near bore sight, 

GA 

GA + GB   . 
=   2 (15) 

GA 

assuming identical individual feed patterns,  so that 

-'B 
__ =1-2 

GA 

.9] Mr-  9 (16) 
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From this, 

1 - GB/GA 
9   = n    Adegrees (17) 

2 Mj. 

where Gg/G^ is the precomparator amplitude unbalance.    The system 
can be designed to obtain an amplitude unbalance of less than 0,1 dB over 
the frequency band of interest.    This would result in a boresight shift of 

1 - 1.0233 -i 
9   = =   6.6x10  ^ degrees (18) 

2x 1.77 

Again, a negligible sum channel loss occurs due to pointing error. 

The overall rms cystem pointing error due to both noiae 
and amplitude unbalance in both azimuth and elevation is found by combin- 
ing the errors as independent random variables.    The resultant error is 

9e   =   lO"3--y 2 • (6.6)2 + 2 • (0.847)2 

=   9.42 x lO-3 degrees (19) 

The composite error, then, is less than 2% of the beamwidth, and the 
resultant loss in gain will be well below 0.1 dB, as seen from Figure 10, 
the approximate antenna beaui pattern near boresight. 

3. SYSTEM DESIGN CONSIDERATIONS 

The basic factors to be considered in the realization of the SCMTR 
illustrated in Figure 8 are discussed in this section. These requirements 
are based on the general system requirements of Section II and the detail- 
ed characteristics of the pseudo-monopulse technique described in Section 
XII. The detail design/characteristics of the elements considered in this 
paragraph will be described in paragraph 4 of this Section. 

As shown in Figure 8, the signals from each of four separate feeds 
are combined in the cOj.nparator.    Hybrid tees are used to form the sum 
and the two difference signals.    The comparator outputs are combined in 
the scanner arid coupler before entering the receiver.    The coupler output 
drives the receive filter and low noise amplifier.    After filtering and 
amplification, the signals are mixed with the local oscillator and. translat- 
ed to the IF band for demodulation.    The data signal is demodulated in an 
angle demodulator (phase-lock loop or discriminator) and the composite 
tracking signal is detected in an AM detector.    The two axis tracking error 
signals are then separated in synchronous detectors, utilizing the same 
signals which combined the two channels in the scanner. 
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a. Feeds and Comparator 

The amplitude monopulse feed consistg of four cicsely 
gjmeed horns which iliuraJnate a dish or Cassegrain subrefiector.   At 
X-band these feeds are generally used in conjunction with the Cassegrain 
configuration because the corporate feed is large and/or an apex feed 
would present a weight or structural problem and perhaps an electrical 
problem through aperture blockage.    The schematic diagram for the single 
chaimei monopulse feed system is shown in Figure 11.    This system is 
capable of both transmitting and receiving a signal through the same feed. 
The feed consists of 4 horns, 4 dipiexers, 4 magic tees, a ferrite scanner, 
coupler, and polarizer. 

An elevation error signal Ajs and an azimuth error signal 
A. are given by the vector combination 

\ 
(A + C) - (B + D) 

AE 
=       (A + B) - (C + D) 

where A,B,C, and D are the signals at feeds A,B, etc.    Two magic tees 
adjacent to the feeds take the sum and differences '/f signals received 
from the feeds with the sum going out the shunt tee and the difference out 
the series tee.    The series arms of these two magic tees» are then fed to 
another magic tee from which an azimuth error signal is obtained.    The 
shunt arms from the first two magic tees are likewise fed to another 
magic tee which produces an elevation error (in the shunt arm) and a sum 
signal (the total sum received from the four feeds is obtained from the 
series arm).    The two error signals are fed to the scanner, and the sum 
channel is fed to a directional coupler. 

b. Scanner 

The scanner is a device for combining the two error 
channels on a single channel in an optimum manner, as described in 
Section XII.    Early techniques for sampling the channels included diode 
switching (in the UHF range) and various mechanical devices.    The former 
exhibits excessive losses at X-band and the latter is not as reliable as 
electronic techniques.    The most suitable technique at present utilizes 
ferrite phase shifters to obtain the necessary switching-phase shifting 
functions.    These devices are reliable,  capable of high speed operation, 
and can be easily operated with a wide range of switching rates. 

c. Directional Coupler 

The basic tradeoff between sum channel degradation and 
difference channel sensitivity determines the selection of the coupling 
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factor in the directional coupler.    When the scanner itself is lossy, the 
difference pattern gain must be reduced by this amount, thus requiring 
tighter coupling (more sum channel degradation) for a given tracking 
sensitivity.   A 10 dB coupler is chosen for this system,  resulting in a 
0,46 dB loss of communication signal power and approximately J3 dB 
overall loss in tracking sensitivity.    The overall loss is the sum of the 
scanner,  coupler, and line (insertion) losses.    The output of the coupler 
is an envelope modulated signal whenever there is a system pointing error. 
This signal is supplied to the receive filter» 

d. Receive Filter 

The Receiver filter is required to provide most (60 dB) 
of the image rejection for the system.    The filter is a bandstop unit in 
WR 137 guide, providing over 60 dB rejection to frequencies in the band 
7, 86 Gc _+ 25 Mc.    The insertion loss in the receive band of 8 Gc _+ 25 Mc is 
less than 0. 3 dB with input and output VSWR less than 1. 3:1. 

e. Low Noise Preamplifiers 

Low noise amplification of the 8 GHz signal may be 
accomplished by several types of devices.    The device characteristics, 
capabilities, and limitations were surveyed during this program, and the 
results are found in Appendix in.    It appears that a suitable compromise 
between system complexity (compatible with highly transportable terminals) 
and system sensitivity would be best achieved by using uncooled parametric 
amplifiers. 

An uncooled two stage amplifier would provide a minimum 
of 30 dB gain, a noise temperature (including second stage contributions) 
in the order of 110oK, and a fixed tuned 1 dB bandwidth in excess of 50 MHz. 
The amplifier would also provide high isolation (100 dB) to any signals at 
its output terminals,  such as the local oscillator energy used for the first 
frequency down converter.    The maximum in-band signal level for 0.5 dB 
gain compression is -50 dBm, and -20 dBm for 500 Mc out-of-band signals. 

f. Local Oscillator 

Signal sources for the mixer having the required stability 
of 10      over the operating temperature range can be provided using either 
X-band source locked to a stable reference,  or by multiplying the output 
of cryst-tl controlled oscillator.    The X-band source, when locked to a 
stable reference will provide the required stability with a wide tuning range. 
This approach obviously requires some sort of stable reference,  such as 
Hewlett-Packard 5100A/5110A Synthesizer,  that is tunable with the required 
frequency stability, and a method of developing the AFC signal,  üuch as the 
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Hewlett-Packard (Dymec) Synchronize" Model 2654A-M1.    This technique 
provides tunability and frequency stability at the expense of size, weight, 
cost, reliability, and does not lend itself *o transportable type systems. 

The oscillator-multiplier technique appears more attrac- 
tive for transportable systems due to the reduction in equipment required, 
size, weight, increased reliability, and reduced costs.    The multiplier 
can be designed for 10-15 percent bandwidth at X-band, and tunability can 
be accomplished by replacing the oscillator unit itself to provide the de- 
sired output frequency. 

The selection of the LO frequency is based upon several 
factors.    For this design, a single conversion will be used prior to the 
demodulator input.    This will allow the signal to be routed from the antenna 
through the azimuth and elevation cable wraps (or rotary joints) at a re- 
latively low frequency to avoid excesbive transmission line loss and sub- 
sequent system noise degradation. 

The e-sact IF frequency is not critical, but should be based 
upon a spurious analysis, together with hardware compatibility.    The 
latter suggests an IF somewhere below 100 Mc/s, and, since a spurious 
analysis indicates that the lowest order spurious near 100 Mc is of the 
form 2(F£n-FLo)>  ^0 Mc/s IF is chosen.    The fourth order spurious is 
then located at 140 Mc/s center frequency, and is not in-band. 

Next, the choice of the basic oscillator frequency is made, 
again considering spurious and hardware compatibility.    Since the multi- 
plication process will result in all harmonics of the basic frequency at the 
multiplier output, it is wise to choose the basic frequency such that when- 
ever there is mixing between the desired multiplier output and any undesir- 
ed signal (harmonic) at the multiplier output, the sum or difference does not 
equal the IF frequency.    Therefore,  the basic frequency should not be near 
70 Mc/s, and a frequency near 124 Mc/s is selected.    This will require a 
X64 multiplication factor to provide an LO frequency at 7930 Mc/s using 
low side injection to produce the 70 Mc IF. 

The first frequency translation signal is derived from a 
crystal controlled oscillator and multiplier.    The multiplier is a solid 
state X64 unit capable of +10 dBm minimum output power over the band 
7. 930 Gc + 25 Mc at all operating temperatures.    The multiplier accepts 
an input level of +10 dBm, in the frequency range 123-125 Mc. 

The basic frequency is provided by a crystal-controlled 
oscillator in a dual proportional-control oven.    Frequency stability is 
l(10^)/24 hours, and 1(10°)/15 minutes.    Warmup tii.ie is less than 30 
minutes at the lowest operating temperature.    The output power is +13 
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dBm minimurri at a frequency of approximately 124 Mc, 

g. Mixer-Preamplifier 

The mixer-preamplifier design must result in a device 
•which will simultaneously translate the incoming RF energy at 8 GHz 
to an IF where suitable demodulators are available, and provide a noise 
temperature that will not significantly degrade the system noise perfor- 
mance.   Recent work in microwave diodes'5' have resulted in lower 
noise characteristics, and mixers utilizing Schottky barrier gallium 
arsenide diodes, when properly optimized, display near minimum 
theoretical mixer noise figures. 

Tests on single-ended X-band mixers have indicated noise 
figures as low as 4,8 dB, including a 1. 5 dB IF noise figure.    Use of low 
noise mixer-preamplifiers eliminates the need for low noise amplifiers 
preceding the mixer such as TDA's (Tunnel Diode Amplifiers) or TWT'r 
(Traveling Wave Tubes), as single side band noise figures of 6-9 dB ar 
available using preamplifiers with noise figures of 2.0 dB or less. 

A balanced mixer configuration is preferred for several 
reasons: 

(1) Efficient use of LO power.    All the LO power (and 
the signal power) ultimately reach the diodes.    This results in an overall 
improvement in conversion efficiency,  requiring less LO power than the 
single diode configuration. 

(2) Low VSWR's over wide frequency ranges.    Reflec- 
tions at the diodes, where a 3 dB coupler is used as the coupling mechan- 
ism are propagated out the other input arm.    This will result in relatively 
poor isolation between input arms, and impedance match at each diode 
is important to insure high isolation (20-30 dB) plus low VSWR. 

(3) Local Oscillator Noise Suppression.    The use of 90 
degree differential phase shift hybiids and reverse polarity of one diode 
with respect to the other allows suppression of LO noise components at 
the IF output, while the IF components add in-phase.   Additionally,  strip 
line couplers and short slot hybrids in waveguide lend themselves to very 
compact balanced mixer assemblies. 

The parametric amplifier output is supplied to a low-noise 
mixer/preamplifier combination and mixed with a local oscillator fre- 
quency to produce a 70 MHz center frequency output.    The RF to IF gain 
is 50 dB + 3 dB, and the input noise figure (single side-banc1.) is less than 
8 dB, using no low noise amplification prior to the mixer.    The input 
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passband is in excess of 50 MHz at 8 GHz, with a 20 MHz (1 dB) passband 
at the 70 MHz output terminals. 

The saturated output power is +10 dBm minimum,  result- 
ing in a -70 dBm in-band saturation level for the overall system.    Local 
oscillator power required is +3 dBm, in the frequency range 7.9- GHz 
+ 25 MHz.    The 50 MHz LO and RF bandwidth will allow any 20 MHz in the 
RF passband to be translated to a center frequency of 70 MHz by changing 
the LO frequency.   Amplitude variations are lese than + 0. 3 dB over the 
20 MHz output bandpass and all internally generated spurious signals at 
the output are at least 60 dB below the desired output signal level, 

h. Demodulator Subsystem 

The Single Channel Monopulse Tracking Receiver demodu- 
lator operates on the incoming RF carrier at 70 MHz center frequency 
and delivers baseband or multiplexed information plus elevation and 
azimuth error signals to the   erminal equipment and servos,  respectively. 
Figure 12 shows the basic operation of the demodulator. 

Vhe demodulator accepts the 70 MHz signal, converts it 
down to 21.4 MHz using a mixer with a local oscillator injection signal 
from a Voltage Controlled Oscillator (VCO).    The 21.4 MHz signal is 
then amplified and filtered in a filter whose passband is tailored to the 
information bandwidth.    The signal is centered in the filter passband by 
the AFC circuitry, which controls the frequency of the 43.6 MHz VCO. 
Ihe filter output is fed to a post amplifier that provides four outputs, all 
at approximately 1 millivolt into 50 ohms. 

One output is supplied to an AM detector for envelope 
detection of the 21.4 MHz IF signal.    The detected AM is supplied to the 
AGC amplifier.    The amplifier compares the DC value of detector output 
with a preset voltage K, and any difference is amplified and used as a 
means to control the gain of the 21.4 MHz IF amplifier to maintain the 
detector output at a constant value.    The loop time constant is set to 
approximately 1 second. 

Another output is supplied to a 21.4 MHz discriminator. 
The discriminator output is a DC voltage that is integrated, amplified, 
and Uien used to control the frequency of the VCO. 

The remaining two outputs drive two phase detectors,  one 
in the phase lock loop, and another that develops the error modulation 
signals and a coherent DC voltage that is used to indicate a locked con- 
dition in the demodulator.       The upper phase detector output drives a DC 
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amplifier and filter whose output is used to control the 21.4 MHz VCO. 
The filter output is proportional to the frequency deviation of the 21.4 
MHz carrier and, iherefore, provides the FM data output to t^m baseband 
amplifier.    The lower phase (synchronous) detector is driven in quadrature 
with the upper phase detector and acts as an amplitude detector when the 
loop is locked.    The synchronous detectoi? output is supplied to four 
different locations: 

One output of the synchronous,  or coherent detector, is 
supplied to a DC amplifier where the DC component is compared to a 
preset voltage K, and the difference amplified and used to drive the lock 
indicator. 

Another output is fed to the phase lock detect and sweep 
stop circuitry, to disable the /FC sweep circuitry whenever the loop is 
locked.    The sweep remains disabled for a period of about four seconds 
after lock is lost, due to an input from the signal detector circuitry.    This 
technique allows for momentary loss of signal without the AFC sweef   >eing 
activated. 

The remaining two outputs from the synchronous detector 
are fed to the pointing error detectors.    These detectors are also fed from 
the Q function generating equipment that drives the scanner.    Whenever 
the proper synchronization is achieved,  one error detector output, alt«? 
low pass filtering, is the normalized elevation error signal and the other 
detector output provides the azimuth error signal to the servo equipment. 

The AGC loop is basically defined by Its time tant and 
dynamic range.    Since the principal variation in signal !< •'• used by 
a non-synchronous satellite from horizon to horizon,  H dynamic 
range is not required.   A 40 dB AGC range will suffi». wide 
range of signal levels which may ultimately be expected,    /' fast AGC 
is not required to avoid saturation and since a slow AGC is vi *if> to 
acquisition, an AGC time constant in excess of 0, 5 seconds 1L rded, 

i. Q-Function Generator 

The Q-Function generator is required to develop orthogonal 
sampling signals.    The sampling signals are used to drive the ferrite 
scanner, where the multiplexing is accomplished, and to drive error 
detectors, where the final demodulation is accomplished.    In the present 
case, the geuerator is required to develop four pulsed waveforms, equally 
spaced from each other.    The basic repetition rate can je set somewhat 
arbitrarily.    In the present system, a 25 to 3C Hz rate is selected.    The 
rate must be much greater than the servo bandwidth (1 Hz) and less than 
the lowest information rate (300 Hz) to avoid potential crosstalk problems. 
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One final consideration is to avoid, when possible,  subhafmonics of 
power line frequencies,  since hum would cause error signals to be 
generated in a power line coherent system.    The Q-function generator 
should also incorporate a timing or phase adjustment to compensate 
for the propagation delays through the scanner and receiver.    This 
variable, a one-time adjustment, insures that orthogonal demoduiation 
is accompiishei, thereby avoiding crosstalk between azimuth and eleva- 
tion channels, 

4. EQUIPMENT DESIGN 

a. Satellite Communication terminals are generally required 
to transmit and ieeeive circular polarization.    To obtain this polarization, 
a device called a polarizer is inserted between the duplessr and the feed 
horn.   A four polarizer combination,  one for each feed, is needed in the 
present case,   /in axjal ratio of less than 1 dB across the receive band 
can be achieved with the polarizer.    The duplexing and polarising functions 
can be combined,for systems having two way capability (transmission as 
well ag reception).    The transmit port should be isolated at least 30 dB 
from the receiver port.    If one way capability is desired, the duplcser may 
be omitted and the comparator is attached directly to the polarizer. 

The comparator and feed horn are connected to the duplexer- 
poiarizer combination to form the complete feed assembly.    The VSWR 
can be maintained less than 1. 1 at both transmit and receive ports across 
the band. 

Typical sum and difference patterns for a 15 foot parabolic 
diah at 8 GHz is shown in Figure 13.    The 3 dB beamwidth is approximately 
0,57 degrees, and the gain is 50 dB relative to Isotropie.    The null,  or 
bore sight will shift for any unbalance in the precomparator arms but this 
unbalance can be specified and calibrated to be less than 0. 1 dB across the 
receive band.    The sum and difference patterns are both plotted on the same 
ordinate scale.    The relative on-axin difference slope can be computed 
from Figure 13, and is approximately given by 

S^' (0) 0,1 
Mr(0)   =    =  =   1.77 per degree  (20) 

S^. (0) 0.0565 deg 

b. Scanner 

The scanner,   shown schematically in Figure 14,  uses two 
folded magic tees with the parallel arms connected by two identical 0° to 
180    differential digital latching ferrite phase shifters.    The two difference 
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signals are fed to the E and H arms of the first hybrid and switched se- 
quentially by the phase shifters to the output arm of the second hybrid.    The 
output signal is a square wave sampling of the two difference signals pro- 
viding sequential lobing of the antenna beam. 

A Ferrite Scanner developed for a similar terminal uses +28 
V DC for the driver power and four trigger pulse inputs, one for each state 
of each phase shifter.    Since ferrites are temperature sensitive and the 
unit would be used over a typical temperature range of -250F to + 150 F, 
the ferrite portion of the scanner is thermally insulated from the hybrid 
tees and temperature controlled at J-IBO^ +^ 50F.    The power used to tem- 
perature control the scanner is 120 V 400 cycle AC, but the unit also 
operates with 60 cycle power.    The scanner is completely militarized and 
has a calculated MTBr  of 500,000 hours.    Operation characteristics are 
given in Table 6. 

c.        Directional Coupler 

A standard waveguide directional coupler with 10 dB coupling 
end 20 dB directivity can be used.    Connecting lines in the system are WR 137 
waveguide using CPR 13V flanges.    Lines should be capable of pressurizatiou 
with 1 psig of dry air.    The coupler should be compatible with these interface 
requirements. 

d. Receive Filter 

As discussed earlier, the receive filter is used to provide the 
receiver with adequate image rejection.    For a passband at 8 GHz + 25 
MHz and using low side injection with a 70 MHz IF, the image band is 7. 86 
GHz + 25 MHz.    Thus, the filter must pass frequencies in the range 7975- 
8025 MHz witi  as low insertion loss as possible, and reject frequencies 
in the band 7835-7885 MHz at least 60 dB.    The low insertion loss is re- 
quired to avoid system noise degradation,   since each 0. 1 dB loss Will add 
approximately 70K to the overall system noise temperature.    The filter is 
a ? cavity direct coupled 0.02 dB ripple Chebyshev filter.    The unit is 
electroformed out of copper with all inside surfaces gold flashed to reduce 
loss. 

The measured rolloff characteristic of a breadboard 7 
cavity filter suitable for use in this design is sh'. -n in Figure 15, and the 
VSWR in Figure 15.    The actual filter stopband in :his case extends below 
7835 MHz and the rejection exceeds 60 dB at 7885 MHz.   As shown in 
Figure 16,  the VSWR is less than 1.05 in-band.    The insertion loss is 
approximately 0. 2 dB at 8. 0 GHz and less than 0. 4 dB at the lower band 
edge.    Further optimization of this  unit would allow tne maximum in-band 
loss to be less than 0. 2 dB. 
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TABLE 6 

FERRITE SCANNER OPERATING CHARACTERISTICS 

Frequency Range: 

Insertion Loss: 

Phase Shift: 

Isolation: 

Variation in OveralJ Phase Shift Between 
Asdemblies: 

Input Power: 

Hybrid Characteristics; 

Unbalance; 

Drive Requirements: 

8 GHz + 25 MHz 

less than 1.0 dB 

0° to 180° latching per 
phase shifter 

Input to output, 20 dB minimum, 
for the unde sired signal input 

+_ 20    maximum 

28 VDC,  +0.028 V, 
1 watt maximum 

Folded H plane 
VSWR, E-arm: 1. 10 maximum 
VSWR, H-arm: 1. 10 maximum 
Isolation, E and H arms: 40 dB, 

minimum 
Isolation,   Parallel arms:   25 dB, 

minimum 

0. 10 dB maximum 

Each phase shifter is two wire, 
with a 0 to +12 + 3 volt pulse 
of 10 microsecond duration to 
switch from one state to another. 
One line for 0° state, and one line 
for 180° state. 

The drive pulse has the following characteristics: 

(See Page 2 of Table 6) 
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(Page 2) 

+12 + 3 volt«    « 

10 + 1 pa 

+0. 5 + 0. 5 volts 

1 >i8ec max. >i8ec max. 

Repetition Period ia 40 + 4 ms 
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e. Preamplifier 

The basic approach selected for the preamplifier is a single- 
ended one -port difference frequency amplifier.    The single-ended approach 
is chosen to meet the low-noise requirement at lower pump powers and 
provide a fixed tuned bandwidth.    Figure 17 shows the block diagram of the 
amplifier and remote controls.    The amplifier consists of two cascaded 
ampiifier modules each integrated with three circulators, pump circuitry 
components, and remote controls.   Bias to each amplifier is injected 
separately through tees in the RF line after each amplifier module to permit 
individual and independent adjustment of each stage.   A DC blocking capaci- 
tor isolates the individual stages, while a low pass filter is used between 
stages to provide additional filtering to the idler and pump frequencies. 
Pump power is sampled, detected and compared to a DC reference voltage 
K.    The difference,  or error, is amplified in a DC amplifier and used to 
control the attenuation in the pump line.    Thus,  constant pump power is 
supplied to each diode.    The leveling circuitry is provided in one integrated 
module, 

Temperature stabilization is used to insure stability over the 
entire temperature range using heaters and thermostats.    The thermostats 
are set to maintain the enclosure at a temperature (120 F) near the upper 
end of the operating range.    For ambient temperatures above 120 F the 
heating circuitry is disabled.   Air is circulated in the enclosure by a blower. 
Air circulation is disabled at low temperatures (below 30oF) to avoid un- 
necessary losses through the enclosure walls.    Temperature stabilization 
is used mainly to prevent changes in varactor contact potential,  pump power, 
and frequency.    A summary of the amplifier performance requirements is 
listed in Table 7. 

f. Local Oscillator 

The local oscillator consists of a low frequency crystal con- 
trolled oscillator followed by a multiplier.    These components will be 
at scribed separately in following paragraphs. 

(1) Oscillator Design.    The oscillator design approach 
uses a dual proportional control oven to provide frequency stability over the 
temperature range, and solid state circuitry to multiply the oscillator output 
to the desired frequency.    The outer oven operates at 70 C and the inner 
oven at 750C to provide heat transfer from inside to outside at the highest 
ambient operating temperature.    The ovens require 15 watts of DC power at 
turn-on and the warmup time is approximately 20-25 minutes at the lowest 
operating temperatures.    Power required after the warmup period is about 
5 watts.    The oscillator itself uses a basic 25 MHz fifth overtone crystal. 
The crystal drive is chosen to optimize stability and noise characteristics. 
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TABUS 7 

PARAMETRIC AMPLIFIER OPERATIONAL CHARACTERISTICS 

Input Frequencies: 

Passband: 

Overall Gain: 

Tuna bill ty: 

Noise Temperature: 

Dynamic Range: 

Susceptibility to Out-of-Band 

Frequencies: 

Amplitude Response: 

VSWR: 

8 GHz + 25 MHz 

50 MHz minimum at 1 dB points 

30 dB minimum,  35 dB maximum 

Fixed Tuned 

100oK at 290oK ambient temperature. 
The noise temperature will degrade to 
1170K at 3390K ambient.    These temper- 
atures are in the presence of a source 
VSWR of 2. 0:1 and at any phase 

-40 dBm in-band at 0, 5 dB gain 
compression or less 

The amplifier is unaffected by -20 dBm 
signals 500 MHz out-of-band 

The amplitude variation is less than 
+ 0.2 dB/10 MHz over the passband. 
The response does not vary more than _+ 0. 5 
dB over the entire passband. 

Input and Output,  1.5:1 maximum.   All 
performance requirements are met when 
the amplifier is driven from a source 
with VSWR = 2. 0:1  in WR 137 waveguide, 
and driving a 50 ohms (VSWR = 2. 0:1 
load in coax (RG 214/U). 

{See Page 2 of Table 7) 
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TABLE 7 

(Page 2) 

Primary Power: 

Reliability: 

Air Leakage: 

Operating Temperature: 

Non-Ope rating Temperature: 

RFI: 

Relative Humidity: 

Elevation: 

Operating: 
Non-ope rating: 

Vibration: 

Remote Controls and Indicators: 

208 volts + 5%, 3 phase 400 + 12 Hz 
4 wire 200 watts maximum at a power 
factor of 0.85 or higher 

The equipment has a MTBF (Mean Time 
Between Failure) of 10,000 hours 

Less than 1 cc/hr under 1 lb. psig at 
input, output or both. The amplifier 
will withstand 10 psig 

Air temperature from -30 F for periods 
of 3 days, to +150oF for four (4) hour 
periods daily 

Continuous exposure, air temperature 
from -80oF for 24 hour periods, to 
+ 1550F for 24 hour periods 

MIL-I-11748 for Class I equipment 

5% at air temperatures of +i50oF 
97% at temperatures of 850F with 
condensation below 850F 

Up to 10,000 feet above sea level 
Up to 40,000 feet above sea level 

5-55 Hz 0.03 inch double amplitude 
55-500Hz + 5G 

Run time monitor, pump power monitor, 
beam and repeller voltage test points, 
gain and frequency adjust.    ON-OFF 
switch, bias voltage and attenuator 
current test points, and system voltage 
meter with test selector switch 

(See Page 3 of Table 7) 
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(Page 3) 

Connectors: 

Size and W«ight: 

Input, CPR 137 waveguide 
Output,  Type "N" female coax 

The antenna mounted enclosure is 
16" x 16" x 7" and weighs 45 pound* 
The control panel is 14" x 14" x 12" 
and weighs 25 pounds. 
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The oscillator output is multiplied in a X5 multiplier with 
the circuitry outside the oven, and the multiplier output is supplied to a 
narrowband crystal filter centered at the output frequency.    Sufficient 
interstage filtering is used to suppress the nearest harmonic at least 80 
dB below the desired output level.    The oscillator unit has the operational 
characteristics listed in Table 8. 

(2) Multiplier 

The X64 multiplier requires an input signal in the 
range 123-125 MHz, approximately, and provides a CW signal in the 
frequency range 7.930 GHz + 25 MHz at a level of +10 dBm, minimum 
over the operating temperature range -30 F to 150 F.    The design uses 
two doublers in a transistor-amplifier-multiplier module, and two step 
recovery diodes, each providing X4 multiplication, in a diode multiplier 
module.    Successive interstage filtering is used to provide at least 80 dB 
rejection to the nearest harmonic.    The multiplier has the operational 
characteristics listed in Table 9. 

g.        Mixer-Preamplifier 

The mixer design utilizes a balanced configuration with the 
signal input and LO inputs on opposite sides and orthogonal to each other. 
The configuration is normally referred to as "crossbar", and its main 
advantage is in size and weight. 

The crossbar configuration performs much as a magic tee, 
with the LO and signal inputs isolated from each other similar to the E- 
and H-plane arms on the tee.    The diodes are mounted in the parallel arms 
of the tee in their respective holders.    Both signal and LO ports are coaxial 
(type "N" female) and the IF output is coax to the preamplifier input.    The 
mixer uses two matched Schottky barrier gallium arsenide diodes. 

The IF amplifier utilizes 6 stages of amplification each 
providing approximately 8 dB of gain.   Each stage has predictable 
variations with temperature using highly reliable planar epitaxial silicon 
transistors.   Also,  the overall unit is temperature compensated to provide 
stable operation from -30 F to 150 F.    The mixer-preampJifier performance 
characteristics are listed in Table 10. 

h.        Demodulator Subsystem 

(1) Input Filter.    The input filter is used to reject out-of- 
band signals present at the demodulator input and prohibit the 48,6 MHz 
VCO from Jeaking out the input terminals.    For a filter 3 dB bandwidth of 
4 MHz, a 3 section Butterworth filter will reject the 48.6 MHz sig lal 
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TABLE  8 

OSCILLATOR OPERATIONAL CHARACTERISTICS 

Frequency: 

Frequency Stability: 

Residual FM: 

Output Level: 

Spurious and Harmonics: 

Connectors: 

Power Required: 

Warmup Ti.me: 

123-125 MHz 

1/108 per 24 hours and 1/109 per 15 
minutes.    This stability is provided 
at any temperature within the operating 
temperature range.    The temperature 
may change to any other temperature 
within the operating temperature range 
and the stability shall not exceed that 
specified above. 

The FM noise in the output is less than 
15 Hz rms in a 300 Hz to 10 kHz band 
each side of the carrier when the 
oscillator output frequency is multiplied 
to 10 GHz and measured there. 

+ 13 dBm,   -0 dB, +2 dB into 50 .^hms 
{VSWR: 1.5:1    ever operating tempera- 
ture range. 

All spurious output frequencies are at 
least 80 dB below the signal output 
level (a spurious is any frequency other 
than the output frequency and its 
harmonics).    Harmonics of the output 
frequerc/ are at least 40 dB below the 
output signal level. 

Type "TPS" female' 
Power, Cannon DEH-9P-20-1 

+28 V DC,   1% regulation and 1 millivolt 
rms ripple. 

The output frequency stability is within 
specivication within 30 minutes after 
oven and osc   lator circuitry are activated 
simultaneously at any operating temperature 
in the temperature range. 

(See Page 2 of Table 8) 
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TABLE 8 

(Page 2) 

Frequency Adjustment: 

Reliability: 

Operating Temperature Range; 

Shock: 

Non-Ope rating Vibration: 

The output frequency is adjustable to 
compensate for drift over a 5 year 
period. 

130,000 hours, MTBF 

-30oF to +150oF 

5 G's in three perpendicular planes 
for 11 ms. 

5-55 Hz, 0.03" double amplitude 
55-500 Hz,  5 G's 
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TABLE 9 

X64 MULTIPLIER OPERATIONAL CHARACTERISTICS 

Output Frequency Range: 

Multiplication Factor: 

Input Level: 

Output Level: 

Input and Output Impedance: 

Output Level Variation: 

Load Characteristics; 

Output Attenuator: 

Spurious and Harmonics: 

(See Page 

7.93 GKz + 25 MHz 

X64 

+ 10 dBm + 3 dB 

The output level is adjustable from 0 
to +10 dBm at any output frequency in 
the range 7, 930 GHz + 50 MHz and at 
any temperature in the operating 
temperature range for a constant input 
signal level. 

50 ohms,  VSWR less than 1.3:1 

+ 2 dB, maximum, as the input 
frequency at a constant level is tuned 
to cover the output frequency range at 
a constant temperature. 

The multiplier delivers the output 
level into 50 ohms with a maximum 
VSWR of 1.5:1. 

An uncalibrated attenuator with a 
minimum range of 10 dB continuously 
adjustable is provided to set the output 
level. 

All spurious signals in the output 
frequency range are 80 dB or more 
below the desired output level.   All 
spurious signals outside the output 
frequency range are 60 dB or more 
below the desired output level.    Har- 
monics of the output frequency are 40 
dB or more below the desired output 
level.    (A spurious is any frequency other 
than the output frequency or it harmonics). 

of Table 9) 
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TABLE 9 

(Page 2) 

Noise: 

Stability: 

Powe r: 

Operating Temperature: 

Reliability: 

Connectors: 

AM noise in the output is 70 dB or more 
below tLie output signal level in a 20 kHz 
band centered on the output frequency 
Fof excluding the band F0 + 300 Hz. 

FM noise in the output is less than 4 Hz 
rms in a 300 Hz to 10 kHz band each 
side of F0. 

The multiplier is unconditionally stable 
for any source or load VSWR at all 
frequencies. 

+28 V DC,   10 watts 1 mv rms ripple, 
1% no load to full load regulation. 

-30oF to 150OF 

75,000 hours MTBF 

Input:   TPS female 
Output:   Type "N" female 
Power:   Cannon Dem-9P 
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TABLE 10 

MIXER- PREAMPLIFIER CHARACTERISTICS 

Noise Figure: 8 dB, maximum, including a 2.0 dB 
IF noise figure 

Input Frequency: 8 GHz + 25 MHz 

LO Frequency: 7.93 GHz + 25 MHz 

LO Power: +3 dBm,  +5,  -3 dB 

LO Isolation: 20 dB,  minimum, at input and output 
ports 

RF to IF Gain: 50 + 2 dB 

Gain Variation: + 3 dB,  over temperature-range 
-30oF to 150oF 

RF BW: 20 MHz,  minimum, at 1 dB points 
80 MHz, maximum, at 60 dB points 

Dyn-imic Range: + 10 dBm at the output for 1ess than 0, 5 
dB gain compression 

VSWR: Input:   1. 2/1 maximum,  50 ohms 
Output:   1.2/1 maximum,  50 ohms 
LO:   1.5/1 maximum,  50 ohma 

Spurious Response 1 • All internally generated intermodula- 
tion and spurious responses in the 
output bandpass 70 + 10 MHz are 60 dB 
or more below the desired output level, 
when the input unmodulated CW signal 
level is -50 dBm or less 

Operating Temperature Range: -30oF to 150OF 

Shock: 25 G!s in three perpendicular planes 
for 11 ms 

(See Page 2 of Table 10) 
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TABLE 10 

(Page 2) 

~  

Non-ope rating Vibration: 

Connectors: 

Reliability: 

Power Requirements: 

5-55 Hz, 0.03" double amplitude 
55-500 Hz, 5 G 

Input:   Type "N" female 
Output:   TPS female 
LO:   Type "N" female 

40,000 hrs. MTBF 

400 mw at 28 V DC 10 mv ripple 
(rms) 1% regulation no load to full 
load 
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approximately 100 dB.    Third order components at frequencies 27.2 and 91.4 
MHz generated in the mixer are attenuated at least 90 dB.    The filter has an 
impedance level of 50 ohms, and uses high Q inductors and capacitors to 
provide near optimum response.    The insertion loss is less than 3 dB. 

(2) Mixer.    The mixer uses a 70 MHz input amplifier, a 
48.6 MHz buffer amplifier, a balanced mixer, and a 21.4 MHz output buffer 
amplifier.   Each amplifier is a single common emitter stage.    The input 
70 MHz amplifier is matched to 50 ohms over a wide frequency range to 
preserve the input filter response.    The balanced mixer uses diodes in a 
"ring" configuration to provide large signal handling capability with a linear 
response.    The mixer has a conversion loss of 10 dB.    The total overall 
gain of the mixer is 0 dB, as the amplifier gains compensate for the mixer 
conversion loss.    The 48,6 MHz buffer amplifier has 10 dB gain to supply 
+ 10 dBm LO power for the mixer drive. 

(3) 48.6 MHz VCO.    The 48.6 MHz VCO is controlled in 
the manual mode, from a front panel control,  or by the sum of the manual 
input and voltage out of the AFC/Sweep integrator in the AFC mode.    The 
oscillator uses a Colpitts circuit with a varactor as the tuning element.    The 
tuning sensitivity is 50 kHz/volt^ 5%.    Thus, a sawtooth of + 3 volts will 
provide _+ 150 kHz sweep.    The frequency stability is +_ 1(10"^)/  C.    Low 
temperature coefficient components are used,  together with temperature 
compensation. 

(4) 21.4 MHz IF Preamplifier.    The 21.4 MHz IF pre- 
amplifier provides the gain control in the SCMTR,  and has a minimum of 
40 dB AGC range.    The amplifier has 50 dB of available gain and a 3 dB 
bandwidth of 4 MHz.    The AGC is set to provide 0 dBm at the amplifier 
output on noise alone,  and is linear for a signal-plus-noise output level 
up to 0 dBm.    The amplifier uses 6 stages of gain,  with the first five 
gain-controlled to provide a linear gain versus bias characteristic.    The 
last stage operates as a linear amplifier with fixed gain to drive the IF 
filter.    The linear characteristic allows the signal strength meter to be 
calibrated in dB,  and makes the loop dynamics independent of initial con- 
ditions. 

(5) 21.4 MHz IF Filter.    The IF bandpass filter provides 
the function of setting the SCMTR predetection bandwidth.    To accommodate 
an 8 kHz baseband signal with modulation index of 10,  at least 175 kHz 
of IF bandwidth is required.    To provide margin,  and optimum amplitude 
and phase characteristics over the information spectrum, a 500 kHz IF 
bandwidth is provided.    The  filter bandwidth will reduce the noise level 
9 dB at its output to a value of -9 dBm (with a 0 dBm cutput from the 21.4 
MHz IF preamplifier).    The filter is a 4 pole linear-phase filter. 
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(6) 2i. 4 MKz IF Post-Amplifier and AM Detector.    The 
primary function of the IF poet-amplifier is to provide sufficient level at 
each of its outputs to drive the various circuits which follow.   Each out- 
put is at a level of 0 dBm,  requiring approximately 25 dB of active gain. 
Three stages of gain supply +14 dBm into a resistive power divider using 
emitter degeneration to provide stable operation over the temperature 
range.    The trandistors used in the amplifier are all VHF-UHF silicon 
epitaxial types   with low inter-electrode capacitances.    The auxiiiary 
output may be used for checking the gain of the demodulator or counting 
frequency.    The AM detector is a diode followed by a simple RC filter to 
provide linear envelope detection.    The impedance level is 200 ohms, and 
the DC output is approximately 1 volt.    The AM detector output is divided 
and supplied to the AGC filter/amplifier, and the signal detect circuitry. 

(7) 21.4 MHz Discriminator.    The 21.4 MHz discrimina- 
tor is a temperature-compensated LC unit with a peak-to-peak bandwidth 
of 2 MHz.   Extra care is required in the design to provide a symmetrical 
transfer characteristic at its crossover frequency of 21. 4 MHz.    This is 
necessary to avoid an output at low SNR which would cause the VCO to 
shift frequency.    An offset would introduce distortion if it were sufficient 
to cause the signal sidebands to suffer unsymmetrical attenuation in the IF 
filter.    The temperature stability of the zero-crossover is + 250 Hz/0C or 
less, and the sensitivity is 5 mv/kHz. 

(8) AGC Amplifier.   A high gain integrator with capaci- 
tiv« feedback is used for the AGC amplifier.    The feedback is used to 
establish the 0.5 sec time constant, and the high gain assures that the IF 
output voltage remains constant over the 40 dB AGC range.    The AGC 
amplifier drives the AGC line of the 21.4 MHz IF preamplifier and the 
signal strength meter. 

(9) 21.4 MHz Phase Detectors.    Two 21.4 MHz phase 
detectors are provided.    One is used to operate the phase-lock loop, and 
the other to provide a coherent DC output and error signals for tracking. 
The phase detector circuit is a full wave diode bridge with current limit- 
ing resistors in series with each diode.    Both signal and VCO,  or re- 
ference signal, is amplified in a buffer amplifier before entering the phase 
detectors.    The sensitivity is approximately 1,0 volts/radian, and the 
inherent balance is adjusted to less than 10 mv. 

(10) 21.4 MHz Voltage-Controlled Oscillator (VCO).    An 
LC VCO is used for the 21.4 MHz oscillator to provide a wide tuning 
range of jF 150 kHz.    The design is practically the same as that used in 
the 48.6 MHz VCO.    The output is divided in a resistive power divider to 
supply the loop phase detector,  coherent detector, and an auxiliary rear 
panel connector for monitoring purposes.    The VCO output is +10 dBm, 
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and each output of the power divider is 0 dBm.    The tuning sensitivity is 
200 kHz/volt.    One output of the re'lt*ive power divider employs a quarter 
wavelength subminiature coaadal i^ne to introduce 90° of phase shift.    This 
output is supplied to the coherent AM detector. 

(11) 21. - MHz Loop DC Amplifier and Filter.    The loop 
amplifier/Elter combination is an operational amplifier with an E.C network 
which controls the feedback around the amplifier.    The a.nplifier has a DC 
gain in excess of 5000, a gain-bandwidth product of 20 MHz, and an input 
drift less than 20 jiv/ C.    The design provides a modified type 2 loop with 
a noise bandwidth of approximately 300 kHz. 

(12) Loop .^ock Indicator,    The output of the coherent 
detector is applied to a level detector.    The level detector is actually a 
high gain operational amplifier connected as an integrator.    The reference 
for the level detector is + 0, 5 volt.    Whenever there is a voltage above 
+ 0. 5 volt at the detector output, a relay is closed and the lock indicator 
light is energized indicating a locked condition.   Also, the level detector 
supplies an input voltage to the phase lock detect and sweep stop circuitry 
to stop the sweep in the AFC loop. 

i. Error Signal Detector 

The error signal detectors are simply two phase-sensitive 
detectors, driven with quadrature signals.    The detectors operate in the 
same manner as the phase detector.; described in the previous section. 
The operating frequency is approximately 25 Hz and rectangular waves, 
rather than sine waves, are used as the reference signals. 

5. SUMMARY 

The previous paragraphs have described the pseudo-monopulse 
technique in sufficient detail to assure its feasibility.    The basic errors 
were analyzed and shown to be relatively small in an operational environ- 
ment. 

The alignment required is relatively simple, with the major 
alignment functions accomplished in the basic design.    The precomparator 
amplitude and pha se alignment is identical with that of i full monopulse 
system.    The key to a wide band matched system design is to maintain 
both electrical and mechanical symmetry.    A simple post comparator 
alignment is necessary to obtain pure AM, with no FM, at the scanner 
output.    This adjustment is non-critical and can be accomplished by 
nulling the FM component, monitored by the data demodulator, when a 
CW input is used with a fixed antenna pointing error.    The remaining 
adjustment is a timing or phase adjustment of the 25 Hz signal to prevent 
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crosstalk.   Again, the adjustment is easily accomplished by nulling the 
azimuth error channel when only an elevation pointing error exists and 
vice-versa.   In practice, this error can be made negligible by simply 
adjusting the timing while monitoring the waveforms on an oscilloscope. 
All alignments are one-time (üüctory) adjustments;   periodic calibration 
is not required. 

The basic SCMTR can be used equally well with a larger antenna, 
such as a 60-foot dish.    The servo gain constants would be changed, of 
course, and the acquisition problem would be made worse (although a 
compensating effect occurs due to the increased system sensitivity).    The 
errors due to noise and system unbalances would be reduced approximately 
in proportion to the antenna beamwidth reduction. 

The pseudo-monopulse technique, then, is feasible, requires no 
particularly difficult alignment procedures, is capable of maintaining 
calibration for long periods: of time, and can be used on antennas of much 
larger (or small) size.   In short, pseudo-monopulse is a practical, 
generally applicable,  SCMTR technique. 

87 

k ,     ■ ' 



-   , 

SECTION V 

AMS 

1. INTRODUCTION 

The AMS (Automatic Manual Simulator) technique evolved as a 
method for simulating the actions of a well-trained, untiring, human 
operator in a nanual track situation.    The underlying principles are, 
therefore,  centered on the details of the manual track operation. 
Manual track of a target is generally accomplished by monitoring the 
receiver signal strength while manually positioning the antenna.    The 
antenna is moved in each axis,    but one axis at a time, in such a 
manner as to maximize the received signal strength. 

In order to obtain maximum sensitivity, the operator would use 
a linear receiver,  rather than one with AGC.    The typical ''scanning" 
operation is one of slewing the antenna back and forti. and noting the 
position of peak signal strength.    The scanning operation performed by 
the operator is of paramount importance!    Initial investigations did not 
recognize the importance of the scanning operation, and a technique 
was theorized which did not require scazmL'tg.    Such a system is not 
practical, although the technique of using known or measurable antenna 
perturbations (e.g. ,  caused by windj drifts,  or noise) is theoretically 
pocsible. 

A human operator can efficiently scan in only one axis at a 
time,but an automated system can simultaneously scan both axes,  using 
orthogonal scanning signals.    The next step,  then, is to postulate a 
two-axis "back-and-forth" type of scan, and recognize that a mechanical 
conical scan has been defined.    Although various orthogonal waveforms 
could be utilized,   sine waves (used to generate a conical scan) are 
optimum in terms of mechanical stress for a given sampling rate. 

2. AMS SYSTEM 

A block diagram of the AMS system is shown in Figure  18.    The. 
basic scanning is controlled by the signal generator.    Two outputs from 
the signal generator, a sine and cosine wave, are fed to the basic servo 
circuitry.    This servo, in general,  is the antenna driving mechanism 
which would normally be required for a manual track cr full monopulse 
autotrack system.    The servo, through an appropriate geartrain, drives 
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the antenna in a manner controlled by the commands from the signal 
generrator;   i.e. , it performs a conical scan at a rate determised by 
the sine wave frequency and of an amount (squint or crossover angle) 
controlled by the sine wave amplitude. 

The antenna requires only a single feed (or the sum channel may 
be used when a tracking feed is already on the antenna) and generates the 
pointing error signal by virtu«» of the scanning operation on the mount. 
When the antenna is pointed off-borssight the received signal is ampli- 
tude modulated at the scan frequency, by an aiji*»«at dependent upon the 
pointing error, and with a phase (-/ith respect to the scar, sigaal) de- 
termined by the direction of error     Thus, the information required for 
tracking is completely contained in the amplitude modulation of the 
carrier. 

The signal enters the receiver and IF amplifier and is separated 
into two outputs.    One output drives the communications demodulator 
and the other drives an amplitude detector.    The communications infor- 
mation is recovered in the former and the tracking information in the 
latter.    The output from the amplitude detector drives quadrature phase 
seniiHve detectors.    These detectors can be implemented in the same 
manner as in pseudo-monopulse.   Alternatively, a nearly optimum com- 
promise would utilize solid state relays to accomplish the demodulation. 
The solid state relay technique may be more desirable from a hardware 
standpoint due to the very low frequencies involved.    The basic principle 
is to use gating pulses,  synchronous with the zero crossings of the 
scanning signals, as the reference signals in the phase sensitive detect- 
ors.    Careful balance of the detectors is necessary toa.Ueviate the low 
pass filtering problem;   i.e., to simplify the removal of the scanning 
frequency and its harmonics from the servo drive signals.    The two  signals 
developed in the quadrature phase demodulators are the pointing error 
signals, which are used to drive the servo circuitry. 

The hardware requirements of the AMS system, in addition to the 
basic single channel feed-antenna-receiver and servo system, are simply 
to provide the signal generator, AM detector, and quadrature phase 
demodulator.    These circuits are of conventional design and do not re- 
quire particularly stringent balance, alignment, or ullier unusual care 
in construction.    The servo circuits must be suitably modified,  of course, 
to accept the scanning signals and the er-ror signals.    In most cases, this 
requires only the addition of summing resistors (on already existant 
operational amplifiers) and modification of time constants by changing 
resistor and/or capacitor values. 
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3. SYSTEM LIMITATIONS 

In order to determine the practical system limitations, it wag 
necessary to investigate the scan frequency limitations.    This investiga- 
tion culminated in a one-axis simulation of the system on an analog 
computer.    A single mass model of a typical antenna aystem including 
servo electronics wuj used in the simulation,   A functional block diagram 
of the system is showr in Figure 19.    The antenna pattern, near bore- 
sight, was approximate.' with a cosine function as shown in Figure 20, 
This corresponds to a normalized half-power beamwidth of 90 degrees. 

The antenna step response was investigated for various values 
of scan frequency, fs, to servo b' ndwidth,  BW.    This was accomplished 
by holding the servo bandwidth and the amplitude of the scan signal 
constant while varying the scan frequency.    The antenna step response 
and error are shown for fs/BW = 10 and 5 in Figure 21.    The servo 
system   was found to be unstable when the ratio fs/BW was reduced to 
4. The scanning frequency v/hich is superimposed on the analog computer 
response would not be seen on a two axis received signal;   i.e. , in a 
conical scan system with .10 angular error,  the amplitude modulation 
is zero.    The actual antenna position does,  of course, exhibit the scan 
frequency characteristic shown in Figure 21 in both the one axis and 
two axis case. 

Thus, a lower limit on the ratio fs/BW is 4 to 5 in a practical 
situation.    The theoretical or Shannon limit is a sampling rate of twice 
the signal bandwidth,  for a "bandlimited" signal.    In the present case, 
a non-bandlimited signal exists due to looj  stability requirements. 
Therefore, an important limitation of the AMS technique is that a sampl- 
ing rate of at least 4 to 5 times the servo bandwidth be used to obtain 
adequate phase and gain margin to support loop stability. 

The maximum scanning rate is limited by the allowable wear on 
the antenna drive system.    The best compromise in this regard is to 
select a scanning frequency below mount resonance by an amount 
sufficient to avoid the torque multiplication effects at resonance.    Thus, 
a scan value of one-half the mount resonant frequency would generally 
be a conservative selection, and a value of 0,8 to 0,9 times mount 
resonant frequency could be used in well-damped systems. 

The scan frequency-servo bandwidth values are thus limited in 
a. practical case.   A servo bandwidth in the order of one-tenth the mount 
resonance is indicated, with values as high as one-fifth representing 
an upper limit.     In many situations this limit is not of vital consequence. 
For example, a servo-antenna system capable of tracking low altitude 
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Figure 21.   Antenna Step Responses - One Axis Simulation 
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(5000 miles or less) satellites would easily be capable of operation with 
synchronous and near-synchronous satellites in the A MS mode. 

One other limitation also exists in a practical case.    The basic 
servo design was (probably) based on maximum torque requirements due 
tc wind, ice, and other factors.    Since the scanning signal requires 
torque,  the maximum torque limits could be exceeded were the AMS used 
under the worst case design conditions.   Also, the torque required for 
scanning increases in proportion to the scan frequency, a further motiva- 
tion for placing an upper limit on the scan rate.    It appears, then, that 
as long as the AMS is not used under absolute worst case antenna loading 
conditions, the system reliability will not be appreciably reduced. 

4. SUMMARY 

The AMS technique can be easily implemented and is a significant 
improvement over a manual track system,   A prime reed for this tech- 
nique is foreseen as a back-up system.    That is, the addition of the AMS 
to existing auto-track systems would be easily accomplished and would 
offer an additional tracking mode useful for nearly all situations which 
the original system was designed to handle. 

The AMS could also be used as the prime tracking system when 
equipment simplification is desired.    The implementation is again relative- 
ly simple,  with basic limitations being determined by the servo and 
antenna drive systems.    The receiver characteristic should be linear 
(not AGC) or an AGC with a time constant much longer than the scanning 
period.    This would result in maximum sensitivity,  and is the recommended 
design,  but an AGC receiver ccuid be used by an appropriate selection of 
the AM pickoff point.    The latter is not recommended without a detailed 
analysis of the effects of the AGC system upon the overall tracking system 
stability and sensitivity. 

The AMS should be particularly useful on lightweight, transportable 
terminals.     The technique is directly applicable for example,  as an 
additional mode on terminals now in production (the AN/TSC-54).    Modi- 
fications to the basic technique which would improve system reliability 
under certain operating conditions are possible.    For example, when 
target dynamics are slow (e.g. ,   synchronous or near-synchronous satellites) 
the AMS can be timed to track for a short period of time (perhaps one 
minute) and be disabled for a longer period of time (ten to fifteen minutes). 
A more sophisticated modification would store the signal strength at the 
time tracking was disabled and automatically enable the AMS when the 
signal strength decreased by a prescribed amount.    An obvious limitation 
to the latter modification,  and to the basic technique for that matter, is in 
the normal fluctuations in received signal strength.    The basic AMS can be 
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used only when the signal fluctuations are different from the scanning 
signals.   Rapid fluctuations are no more degrading than slow fluctuations, 
but only the latter (if due to pointing errors) can be corrected with the 
tracking system.   Since the normal signal characteristics in a satellite 
communications link vary at a slow rate, the A MS is particularly well 
suited to this application.    The technique is recommended both as a prime 
tracking system, when equipment complexity is at a premium, and as a 
back-up system in more sophisticated terminals. 

96 

AiilL«',      „ ,<_ = ; ^Sl 



—- 
- 

SECTION VI 

AN ANALYSIS OF MONOPULSE ANTENNA CHARACTFRISTICS 

1. INTRODUCTION 

An analysis of amplitude and phase sensing ^xonopulse system is 
made in the following sections in order to comfare their system perfor- 
mance.    Figures 22 and 23 show the general configurations of these 
systems.    Of primary interest is a comparison or the maximum angular 
sensitivity (difference mode slope at bosesight) of the two types of systems 
each having approximately the same gain;   i.e., equivalept aperture areap. 
This is perhaps the most significant measure of monopulse system perfor- 
mance since the slope at the center of the «iifference pattern is a prime 
factor in the ability of a monopulse anter aa to accurately track a »arget. 
Also of interest is the gain at the peaks rf the difference pattern since it 
may affect the ability of a monopulse antenna to achieve angle lock-on of 
a distant target. 

The amplitude sensing monopulse system is considered first and 
foil  iwed by an analysis of two practical phase sensing monop'üse systems, 
comparison of the reeults of these analyses is then made. 

2. AMPLITUDE SENSING MONOPULSE 

In order to analyze the amplitude monopulse system, the relation- 
ship between the far-field difference patterns and their corresponding 
aperture distributions are investigated.    In the following analysis only 
circular apertures of finite size are considered.   Also, the phase of the 
patterns and distribution functions will be considered to remain constant 
except for 180 degree phase reversals. 

To calculate the radiation pattern in the Fraunhofer region,  the 
following general exprrssion is used ^t>'. 

where F(C/ TOi» the aperture distribution normalized to a maximum value 
of unity.    Figure 24 shows the coordinate system corresponding to the 
above equation.    In considering the special problem of a circular aperture 
of radius a, it is convenient to introduce the following variables. 
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C = CA 

t» = r/a 

u = kasin   8 

With these variables,   g(fl# ?)    transforms to g(u, f) and F(r, rj 
transforms to f (C< ^) •  Using these variables and the proper limits of 
integration for a circular aperture, the diffraction integral becomes: 

1 <1-^)li (22) 
g(u..)  -."  f J £(C,rte^("=0"'+'-ln"dn3C 

Only those distributions which are independent of r\ will be considered. 
In addition, only the far-fie Id pattern in the principle plane of  * = 0 
degrees will be discussed.       With these constraints the diffraction 
integral may be written as: 

1 

g(u)   = 2aa     f vT^fCOe^dC (23) 
w 

-1 

In order to simplify the relationship,  only those distribution 
functions which are even or odd functions will be considerpH.    The far- 
field patterns resulting frorn even distribution functions,    e » aiid 
odd distribution functions,   f0 ^ 0      , will be denoted by Sy,(u)    and 

S   (u)     ,  respectively.    For these two cases, the diffraction integral 
becomes: 

1 

Sr(u)   = 2a3    J JlT? fe(C)eJUCdC 

-1 

1 (24) 

Sa(u)   =  2a2    J JlTc* fo{C)eJUCdC 

-1 

These integral relationships will now be simplified.    Separating the 
integrals into the sum of two integral terms: 
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;(u)   = 2as{ J ^T? fe(C)ejuCdC +    J Jl^ fe(C)ejuC, 
o -1 

SA(u)  - 2an J ^/5TC7 ^(Oe^^C +    J S^ f0(C)ejuCdCl 
0 -1 

Introducing the following change of variable in the second integral 

terms, 

C = -C 

dC = -dC 

the expressions   becomes 

1 1 
ST{u)   = 2a2[ J Jl^ fe{Q)eJuCdr + J JTc5  f^-Qe"^ dC] 

0 ' o 

1 1 

S&(u)   = 2a2{ J Jh^* f0(C)ejuCdC + J v^H? ^(-Oe'^^Cl 
o o 

Making use of the fact that; 

fe(C) = fe{-C) 

fo(0 = -f0(-C) 

the above relationships become: 

1 

SE(u)   = 2a2 J .JlTe  fe(C)UjuC +  e-juCldC 
o 

1 .    ' 
SA(u)   = 2a2  J Jl^e  folOte3*-   - e'^^dC  - 
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These expressions may now be wiitten as: 
1 

SE(u)   = 4a2 J v^F fe(C)co8(uC)dC 
(28) o 

SA(u)   = j4a3   f JL^
5
  fo(asin(uC)dC 

In order to make a valid comparison of different aperture illumina- 
tions, the distribution functiors,     fe ( 0   and  f^O,       must be subject 
to some constraint such as constant powerC^),    Initially,  the far-field 
patterns of various distribution functions will be calculated by means of 
the above relationships.    Finally, these results will be normalised to the 
constraint of constant power radiated.    The process of normalizing will 
be discussed further at that time. 

It is well known that the maximum theoretical gain of a circular 
aperture antenna is obtained with uniform illumination with no spillover. 
This even distribution gives a secondary pattern characteristic of a sum 
channel pattern.    This will be calculated to provide a representative sum 
pattern to which difference patterns can be compared.    For the uniform 
amplitude distribution,       ^e ( 0   ~   ^     , the above diffraction integral is 
easily evaluated.    The secondary amplitude sum pattern is given by: 

S   (u)   =  na3A1(u) 

where    h-^ (u)   is the first order lambda function. 

(29) 

The main concern here is the difference patterns which are 
obtainable with odd aperture distribution functions.    Only those odd 
distributions which result in real analytic functions for the secondary 
amplitude pattern will be considered.    In order to compare the slope of 
the difference pattern for two types of monopulse sensing systems, it is 
desirable to have a suitable reference standard.    It has been stated that 
the maximum theoretical angular sensitivity (difference mode slope at 
bore sight) is obtained with a linear odd antenna aperture illumination 
having no spillover(  '.    This maximum sensitivity provicljs a suitable 
reference standard for rating difference slopes of monopulse antennas. 
Thus, a circular aperture with a normalized linear odd illumination is 
used as a difference mode standard. 

The far-field difference patterns of a circular aperture with 
several different odd distribution functions have been calculated and are 
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presented in the following paragraphs.    These will be normalized to 
constant power later. 

One odd distribution function which would be of interest is the 
linear odd distribution as illustrated in Figure 25-A.   However, the 
solution of the diffraction integral with   f(0   =   C       is net a straight- 
forward procedure.    This integral will be solved later with a distribu- 
tion function that very closely approximates the linear odd distribution 
function.    Of primary concern is the bore sight slope of the difference 
pattern rather than the actual amplitude pattern.    This can be found 
rather easily by using the following technique.   Reviewing, for an odd 
distribution   f   (Q   the difference pattern is given by: 

0 1 

SA{u)   =  j4a
a   J JT?  f0(C)sin(uC)dC. 

o 

The slope of the difference pattern is giver by: 

M(u)   =   |d/du[SA(u)]| 

1 (31) 

M(u)   = 4a3   J   W^C3" f0(C)cos(uC)dC 

o 

Ths slope at boresight is given by the above expression with u = 0. 

1 
M(0)   =  4a3  J  CJÜC? fo<adC (32) 

o 

Thus, for     ^o =   ^       ^e unnormalized on-axis difference pattern 
slope becomes: 

1 

M     (0)   =  4a3   f   ejl^e   dC .,,. un J (33) 
o 

The evaluation of this integral is straightforward and the resulting bore- 
sight slope is: 

Mun(0)   =   (TT/4)a3 

"^(0)   =   .787aa (34) 

This procedure for differentating g(u) before it is integrated allows the 
evaluation of the on-axis difference slope without having to first evaluate 
the diffract on integral for the far-field pattern and then evaluating the 
slope of this function at u = 0. 
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Another distributio-a function investigated was the uiiiförm odd 
distribution as illustrated in Figure 25-B.    This distribution is given by: 

f0ic) =1 o - c < i 

fc(C) = -i        -l < C < o 

For this distribution, the diffi^ction Integra] for the far-field pattern can 
be evaluated. This gives the following analytic function for the secondary 
amplitude pattern. 

S^iu)   = j2TTaaH1(u)/u j 

where HjCu) is the first order Struve function.   A plot of this difference 
pattern is shown in Figure Zo,    To determine the on-axif slope of this 
difference pattern,  the technique used above may be used or the expression 
for g(u) may be differentiated after it has been integrated.    Both methods 
arrive at the same res:ilt.    This latter method will be used. 

M(0)   =  )d/du[Sft{u):,u ^ 0j 

M     (0)   =  2TTa2d/du[H1(u)/ul1  _ n um u - u 

(36) 

It can be shown that this reduces to: 

M     (0)   =   (4/3)a2 

un 

Mun(0)   =  1.333a3 (37) 

Also of interest is the far-field patterns resulting from sine curve 
distribution functions with no spillover.    This distribution is given by: 

f
0(C)   = sin(u1C) ~l  <  Q  < 1 

With this distribution the diffraction integral can be evaluated.    The result- 
inp expvession for the secondary amplitude pattern is given by: 

SA(u)   =  JTTaa[A1(u-u1)   -   A: (u +   u^l/2 
(38) 

104 



—     Figure 
3 Unnoriralizec? Patterns of a Uniform and a 

o 

> 
fcj 

Uniform Odd Illuminated Circular Aperture rjS: 



A more   letailed discuasion of the evaluation of the integral ie given 
in Paragraph 5.   Carrying out the operation described above, the on- 
axit difference pattern slope is given by: 

Mun(0)   "   ("/4)a3u1Aa(u1) {39) 

The above two relationships will now be evaluated for different values 
of uj.    The first to be considered will be that of  uj = TT.  Figure 27 shows 
the secondary pattern.    The on-axis slope is g^ven by: 

.2 M^O)   =   .9719a' (40) 

It is also of interest to determine the maxiznum on-axis slope that 
is obtainable with this type of distribution function.    This is found by 
determining what value of u, causes the slope of the on-axis slope function 
to vanish.    That is: 

d/duCM^con = o {4l) 

Carrying out this operation, the following transcendental equation results: 

jMux)   = u1J3(u1) 
(42) 

Solving this for uj gives u,  = 2. 3.    Using this value of u, the re- 
sulting value of the boresight difference pattern slope is: 

M     (0)   =  1.1308a2 

un (13) 

Figure 28 shows the resulting fa:   iield pattern with uj = 2. 3.    With this 
value of Uj, the illumination edge taper of the distribution function ia 
found to be . 666 or -3. 53 dB, as shown in Figure 25-D. 

Another case of interest is that value cf uj which gives the maximum 
difference gain for this type of distribution.    It has been shown '' that the 
maximum peak difference gain is obtained with aj = 2. 57.    This distribution 
function is illustrated in Figure 25-E.    The illumination edge taper for Ui  = 
2. 57 is found to be . 84 or -1. 52 dB.    With this value of uj, the on-axis 
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different'» slope is given by: 

M     (0)   » 1.1132a' 
(44) 

Figure 29 shows the far-field pattern obtained with this diatributioa. 

The last special case of interest is that of u, =   TT/2 which is 
illustrated in Figure 25-F.    This approaches the linear odd distribution 
discussed earlier.    The value of the bore sight difference pattern slope 
is given by: 

M     (0)   =   .9991aa 

UX3 (45) 

and the secondary amplitude pattern is shown in Figure 30. 

In the previous paragraphs,  several far-field difference patterns 
have been calculated from various odd distribution functions.    These 
patterns and distribution functions will now be normalized to the constant 
power radiated.    The power radiated is proportional to: 

P    ,  a a' rad 

1      (l-C3)*5 

•   r 

-1 -J(i-c2); 
jfCC.^fdtidC 

(46) 

The unnormalized pattern and distribution functions are divided by a normal- 
izing factor,    Y •    ^e normalized pattern and distribution functions are 
then given by: 

9n(u)   = gun(u)/Y 

fn(Cr))   =  fun{C,r])/y (47) 

It is now necessary to determine the normalizing factor,    y   .    The   c onstant 
power radiated condition is satisfied if all the normalized distribution 
functions satisfy: 
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1  (i-c8)15 
a   P   r ' 

a J .    \fniQ.r)\adväQ = k 
-1 -(1-C3)^ 

(48) 

where k is an arbitrary constant.    Since k is arbitrary, it is convenient 
to assign it a value of    TT    .    It will be seen later that this has the effect 
of normalizing all the distributions to the uniform distributions case. 
The above equation becomes; 

1 Jl-C3)* 
f   (r   T^ I ''if\r\(\r =   n 

(49) 
a2  J J lyCrtf^dndC = TT 

-1 -d-C3) 

Combining this with the expression for       f   (C fl) results in: 
n 

1 „(i-c2)15 

r  = aVr.  f J |fun(C)T1)|
2dndC (50) 

-1 -d-C2)*5 

Thus, to determine the normalizing factor, the above integral must be 
solved for each given distribution function.    It is noticed that    y    takes 
on different values for different distribution functions. 

Since all of the distribution functions considered are independent of 
-p ,  the expression for    y8    may be written: 

1 
Y2  =  2aVn J S^   |fun(C)!2dr. (51) 

-1 

Since    I   un        ' i"3 a-ways an even function,  the integral may be re- 
duced to: 

Y
2  = 4aVTT J fi^   IfunCOl'dC (52) 

112 



■ 

Due to the complexity of this integral, it was decided to evaluate 
the integral by graphical techniques.   For each of the above distribu- 
tion functions, the above expression    iA^t     l^un^ 1*      WÄt pitted 
for values of   C     from zero to one.    The area under the curve was 
found by means of a planimeter.    With this, the value of    y      can ^ 
determined for the various distributions functions. 

Having determined the normalization factor, the normalized 
far-field pattern can now be found.   Figures 31, 32, 33, 34, and 35 show 
the far-field patterns of the distribution functions discussed below, 
normalized to constant power radiated.   Also, the boresighf difference 
pattern slope must be normalized.    The normalized on-axis difference 
slope is given by: 

M(0)   ^M^W/Y (53) 

Figure 36 gives the comparison of the normalization factors, and the 
unnormalized and normalized on-axis slopes for the various distribu- 
tions discussed above.   Also, presented is the relative on-axis 
difference slope MjiO).    This is the on-axis difference slope relative 
to the maximum possible sum voltage.    In this case, boresight voltage 
of the far-field pattern resulting from a uniformly illuminated circular 
aperture of radius a is used.    Therefore, 

Mr(0)   = M{0)/SE{0) (54) 

which for the distribution described above becomes.' 

Mj.iO)   = M(0)/TTa: 

(55) 

In addition, the on-axis difference slope ratio, k0, is presented.    This 
is a ratio of the on-axis difference slope to the maximum possible 
difference slope (linear-odd distribution) and is expressed in decibels. 
Also, presented is the unnormalized and normalized difference mode 
peaks Gun and G,  respectively.    In addition,  the normalized difference 
mode peaks are expressed in decibels, G0, below the sum channel peak 
(uniform distribution). 
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3. PHASE SENSING MONOPULSE 

For the phase sensing monopulse system, two types of practical 
antenna configurations are considered.    These are the square array and 
diamond array configurations of the "cloverleaf" antenna.    A schematic 
representation of these two configurations is shown in Figure 37.    Fu : 
these configurations, the aperture shape will be normalized to an equiva- 
lent circular aperturfi.    This is done in order that a true comparison can 
be made to ch" ^-nplitude sensing monopulse system.    In the following 
analysis,  the clement pattern of the array will be approximated by that 
obtained with a uniformly illuminated circular aperture which has an 
area equivalent to that of the element aperture.    With this uniform 
illumination approximation,  there is no problem of normalizing to 
constant power radiated since a/y    equals one for this case.    The 
development of the relationships for the far-field radiation patterns and 
the on-axis difference pattern slope will be carried out simultaneously 
for the two types of array configurations. 

Letting    I      equal the phase delay due to the element separation 
we have 

Diamond Array Squa::e Array 

i    =   (2TTA) (D/2)sin8 $    =   (2TT/X) (D/V?)   sinC 
E £ 

*     =   (2n/\)Dsinö 5    =   (2TT/X) (0/72") sinO (56) 

From array theory, the far-fie Id radiation pattern of the array may be 
determined in terms of the element pattern,  g(9): 

3^(0)   = 4g(9)[(l H   cos»E)/2]   s   (0)   =  4g( 0)cos ($^2) 

/   v (57) 
SA(n)   = -2g(n)sin($Ä/2) s&(0)   = -4g( n) sin( f/2) 

As seen from Figure 37,  it is necessary to multiply the above 
voltage expressions by the appropriate value,   1/2 or  ^fT/Z, in order to 
conserve power through the antenna. 
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Diamond Array Square Array 

S^O)   -  2g(6)[(l * co.*z)/2]   5.(0)   =  2g(0)cos{y2) 

/jr    ,**   ■    ix  /-» S   (0)   =  -2g{n)sin(*/2) (58) 

It is now desirable to make the following change in variable: 

u'  =■   (2T!/X) (D/2)sinf) (59) 

Also, the element far-field pattern wiL be approximated by that obtained 
with a circular aperture whose area is equivalent to that of the element. 
By simple geometry, it can be shown that the diameter of the equivalent 
circular aperture is given by . 904D where D is ii.e diameter of the main 
axis of the element aperture.    With this approximation,  the element 
pattern becomes: 

g(u')   =  TT(,9040/2)^! (u') 
(60) 

With these relationships, the equations for the far-field sum and difference 
patterns become: 

Diamond Array 

SJ^U')   = J5n(.904D)8A1(u/) [(1 +  cosu')^] 

S^u')   = -(7574)TT(.904D)3/\1(u')sinu/ 

(61) 

Square Array 

S^u')   -  J
5TT(.904D)

2
A1(U

/
)COS[(^272)U

/
] 

SÄ(u/)   = -^(.9040)^! (u') sin [(,/272)u'] 

(62) 

To normalize the "cloverleaf" antenna ^o an equivalent circular aperture, 
the following relationship is used: 

D   =   1.107a 

122 



12 J 

(63) 

where (a) is the radius of the equivalent circular aperture.    Introducing 
the variable: 

u =   (2TT/X)a8inO 

results in: 

u'  =   .553u 

With this,  the equations for the far-field sum and difference patterns 
are given by: 

Diamond Array 

SE(u)   =  15TTa2A1(.553u) [(1  +  cos (.553u) )/2] 

SA{u)   = -15na2(7272)A1(.553u)sin(.553u) 

Square Array 

S^u)   =  4na0A1 (.553u)cos[(^72) .553u] 

SA(u)   = -JsrraaA1(.553u)sin[(7572).553u] 

Simplifying the above equations, they become: 

Diamond Array 

S^Cu)   = }2na2A1 (.553u) L(l +  cos (.553u) )/2 ] 

S^(u)   = -^TTas(^/2) Ai (.553u)sin(.553u) 

Square Array 

Sj,(u)   =  i5TTa2A1 (.553u)cos(.391u) 

S   (u)   = -^sna^A! (.553u)sin(.391u) 

(64) 

(65) 

(66) 



Using these relationships, the sum and difference patterns are calculated 
and shown in Figure 38 and 39 for the two antenna configurations.   As 
seen by Figures 38 and 39, the peak of the ctfference patterns for the 
diamond and square arrays are -5. 25 dB and -3. 5? dB,  respectively. 

To deter nine the on-axis slope of the above difference patterns, 
the following relationship is used: 

-   id *"" = i^v^n. 0| (67) 

Carrying out this operation and utilizing the fact that      > {.553u)      is 
a maximum at u = 0 which gives       A/ (0)   =0     , the following results: 

Diamond A rray Square Array 

M(0)   = J2(1.228)a 

M(0)   =   .614a 

M(0)   - ^(1.228)a 

M(0)   =   .614a 
(68) 

The relative on-axis difference slope,  given by: 

M   (0)   =   (^-[S   (u)J l/s   (0) r du   -A u =  0'     E (69) 

can now be determined. 

Diamond Array Square Array 

Mr(0) 391 M   (0)   -   .391 
r (70) 

It is interesting to note that the on-axis difference slope is the same for 
both configurations of the "cloverleaf" antenna. 

The above relative boresight difference slopes can be compared 
directly to those found previously for the amplitude sensing monopulse 
system.    However, in order to compare the actual on-axis difference 
slope values, M(0), and the sum and difference patterns,  the results 
found for the amplitude sensing monopulse must be modified. 
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When calculating the far-field from the various aperture distri- 
butions, no stipulation was made on how these distributions were formed. 
In forming these distributions, a system of hybrids as shown in Figure 
27 is used.   As was done for the phase sensing mosopulse, the sum and 
difference patterns and on-axis difference slopes of the amplitude sensing 
case must be multiplied by a factor of 1/2 to conserve power thro'igh the 
antenna. 

COMPARISON 

With the amplitude sensing monopulse relationships found above 
multiplied by a factor of 1/2, a direct comparison of the amplitude 
sensing and phase sensing monopulse systems discussed can be made. 
Of primary concern is the difference mode slope at boresight.    As seen 
from the previous paragraphs, with the proper choice of ideal aperture 
distribution function the on-axis difference pattern slope of the amplitude 
monopulse system exceeds that obtained with the phase sensing mono- 
pulse systems discussed above.    However, the only meaningful compari- 
son that can be made is with the full sine curve illumination function. 
This is the only theoretical aperture distribution described above that 
can be related directly to a practical aperture illumination.   All the other 
distribution functions could not be obtained in a practical system without 
a large amount of spillover.    With this excess spillover the constant 
power radiated constraint applied above would be violated and on-axis 
slope and the difference peak gain obtained with the practical system 
would be less than the theoretical values obtained above.    Thus, the full 
sine curve illumination is the only distribution function of those given 
above which gives a good theoretical representation of a practical 
amplitude monopulse system.    With this, the on-axis difference pattern 
slope obtained with a practical amplitude monopulse sensing system 
(M40) = . 666a) exceeds that of the practical phase sensing monopulse 
system (M(0) = . 614a) discussed above by a small amount. 

Although the on-axis difference slope obtained with a practical 
amplitude monopulse sensing system (uniform and full sine curve distri- 
bution functions) exceeds that of a practical phase sensing monopulse 
system, it must be remembered that in an actual amplitude sensing 
monopulse system the sum and difference aperture distribution functions 
are formed by the same feed mechanism.    When this is done there is 
usually a compromise between the sum channel gain and the on-axis 
difference pattern slope.    Thus,  the ability to form both the uniform 
amplitude distribution and the full sine curve distribution would be a 
difficult task without introducing some spillover which would lower the 
on-axis difference pattern slope.    However, with the phase sensing 
monopulse system both the sum channel gain and the on-axis difference 
slope vary the same with regards to the element's aperture distribution. 
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The element distribution (uniform) which gives the maximum «um channel 
gain also gives the best on-axis difference slope and thcxe is no need to 
compromise between the two as there is with the amplitude sensing mono- 
pulse system.    Therefore, in an actual system one could normally expect 
to obtain a greater on-axis difference slope with the phase sensing mono- 
pulse system than with an amplitude sensing monopulse system. 

5. EVALUATION OF FAR-FIELD PATTERN 

To determine the far-field difference pattern in the principle plane 
($  =  0  )     of a circular aperture antenna of radius a,  the following 

relationship is used: 

S   (u)   =  j4a J ^L-C2   fo(C)sin(u0dC (71) 

. u =   (2n/X)asinn and  f   (0 ..       .. . ..  .  ,. 
where \     /    > o is Ü16 0°d aperture distribu- 
tion function.    For the case of       f0 ^   = sin(ui C) , the 
diffraction integral becomes: 

1 

Sa(u)   =  j4a J V^C5 8in(u1C)sin(uC)dC (72) 

Using the following trigonometric identity, 

28inx siny = cos(x-y)   - co8(x+y) 
(73) 

the integral may be written as: 

1 ! 

Sa(u)   =  j2a2[  J yi-C2   cos(u-u1)C dC - J Jl^ cos(u+u1)(   dC}(74) 
o 

Utilizing the following relationship: 
1 

j^z)   =   (2z/n)    f 7l-t2   cos(zt)dt 
(75) 

the above integrals become: 
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The slope of g(u) at u = 0 can now be determined 

M = -f- [g(u)] 
du 

M = jnaat~  [(u-U!)     j1(u-ul)] - ^  [u+U!)" JJCU+UJ]! 

Noting that, 

;b[*"nvx)]>-x-vn+lo.) 

The above expression becomes: 

u. 

a 

g{u)   - jnaM ^(U"Ul)     ilÜf^LJ   5 (76) 
(U-U!) (U+Uj) 

This may be written as: 

g(u)   = jnaa[   A^u-uO   -  A^u+uOl/2 (77) 

(78) 

(79) 

M = JTTa^   [ JaiEtHii .    J?(U-"T)1 
(U+U!) (u-uj (80) 

Evaluating this at a = 0 and realizing that    Ja (x^   " J2 t-5^' 

M(0)   =  j2naa  Ja (ui ) 
(81) 

which may be written as: 

M(0)   =   j(TT/4)s.r,u1A2(u1) (82) 
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SECTION VII 

AMPLITUDE AND PHASE ERRORS IN MONOPULSE SYSTEMS 

Microwave monopulse antenna systems are generally characterized 
by a feed and reflector system followed by a comparator.    The comparator 
outputs include main beam (sum channel) signals and error channel 
(difference channel) signals.      The sum channel carries the basic communi- 
cations information (or radar signal in the case of radar systems) and the 
difference channels are used to obtain antenna pointing information. 
Typical characteristics of monopulse systems, in particular amplitude 
sensing and phase sensing systems, are analyzed in detail in a two-part 
article by Cohen and Steinmetz, (10).    Specific antenna characteristics 
were assumed, but the basic method of analysis is general and would be 
useful in determining the parameters of any monopulse system character- 
ized by an antenna system and comparator. 

The purpose of this section is to summarize the general effects of 
pre-comparator errors and post-comparator errors.   A simplified model 
will be used to demonstrate the basic effects, but a rigorous analysis will 
not be made.    The Cohen and Steinmetz article, for example, would furnish 
much more detail,  including quantitative results.    The pre- and post-com- 
parator errors and their effects could be analyzed as required for specific 
configurations using the same techniques.    The simplified model provides 
a degree of insight which is difficult to obtain from the more detailed 
exact model. 

Throughout this section a one-dimensional monopulse system will 
be considered.    In conventional systems, two orthogonal axes are used to 
obtain two-dimensional tracking signals.    Since the two error channels 
are orthogonal, they can be treated individually without loss of generality. 
It will be further assumed that the feed-reflector system provides two 
outputs which enter the comparator.    The comparator then supplies two 
outputs, namely the sum (representing the main beam of the antenna) and 
the difference (containing angular pointing information).    When more than 
two feeds are considered, their combination errors can be evaluated in a 
similar manner.    When a two-channel monopulse is considered (i.e., the 
two error channels are placed on a single channel by adding the signals 
in phase quadrature) the conclusions reached in this section are not valid. 
This problem is discussed in detail in Section XIII. 

Consider the two feed outputs, as shown in Figure 40, to be given 
by: 
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A 

B 

s   VTGA(U) cos [Cü t + ^A{*)J 

s   VTGB(u) cos [cut + 0B(u)j 
(83) 

where u is a normalized function of the angle between boresight and the 
signal source 

G^,  Gg are gain functions 

^A'  ^B are P^13-86 f'inctions 

Cü    is the operating frequency 

All quantities are real, but not necessarily independent. 

The feed signals are fed to the comparator.typically a hybrid 
(magic-tee) network.    For the two cases of most general interest, 
amplitude monopulse and phase monopulse,  the X output is the sum 
A + B and the A  output is the difference A - B,  modified by a  -VZ 
factor to conserve power.    The problem of interest is the effect of gain and 
phase errors,   so a gain factor K and a. phase shift 9 will be associated with 
the comparator processing, 

Then, 

|s   KAGA< 
u) cos[cJt + (?A{u) + eAJ 

+ KBGB(u) cos[a)t + 0B(u) + 0BJ 
(84) 

These equations can be rewritten as, 

A s   C cos Cut + K G (u) cos [cut + 0 (u) + QJ 
(85) 

Where C    =   K^ GA(u) is a gain "constant",  dependent upon u 

^A ~   "^A^11) ^
S
 
an arbitrary phase constant 

■ 
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9 (u)   =   (?B (u) - ^A (u) is the phase diffeTence between the 
signal received at the two feeds. 

0   =   ®B " ®A   ^s t^e diöerential phase shift (error) in the 
comparator. 

K = Kg/KA is the ratio of the pre-comparator gains in 
the two channels. 

G (u) = GB (u)/GA (u) is the ratio of the magnitudes of the 
two feed signals . 

I-- (1 + KG(u) cos [0(a) + Oj ) cos  0) t 

+ (KG(u) sin f 0 (u) + 9 j ) sin O) ^ 

(86) 

It should be noted that equation (86) separated the amplitvi.de 
functions,  phase functions, and orthogonal time functions,   so each effect 
can be independently determined.    In practice,  ideal amplitude monopulse 
systems do not exist, but they can be usefully approximated by considering 
G to carry the pointing information.    Similarly, a pure phase monopulse 
system can be approximated bv assuming G to be independent of u. 

The case of most interest at present is operation near boresight. 
Under these conditions: 

K —♦  1 

G (u) -* 1 

0 (u) —* 0 

0        —^0 

When all four quantities approach their respective design goals,  the sum 
output is 

2 =   2 C cos  Cut (87) 

Amplitude and phase variations would,  of course,  alter the sum channel 
output and the effects can be quantitatively evaluated using equation (86). 

Using trigonometric identities, equation (85) can be rewritten as 
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The difference channel is of much greater internet since its output varies 
rapidly as amplitude and phase variations are introduced. The conditions 
lor zero output on the difference channel are 

KG (u) cos   i 0 (u) + Ö ]     - 1 
/ \ (88) 

and KG (u) sin   ( (? (u) + 9 j     =0 

Due to the ortogonality of the terms,  local minima will occur when each 
term is ''independently" minimized.    These effects are more eas'.ly sees 
■when a specific sensing system is considered.    For examples in a phase- 
sensing monopulse,  G is essentially independent of u and the pointing in- 
formation is carried in 0 (u), the relative phase of the incoming signal. 
Then, the second equation in (B8) is the most important factor for small 
changes in pointing angle;   i.e. ,  to obtain a null ^ve required that 

3 (u) f a   =   0 (89) 

Thus, a small phase shift 9 prior to the comparator will result in a bore- 
sight shift, an amount iach that equation (89) is satisfied. 

Examining the first   erm of (88),  we find that the output is an even 
function of the angle 9 (u) 4   J.    Then,  to a first approximation,  the bore- 
sight shift does not alter th   ; term.    An amplitude shift,  from the ideal 
value of KG = 1 would cause a minimum rather than a null.    Thus,  a 
magnitude of 

A 
LI | C (1 - KG) I (90) 

occurs due to amplitude errors,  when the system is on bore sight.    The 
ratio of this bore sight magnitude to the peak value of [A    ,  as pointing 
angle u is varied,  is the nulldepth of the system.    Smaller values of null 
depth (better nulls) require better amplitude balance. 

The phase-sensing system can be summarized as follows:   pre- 
comparator phase errors cause bore sight errors in direct proportion 
(as a function of normalized pointing angle u);   pre-comparavor amplitude 
errors cause null depth variations (imperfect nulls).    In this simple 
analysis,   second-order effects have been ignored.    This is normally a 
good assumption,   since large pointing tTrors are not of general interest 
because they result in significant loss in sum channel gain. 

Analagous results can be obtained for an amplitude - sensing system 
using equation (88).    In an ideal amplitude system,  0 is independent of u 
and G (u) contains the pointing information.    Then,  the first equation (88) 
is the predominant function for determining bore sight angle.    The cosine 

134 



function cha-iges very slowly for small arguments,  so the bore sight is 
essentially determined when 

KG (u) = 1 (91) 

Thus, pre-comparator amplitude unbalance (K^ 1) results directly in 
bore sight shift (G (u)#l). 

The second equation of (88) varies most rapidly with the term 
sin [0 -r 9j .    A null occurs when 0 + 9 = 0.    Pre-comparator phase errors 
result in an imperfect null with a magnitude approximately given by 

A 
i 

CK G(u) sin 0      =      9 (92) 

where 9 is in radians of phase error.   As before, the ratio of minimum 
amplitude to maximum amplitude is known as the null depth.    Better null 
depths are obtained with better pre-comparator phase matching. 

The amplitude-sensing system can be summarized as follows: 
pre-comparator amplitude unbalance results directly in boresight shifts; 
pre-comparator phase errors cause null depth variations. 

The boresight errors and null depths can be evaluated using the 
equations developed here when the antenna functions G (u) and 0 (u) are 
known.    The qualitative effects have been discussed,  and show the pre- 
comparator errors of a type like the sensor (i.r.,  amplitude unbalance 
in an amplitude- sensing monopulse) cause boresight pointing errors, 
whereas,  pre-comparator errors of the opposite type from the sensor 
cause imperfect nulls at boresight.    In the event a different sensor is used 
(dependent on both phase and amplitude),  the effects of pre-comparator 
errors can be evaluated in an analagous manner.    The two major effects 
will generally be boresight shifts and null-depth variations with magni- 
tudes in proportion to the pre-comparator errors. 

In the above derivation, C«J was treated as a constant.    In general, 
CÜ can be a function of time (e.g. ,  an angle modulated signal).    As long 
as the spectrum occupied by^j is narrow compared to the average operat- 
ing frequency, the results are unaltered.    This notation will be maintained 
in the following discussion of post-detection effects. 

The effects of post-detection errors are highly dependent upon 
the receiver technique and the mode of detection.    The problem which 
will be considered here is a full monopulse (three channel receiver) with 
a cross-correlation detector (a multiplier).    The results are identical 
when time quadrature sampling is used in a pseudo-monopulse system. 
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The sum and difference channel signals are given in equation (86). 
If the sum channel gain and phase are arbitrarily selected with respect to 
the difference channel, the sum channel can be rewritten as 

X-   C    !    (1 + KG coal//) cos COt - KG ain^/sinCJ tj 

whe re 

\|/ =   0(u) + 0 

and for brevity the u dtpendence of G is not written. 

The difference cnannel is assumed to undergo a gain and phase 
shift with respect to the sum channel.    Then, 

A   =   C [U - KG cosl|;) cos (COt +y) + KG sinl/;sin   (CJt +/)] (94) 

where C'/C   is the difference channel gain with respect to the sum channel 
and /^ is the phase shift of the difference channel with respect to the sum 
channel. 

Using trigonometric identities, equatior (94) can be rewritten as: 

A = cfl   (1 - KG cosl|;) cosy + KG sintysinyj coaCJt 

+ f- (1 - KG cosl|0 sin-y + KG sinl// cosy] sin 0) tj 95) 

The means for obtaining pointing information will now be specified 
as a correlation detection.    Other kinds of detection would in general, 
result in different post-comparator error effects.    The correlator is 
simply a multiplier followed by a low pass filter.    The effect of the filter 
is to remove double frequency components (and, in practice, to remove 
leakage of the fundamental).    The action of the correlator can be easily 
seen by noting that the multiplication of sum and difference channels 
results in three kinds of terms    cos^Cüt,  sin Cut, and cos CJt sin CÜ t. 

Using the identities: 

Z cos2ajt   =   1 + cos 2CJt 

2 (96) Z sin  COt   =    1 - cos 2Cüt 

2 sin Cüt cosCü t   =   sin Cut 
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it is apparent that only the constants are of importance, since the ZU) t 
terms are removed by the low-pass filter. The resultant pointing angle 
output, ©^, in an amplitude monopulse systenris given by: 

LJ   fl - (KG)2lc087 + 2 KG 8in\J[/siny> 

In the absense of pre-comparator phase shifts, XJJ ~ 0 and 

cc 2n 
»A   a .  I  l-(KG)   J   co.y 

CC' 
eA   =    ^   |  1 - (KG)&J cos/ + 2 KG sinljJ sinj f (97) 

CC' 2 
«A   

a .  flMKG)     i   co» y (98) 

IS Thus, the gain (slope of the error signal as a function oi' pointing angle) i 
modifipd by C, the gain factor in the error channel, and is reduced by 
cos V, where V is the post-comparator phase error. 

Referring back to equation (97), the effect of pre-comparator and 
post-comparator phase shifts is seen to be of second order.   It can be 
important near boresight, however,  since a pointing error results.    Bore 
sight occurs when, 

|_1 - (KG) Jcosy + 2 KG ainXpainy * 0 (99) 

It is apparent that tho gain loss is relatively small for rather large 
phase errors,  since the two sine factors are multiplied together.    This 
term is generally of importance only when high pointing accuracy is re- 
quired (e.g. , in the radar case). 

The pointing angle output, ep, in c. phase sensing system is found 
in a similar manner.    A 90° phase shift is introduced in the difference 
channel with respect to the sum channel prior to the correlator, but 
otherwise the operation is identical.    The filtered output is 

P = ^11 [ (KG)2- ^ siny+2 KG sin^cos y\ (. 
CC 

TOO) 
2 

In this case the second term is the basic pointiu6 signal, and the first term 
is a (P  cond order) error signal.    Thus, when the pre-comparator ampli- 
tude errors are zero (KG = 1),  the expression reduces to: 
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; e    «  CC tinlp co. y 
p (101) 

Ag in the amplituds monopulse case, the gain (slope) is modified by C 
and by cosV . 

Bore sight occurs when, 

fcKG)2- l] siny+ 2 KG sin ^/cos 7 s 0 
(102) 

Again, a second order effect is present since sinV is a small value for 
moderately small phase shifts and (KG)    is nominally equal to unity.    The 
net effect caused by pre-comparator amplitude errors and post-comparator 
phase errors is a small boresight error. 

In summary, two basic effects are seen when post-comparator 
errors are present.    First, a gain variation is caused by both amplitude 
and phase errors.    This gain change will result in changes of the servo 
systt ir. gain.    Second, a bore sight shift is present when both pre-compara- 
tor errors (of the opposite kind from the type of monopulse system) and 
post comparator phase shifts are present.    The boresight shift is a second 
order effect and will not generally be a significant source of sum channel 
gain reduction.    The amount of sum channel gain change can be determined 
from these equations when the antenna gain and phase functions are known. 
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SECTION vm 

NORMALIZATION 

An optimum receiver would provide an angular pointing error 
which is independent of the received signal strength.    The antenna and 
receiver noise causes the tracking system gain to change below that 
value at high signal strength, and the system performance is according- 
ly degraded.    The tracking system is said to be normalized when its 
gain is dependent only on pointing error and not on signal strength. 
Figure 41 shows a simplified tracking system beginning with a source 
or transmitter and ending with an error voltage e0(t) into the servo 
system.    Only one channel (one axis) tracking circuitry is shown.    The 
system gain factor K is in units of volts per degree pointing error and 
it is desired that K (average value) not change when the distance between 
source and antenna changes (for a constant pointing error € ). 

Figure 42 shows the effect of noise on K for systems using 
different schemes to achieve normalization.    Curves 2, 3 and 5 r.re 
from Pelchat (U).    Curve 2 assumes that the angle detector is a perfect 
multiplier and the AGC or signal level detector is a square law rectifier. 
The S/N) y   ratio is measured at the output of the sum channel amplifier. 
Curve 3 assumes that linear rectifiers are used in the level and angle 
detectors and that the ratio,   A O Ne/Nr,  of noise powers in the sum and 
error channels measured at the input to the angle detector is unity.    Curve 
5 again uses linear rectifiers, but the ratio  Ac Ne/KT   s 10.    Here,   A G 
is the ratio of error to sum channel gain, Ne and Nr are the noise powers 
in the error and reference channels referred to the antenna terminals. 
Curve 1 is for the case of a hard limiter used to provide normalization 
siiiiilar tc the system configuration described by Rubin and Kamen'12'. 
This curve was compiled from data given in Davenport'     ' (Figure 4), 
and Jones'14' (Figure 3).    The IF bandwidth is equal to that used in the 
systems having AGC circuitry, and the same received signal piower will 
then result in identical signal-to-noise ratios at the IF output.    However, 
in a practical case,  the limiter or SCAMP approach will require at least 
three times the IF bandwidth as used in the AGC type systems,  since the 
error signals have the same information bandwidth as the sum channel, 
and must not overlap in the frequency spectrum at the limiter input.    Curve 
4 is plotted for the minimum required IF bandwidth, and same received 
signal strength as the AGC type systems. 
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For identical S/ffjy at the IF output, the limiter approach provides 
superior normalization characteristics at values of S/N)^* equal to 10 or less. 
When the different systems are compared for the case ofequal signal 
strengths at the antenna terminals, the hard limiter, due to its increased 
IF bandwidth, is inferior to the square law or linear rectifier ACC systems 
( AG N /Nr = 1).   It is noted that coherent or synchronous AGC would 
normally provide normalization to values of S/N)^"  out of the IF less than 
0 dB, depending upon the ratio of the IF to loop or reference filter band- 
widths.    Thus, as long as the system is locked and tracking, K is essentially 
constant at the value Krn.    The use of a coherent system can impose addi- 
tional problems, particularly during acquisition. 

In a typical communications situation at least a +6 dB S/N would 
be anticipated, resulting in a normalization change of less than 3 dB for 
square law or linear detectors (curves 2 and 3).    Therefore, when the 
signal strength is sufficient for good communications, the normalization 
problem is not severe.    In other situations, however,    the servo loop gain 
change at low values of S/N could impose severe design problems. 
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SECTION IX 

MONOPULSE NOISE ANALYSIS 

The purpose of this ?ection is to analyze the noise characteristics 
of a monopulse system.    The system includes three receivers of bandwidth, 
W, two cross correlation detectors, and two low paes filters, as shown 
in Figure 43.    The signal-to-noise ratio (SNR) on the error channels is 
derived as a function of the signals and noise densities at the inputs.    Since 
the operations performed on the two error chanuels are identical, only one 
channel will be analyzed. 

The input signals are angle modulated (e.g., FM or PM) and are 
assumed to be identical except for a gain factor.   Input noise is assumed 
to be white, gaussian noise, independent and with different (in general) 
density in each channel.    The inputs are passed through ideal bandlimiting 
filters of bandwidth W and centered at a frequency of fc.    Then, 

ys(t)   =   A g(t) + ns{t) 

yd«)   =   B g(t) + n (t) 
(103) 

where     E (g (t)) =   1 

to normalize the power levels. 

The spectrum of g(t) is zero outside of the frequency interval of 
bandwidth B centered at fc.    The noise spectra can be similarly described 
as 

SnsW   = 

Sr.,vW 

2 W w 

(104) 

Then, the SNR on the sum channel can be found as tollows: 
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Signal power   =   A* 

Noise power    r   N W 
5 

. .SNR 
(105) 

N8W 

The remaining problem, then is to find the SNR on the elevation 
channel.    The general procedure to be used in this analysis is as follows: 
the autocorrelation function of output of the multiplier is found;   the 
Fourier transform of the autocorrelation function is obtained, which is 
the power spectral density.    The appropriate low pasti portion of the 
spectrum is retained as the output of the filters. 

The multiplier output is given by, 

jel(t)   =   {ys(t) ) • (yel(t) ) 

=   ABg (t) + Ag(t) ne(t) + Bg(t) n8(t) + ns{t) ne(t) 

(106) 

The characteristic of the angle modulated signal is de'-.cxlbed a? follows: 

g{t)   = VTcos a(t) .'.   E ]^g2(t)J     =   1 (107) 

where 0(t) represents the modulated carrier frequency. 

The autocorrelation function of the multiplier output is 

RJel(T)   =   E 

(108) 

;el(t) jel (t +T)] 

E^ABg^t) + Ag{t) ne(t) + Bg(t) ns(t) + ng(t) ne(t)J ' ^ABg^it +T) 

+ Ag(t +T) ne(t +T) + Bg(t +T) ns(t +T) + n6(t +T) ne(t +' ^ J> 

Noting that the expected value of the noise functions is zero, the only non- 
zero terms will be signal terms and autocorrelation noise terms (not cross- 
correlation noise terms).    Then, defining Rx (T) as the autocorrelation 
function for the time function x, equation (108) can be rewritten as, 
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(109) 

Rjel(T) .=   A2B2R2g(T) + A2Rg(T) Rne(T) 

+ B2Rg(r) R nJT) + R n8(T) R ne(r) 

The Fourier transform of equation (109) yields the spectrum of je]Cn as 
follows: 

SJel(f)   =   A2B2S g2(r) + A2S g(f) „,   S ne(f) 

+ ETS g(i) :;:  S n„(f) + S ns(f)  « S ne(f) 
(110) 

where the symbol * denotes convolution;   i.e., 

S g(i) ::-• S ne(f)   =   /      S g(x) S ne(f " ») dx 

Equation (110) can be most easily evaluated by referring to the spectra 
shown in Figure 44.    In addition, the case of interest in the monopulse 
situation occurs when the low pass bandwidth^ is very small compared 
to W, the bandwidth of the incoming signal.    Under these conditions,  the 
outputs of interest occur very near to zero frequency and can be con- 
sidered as having flat spectra of width/j and magnitude equal to the DC 
value of the unfiltered function.   An evaluation of each term in (110) 
follows: 

2 sg  (o)   =   DC signal power in g2{t) 

g(t)   =  -/Fcos 0(t) 

g2(t)   =   2cos
20(t)   s   i + Cos2(2(t) {111) 

/. SgZ(o)   =1 + W 
c    7~ 
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N, Sg(f)*Sne(f)   s:   2     /      ^_     Sg(x)dx 

f. ^W 2 

Ne     I IN*         total signal power j   s 

2 2 
(112) 

similary, Sg(f) * S ns(f)   = (113) 

NeNs 

S n_(f) ,,, S ns(f)   =      x 2 / dx 
4 

NNW 2 

e    s 

fc     — (114) 

The elevation channel output can now be written, 

_    ,     A2Ne         B2Ns       NeNsW 
Sel(o) =A2B^+  +    +     (,15) 

2   2 The desired (noise free) signal output is the term A   B .    The noise power 
is then determined by the low pass filter of two sided bandwidth Zfj .    The 
total noise power out is 

Nout   =   ^ (^X + B N
s 

+ NeN
S
W) <116) 

Then, the output signal-to-noise ratio is, 

A2B2 

SNRel out =  (117) 

ß (A2 Ne +   B2 Ns +   Ne Ns W) 

Equation (117) is the desired result.    An identical expression can be 
derived for the azimuth channel, when Ne is replaced by Na.  the noise 
density on the azimuth input.    Equation (117) can be written in a more 
illuminating manner by making the fcrowing identifications: 
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N  W 
=   SNR     is the sum channel input SNR in a bandwidth W s 

B'' 

NeW 

Then, 

(118) 

=   SNR    is the elevation channel input SNR in a bar-width W 

W 
SNRelout   =   

ß 

SNR, 

1 + 
SNR, (119) 

SNRg SNRS 

Equation (119) defines the output SNR on the elevation error channel in 
terms of input bandwidth,  video bandwidth, and input SNR's.    In many 
cases,  the equation can be further simplified.    When tracking,the sum 
channel signal is much stronger than the error signal..    SNRe<<SNRs. 
Furthermore, when the system is operating well above threshold, a large 
input SNR8 is expected. 

SNR, out 
W 

ß 
SNR, (120) 

Thus, undei high signal conditions and when tracking, the output SNR 
is equal to the input SNR when measured in the same bandwidth.    Under 
rather marginal communications conditions, when SNRS - 1, the output 
SNR is degraded by an additional 3 dB. 
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SECTION X 

TIME DIVISION MULTIPLEXING 

(TDM) 

One techrique for combining trie three input signals (one sura 
and two liifference channels) of a moncpulse system onto a single 
Channel is time sharing, or TDM.    One type of TDM which could he 
considered would be a "elow" switching between the three channels, 
where ''slow" means that tlie switching period is very long compared 
to the reciprocal of the b^adwidth of the incoming signal.    This snethod 
results in an irrecoverable loss of sum channel information daring those 
times when the difference channels are being passed.   As a result, the 
method is not generally usable in a communications terminal*    The "slow" 
switching technique will not be considered further. 

The alternate TDM technique,   "fast" sampling, will be discussed 
in this section.    Basic lim.tations exist in the switching rate,  bandwidth, 
and crosstalk in this type of system.    Fortunately,  some fundamental 
sampling theorems can be applied to obtain limits on this* problem. 

A general TDM system can be represented by the simplified block 
diagram of Figure 45.    The three input signals pass through bandlimiting 
filters prior to the first switch.    The filters will be considered to be ideal 
(nor-realizable) filters which pass without loss all signals in a basdwidth 
B centered at the carrier frequency and provide infinite rejection at all 
other frequencies.    Realizable filters will be considered later, but the 
use of ideal filters is necessary at this point to allow sampling theorems 
to be used, < 

Sampling theorems for bandpass functions have been presented 
by several authors '^J 1"» ^',   °> and are essentially bandpass versions 
of Shannon's'  "'classical sampling theorem.    The bandpass sampling 
theorem requires that a minimum sampling rate f^ of 

^R 2CÜ    (i + __) 
m 

(121) 

be used to allow recovery of the initial signal. 
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where (jj   is bandwidth of the signal 

ij   is highest frequency in band 

m   is largest integer not exceeding i^lO} 

k =  - m 
0) 

Thus, the required rate varies between 2CÜ and 4(A) cad, fo     agh center 
frequencies with respect to bandwidth, is nearly equal to 260 .    This 
expression is based on an ideal impulse sampling, but is equally valid'^"' 
for finite width samples.    The sample width becomes very important when 
the switching is done prior to the high gain amplifiers in the receiver.    In 
that case, the sample width determines the gain and can significantly 
degrade the noise figure in a practical system.    The amount of degradation 
depends upon the bandwidth and noise figure of following stages as well as 
preamplifier gain. 

The amplifier following the sampler must have a wide bandwidth 
or crosstalk will result.    This is shown in the following paragraphs by 
considering ideal filters and impulse sampling.    The single channel ampli- 
fier bandwidth is denoted by X.    The impulse response of an ideal filter of 
width X is proportional to 

h(t)  = 8in7rtx 

™      —■---  (122) 
^tX 

the familiar "sine X over X" characteristic.    The function is maximum at 
t = 0 and exhibits zeros at integer values of (tX).    Therefore,  an appro- 
priate choice of X would be one which makes the response due to all past 
samples identically zero at the instant of sampling. 

For example,   consider the case when three input channels of band- 
width B are to be sampled.    The minimum sampling rat- for each channel 
is 2B.    Thus, a total of 6B samples per second are required to characterize 
all three channels.    If these samples are equally spaced in time and used to 
drive the ideal filter of bandwidth X,  then the filter output due to all past 
samples can be made zero by choosing X = 6B;   i. e. , when t = N/6B is the 
time of sampling (N an integer),  the product tX = N is always an integer. 
In summary,  for the case of impulse sampling,  using equally spaced sampled 
samples and an ideal bandwidth precisely 6 times the inverse of the samplint; 
rate,  there is no crosstalk.    This system is obviously unrealizable,  but it 
does illustrate  the lower limit on bandwidth required. 
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It is also possible, of course, to use nonuniform and/or non- 
identical sampling methods.   Any change from uniform, identical sampling 
would result in an increased amplifier bandwidth requirement.    It might be 
desirable,  for example,  to sample the sum channel many times for each 
sample of the difference channel.    Since it is always necessary to sample 
the difference channels at a rate 2B or higher, the overall sampling rate 
requirement would increase and the bandwidth of the amplifier would in- 
crease accordingly.    In the event the samples were not evenly spaced, 
crosstalk becomes a problem which can be alleviated only by increasing 
the amplifier bandwidth. 

In a more practical situation, finite width samples would be used 
and realizable filters would be required.    Under these conditions, the 
sampling puise shape and the amplifier filter shape can be selected t" 
minimize overshoot^15', which is equivalent to reducing crosstalk.    The 
present problem   is quite severe, however,  since one channel (sum) is 
normally much larger than the others.   Asa result, the signal in the am- 
plifier due to the sum channel must be made extremely small when the 
difference channels are being passed. 

The signals in the bandpass amplifier are sampled in a switch which 
is synchronous with the input sampler.    The three switch outputs are 
filtered, to recover the initial signal, and then correlated to obtain the 
pointiug error signals.    The switching design problem is directly related 
to the input filter bandwidth.    Impulse sampling would require that the 
switching time (the time required to switch off input 1 and switch on input 
2) be negligible compared io i/6B.    Ina finite sampling system; a switch- 
ing time which is short compared to 1/6B would be desirable, with a 
switching time of one-half the sampling time representing an upper limit 
in a practical system. 

Since the input filter bandwidth is a key element in the TDM system, 
the practical limitations on this filter must be considered.    Minimum 
duplication of circuitry and,  therefore,  maximum benefit from the single 
channel technique is obtained by placing the filters and switches as close 
(electrically) to the antenna as possible.    If the filters preceed preamplifi- 
cation,    then insertion loss is of prime importance,  since it contributes 
directly to sum channel degradation.   An X-band limitation,  considering 
realizable unloaded Q (resonator quality factor) to be in the order of 10 to 
20, 000 in a practical size, would then be a minimum bandwidth of 10 to 20 
MHz.   Even a simple filter (and thus a very poor approximation to the 
necessary bandlimiting filter) would exhibit   several tenths of a dB inser- 
tion loss.    Considering this optimistic condition, a 10 MHz bandlimited 
signal, the switching time must be much less than 16 nanoseconds and the 
a...lt^„"ier bandwidth must be much greater than 60 MHz.    It appears, then. 
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that X-band switching is not practical, considering the present state-of-the- 
art (note that the insertion loss of the switch must also be very low to pre- 
vent sum channel degradation). 

More reasonable parameters are available when switching is done 
at an intermediate frequency.    In the limit, the filter bandwidth is restrict- 
ed by the signal bandwidth (when AFC is used) or by the frequency uncertain- 
ty (oscillator stabilities and Doppler shifts) plus the signal bandwidth.   In 
the present case, the minimum bandwidth is approximately 200 kHz, as 
limited by signal characteristics.    The resultant switching required is a 
time less than 0.8 microseconds.    The amplifier bandwidth must be much 
greater than 1, 2 MHz.    When AFC is not used, the bandwidth must be 
nearly 400 kHz, due principally to Doppler shifts.    In this case, the switch- 
ing time must be much less than 0.4 microseconds and the amplifier band- 
width must be greater than 2.4 MHz.   A summary of the three cases, X-band 
swicching, IF switching with AFC, and IF switchine; without AFC is shown 
in Table 11. 

The block diagram of a practical TDM SCMTR is shown in Figure 46. 
This system uses three RF amplifiers and mixers and does the switching 
at an intermediate frequency.   It is apparent from the block diagram that 
the implementation is relatively complex.    The basic technique is inferior 
to other techniques in both performance anc equipment complexity.   In short, 
the use of TDM is not recommended in the design of a single channel mono- 
pulse tracking receiver. 
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TABLE   11 

TDM FILTER, SWITCH, and BANDWIDTH REQUIREMENTS 

X-Band 
Switching 

IF Switching 
with AFC 

IF Switching 
,.   AFC 

Realizable Filter 
Bandwidth 10 MHz 200 kHz 400 kHz 

Switching Time »16 nsec >> 0. 8 u sec ^>0. 4 u sec 

Amplifier Bandwidth > 60 MHz > 1.2 MHz > 2.4 MHz 

155 

. __J 



. 

E                                              t 
M 

4 W Jw 
+ +1 

.s ...      f , ■f 
a                                      r 
y 
o ^< 

i u 

0          ^4 a,   Q 

- 
«     In 

o * r^ 
JO. £ 

JS , L.  f T f     " 
a 

u     * ♦J 
1    u h S o    *> 

1 ^    M     5 
0 

•i   u   t, Is X —i 
.5° fl)  A 

Oi   < W    Q 

o 
a 1 T t 

i .j  

? 

Ü a «« 1     ^      ^ «               il 
4-* 

fa       OQ 

«     II 

fa     g 
S     « 
S 

H r .. T T 
Is 

vO o X •* fa ^ 

02 

tJ      WA 

3 r ^ 
T r   " 

fcl • 
J3 
u 

k 
•r4 

l ä 1  

t ■              1                      . 
■s 

A     ^ 

PQ 
«    ä 

1 r*. 1 
« 

T f t 

i f— 
H          V 

0     •<■) 
ft p 2 

 1 

2 
 ^ 

i 

" f t T 

1 <— 
u 
0 « 1 

N 
« 1 

i p t < ^ ■ i 

(0 

1 < <f 1      u 
s s 
0      (4 

co 

o   ^ ni 

7 
*   TJ g c « s (Uojj»  *J 

<       w . 

156 



SECTION XI 

FDM (FREQUENCY" DIVISION MULTIPLEX 

1. BASIC SYSTEM 

The basic FDM (Frequency Division Multiplex) technique is 
illustrated in block diagram form in Figure 47.    The sum and difference 
signals are mixed with the frequencies fj, f^, and £$  such that their 
individual spectra do not overlap.   Actually, intermodulation require- 
ments dictate the exact frequencies as will be discussed later.    The 
signals are added in a linear summing circuit and fed to a single IF 
amplifier.    The IF output is supplied to three bandpass filters with 
center frequencies fj, f-,, and f-.    The sum channel is applied to a 
detector and AGC amplifier with a reference DC voltage to develop AGC 
for the IF amplifier.    The desired effect is one of normalization,  such 
that the output from the error detector is independent of the received 
signal level. 

The sum channel is mixed to the centei trequency £2 and used 
as a reference in the phase sensitive error detectors.    The input signals 
for each detector are centered at £%, where the output from the bandpass 
filter fß is mixed with the frequency ^2^3) before the detector.    The 
normalization process,  using the sum channel for the AGC, will depend 
upon the performance of the detector in the AGC loop in the presence of 
low SNR's in the sum channel.    Some of the more common detection 
schemes have been compared in Section VIII. 

The basic FDM method will provide a single channel system with 
potentially equivalent performance to three channel monopulse.    The 
equipment requirements are quite severe, however.   A particularly 
interesting problem,  common to all monopulse systems, is one of nor- 
malization (see Section VIII).    The combination of the normalization 
problem and the FDM technique led to consideration of the SCAMP tech- 
nique,    a special case of the general FDM method. 

2. SCAMP 

A technique which utilizes t.ie normalization phenomena which 
occurs when two or more signals of unequal amplitude are passed through 
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(12) a common hard limiter has been proposed*      .    This technique has been 
named SCAMP - Single Channel Monopulse Processor, and is shown in 
basic form in Figure 48.    There are characteristics of this basic system 
which appear directly applicable to monopulse radar systems.    Monopulse 
radar systems incorporate methods for precision direction finding by 
simultaneously comparing   the energy incident on two or more antennas 
(or patterns). If these signals are compared by taking the ratio of one 
signal to another,  problems of amplitude and phase vaiiations are mini- 
mized.    Under certain conditions,  the SCAMP system provides this 
function on an instantaneous basis using rather unsophisticated equipments. 

The basic SCAMP system consists of a linear summing circuit 
followed by a hard limiter which is in turn followed by bandpass filters.    The 
summing circuit allows the signals, which are far enough separated that 
their significant sidebands do not overlap, to be linearly added prior to pro- 
cessing through a single channel.   After limiting the composite signal is 
routed to bandpass filters.    The filters,  one for each signal,  must be pre- 
selected to match the center frequency and bandwidth requirements of a 
particular signal. 

A monopulse system which incorporated the SCAMP processor is 
shown in Figure 49.    Since the three signals are to be processed in a single 
channel they must be converted to center frequencies which differ by at least 
twice the information bandwidth of the signals.    The outputs of these mixers 
are at "IF" frequencies.    At this point, the signals are linearly summed 
(equivalent to the summing point in the "Basic SCAMP Processor" of Figure 
48), and passed through the SCAMP processor to the section which converts 
the three signals back to their mutually coherent state.    After this point, 
the signals are detected and the information routed to the tracking logic. 

As will be noted from Figure 48, the forms of the output signals 
from the SCAMP processor are: 

S,
i^Ki   sin (CJ1 t + 0^) ) 

~ A 

2^"2  ,      
L A^t) 

n     , (123) 
sin (Cü2 t+ Cf2 t) 

The signal S'    corresponds to the sum channel signal of Figure 49, 
and it is assumed that its amplitude, Ai(t) is larger than either of the 
amplitudes (A2 and A3) of the signals which correspond to the difference 
channel signals;   i.e. ,  S'2 and S*y    The factors Kj and K2 are parameters 
dependent upon the limiter characteristic. 
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These approximations for the SCAMP processor outputs are 
valid for A^Mj (which corresponds to the ratio of a difference signals' 
amplitude to the sunn signals' amplitude in Figure 49) less than about 
0. 5 and for the condition of the sum channel being at least 4 or 5 dB 
above the noise level, 

Although the SCAMP processor seems to offer a significantly 
improved techniques  it has several characteristics whica could,  depen- 
dent upon the proposed utilization,  cause problems.    The reasoning 
which accounts for the normalization indicated by e qua don (1Z3) and for 
several other pertinent characteristics has been given in varying degrees 
in the references '   ' i2"i'* and -0-25)^    Based on these,  consideration 
of each of the characteristics relevant to the FDM system of Figure 49 
follows. 

The normalization phenomenon,  the key to the utilization of a 
limiter-bandpass filter scheme, has clearly defined, but non-critical 
limitations (See Figure 50).    Figure 50 shows that as the SSR* approaches 
unity,  the normalized output signal starts increasing and the other output 
signal starts decreasing.    Considering the effect on the system of Figure 
49,  this phenomena would cause a negligible shift in the antenna pointing 
angj-^.    No problem areas are encountered as the SSR approaches zero. 

Figure 50 also shows the effect of input SNR on the normalization. 
For cases in which the input SNR is greater than unity, the normalization 
is essentially independent of the SNR, The variation noted for SNRs less 
ihan unity may be neglected since one is not generally interested in slight 
angular errors (which would result from this variation) in situations of 
negative SNR. 

Consideration of weaker signal suppression (the amount that the 
weaker signal is suppressed below the stronger signal) effects leads to 
an analysis of the variation of this phenomena at a function of input signal- 
to-signal ratio (SSR) and input signal-(larger)-to-noise ratio (SNR). 

J'>nes \*^f has studied the effects of two sinusoids in narrowband 
Gaussian noise.    Figure 31 shows the relative suppression of one signal 
by the other in the presence of noise,  and it is noted that for signals 
buried in noise, little or no suppression of one signal by another takes 
place.    Whenever the large input SNR is 10 dE or more the maximum 
suppression is 6 dB when the relative signal levels at the input (S2/S1) 
is equal to or less than 10"   .    For larger values of ST/SJ, approaching 

SSR ir to be interpreted as weaker signal-to-stronger signal ratio. 
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unity, le.is suppression is observed,with none at all for S^/Sj = 1. 

Shafts       has analyzed the situation for the case where three signals 
are processed through Lhe limiter in the presence of noise.    Figure 52 shows 
the suppression when there are one strong and two weak signals and was 
plotted from data obtained by Shaft.    The signal suppression approaches 
5-1/2 dB for high signal-to-noise ratios in the large input signal channel. 
Also,  it is noted that the weaker signal is enhanced at low SNR's in the 
large signal channel for S3/S1 les9 than 10"   . 

When considering the limiting effect en SNR produced by the ideal 
bandpass limiter, it should be noted that the SNR for the weak signal can 
be degraded below that at the limiter input.    Figure 53 shows the ratio of 
the outpvt SNR to the input SNR as a function of the larger input SNR,   with 
the input signal-to-signal power ratio (S2/S1) as a paramster.    From this 
figure,  the output SNR to input SNR lies in the range 0 to 2 for two signals 
in noise as compared to the range 71/4 to 2,  for one signal input SNR's 
equal to or greater than one.    When strong noise is dominating the limiter, 
the SNR's of both input signals is decreased by a factor of   "M (about 1 dB). 
When one signal is much stronger   than the other and noise,  the SNR of the 
strong signal increases by a factor of 2, whereas,  the SNR of the weak 
signal decreases by the factor 1/2.    This fact can be obtained from Figure 53 
directly by noting that the product of Sj/N)- and S2/Si)- gives S2/N)^.    Then, 
the intersection? of this value (on the abcissa) of Figure 53 with the recipro- 
cal of S2/S1'^ gives S2/N)c '^/N^.    It is noted that when the two signals 
are of equal strength (S2/S1 = 1) and much stronger than the noise,  the 
normalized SNR tends to zero for both signals.    The equal output SNR's 
are large compared to unity,  but are much smaller than the large and equal 
input SNR's. 

Another important aspect of limiting as utilized in a SCAMP system 
is that of intermodulation.    Figure 54 expresses in power the relationship 
of the strongest inte rmodulation product [Zi^-i-i) to the weakest output 
signal level.    When the input signal strengths are equal and much stronger 
than the noise,  the strongest inte rmodulation (Zf^^) is 9. 5 dB below either 
of the two output signal powers.    However, when one signal is much strong- 
er than the other and noise,  the largest inte rmodulation product is about 
equal to the weakest output signal level.    The strengths of all intermodula- 
tion products fall off rapidly with decreasing SNR,  and for the larger input 
SNR equal to unity,  the strongest inte rmodulation product is 12 dB or more 
below the weakest signal. 

Channel orientation has a significant effect upon the amount of 
inte rmodulation present.    This process has been analyzed and evaluated 
experimentally^  '.    The symmetrical configuration of Figure 55 produces 
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Figure 56      Illustration of A symmetric Channel Orientation 
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much higher intermodulation distortion than the asymmetrical configuration 
of Figure 56. 

Since low order intermodulation products account for the majority 
of the total intermodulation,  channel orientation such that these products 
are not in-band will optimize the system performance.    For equal channel 
spacing  A f, third order intermodulation will occur in-band since fg"^! +/-^f 
and 2i2-ii = fj + 2A f = f3 in Figure 56,    Likewise 2f2-f3 = iy2 Af = ^ 
results in sum channel intermodulation products.    However, no low order 
products will fall in-band for the   A^^ (innermost)channel.    If conservation 
of bandwidth is not critical then the location of the Ag^ channel can be 
moved up in frequency 2 A f above the A^^; channel and both difference 
channels are free of the lowest order intermodulation.    Fifth order,  in the 
form of 3f2-2f1 = f j + 3 A £ are now in-band in the AEL channel, which may 
not be a problem.    If it is,  the  A EL channel can be moved up in frequency 
3 A f above the   A^^ channel and the fifth order products avoided at the 
expense of increased bandwidth.    For the case of interest here,  low order 
intermodulation must be avoided since these undesired signals have levels 
approaching that of the weakest signal at the limiter output. 

One possible system configuration using the SCAMP techjique is 
shown in Figure 57.    The inputs from the antenna array are supplied to the 
comparator.    The comparator functions to provide the three outputs, X   , 
A ^2 >  an<i  A EL.    .A low noise amplifier is used in the sum,  or Data 

Translator channel to provide for low system noise temperatures and to 
further enhance the relative difference in signal levels into the limiter.    This 
is desirable to provide low intermodulation levels relative to the sum signal, 
even though  Figure 54 indictes a 9. 5 dB advantage for large input SNR's if 
both signal levels are of equal strength.    The small signal suppression is 
maximum under these conditions but this can be compensated for during 
system calibration. 

Since low SNR's in the error, or small signal channels, result in 
noise jitter (angle fluctuation about the boreslght, or mean), these SNR's 
are important only from the standpoint of pointing angle error. Pointing 
angle eTIpr is mainly a function of the sum channel SNR, nnd it has been 
shown that for a sum channel SNR of 15 dB or more the rms angle 
error is less than one-hundredth of the antenna 3 dB beamwuith.       From 
these considerations,  only isolators are provided in the error channels 
before the first mixer to prevent local oscillator leakage between channels. 

The FDM (Frequency Division Multiplexer) contains the oscillators, 
isolators, and mixers used to translate and separate in frequency the three 
channels.    The oscillator f^ can be tunable,   or replaceable,  to permit 
extended system capability.    Care must be exercised in the selection of 
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channel orientation such that intemodulation does not degrade per- 
formance when fj is changed (assuming no spectra overlap is introduced). 
Ths exact IF (Intermediate Frequency) is determined by spurious analysis 
for the most part, but is normally below 100 MHz.    Circuits are less 
critical in thii range and, also, transmission loss is minimized where 
long cable runs are involved. 

The Error Signal Processor provides both magnitude and phase 
information to the servo system using the sum and difference signals and 
the local oscillator injection frequencies (iz'^l^ and^-fß).    The sum 
channel signal is translated from the center frequency fi to £2 and used as 
a reference in the pnase sensitive detectors for  both  &£% an<^ ^EL 
chanuels.   Also,  the   ^EL ^n ^s case is translated to the center fre- 
quency i^ before the phase detector. 

The main effect of jamming is to introduce another relatively large 
signal in the limiter, assuming that the signal is in-band and this signal 
would capture the normalization phenomenon.    The system is not normally 
more immune to unwanted large  signals than any other system(s) unless 
extra precautions are used prior to the limiter. 

In summary,  the important points of interest in SCAMP are: 

SNR degradation 
vVeak signal suppression 
Inter modulation distortion 
Hardware complexity 

The first three have each been considered in detail,  and they present 
no extreme difficulty in achieving satisfactory system performance.      The 
hardware requirements are comparable with those of the three channel mono- 
pulse techniques,  and somewhat more excessive than the pseudo-monopulse 
case.     In addition,  the instantaneous normalization feature is not an 
advantage in the present situation.    In fact,  as shown in Section VIII,  the 
normalization is worse when the SCAMP technique is used.    It appears,  then, 
that the general FDM technique is not desirable as a SCMTR,  under the 
conditions discussed in Section II;   i.e. , a satellite communications terminal 
application. 
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SECTION XII 

PSEUDO - MONOPULSE 

i. INTRODUCTION 

Pseudo-monopulse is a hybrid technique which is neither pure 
TDM nor pure FDM.    The term pseudo-monopulse has been previously- 
applied to boresight scanning systems^     ' in much the same context 
as the present usage.    The basic concept then,  is not novel,  as may be 
noted from the bibliography.    In fact,  applications of the basic method 
are presently in the field in satellite communications terminals.    A 
detailed evaluation of the technique, including design information, has 
not been found.    The purpose of this section is to provide a compilation 
of basic information on pseudo-monopulse,  both known and new. 

The basic system block diagram is shown in Figure 58.    The 
two error channels are combined using techniques which will be des- 
cribed in the next paragraph.    The combined error channel (different 
from a conventional two channel monopulse error channel, as dis- 
cussed in Section XIII) is then linearly combined with the sum channel 
to provide a single channel system.    Performance of this method in the 
presence    of noise is discussed in the remainder of this section and in 
Appendix II. 

Z. OPTIMUM "Q-FUNCTIONS" FOR PSEUDO-MONOPULSE 

This discussion is concerned with the analysis of a pseudo-mono- 
pulse tracking receiver operating in a thermal noise environment and the 
determination of the optimum properties of the Q functions.    These Q func- 
tions for the azimuth and elevation channels are shown in the block diagram 
of Figure 58 where it is seen that each RF error voltage is multiplied by 
its respective Q function,   summed together,  and coupled into the sum 
channel to constitute the single channel pseudo-monopulse signal.    This 
signal,  corrupted by random noise,  is down-converted to an IF frequency, 
demodulated,  and multiplied by the Q functions which produce the corre- 
spunding azimuth and elevation error voltages for the servo electronics. 
It is noted that if the error voltages are coupled to the sum voltage with the 
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same ilF phase, an amplitude modulated signal i« formed;   whereas, if the 
sum and error channels are in RF phase quadrature, a phase-modulated 
signal is formed.    Both these casas are considered in the following dis- 
cussion.   In addition, the random noise interference is shown entering the 
system at the single channel;   however, elaboration of this assumption and 
the pertinence of the model is provided in a following paragraph. 

The assumptions appropriate for this pseudo-monopulse model 
and pertinent to the following analysis are stated in this paragraph.    The 
error signal are low pass with a bandwidth in the order of a Hz or less. 
The communication signals are angle modulated on the carrier (represent- 
ed by ^(t) in Figure 58) and are bandpass signals extending from a few hundred 
Hz upward.    This latter assumption is generally valid and is required for 
the case for which the error voltages are combined in RF quadrature for a 
PM scheme;   however, this assumption is not required for the AM scheme. 
The Q functions are assumed deterministic, periodic signals having a band- 
width such that spectral interference with low frequency tracking signals 
and the higher frequency communication signals (for the PM case) is avoided. 
Finally, the operations as indicated in the block diagram of Figure 58 are 
assumed ideal;   in particular,  the demodulator is assumed an ideal AM or 
Plv.r. detector as would be approximately the condition for above-threshold 
operation. 

The following analysis consists of writing the expressions of the 
output error voltages for the eystem of Figure 58 and inferring the optimum 
properties for the Q functions.    For the AM case, the IF signal can be 
written as: 

c i ■ ^V^'^x :. ^)A. .^CUOA;       (124) 

c^.   (V.cl -;CS0} 

where n(t) is the additive noise which is a sample function from a Gaussian 
random process having uniform spectral height over the band of interest. 
The oatput of the ideal AM demodulator for small modulation index is then 
given by: 

■/r-T2 X"   'vr-pTx ^TuT (125) 
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wüere the DC term due co the carrier .a removed and where X c'^ '8 

the lov pas«, in-phase noise representation.    Multiplication by Qe(t) 
for the elevation error voltage prior to low pass filtering then results in, 

c     -    kAe0e2(t> 4  'At Qe't) 0^ + ^'J    Q (0 

For the PM case, the IF signal can be written as, 

5 4 e4   =   n{t) ^Y1 " k^     cos   (Wc1 + ^^ ) (127) 

|(k Qe(t)Ae + k Qa(t)Aa)j c^n (Wct +0(1) 

and the output of the ideal PM detector assuming ideal limiting and small 
modulation index is thus, 

(128) 

f                       kAe kAa Xs(t) 
e, = /. cos < W t + 0{t) - 1       Q't] - Q.(t) + 

where A 8(t) is the low-pass,  quadrature representation of the noise.    The 
output of the elevation Q detector then follows as. 

(129) 
kAe                *„        -Aa Xs(t) 
 Oe   (t) -f.  Qe(t} Qa(t) -f. 

^ - k2 2 ^CT2 I ^T"? X 

This expression for the PM case is thus seen to be identical to that for AM 
with the same properties of in-phase and quadrature noise terms - Xc^ 
and  X  sCt), respectively. 

The error signal, 03 or e^, is then applied to a low pass filter or 
integrator such as the servo subsystem would provide and this output 
is desirably high signal-to-noise ratio for optimum tracking performance. 
The first term of 63 01 e^ after filtering or integration is the desired 
signal and it is desired that this term be a maximum time-invariant constant, 
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t 

/    O ^(0 dt - constant, maximum 
t . """      /        c (130) 

by the choice of Q functions where T is the equivalent integration time 
determined by the low pass filter.    The second term of e3 or e^ after 
integration represents cross-coupling interference and it is desired that 
this term be approximately zero as. 

Q (t) Qa(t) dt^O 
(131) 

The third term of 63 or e^ after filtering represents the noise which is 
effective in producing an angular jitter in the antenna.   It can be argued 
that the product term X. s(t) Ql(t) represents convolution of the individual 
spectra and for Qjft) narrow band compared to ^ s(t) (one cf the assump- 
tions), the spectral density at low frequencies is uniform with height 
proportional to the integral of Q (t).    The conclusion is that this term is 
not important to the optimum Q function determination since the spectrum 
is not changed appreciably for different Q functions and, although the 
noise power increases with the energy of the Q function, the signal power 
increases as the square of   this.    Thus, Equation (130) is a sufficient 
constraint for both the first and third terms and Equation (131) is the 
constraint for the second term. 

Under the assumed conditions, then, the optimum Q functions 
are those which are approximately orthogonal and have maximum energy 
for a time comparable to the integration time.   It is desirable to place 
further restrictions on the multipliers and adder to limit the difficulties 
of practical realization.    The intent of these restrictions is to prohibit 
the use of RF amplifiers or other noise-generating devices in this portion 
of the system. 
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The restriction to be placed on the scanner unit, then, is that 
it be "instantaneously passive".    The term "instautaneousiy passive" 
means that, for a time long compared with the period of the carrier the 
scanner acts as a passive circuit in the conventional senne.   The circuit 
may be time-varying, however, as long as these variations do not 
significantly affect the RF bandwidth.    This definition allows switches, 
diode modulators, ferrites, motor driven elements, and other semi-passive 
devices to be used.    The instantaneous "gain" of the device must not ex- 
ceed unity, however,  to be consistent with the definition. 

Within the above restriction, the basic limitation on passive com- 
biners, discussed in Appendix I, can be invoked;   i.e., the total power 
out is limited in a three port device.    In equation fo?:xn, 

Öe2(t) +Qa
2  (t)< 1 (132) 

for all t.    In particular, when an equal performance requirement is placed 
on the two error channels, the average power out due to either error 
channel is one-half the input power in that channel.   For example, con- 
sider the   case of input powers of Pj and P? in the azimuth and elevation 
error channels and noise powers Nj and N2 in the same channels.    The 
maximum signal power out will, then be, 

"y-  (Pi + P2) 

and the noise power out will be, 

±-   (N] + N2) 

under maximum signal power conditions. 

Using the "instantaneously passive" argument, the output must 
satisfy the above conditions at any time and, therefore, must satisfy the 
conditions on a long term average.    Note that the concepts in the "instan- 
taneously passive" definition are consistent wiilh the original assumptions; 
i.e., the Q functions have bandwidths such that spectral interference with 
the communications signals is avoided. 

Three different sets of optimum Q functions are shown in Figure 59, 
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The firat set is orthogonal due to the different frequencies of Qj and Q2. 
The sum Qj    plus Q2   is unity for all time so the maximum energy con- 
dition is satisfied.   Implementation of this arrangement could be accomplish- 
ed using ferrite phase shifters to obtain the phase reversals and a 3 dB 
coupler (reactive power divider) to sum the two signals. 

The second set of signals is orthogonal because of the quadrature 
phase relationships.    The amplitude conditions and implementation is 
the same as the first set. 

The third set of signals is orthogonal since one of the two functions 
is always zero.    The other function is unity,  so the maximum energy con- 
dition is satisfied.   ImpU mentation could be accomplished using a phase 
shifting circuit to generate waveforms (as in the generation of 59(b)) follow- 
ed by a switch alternately connected to the two inputs.   An alternate imple- 
mentation is possible using folded hybrids and latching phase shifters to 
accomplish the same functions. 

Another optimum set of Q functions are a sine wave and a cosine 
wave, both with unity peak amplitude.    The sine and cosine functions are 
orthogonal, as desired, and the total energy at any time is given by, 

•  2 2 sin   + cos^ 

therefore, the maximum energy condition is satisfied at all times.    This 
method can be implemented using a time variable coupling device such as 
a rotating plate in crosspolarized waveguide;   e.g. , consider a circular 
guide driven orthogonally (in polarization) by the two error signals.    A 
rotating quarter-wave plate in the guide,  followed by a linearly polarized 
output port will exhibit a sinusoidal coupling as a function of the orientation 
of the plate      Thus, when the plate is rotated at a constant speed, the de- 
sired Q functions are generated. 

One other desirable property of Q functions can be seen from 
equation (124).    In order to maintain proper normalization, the pointing 
error signals should be independent of received signal strength.    Normaliza- 
tion is normally accomplished by maintaining the sum channel at a constant 
level.    It is desirable, then,  to have the average contribution to the envelope 
due to the error channels equal to zero.    This will prevent slow changes in 
normalization factor due to changes in pointing error.    The desired   pro- 
perty,  then, is that the average values of both Qj and Q2 equal zero.    The 
Q functions illustrated all exhibit this property.    Note that simpler circuits 
could be used if the zero average value constraint were not imposed;   e.g. , 
a simple switch cycling between the two error channels would provide 
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orthogonal, maximum energy signals, but additional phase shifters are 
required to obtain zero average value.   An additional advantage occurs 
in the demodulation circuitry when zero average value functions are used 
since AC coupling can be used without the need for DC restoration. 

It is of interest to examine the noise which appears at the scanner 
output when the input is noisey;   i.e., antenna noise and line losses are 
appreciable.    The noise power out is given by, 

N0   =   Q^Nj+Q^^ {133) 

where Nj and N? are the noise power inputs in channels 1 and 2.   A case 
of particular interest occurs when Nj and N2 are ^qual power and indepen- 
dent.    Then, under the "optimum'1 conditions, Qj    + Q2    = 1, the noise 
power out is constant.    This result is compatible with the model used in 
.his discussion, which verifies the original assumptions. 

In summary,  optimum Q functions should exhibit three basic 
properties: 

Orthogonality JQ] (t) Qz (t) dt = 0 

Maximum energy Ql2 (t) +Q22 (*) = 1   ior a11 t 

Zero Average value jQl(t)dt=    /Q2(t)dt=0 

where the integrals are evaluated over a long time period.    The first two 
requirements, and sometimes the third, will also produce an optimum 
two channel monopulse system,  since the criteria are identical.   Fortunate- 
ly, optimum Q functions can be readily obtained in practice with available 
hardware.    Selection of THE most desirable functions is generally depen- 
dent upon equipment considerations, and nearly optimum Q functions should 
be used.   An improper choice can degrade the system significanii;!/,   so 
care must be taken to insure that the three basic criteria are met. 

3. PREAMPLIFIERS IN PSEUDO-MONOPULSE RECEIVERS 

The optimum usage of preamplifiers in a pseudo-monopulse system 
is the subject of this paragraph.    It is apparent in a full monopulse system, 
for example, that low noise preamplifiers directly influence the signal-to- 
noise ratio in their respective channels.    The effect in a pseudo-n-onopulse 
system is not so easily determined,   since the three channels are ultimately 
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combined to form a single channel. Placement of preamplifiers before 
and/or after combining the channels causes different effective signal-to- 
noise ratios at the output. 

Six different circuit configurations, in addition to full monopulse 
for com;jaxison, are analyzed in following paragraphs.    These configura- 
tions are neither unique nor all-inclusive, but they do represent most 
cases of practical interest.   Although this analysis does not include all 
possible noise sources,  it can easily be e3:tended to any desired degree 
of complexity.    Simplifying assumptions v/ere made to facilitate com- 
parison of the various techniques, and they illustrate the relative values 
of the different configurations.    These assumptions,  that no excess noise 
is added in combiners and couplers, are very nearly achieved in practice. 

The building blocks used for the systems (see Figure 60) are 
amplifiers,  combiners, and couplers.   Each amplifier is characterized 
by a power gain G and a noise temperature T.    The rnputs are the sum and 
difference channels from a monopulse feed-comparator system, and are 
described in terms of signal power S and effective antenna noise tempera- 
ture T .    Thus, the signal power out of the amplifier would be the gain 
times the signal power in, and the noise power out would be the gain times 
the sum of the source noise temperature and the amplifier noise tempera- 
ture.    The effective noise temperature,   Te,  referred to the input terminals 
is the output noise temperature divided by the signal power gain frcm input 
to output.    These expressioTia are summarized in Figure 60-a. 

In pseuio-monopulse systems of most general interest, the perfor- 
mance required on the two error channels is identical.    Under these con- 
ditions, and utilizing optimum "Q-functions" and the best possible passive 
combiners (seo Appendix I),  the combiner is characterized as shown in 
Figure 60-b.    The signal power out due to an input signal power S2 is S2/2. 
Similarly,  the other channel input power is divided by 2,    The output noise 
temperature is then one-half the sum of the input noise temperatures.    Note 
that in the special case of equal input noise temperatures,  the output noise 
temperature is equal to the input noise temperature on either channel. 

The coupler is a more general type of combiner in which the power 
gain to signal 1 is (1 - k ) and the power gain to signal Z is k .    Thus, the 
output noise temperature is characterized as shown in Figure 60-c.    Note 
that the combiner is a coupler with k    - 1/2.    The coupler has been shown 
in Appendix I to be optimum in the same sense as the combiner.    Thus, the 
building blocke are both theoretically optimum and practically realizable; 
e.g. , the combiner could be a hybrid or magic tee and the coupler could be 
a directional coupler. 
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Figures 61 - 67 show the configurations being considered and the 
appropriate signal and noise temperature expressions.    In all cases, Sj 
refers to the sum channel,  Sno refers to the output signal n, and the 
effective loise temperature,  Ten,  refers to the noise temperature re- 
ferenced to input channel n.    Only one difference channel equation is 
derived sinct the performance of the two channels lias been stipulated to 
be identical.    In order to evaluate the various techniques, two types of 
amplifiers are being c msidered;   the unit characterized by Gj,   Tj would 
be a low noise preamplifier, whereas, the unit G2.  I2 represents a 
higher noise figure receiver.    Thus, the number of Gj,  Tj units required 
is a measure of tl.    complexity of the method. 

The first method shown is a full monopulse receiver with pre- 
amplifiers in each rhannel (see Figure 61).    This case serves as a basis 
for comparison of performance,   since all other configurations have worse 
signal-to-noise ratios.    The performance of all three channels is identical, 
of course, and the effective noise temperature referred to the input termin- 
als is, for large values of Gi,  essentially determined by T^ and Tj. 

The first pseudo-monopulse configuration,   shown in Figure 62 uses 
three preamplifiers.    A comparison of this technique with full monopulse 
shows difference in the noise characteristics determined solely by the 
coupling factor.   Another configuration,   shown in Figure 63, uues a single 
preamplifier following the coupler.    It is interesting to note that the per- 
formance of this circuit is identical to that of the previous circuit, but 
two less preamplifiers   are required!    Thus, as long as the assumptions 
are valid (i e. , the combiner and coupler are nearly ideal) circuit #2 would 
always be preferred over circuit #1. 

Figure 64 shows a configuration with three preamplifiers, but 
arranged differently from circuit #1.    Figure 65 shows a circuit with two 
preamplifiers which have identical performance to the previous circuit. 
Thus, for the assumed ideal combiner situation,  circuit #4 would always 
be preferred over circuit #3. 

Figure 66 illustrates an alternate use of a single preamplifier. 
Figure 67 illustrates an alternate use of two preamplifiers.    The above 
circuits represent all practical configurations which would provide good 
signal-to-noise ratios in a pseudo-monopulse system. 

In order to evaluate the relative merits of these circuits,  some 
simplifying assumptions will be made.    In the event these assumptions 
do not fit a particular situation,  the appropriate values of C, k, and T's 
can be used in the general expressions in Figures 61 - 67.    The compari- 
son technique will be to examine the equivalent noise temperatures,   referr- 
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ed to the appropriate input terminals, and;   (1) compare the Performance 
to full monopulse and (2) compare the difference channel performance 
under the conditions of equal aum channel degradation. 

Consider first the comparison of circuit #2 (v/hich in identical to 
circuit #1) with full monopulse.    The ratio,   2 2F' 0^ ?um c*iannei toire 
temperature for circuit #2 to sum channel noise temperature in full 
monopulse is then. 

1 

■2F (134) 

The ratio of difference channal noise temperatures, i-^ZF» *8» 

A 
2F 

k2 
(US) 

The sum channel performance is worse than full monopulse by a 
small factor (equal to the insertion loss of the coupler). The difference 
channel is worse than full monopulse by a relatively large factor,  3 dB 
plus the coupling loss of the directional coupler. 

Consider next a comparison of circuit #2 and circuit #4 (which 
is identical with circuit #3).   Equating the sum channel noise temperatures 
yields 

TA + Tl   + T2   /G1      TA(1 ' k42) + Glk42 (TA + Tl) + Tl + T2/Gl 
(136) 

1 - k. 1 - k,, 

The ratio A 42 of the circuit #4 difference channel equivalent noise 
temperature to that of circuit #2 is, 

42      
Glk4 

TA (1 - k/) + Gjkj2 (TA + T^ + Ti + TZ/C1 

TA + Tj + Tz/Gl 

(137) 

192 



Combining equations (136) and (137) yields. 

'42 
1 + 

Tl + T2 /Gi 

G2 (TA + T!) 

1 + 
T2 

Gi (TA + Tj) 

(138) 

The difference channel performance is nearly-identical for the two circuits. 
When, 

Tj + VO, £72 

then circuit #4 will be superior to circuit #2.    These conditions are likely 
in a well designed system, corresponding to a large ratio of T^ to Tl 
and/or a large gain Gj.    The overall improvement is extremely small, 
however, and is easily outweighed by the complexity of the additional pre- 
amplifier required in circuit #4. 

Consider next circuit #5 as compared with circuit #24   Again, 
equating the sum channel performance, one finds. 

TA + Tl + T2/Gl      (TA + Tl) Gl il " k52) + TAk52 + T2 

Gi (1 - V) 
(139) 

The ratio of the difference channel equivalent noise temperature in 
circuit #5 to that in circuit #2 is. 

2 r 
A 52 

ii 

'fTA+Tl)Gl(1-k5^+TAk52 + T2 

TA + Tl + T2/Gl 
(140) 
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Combining equations (139) and (140) yields, 

A 
TA + T2 

52 
TA + Tl + T2/Gl 

(141) 

Since, in most cases of interest, Tj is considerably less than Tg and 
Tg/Gi is less than Ti,   A 52 will be greater than unity.   In the limit, 
when T^ is smaJl,   A52 can become large compared to one.   Thus, 
circuit #5 is inferior in performance io circuit #2. 

Fiually, consider circuit #6 which requires two preamplifiers. 
Equating the sum channel equivalent noise temperature to that of circuit 
#2 gives, 

TA + Tl + T2/Gl  Gl (1 " ^ <T1 + TA^ + TAk62 + Tl + V0! 

1 - k. Gi (1 - k^) 
(142) 

The ratio of the difference channel noise temperature is, 

A 
k. 

62 

G! (1 - k6
2) (Tj + TA) + TA k6

2 + Tl + TJJ/GJ 

TA + Tj + Tz/Gj 
(143) 

Combining equations (142) and (143) yields, 

A 
TA k62 +T1 + T2(l/G1 +k62 - 1) 

62 
k6   (TA + T1 + T2/G1) 

(144) 

Equation (144) cannot be simply interpreted without recognizing that, fcr 
circuit #6, the receiver noise contribution (T2) should be very small and 
the coupling factor, k^, should approach unity.    When the contribution 
from T2 can be neglected. 
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2_ . _      rx- ^62 
k6 <TA + Tl) k6   <TA + IV (145) 

Thus, when effects of l^ *** neglected, the performance is Inferior to 
that of circuit #2 hy a small amount.   Since circuit #6 requixes two 
preamplifiers, circuit #2 would be a preferred configuration. 

In summary, the relatively simple configuration, circuit #2, which 
requires only one preamplifier has been shown to be equal or superior 
to all other pseudo-monopulse configurations.    This circuit ha« also been 
compared with full monopulse, to determine the degradation due to noise. 
This compariscn, as shown in equations (134) and (135), illustrates the 
tradeoff between sum channel degradation and difference channel (pointing 
error Hue to noise) accomplished, both theoretically and in practice, by 
simply varying the value of the coupler k.   As an illustration, consider 
the use of a 10 dB coupler;   i.e., k2 = 0.1.    Then the sum channel degrada- 
tion is. 

1-0.1 0.? 
-0.46 dB (146) 

and the difference channel degradation is. 

2     =   20 or 13 dB 
0.1 (147) 

Other values of couplers will produce less sum channel degradation and 
greater difference channel degradation (for smaller coupling factor) or 
vice-versa (for larger coupling factor).   Iv should be noted that the com- 
parison with full monopulse did not restrict the values of T or G in any 
way. 
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4 SUMMARY 

The basic properties and design requirements of pseudo-mono- 
pulse systems have been considered.    Performance characteristics in 
the presence of noise have been utilized to determine the optimum Q 
functions and the most practical preamplifier configuration.    A more 
rigorous'developnient of the performance in the presence of noise is 
found in Appendix II.    Although this Appendix utilizes a specific 
sampling (Q) function,  it was shown in the preceeding sections that 
equivalent performance is obtained for other Q functions satisfying 
prescribed constraints. Also,  the performance of pseudo-monopulse 
was compared with full monopulse, and the tradeoff between sum 
channel degradation and difference channel degradation was described. 
The tradeoff is easily accomplished in practice by changing a single 
component - a directional coupler.    A more sophisticated method would 
use a variable coupling directional coupler to provide an adaptive 
control system;   i.e. ,  the tracking performance could be adjusted, 
either manually or as a function of received signal characteristics. 

Precomparator and postcomparator errors were not explicitly 
discussed in this section, but they are important parameters in a 
tracking system.    The precomparator errors are identical to those of 
full monopulse,   since the pseudo-monopulse system uses a full mono- 
pulse cumparator.    The postcomparator errors can be maintained very 
low since a single channel receiver is used.     Thus,   only the scanner 
and coupler phase and amplitude characteristics will significantly 
affect th<,! postcomparator errors.    In this respect,   the technique is 
generally superior to full monopulse. 

One limitation to the pseudo-monopulse technique it that inter- 
ference with the data channel must be avoided.     This is most easily 
accomplished by selecting Q functions with spectra which do not overlap 
the signal spectrum.    An additional possibility is to couple the error 
signals such as to create a modulation in quadrature with the basic 
data modulation;   i.e. ,  create AM when the data is FM  and vice-versa. 
When interference between tracking and data signals cannot be avoided 
at the low end of the spectrum,  it is possible to use scanning signals 
with higher frequency spectra than the information bandwidth.    This is 
not generally as desirable,   since hardware problems may be created 
and the normalization problem is somewhat enhanced. 

The pseudo-monopulse technique has been shown to be generally 
applicable to satellite communications terhiinal design.    The implementa- 
tion is relatively simple and,  in most practical cases,  the degradation 
in performance is not appreciable.    The technique is,  in simplest terms, 
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an electronic ocanning system, and as such is a modern version of 
mechanical lobing techniques.    The versatility of the method-scanning 
rate, waveform, amount can be readily changeu - and the simplicity 
of the hardware required make pseudo-monopulse a desirable technique 
for the purposes considered in this study. 
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SECTION Xlll 

A.11:PLITUDE AND PHASE ERRORS IN A TWO
CHANNEL PH.\SE MONOPULSE ANTENNA 

1. INTRODUCTION 

In various applications, such as wideband satellite communication, 
the full capability of a threr -channel monopulse system may not be 
necessary. In such cases, the single-channel monopulse is attractive 
because of its simplicity. The dual-channel monopulse, in which the two 
error channels are multiple X('d into a single error channel, offers another 
alternative with intermcdiaLe performance and complexity characteristics. 

There are two inpo--·tant methods of multiplexing the error signals. 
One method, called phase n1ultiplexing, consists of the simple addition 
of the two error signals in '·~F phase quadrature. This addition can be 
performed with a magic-te, and a phase trimmer. The second method, 
referred to as time multipl< ·xing, consists of switching alternately be
tween the two error signals at some rate well in excess of the servo 
bandwidth necessary for pr ~per tracking. 

Both m~thods of mu; tiplexing decrease the effectiv'd error channel 
signal-to-r..oise ratio by 3 ci3 with reference to a three-channel monopulse 
ha·ving the same noise figure. It is clear that with perfect time multi
plexing a two-channel monopulse is affected by phase and amplitude un
balance it: the same way as a three-channel monopulse. Imperfect multi
plexing due to poor switch isolation or timing errors in the demultiplexer 
will cause crosstalk but these effects can be made small without serious 
de sign difficulty. 

The phase multiplex system T'esponds quite differently to pre
cornpar;:ctor and postcvmparator phase and amplitude unbalance. For 
pxample, in a three- channeJ phase monopulse system the effect of pre
comparator amplit•.1de unbalance is to !>roduce a finite null depth but no 
boresight error :results unless postcomparator phase shift is also present. 
With a phase rnu1tiplexed two-channel system,amplitude unbalance in one 
plane (elevation) causes a boresight shift in the other (azimuth), even in 
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the absence of postcomparator phase shift.    The effect of phase and 
amplitude unbalances in a two-channel phase multiplexed phase mono- 
pulse are analyzed below: 

2. ANALYSIS 

Consider a four-element phase monopulse array with the phase 
centers lying on a square in the X-Y plane (see Figure 68).    The 
diagonal of this square is 2a long and the coordinates of the target are 
R. 1p' y -     The distance Rj from the target to a phase center with 
coordinates (x^, yj, 0) is, 

R.2 = (R sin tsin y - x.)a + (R sin ^cos y- y.)a + R2cos3t 
i x i 

= R3 + x.2+ y.2 - 2R sin i (x. sin Y+ y. cos y). 
XI i i 

With R >> x.;    R > > 

R. = R - sin * (x. sin Y + y. cos y). 

The phase shift from the target to the i     phase center, minus the 
phase shift to the center of the array, is, 

01 

02 

04   = 

2n a     .    . 
~j~~ sin f cos y = u, 

2n a    .    , 
—r— sin ij/ sin y = v, 

2TT a 
—r— sin I|I sin y = -v, 

2n a    .    , 
-r  sin f cos y = -u. 

(148) 

Now let all elements have the same voltage gain g0(u, v) (which 
depends on polarization of the target).    The voltage gain of the i"1 element, 
located as shown in Figure 68, can be written as (neglecting mutual 
coupling) 
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Normal to array 

Target 

• 2 

Figure  68     Coordinate System 
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gi(u,v) = A1g0(^v)eJ{u+9l) 

ga(u,v) = Asg0(u>v)ej(v+ea) 

g3(u|v)=A3g0(u/v) e-j(v'83) 

g4(u1v) = A4g0{u>v) e'^-^ 

Ideally, A^ = 1 and G^ = 0.   A^  ± I represents precomparator ampli- 
tude unbalance and 9^0 represents precomparator phase unbalance. 

Figure 69 shows a possible form of a two-channel monopulse 
comparator.    Note that diametrically opposite elements are applied to 
the left pair of magic-tees.    One might also apply 4 and 2 to the top 
left magic-tee, etc., but this would lead to the use of five magic-tees 
compared to four for the same overall operation. 

With Aj = 1 and 9j   =   0 the output of the error channel has a 
magnitude proportional tö sin^/and a phase, with respect to the sum 
channel phase, equal toV .    To see this,  substitute (149) in the com- 
parator output signal expressions given in Figure 69.    The sum signal 
is. 

(149) 

gs(V) = go (u>v){cosu+ COSV) 

and the error signal is, 

Vu>v) = g0(u,v)[jsinu.sinv] 

Assuming that u« 1. v«l, (150) and (151) can be written as. 

gs(u>v):= 2g0(U|V) 

gju^v)   =   3~ sin* go(u;v) eJY. 

(150) 

(151) 

(152) 

(153) 
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-■d^v   ■    ■^fif----^if 

It is clear from (153) that the effect of a postcomparator shift 
yU is to change the apparent value of V by the same amount R .   This 
introduces crosstalk at the output of the quadrature phase detectors 
(demultiplexer) but there is no change in the bore sight axis (direction of 
target for zero error channel output).    Sufficient crosstalk, however, 
can lead to instability of the servo loop.   It is also clear that a change 
in postcomparator gain results in an equal change in the apparent value 
of sin U/ .    This effect is best viewed as a change in the servo loop 
gain. 

No« consider the error channel output when precomparator un- 
balances are present. 

ge(^v) 
g0(V) 

J(u+%) ■j(u-e4)       JTl/2/.    +j(W%) 
j Ale - A4e + e'      (Age ''      ^   -Aae 

(154) 

-j(v-%) )] 
Bore sight corresponds to the quantity in the square bracket being zero. 
Again, assuming U<<1, v«r<l, OJ^KI we have,  setting the real and 
imaginary parts equal to zero, 

(Aj  - A4 ) - As (v + ea) - A3(v - 63) = 0 
(155) 

Ax (u + 9J + A4(u - e4) + Aj, - A3   =0 

Solving these two equations for u and v gives the new bore sight direction 
as, 

Vb = 

A, -A^ +Aa e3 -A39a Ä ArA4   +   A^A 

Aa + Aa 
(156) 

u   =   A? -Ag ^A^ 6^ -A^ 9^   ^   A3-Ag 6,-6, 
b Ajt A. "22 

(157) 
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The bore sight error 1^ can be obtained, with the help of (148) ag8 

-.-■ .-^-g-a^sE^ 

T.  = sin 
D 

K 
(Zna/X) (Zna/X) 

J_ 1 /(Ä Al4 + & 833 )a + (A A88 + A 9« )s 

*    2    (2Tta/X) 

(1S8) 

A A14= Aj   - A4 , etc. 

which is the principal revolt of this analysis.   Note that if the array 
elements ave adjacent rectangular apertures the array is thgn a square 
of diagonal 4a,   The sun» 3-dB beamwidth would then be in the vicinity 
of ( A/2 VTa) radians. 

Equation (158) can be written in a number of different forms. 
If the gain and phase unbalance terms appearing in (158J are considered 
as zero mean uscorreiated random variables such that, 

(JJ8    = Average [ Aj -A4 j 
2 = Average [ A3 -A^ 1 a , 

cfg3     s Average [ 63 - ea ]a = Average [64-61 ]a, radians, 

The bore sight rms error can be written as, 

if*. .   rms = 
0 (Zna/xfV^^ ^    '  radianS (159) 

For small gain deviations from unity we can write, 

20 log 41-   = 20 log    1 + (A^ -1) 
A4 

B    1 +   AA-1) = 8.86 in    LLjAjd) 
1+(A4-1) 

= 8.86 {A1 - A4) 

(160) 
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and the gain unbalance in dB is related to 01 as, 

err, dB = 8.86 err- A A 

Substituting in (159) gives. 

1 1 /        ^3dB 

V  rmS=    TT   (Zna/X)       V (8.86)5   *   ^S3'  radian8' 

Thus, it appears that a 1 dB amplitude unbalance is equivalent to 
(1/8. 86) radians (6.5 degrees) of phase unbalance.   Also, 1 dB of 
amplitude unbalance amounts to a bore sight shift in the vicinity of 
100/( TT x 8. 86) = 3. 6% of 3-dB beamwidth. 

3. SUMMARY 

Several characteristics of two-channel monopulse systems can 
be deduced as a result of the previous paragraphs and other sections 
of this report.   Major system characteristics are: 

a. Two-channel monopulse processing retains the sum 
channel characteristics of full monopulse.    The pointing errors due 
to thermal noise are degraded 3 dB with respect to a three channel 
system as a result of combining the two error signals onto a single 
channel. 

b. Phase multiplexing, combining the error channels in 
phase quadrature, can be accomplished with passive circuitry.    Time 
multiplexing, the basic Q function multiplication described in Section 
XII, cannot be done without the use of microwave "switching" (e.g. , 
a switch, modulator, phase shifter,  or equivalent "semi-pfssive" 
functional operation). 

c. Time multiplexing, as used in pseudo-monopulse, 
exhibits an identical reaction to pre- and postcomparator errors as 
a three-channel system. 

d. A phase multiplexed two-channel system is sensitive 
to both amplitude and phase unbalance prior to the comparator.    Three- 
channel monopulse is sensitive only to one type of unbalance;   e.g. , in 
a three-channel phase monopulse system, precomparator amplitude 
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unbalance it a second order effect. 

e. The effects of pre comparator errors in a two-channel 
phase multiplexed phase monopulse system can be quantitatively 
evaluated.   For example, r. i dB amplitude unbalance is equivalent 
to about 6. 5 degrees of phase unbalance, which causes a bore sight 
shift of approximately   3.6% of the sum channel 3 dB beamwidtfa.  xt 
can be shown that a nearly identical bore sight shift would occur in a 
well-designed amplitude sensing monopulse with the same pre- 
comparator error. 

f. In a phase multiplexed two-channel monopulse system, 
postcomparator phase shift simulates a rotation of the antenna about 
its bore sight axis.    The rotation angle is the same as the phase 
error;   e.g., a 90 degree postcomparator phase shift would cause 
an elevation error to be detected as an azimuth error. 

In summary, time multiplexing requires slightly more complex 
hardware than phase multiplexing, but is considerably more tolerant 
of phase and amplitude errors. 
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SECTION XIV 

CONCLUSIONS AND RECOMMENDATIONS 

I 1. CONCLUSIONS 
I 
I The pseudo-monopul^e technique has been shown to offer 
I significant advantages in the design of satellite communications ground 
I terminals.    The basic system design considerations have been analysed 
I- in detail.   The effects of noise, amplitude and phaae unbalance, one or 

more preamplifiers,   and imperfect normalization have been analyzed, 
particularly as c^ plied to pseudo-monopulse.    The techrique, basically 
an electronic lobing system, is not novel in itself,   but the analyses and 

f compilation of performance characteristics accomplished during this 
I program has added to the overall knowledge of this technique.    Pseudo- 
* monopulse is particularly well suited to the satellite communications 

problem,  since the tracking requirements are significantly less stringent 
than, for example, in most radar tracking systems. 

A second useful technique, the Automatic Manual Simulator 
(AMS), is, in its simplest form, a conical scan system where the scan 
is generated by moving the entire reflector and feed assembly.    The 
unique feature of this technique is tiat it can (generally) be added to an 
existing servo system with a minimum amount of additional equipment. 
The resultant tracking system is limited in dynamic performance, but 
is more than adequate for use with present communications satellites. 
Furthermore, when applied judiciously, the system is reliable, low cost, 
and it does the job.    Thus,   the AMS might be described as the application 
of a well known technique in an unusual manner to accomplish a relatively 
simple task in the most economical way. 

The basic TDM and FDM techniques were shown to offer no 
significant advantages in the design of single channel tracking systems. 
Furthermore, the SCAMP technique, which appeared to have an advantage 
in normalization, is actually poorer in this respect than conventional 
techniques.    The poorer performance is due to the wider bandwidth re- 

i quired in the FDM design and due to the fact that the "instantaneous" 
normalization capability of SCAMP cannot be efficiently utilized in the 
satellite communications environment.    Full (three channel) monopulse 
was included in the study, for comparison purposes, as was  some 

t consideration of two-channel systems.     The two-channel technique 
is highly susceptable to crosstalk and boresight shifts  due to amplituue 

t and phase unbalances.     The three channel system requires more hard- 
ware,   but not by a great amount, and achieves good electrical 

207 



performanc«.     Thus,   when the absolute maximuni performance  in 
both communications and tracking in the presence of noise  is   required, 
comrentionai three channel monopuise is  recommended. 

2. RECOMMENDATIONS 

Analyses of several SCMTR techniques have been 
accomplished,   but all of the related problems have not been solved. 
As  is the case in any investigative program,   many in**resting problems 
are discovered for each one which is solved.    There is also the possi- 
bility that potentially useful techniques have been overlooked,  and these 
should be investigated as  they come to light.    The  "solutions" resulting 
from the present   study program are basically engineering compromises 
and are,   therefore,   subject to improvement as,   for example,   the  state- 
of-the-?.rt   changes  or system  requirements are  altered. 

One problem of great significance  in satellite  communications 
is  the "threshold" effect.     Both the  communications  and tracking systems 
exhibit peculiar  nonlinearities  as  the  received signal  strength  is   decreased. 
One effect,   loss  of normalization,   was  discussed in Section VIII.    Since 
the normalization,   or  lack of normalization,   is  a  function of the basic 
technique,   th^  type  of detector,  the  signal modulation parameters,   the 
character of ihe noise,   and the rate of change of signal strength (to 
mention a few parameters) ,   a  complete   solution to the  problem would 
require  a large  scale  program.     A more  modest investigation under 
conditions  most likely to  occur  in a  satellite communications   environ- 
ment would be practical.     For  example,  a program  to determine  the 
spectrum of the  noise  in a coherent demodulator was   conceived during 
this  progrann but notaccomplished  due  to  equipment limitations.     Such 
a  program  is recommended,   particularly when  a  scanning SCMTR is 
contemplated,   since the shape  of the noise spectrum would influence  the 
selection of scan frequency.     The  basic threshold effect in demodulators 
is,   of course,   a long  standing problem  worthy  of  significant investigation. 
The  tracking  signal is,   generally   speaking,  not immune to  these  threshold 
effects,  particularly in a single channel  receiver.      Therefore,   an investi- 
gation of threshold in communications   demodulators and the resultant 
effects  on the tracking signals  is  needed. 

Some  other  interesting  concepts which appear  worthy of 
further  investigation include; 

a) adaptive design which would be   capable of making an 
instantanoous  tradeoff between the communications   channel 
gain and tracking  sensitivity.    This tradeoff could,   for 
example be  implemented in a Pseudo-Monopulse receiver 
by varying a  single directional coupler. 
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b) operation with more   complex beacon signals.     It is 
possible  that the beacon signal emitted from  the satellite 
could be designed  to simplify the ground tracking receiver. 
Possibilities  include  multiple frequency and/or pulsed 
signals. 

c) special designs for  specific satellite systems.    For 
example,  if operation with only synchronous  or near 
synchronous satellites is required,   a relatively simple 
combination of program track and auto track might be 
advantageous.    Application of simple program track 
techniques   should be inv3stigated whenever the  target 
motion is highly predictable and is the predominant factor 
in the antenna pointing error. 

d) an investigation of cross-polarization effects in monopulse 
systems.    The degree to which cross-polarized patterns 
must be controlled to prevent system degradation under a 
variety of conditions should be  examined. 

In conclusion,   the engineering compromises necessary to 
optimize a specific set of conditions have been made.     It is apparent that 
both the conditions  and the  assumptions (e.g.,  equipment characteristics) 
will vary in future «ystems.     The material in this report will hopefully be 
useful in future system optimizations,  but it will of necessity be incomplete. 
A continuing investigation of the overall satellite communications   system 
development is needed to maintain optimum subsystem designs.    As a 
minimum,  a periodic review of the relevant problems is recommended, 
with emphasis on changing system concepts which might allow further 
simplification in tracking-communications  receiver   designs. 
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APPENDIX I 

BASIC LIMITATION ON EFFICIENCY 
OF PASSIVE COMBI NERS 

I. SUMMARY 

In the design of single-channel and two-channel monopulse 
systems,  it may be necessary to add two microwave  signals at the same 
frequency as  depicted  in Figure   1.    For best operation in the  presence  of 
noise it is necessary that the power transfer between each source and the 
load be  maximized. 

For passive,  linear,   and  time-invariant combiners   the 
basic limitation on power transfer coefficients,  imposed by the principle 
of conservation of energy is 

TjCCJ) +  T2{U>)< 1 (1) 

where,    Tj is the power delivered  to the load by Source  1,  with Source 2 
turned off,  divided  by the power available from Source 1;    T2 is defined in 
an analogous  manner with Source  1 turned off.    Both sources are sinusoidal 
at frequency tu and maintain the same impedance in the on and off states. 

Magic-tees and directional couplers have   Tj + T^ nearly equal 
to unity when incidental dissipation is small; such devices then may be con- 
sidered  optimum combiners and it is fruitless to attempt to achieve bettor 
performance  by the use of more sophisticated passive time-invariant non- 
reciprocal networks. 

If the two sources are at different frequencies conservation 
of energy implies 

Tjiajj) + T2(CÜ1) ^ 1 

T1{CÜ2) + l2(CÜ2) ^ 1 

and perfect power transfer for both sources,   i. e. ,   Tj (COi) - 1 and 
Tz^^Z^ = 1 is not precluded.    In fact,   such performance is approached by 
reciprocal diplexers as used in communications systems which transmit and 
receive on different frequencies through a common antenna. 
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PROOF 

A three-port combiner can be characterized at a single 
frequency by its scattering matrix (27) 

Sll S12 S13 

s21 S22 S23 

S31 S32 S33 

The waves incident on and scattered from the combiner (see Figure 1) 
are related as follows 

'1 Sll   al   +  S12  a2   +  S13   a3 

D2 

b3 

S21   al   +  S22   a2   +  S23   a3 

5aj   ai   +  5o->   a^   + S^^  a 32   "2   +  S33   "3 

(2) 

When the load is matched it follows that a, = 0 and (2) reduces  to 

bI     = Sll   al   +   S12   a2 

S21   al   +  S22   a2 (3) 

b3    = S31   aj   +  S32   a2 

Further,   assume that the sources at Ports 1 and 2 are matched (zero 
reflection coefficient).    Then ja, I - ,  the power incident on Port 1, is 
also the power available from Source 1.    With a2 = 0, b^ = S^j aj and the 
power delivered to the load is IS^j      1 aj I    .    The power transfer coefficient 
Ti,  defined earlier is given by 

and,  similarly, 

'31 

»32 

With both sources active the principle of conservation of energy is 
written as: 

hi 2 + b2 
2 + b3 

2^ al 
2 + a2 

(4) 

(5) 

i.e.,  the power leaving the combiner is at most equal to £he power 
incident on the combiner.    To prove the desired result,  assume values of 
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a., and a_ which will optimize the power transfer.    Thi* occurs when 
a2 and a? are proportional to the complex conjugates of S3 j and S32, 
respectively.    Selecting (arbitrarily) the constant of proportionality to 
normalize the total input power yields 

S* 
31 

S* 
3Z 

^ 
311    +S32 

a2   =ri 

TNsTzl2 

where * derotes the complex conjugate.     With the help of (3) rewrite 
(5) as 

lSll S*31 f S12S*32I   •*•   S21S*31 +s22S*32i 

ls3l|      +  S32 

(6) 

(7) 

+   S31 '32 

The desired result follows directly from (7) 

i       12 
»311 +    S jj2   =   T1 + T2<1 (8) 

Further, necessary but not sufficient conditions for Tj + T2 = 1 are 

sll s*31 + S12 S*32 = S21 S*31 + s22 S*32 = 0 <9> 

Equation (9) shows that if the two sources are not isolated, i. e., 

S12^: 0, S?1rt 0,  then Tj + T2   =1 

implies that the combiner is not matched at Ports 1 and 2, i. e., Sn ^£ 0, 
S22:^= 0«   1* can also be shown that Tj + T2 = 1 implies that the combiner is 
matched at Port 3, i. e., S33 = 0. 

The preceding demonstration of (1) was based on the 
assumption of matched load and sources.    This does not detract from the 
generality of (1) since an arbitrary source (load) can be replaced by a 
matched source (load) followec by a reactive network and this network 
may then be regarded as part of the combiner. 
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APPENDIX II 
i 

PSEUDO-MONOPULSE NOISE ANALYSIS 

I 

The signal-to-noise ratio,  S/N.   at the output of the elevation 
channel in a pseudo-monopulse system is determined in this Appendix. 

• The case of a CW signal and a small angular error are considered.    It 
can be shown by more sophisticated techniques that the CW restriction can 
be lifted and the results are accurate for a frequency modulated carrier. 

A block di agram of the circuit being analyzed is shown in 
Figure  1.    The  "sampling signals" being considered are sine and cosine 
waves.    It has been shown (Section XII) that the results are essentially the 
same for a wide range of "Q functions" (the sampling signals) which 
satisfy the basic requirements set forth in Section XIL    The results are 
also valid for lobing and conical scan systems,   with suitable modification 
of the input definitions.    In the present analysis it is assumed that equal 
noise power is impinging on both error channels and that the noise pro- 
cesses are independent. 

1. DEFINITION OF TERMS 

ys(t) = A s(t) + ns(t) 

YelW T- B s(t) + nel(t) 

yaz(t) = C s(t) r naz(t) 

8(t) - cos (Wct) 

(1) 

Note that A2/2,   B2/2,  and C2/2 correspond to the input 
Signal power on the sum,  elevation,   and azimuth channels,  respectively. 

ttgit)» ^iW» ^az^) are sample functions from 
stationary gaussian random processes with zero mean. 

The noise processes have the Spectra defined below: 
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Sn8W = (1/2)N8 fc - W/2 ^ (f) < fc + W/2 (2) 

Snel(f>        = (l/2)Ner fc - W/2 < (f) < fc + W/2 

Snaz(f)       = (l/2)Ner fc - W/2 ^ (f)^- fc + W/2 

S will always denote a power spectral density, i. e., 

(Sn8(f) ' W) = Total noise power at the input to the sum channel. 

The multiplexing waveforms are: 

cos (Wmt + 0) (3) 

sin (Wmt + 0) 

Define 0 as follows: 

9 »a random variable uniformly distributed between 
0 and 2 Tt. 

2. DERIVATION 

The first step in the derivation is to find eel(t).    The spectrum 
of eel(t) will then be determined from which the S/N ratio follows 
immediately. 
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b€l<t, s  y^ • coa (Wm1 + Q) 

= [ B cos W t + c nel(t)]. co. (W^ + 0) 

(4) 

W4)   =   yaz(t)'«in(Wmt + 0) 

=   [c cos Wct + naz(t)], sin (Wmt + 0) 

(5) 

ö(t)       =    Mt) + baz(t) 

=   TB cos Wct + nel(t)Jf cos (Wmt + 0) 

{' C cos Wct + na2{tj). sin (Wmt + 0) 

(6) 

d(t) =   Vl "k2 y8(t) + k c(t) 

=    V ! " k2 [ A cos Wct + ng(t)j 

+ k TB cos Wct + nel{t)"]. cos (Wmt + 0) 

• + k I^C cos Wct + naz(t)]. sin (Wmt + 0) 

(7) 

Put d{t) in the following form: 

d{t) 

d(t) 

A1 fl + mj cos (Wmt T 0) + m2 sin (Wmt + ojlcos Wct + n(t) 

(8) 

k2 ng(t) 

1 - k     A cos Wct + k B cos W t cos (Wmt + 9)     in 

+ k C cos Wct sin (Wmt + 0) 1-V1 

+ kcc3(Wmt + 9)nel(t) 

+ k sin (Wmt + 0) i^^t) 
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■ f*fß$tßSt 

-.<*-.ibi'*«i*ftwuriM 1   »ii» MBatOfcMMa>ai LwflisTaife."lll.lr. 

jm 1 »■im 11 t   mm 

+ ^. . , «In (W   t + «)1 cos W t + n{t) 

(1 + mj-08 <wint + «) + m2 sin (Wmt + 0»   cos W^ + n(t) 

Where 

A 

ml 

m2 

n(t) 

s      A 

B 

A 

C 

V! 1 - k* 

k 

yß l -k* 

k 

A ^TT 

(t) + k cos (Wmt + 9) nel{t) 

(11) 

+ k sin {Wmt + ö) n..(t) m 

Find the output of the square law device 

f(t) «i2(t) 

[^A (1 + tnj 
(12) 

• cos Wct+ n(t)J 

cos (Wmt + 0) + m2»ln (Wmt + 0))- 

2 
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Write a(t) as followg: 

^j^., läApy 

n(t)   =  x(t) cos Wct + y(t) sin W t 
U3) 

d(t)   =  [A^I + mico»{Wmt + e)+m2sin{Wmt + 0))+x(t)] cos Wct + ^tj ,inWct (U) 

fit) --  (A1^! + m1Co,(Wmt + e)+m2sin(Wint + e)J+ x(t)J 2 cos2Wct (15) 

+2y(t)(  A1 [i + m1cdi(Vmt+e)+In2,te(Wmt+Q)] +x(t)} co.Wct.inWct 

+y2{t) sin2w t c 

f(t)   =   {A1    1 + m1C08(Wmt+e)+m2sin(Wmt+e)   +x(t)}   1/2    1 + cos 2 Wct       (16) 

+2y(t) ^A1    1 + in1co8(Wmt+0)+m2sin(Wmt+0>     x(t)J 1/2 sin2 Wct 

+y2(t) 1/2   1 r cos 2 ^ct)" 

The output of the low pass filter is given below: 

g(t)   «   l/^1[um1co.(Wmt+a)+m28in{Wmt+e)1+x(t)]
2
+1/2y

2
(t) (17) 

1/2 {A1      Uml cos (Wmt+ö)+m2
2sln (Wmt+e)+2 mjCO.CWt+O) 

+2 n     .rt(Wmt+0)+2 m1m2sin(Wmt+e)oos{Wmt+e)' 

+2 A x(t)^ f + m1cos{Wmt+e) + m2sln( Wmt+8jL2(t)+y2(t) ] 

219 

ll 



«=    »/S^A1   [l *m1  /2+m2 /2-J+x (t)+y2(t)+2 A^tJ 

■fTi A   m-,x{t) + 2 m^1       «in(W   t+O} 

+A        TMJ  /2 - m2 /2    cc» 2 (W^t+O) 
«2 

+A* m1m2 sin 2{W   t+Ö) 

The output of.the multiplier is: 

i(t)   =  g{t) coa (W_t+e) m (18) 

fT   1^ 2 2 72 1-t 
=   1/2^A    (1+mj  /2 + m2 /2)+x {t)+y (t}+ 2 A x{t) Jc08{Wmt+e) 

+j 2 A*m1,x{t)+2 mjA1       1/2|_ 1 + coe 2 (W^t+Q) 
f       i .2-1 -»      J 

+ [2 A m2x(t) + 2 m2Ax   J i/2 gin 2(V/mt+0) 

+A        mj /2 - m2 /2    2/2    fcos 3 {W   t+0)-«-co8{W   t+Q) ' 

+A1 »Hxr^ 1/2    'sni 3 (Wmt+0) + sin(Wmt+0)"]) 

Find the output of the low pass filter: 

...(«)-vH  ^ (191 
1/2 £     x^O+y^^+ZA^t)   cosCW^t+e)} 

+ 1/2 mjA1    + Lp 1/2 -^A^jxCt) cos 2 (W^t+oA 

-+ L„ 1/2 ^ A^^t) gia 2 (Wmt+e)J 

=   Lpl, 

+ 1/2 L 
P { A^jxWJ 
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The spectrum of ecx{t) can now be determined by performing the low pass 
operation on the Fourier transform of the autocorrelation function of «(t). 
The autocorrelation function is: 

Ri(r)    =    E [i(t) m+n] 
It is now convenient to use the following theorem: 

If x, y and z are uncorrelated random processes and p = x + y + z 

Then   Rp(f)       = R^f)   +   RyyCf)   +   Rzz(f) 

Application of the above theorem yields: 

Ri {r)   =   i/4Rx2cos{r > +1/4 Ry
2co8( r > + Ai2Rx C08(r) 

(20) 

+ 1/4 mj2 Ai4 + 1/4 Al2mi2 Rx cos  2 

+ 1/4 Al2m2
2Rx Sin 2 + 1/4 AlZmi2Rx 

.'.SiCf)       =       l/4Sx2cos(f)+ l/4Sy
2
cos(f) +Al2Sx Co8<f)     (21) 

+ 1/4 m^-A14 + 1/4 Al2mi2 Sx cos z(0 

+ 1/4 Al2m22 Sx 8in 2(f) + 1/4 Al2Sx(f) 

Determination of power spectra: 

It must be noted at this point that since nei(t) and naz(t) 
were assumed to have the same spectrum and hence equal power,   that n(t) 
is a stationary random process.     Observe that n(t) is given by the 
following two expressions: 

n(t) =      x(t)cos  Wct+y{t)sin Wct 

VTTk? ns( t) + k nel(t) cos (Wmt + 0) 

+ knaz(t)8in(Wmt + 0) 
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The »pectrum of ß(t) i« given in Figure 2 

Mf) 

Nr 

xc TT      H   1c+-r- 
Input Noise Power Spectrum 

Figure 2 

It can be shown that the variance of x(t} equals the variance of n(t) 

^ =o-n
2 

Therefore, equating power and recognizing that Sx(f) also has a flat 

spectrum yields: 

Sx(f) 

(22) 

N. 

W    o     W 

Power Spectrum of x( t) 

Figure 3 

The value of Nn can be determined by observing that the noise is made 

up of three components (n8(t). nel(t), and n^tjand hence that: 

Rn(r)   =  E n(t) n(t+T)_ 

=   E^ Y1 - k2 ns(t) + k nel(t) cos(Wmt+0) + k sin(Wmt+0) x±z{t)\ • 

\y\ - k2ns{t +T) + k nel(t +T) cos (Wjt +T) +9) 

+ k naz{t +T) sin (Wm(t fT) + 9*1} 

(23) 
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=      E /[(l-k2)n8(t)ns(t + 7') 

+ k2 nel(t) nel(t + f ) cos (Wmt + 0) co» {Wm(t+f ) + 0) 

+ k2na«( t) na2(t +T) ain (Wmt + 0) ein (Wm(t +T) + «) 

+ k VF-k2 nel(t) n8(t +r) cos (Wmt + 0) 

+ kVl - k2 n8<t +T) naa(t) sin (Wmt + 0) 

+ kVl - k^n8{t)n«}(t +r) cos (Wm(t +r) + 0) 

+ kZnel(t +nnaz<t)8inCWmt + 0)co»(Wmt^+0) 

+ kVl-k2nB(t)naa(t +r)8in{Wm{t +r) + 0) 

+ ^neiiOnaait+'Dcoe (Wmt+0)8in(Wln(t-f7)+« 

Note that 0 is a random variable uniformly distributed from 0 to Zff.   Also 
observe that n8(t), and naz(t) are stationary random processes with zero mean. 
Hence 

RnCT) =       {1 - k2) R8(r) + k^itf) Rco8 Wm<r) (24) 

+ k2RnaZ
<r) R8in Wm^ 

Thus Fourier transformation yields: 

.' .Sn{f)      =      (1 - k2) S8(f) + k2 Snel(f) ♦ Sco8 Wm(f) (25) 

+ k2 Snas5{f) * Ssin Wm(f) 

These component power spectra are shown in Figures 4, 5,  6,  7, and 8. 
It follows,  then,  that Sn{f) is as shown in Figure 9. 
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■V vS 

'N (f) 
el 

• N, ei 

-fr 

Power Spectrum of n i 

Figure 4 

f      W fc   fo+ W c    c   "Z" 

'N, (f) 
az 

N: az 

Power Spectrum of n 
Figure 5 

az 

f  . W 
C   — 

fc   ^c+ ^ 

sN (f) 

Nc 

W -i„ 

Power Spectrum of n 
Figure 6 
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■mm 

S(f) 

■©- -Wf 
m 

Power Spectrum of cos (Wmt + 0) 

Figure 7 

S{f) 
sin (Wm t + 9) 

-f    0 f Im     m 
Power Spectrum of sin (Wmt + 0) 

Figure 8 

s„{f) 

Nn 
r 

Nr 

fc-Z + ?        m 

Power Spectrum -   Sn (f) 

Figure 9 

W 
c    2       m 

fc +-1+ f, m 
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Where- \'^[^  ül!)Mi-^N. (26) 

Hence    Sx(£) is: 

i ^(f) 

...N„ 

-W    o     W 

Power Spectrum - Sx
ztf) 

Figure 10 

Find        SM 

Sx2(f)    =     J  \RxZ (T) 

Rx2(T)   =  E      x(t) x(t) x(t+T) x (t+T)_ 

Theorem:       if  xj, X2, X3, and x4 ^re real random variables with a gaussian joint 

probability function and zero means, then: 

m xj x2 X3 x4J =     E [xj x2J E ^x3 x4J +  E rx1 XJJE [XJ X4' 

+ E    XJ x4     E    X2 X3 

Application of this result yields: 

Rx2{T)    '    Rx
2(0) + 2 RX

2(T) 
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Hence, 

■^y-^m 

«fe^ 

m 
-1 

Sx2(f) = CT^4 tfCf) + 2 SJf) * SJf) 
(27) 

Powtsr Spectrum 

Figure 11 

Sx2(f) 

Find        $2 If) 
x^ctfs (Wmt+0)1 ' 

5x2„s(Wmt+9)(f)    =   ^[Vcos{Wmt+9)(T)] 

lx2cos(w t+0){f)   r   E [x2<t>CO8(Wmt+0)x2(t+r)coa{Wnft+r) + o' 

^ x (t) x2(t +r)J'E    cos (Wmt + 0). cos(WJt +r) + 9" 
s  E     x^(t) 

s    R 2 (T) -  R       (T) 
x cos 

/.    S 
^coslWmU9){£)    =    Sx2{f) * Scos(Wmt+0)^ (28) 

227 

.ftiawBWM*|BM»Mw-M' 



Convolution cf Figures 7 and 11 yields: 

Nn
2 W2 

Power Spectrum 

Figure 12 

***        Sx-cosCW^+O)'« 

Sxco.(« ^D Rxco,m] 

^X COS^     = E    rx(t) cO8(Wmt+0). x(t +T) cos(Wmt +T) + Oj 

E    fxd) x.(t +T) cosCW^+O) =os(Wmt +T) + öl 

Ry.m   Rcos^ 

-i mm 

s        (f)    =      S (f) « S     (f) 
X COS1  ' XX ' C08V  ' 

(29) 

NT 

-4 
4 

Power Spectrum 

Figure 13 
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S-V^Ä >f$m 

'• ,•, -'"  ,-3;- 
1^ 

Observe that the power«     of x(t) and y(t) are identical ixtd that thoy 

occupy the same frequency band.   Hence, the spectrum of y{t) is identical to the 

spectrum of x(t) which has already been determined. 

Hence, 

     S 2      m =    L01"   1    S ,      (i) ' 
L   4 y^cos    J PL—   x2cosW- 

where Lp is the low-pass operator (represents .low-pasa 

Find 
x cosZ (f) 

filtering). 

"x cos2 (f)    = 

vx cosZ (T) = 

(30) 

^[Rxcos2^[ 

E [x(t) cos 2{Wmt+0) x(t +T) cos 2 (Wm(t +T) + o] 

E [x(t) x(t +T)J E [ cos 2 (Wmt+e)  cos 2 (Wmt+T) + o] 

Rx^  Rcos2(Wmt+0)f
r: m' 

'*• Sx cos ZM   =    Sx(f) * SCOg 2(f) 
(31) 

1/4 

S(f) 
cos 2(W2t + 0) 

1/4 

-2fr„ 2f 
Power Spectrum 

Figure 14 
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Application of «quatioa 30 and Figures 10 and 14 yield: 

• ^>\ V-lir*    -WW + ZfJ    W-Zf^W^W + Z^ 

Power Spectrum 
Figure 15 

Due to the fact that x(t)  and y(t) have identical gtatiatica and 

since sin and cog have the same power spectrum, 

Sy sin 2^ l8 idetttical to Sx cos 2^. 

Sysin2(W   t+O)^   *    ^x cos 2 (W   t+e)(f) m (32) 

The total power in ee|(t) may now be determined from an inspection 

of equations 19,21,29 and 31;   Figures 10,12,13 and 15; «nd i.he application 

of the low pass operation of bandwidth /} 

Combining equations 19 and 21, 

(33) 

*   L. 
y'cos 

(«]+   ^[A1 SxCO-(f)] 

Lp[i.   m^A1*] +  Lp^ Ai'm!2 Sx zo% 2(£)] 

+ Lp [_L A1 m2
2 5X Bin 2(£)] +    Lp^A1 mi2Sx(£)j 
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Now not« that/J < 5r W - 2f    < W - f 
in 'Hi 

Substituting: 

«...(0 ■  J_N^(W - U 2/J + ^(w . w 2/ö + Ala N^ ^ ^ 

1        I2       ?    Nw ♦ A1    m,2       n 

The noiae power in eel{t) i. given by: 

Noise 

(35) 

The signal power is found to be: 

A^m2 
Signal power in eel(t)   s 

ml 

Hence the signal to nois« ratio is: 

(36) 

(I) 
i/   2 

4 
out 

A1  N R+t I2. W - ^    4/?x ' N> ~B (W - fm^t    ^'SX/g. 1   A'2m 2N Ä 
2 "n' 

(37) 
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/ s \ It is desired to express I     j       in terms of the variance of the noise at the 

^ N 'out 

input of the system. 

Equating noise terms. 

C:,r
2   =   NerW (38) 

Cr3
2    =   NSW (39) 

i 

.   N . + N    \ 

but Ncl   =   Naz    define Ner   =   Nel   =   Na2 

N
n = k2(Ner)   +(1 -k2)N8 

^^r2                 2,      CTs2 

= k    .  + {1 - k )        
W W 

where 

fT~ -   variance of noise intö'both error channels 

rr ■'       =   variance   of noise into sum channel 
^s 

&14      2 
S A    mj 

N    out 4 N ß^2 + N (W - f   ) -f 3 ^"^l2 + 1 A1  m/ | 

A1
2

      2 A     ml 

4 N /? Tl + Im,2 + im/   +   ^n^ fm)_] 
'-4 4 Ai^~ 
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Substitute for A   , N. 

S 

N   'CUt 

A2(i - k2) mj2 

2 zTZT ^  Olr
c< (1 - kc) OS 

r 
1/ 

Z     I 2 
1 +   ^i   + m» + 

w 

rk2o-er
2 + (i -k

2)a-s
2 

w 

ß 

(W -£   ) m 

A2{1 - k2) 

(42) 

Note     fm-< <W 

Substitute for m, and m^ 

S 

N 'out 

A2(l  - k2) 

B2     k2 

'       A"    1 - k 

4 ■k2crer
2 + (i 

, 2v _ 2 ' - k )crs ß 
w 

(43) 

W 1 + 
3    B2     k2 2    2 

1      C     k 
2 2 2 2 

k cr_ +(i -k )cr. er 

4    A    (1 - k  )      4    A     (1 - k ) A'1 (1 - k ) 

Let K   = 

1 - k 
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HI 

B2k2 (1 
V N /out 4[kZ ^r2 + (1 - kZ)C7-8

2] 
: TT~B" 

w 

(44) 

1/ 1 + 
3      B2       1     C2        Köir

2     (j-g2 

 K+_  K+   
2 2 2 

•-        4      A 4      A A 

The signal power at the input of the sum channel 
A' 

The signal power at the input of the elevation channel 

The signal power at the input of the azimuth channel. 

2 
.2 

Substitute for the above power expressions using the notation below: 

Let A P, (45) 

—= Pl 2 el 

2 
C   = p 

——        az 
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fru— aawi    i   i    .. 

'■':- 

Then 

S 

N 

t* 
'out 

w 

1/. 
3    2B2 1 C2 2 

1 + K + 

<rj     o.*- 
__ K + K, A"     +2 j^ 

L    4   A*   2 4   2 A' 2       -J 

<46) 

P    k 
el 

!T^^w]? 

i/ • l.ÜÜK.ÜliK.K^fL. 
4    p_ 4     p_ 2 P     2 P. 

8 S 

2 
dividing numerator and denominator by 1 - k 

PelK 

[K cj + o,2 ] out L        er 

(47) 

1/ 
3   P , 1     Pa 

-      4   pa 
4     Ps 

/-   2 2 

2 P 2 P 

W 

iß 
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Pel 

W 

+ -*■ 1 ^az 01,21 
4   P, 2Pg 

Equation 47 is the desired result.    The output S/N for the 
elevation channel is expressed in terms of the three input signal powers, the 
two input noise powers (the two error channel noise powers were assumed 
equal),  and the pre-detection and post-detection bandwidths.    The coupling 
factor,  a system design parameter,  is included since it determines K.   This 
expression reduces to commonly used approximate forms when the usual 
simplifying assumptions are made; e.g.,  Paz = 0,  P8^Pel.  Ps*0" . 
O'er    ~ CTs"' and K<cl as appropriate. 

The  rms pointing error due to noise can be evaluated when 
the appropriate relations between antenna parameters and signal functions 
are known.    Typically,  the error channel power.  Pel, would be expressed 
in terms of angular error; i. e. ,  the error channel slope.     Then the pointing 
error is most easily evaluated by setting the output S/N to unity (i.e.,  let 
the pointing error signal equal the noise) and evaluating Pe^ using equation 
47.    The antenna-to-signal relationship then provides the desired pointing 
error in terms of Pel- 
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APPENDIX III 

X-BAND LOW NOISE RECEIVER SURVEY 

1. INTRODUCTION 

This appendix represents  the results  of a survey of the 
most important X-band "front end" receiver characteristics which are 
pertinent to the SCMTR problem.    The most important types of front ends 
in present use have been included in this survey.     They include  Tunnel 
Diode Amplifiers,  Parametric Amplifiers,   Traveling Wave Tube (TWT) 
Amputiers,   and Diode Mixers. 

2. SUMMARY OF CHARACTERISTICS 

Following is a tabulation (see Table III-l) of the characteristics 
of several types  of low-noise  receiving system front ends.     The tabulation 
is the result of a survey of available devices with due consideration for 
theoretical limitations and the changing state-of-the-art. 

A more  thorough utilization of the available references will 
yield further details of each type of device for the interested reader. 
(Harvey,  reference 28,   gives 687 references on low noise amplification.) 

With the exception of the TWT,  the values given as device noise 
include the noise generated in the device as well as noise contributions from 
second stages,   lossy circulators,   etc     Since the TWT does not have a cir- 
culator associated with it and it is a high gain device (which makes the second 
stage noise contribution negligible),  the value given in the table will be close 
to the system noise figure.    The noise temperatures given for the parametric 
amplifiers are obtained with the narrow bandwidths. 

The column titled "3 db bandwidth" gives typical values for fixed 
bandwidth wide-band front ends.    The tunable bandwidths represent the wider 
of the ones available.    The gain-bandwidth product is a constant for a given 
device for the Parametric,   Tunnel Diode,  and Maser Amplifiers.    Thus,  for 
a given device,   the bandwidth may be increased with a corresponding 
decrease  in gain.    The exclusion of a tunable bandwidth for the TDA,   TWT 
c.nd Masers is due only to the fact that maximum reliable values are some- 
what questionable and does  not infer that the bandwidths of these devices are 
not tunable. 

The saturation levels given are the values at which gain 
compression begins and is about 20 db below the maximum allowable inputs 
(with the exception of the Maser which acts as a limiter on input levels up 
to around -10 dbm). 

237 



w 
m 
< 

• « 

3 
$ 
w 

S
h

or
t 

T
er

m
 

o 
«M 

o 
IM 

• 
0 o 

• o 

+1 
e 
0 

■3 
« 

0^ 0 
0^ 

0 0 
•HI 

+ 1 
0 

^1 

u 
« 
0 
-a 

« 
♦ I 
■A 

t 
co 

3 3 in 
o 

?l 

A 

m 
O 

?l 

u 
0 

c 
o 

t « •o 

13 

1» 
Ü 

g^ 
^ +1 + 1 + 1 ?! ?! 

« a « 

■ 
0 
U 

o 
(M 

o fO o 
m 
^-4 

1-4 

•ä O 

* 

o 
m 
<*> 

O 
M 

o 
o 
o 
1-^ 

V 
H 

CO d 

« 

N d 
CO 

d 
CO 

m 
*2 

^4 

d 

S
at

u
ra

ti
on

 
L

ev
el

 

ß 

o 
m 

i 

o 
i 

6 

o 
1 

E 
•o 
o 
pa 

i 

E 

o 
1 

E 

i 

a 

O 
00 
1—t 

oo 
^-4 

co o o 
3 
m 

i 

n) 
CQ 

Ü 

i § 
Ü   Ü 

o o 
if» o 
-i m 

i § 
u  u 

o o 
Ifl o 
M  in 

•0 
X 

•H 

U 

2 
o 
o 
ir» 

0) 

o 
2 
o 
m 

V 
X 

u 

o 
o 
m 

T3 

u 
2 
o 
o 
m 

-.2 
«I Q ^ 

0 
o 

0 
o 
CO 

43 

0 
o 
1—1 

o 

0 
•H 

o E 
0     R) 
y  u 
Ö  n) 
5 ft 

w 
•r-t 

*> 
v -a g 

^-4     (0 
0    M 
0    A) 
U A 

0 
•H 
Q 

9 
C 

H 

h 

(0 
M 
(U 
09 
1« 

2 
L_  

(0 

2 

* 
o 
o 
<o =«: 
T3 0 
ß 0 
lit 

0 
« c 

«1 
in 

rO 
o « 
»-4 

O 

d 
£ 

i—i 

V *» 
0) E 

sn V • 
«3 .   • 

h n m    * 
01 >. u   3 
0 
0 

CO 3   O 

n V Ä ^ 

u O 
0 rg    • 

V n 1 
nt 
U 

4) 
0 0 

.2-2 
A 2 S1^ 

4) 
i-t M « 
8 s 1 u «I? m H H 
(1 

XI sot; 
3 - 0 
u 
.3 ^ # * 

238 



-- F 

The size, weight and cost columns represent typical values 
and sizable deviations about these will depend on such things as type of 
refrigerator used,   environmental shielding required, etc.    The cost 
figure may increase by several hundred percent when development is 
required.    The phase and gain stabilities are representative of some 
of the best available and are applicable under normally specified 
environmental variations. 
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APPENDIX IV 

ACQUISITION CONSIDERATIONS WITH 
PSEUDO-MONOPULSE  TRACKING 

This  appendix considers  the acquisition problem for a 
pseudo-monopulse tracking system.    The general acquisition problem 
for a non-tracking system is first discussed to ihtroduce the problem 
and to establish a basis for comparison.   A somewhat detailed analysis 
of the performance of different generic classes  of acquisition receivers 
may be found in reference 4.    Next the particular  characteristics of a 
pseudo-monopulse tracker in relation to acquisition are discussed and 
their effects on performance are analyzed. 

1. THE  GENERAL ACQUISITION PROBLEM 

The acquisition problem is that of detecting the presence  of 
a signal emanating from a satellite in which some uncertainty exists both 
in the frequency of the signal and the spatial location of the emitter.    If the 
frequency uncertainty,  due to doppler  shifts and oscillator instabilities,  is 
much greater than the signal bandwidth and if the spatial uncertainty is much 
greater than the antenna beamwidth,  then the acquisition problem may be a 
very important system consideration.    Given a particular antenna scanning 
strategy,  an acquisition receiver is   required to detect the signal,   in the 
presence  of noise, with some confidence level while not false alarming on 
the noise alone.    Acquisition receivers may be divided into three generic 
classes: 

(1) "frequency swept" in which a relatively narrow band 
IF is effectively swept in time over the frequency un- 
certainty and the detected output is compared to a 
threshold level. 

{Z) "wide-open" in which the IF bandwidth is made equal 
to frequency uncertainty but appreciable post- detection 
filtering can be employed prior to the threshold 
comparison. 

(3) "multi-channel" in which several relatively narrow 
band IF's perform a simultaneous frequency search 
while still enjoying the advantage of narrow post- 
detection filtering prior to threshold comparison. 

The performance capabilities of these three classes   of 
receivers  as well as a more detailed discussion of the acquisition problem 
is provided in the Appendix. 
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2. PSEUDO-MONOPUJLSE ACQUISITION 
| 

In this section the peculiarities of pseudo-monopulse are 
discussed to the extent that the acquisition is affected and different from 
full 3-channel monopulse.    For 3-channel monopulse, it is assumed the 
acquisition receiver is located after the preamplifier of the sum channel. 
In pseudo-monopulse if the signal is taken off the sum channel prior to the 
directional coupler and if a comparable preamplifier is used, then the 
acquisition performance of 3-channel monopulse could be realized; however, 
this '9 not considered a practical solution.    Next,  since tracking does not 
occur simuiiöiitously with acquisition,  it is permissible to switch out the 
directional coupler and obtain acquisition performance comparable to 
3-channel monopulse except for the loss incurred in the RF switch.    With 
fairly fast, low-loss switches, this appears as an attractive possibility 
and should be considered in any system design.    The third consideration 
is,  if the directional coupler is left in and the acquisition receiver operates 
on the composite signal,  then a different situation exists and some analysis 
is warranted. 

In order to express  the RF voltage in terms of an angle off 
boresight,  a phase  sensing monopulse is assumed since this is more 
amenable to the mathematician and is considered typically representative. 
In particular, for a square array and an angle off-boresight in elevation, 
Oe,  the single channel IF voltage can be written in terms of the combined 
sum and error channel signals.    For the case in which the error channel is 
combined in RF phase quadrature with the sum channel,  the IF voltage prior 
to limiting can be written as, 

ei     =     VT- k2    A(0e) cos (//(.e) cos    |cuct + 0(t)J 

+ k Qe(t) 2 A (0e) sin { JJ, e) sin    [cü ct + 0(t)J 

where A(0) is the antenna pattern of a single reflector,  0(t) is the assumed 
angle-modulated communications information,  and   /^e  =   Tld/X      sinOeis 
related to the angle off-boresight.    The squared envelope for this voltage 
can be written as, 

ez    =    4A2(Qe)cos2(Me)-k2 4A2(0e)[cos2{//e)-Q2e(t)sin2(^e)] 

The first term is recognized as equivalent to that of a 3-channel monopulse 
or that which would occur if the directional coupler were switched out.    The 
second term represents the change due to the pseudo-monopulse configuration 
and it is seen for on-boresight conditions {0e = JU,e = 0),  the loss of power is 
given by 1 - k^ as would be expected.    For angles off-boresight,  the power 
contribution of the error channel which varies as Qe  (t) adds to the sum 
channel such that the average power increases; however,  this increase is 

241 



■»^a 

not significant for angles off-boresight less than about the 3 db antenna 
beamwidth angle.   Similarly, for the AM case (error channels added in RF 
phase coherence) the IF signal is given by, 

e3    =   l-fl .k22A(Öe)Cos(/ae)+kQe{t)2A(0e)8ia<//e)S! 

[cos aJct + 0(t)] 

and the squared envelope is given by 

e^    =    e2 + k Vl   - k2 4 A2{ 0e) cos ( //e) sin {pLe) Q«^) 

Thus,   on-boresight the power is  reduced by the same factor ( 1   - k2) 
while for off-boresight  angles,   the power generally increases as before 
but also has the above  second term which varies as Qe(t). 

The acquisition performance for pseudo-monopul se tracking 
systems  can be interpreted from the above equations and the acquisition 
analysis contained in reference 4.     Basically,   the receivers analyzed in 
reference 4 detect the energy in the IF signal over a time comparable to 
the sweep time for the frequency -swept receivers and over a time com- 
parable to the servo integration time for the non-swert receivers.     In any 
case,   the acquisition performance due to the pseudo-monopulse scanner is 
no worse than a  1 - k2 loss of signal power which for a nominal 10 db 
coupler is 0.46 db loss.    The above equations  show that for angles  off- 
boresight as would be encountered during the antenna search mode, additional 
power is available for acquisition up to the above 0.46 db value.    However, 
since the loss is small and since the  communications receiver degrades by 
the  same factor,  it is  not considered worthwhile to exploit this small, 
potential acquisition performance advantage. 
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