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PREFACE

This volume is a collection of papers presented at the
IEEE Symposium on Speech Recognition at Carnegie-Mellon
University April 15-19, 1974. Taken together they represent
a snapshot of the BBN speech understanding project as of
approximately December, 1973. The project is still far from
complete and in particular is not yet to the point where
definitive conclusions as to the success of the techniques
described can be reported. However, I believe that the
present collection of papers serves a useful purpose in
documenting the state of the project and the approach that
we are taking.

W.A. Woods
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MOTIVATION AND OVERVIFW OF BPN SPEI'CHLIS:
AN EXPLRIMENTAL PROTOTYPL FOR SPELCH UNDERSTANDING RESTAPCH

Vi.A,

Woods

Bolt Beranek and Newran Inc.

5(1 Moulton St., Cambridoc, Ma.

Introduction

This paper describes a computer system
under development at Bolt Heranek and Newman
for carryina out research in continuous
speech understanding. The system is a
research prototype of an intelligent speech
understandinqg system which makes use of
advanced techniques of artificial
intelligence, natural langunaqe processina,
and acoustical and phonoloaical analysis and
signal processina in an inteqrated way to
determine an interpretation of a continuous
speech utterance which is both svntactically
and semantically plausible and consistent
with the acoustic-phonetic analysis of the
input signal.

We take as a point of departure that the
information required to produce the correct
interpretation of an utterance is not
completely and unambiquously encoded into the
speech signal, but rather that knowledge of
the vocabulary and of syntactic, semantic,
and pragmatic constraints of the lanquage are

used to compensate for uncertainties and
errors in the acoustic realization of the
utterance. This fact seems appropriately

substantiated by human perceptual performance
{18) and by Klatt and Stevens' spectrogram
reading experiments [2]. In the latter,
human experts attempting to decipher
spectrograms achieved error rates of
approximately 25% in "partial® phonetic
transcription based on spectroaqraphic
evidence alone but wera 96% successful in
identifying the words of the utterances when
permitted to make use of knowledge of the

vocabulary and of syntactic and semantic
constraints, It is the matching of human
performance in these experiments towards

which the BBN sneech understanding systrm
(dubbed SPEFCHLIS) aspires,

In a previous paper ([12) we
described a method of "incremental
simulation” which we have used to qet a
feeling for the types of interaction among
the different sources of knowl edge used
during the understanding of a speech signal.
In that article, we postulated the
decomposition of a speech understanding
system into separate components and presented
an illustrative exarple of their interaction
in the analysis of an utterance, We also
discussed the types of inference capabilities
which would be required from the different
components in a mechanical speech
understanding system. 1In this paper we will

have

describe how we have attempted to embody
those capabilities in SPEECHLIS.
Acknowledgements
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Wnereas this paper gives an overview of

the system and its motivations, separate
papers in this volure give more detailed
descriptions of the operations of individual
components. [1,6,7,8,9)

Domain of Discourse

If one is to use knowledqge of
vocabularv, syntax, and serantics in a speecin
understanding system, it is necessary to
select what vocabulary, svntay, and semantics

to deal with. For our initial domain,
because of its readv availability and its
sophisticated syntax and semantics, we
sclected the domain of the LUNAR system

[11,13), a natural English question-answering
system dealing with chemical analyses of the
Apollo 11 moon rocks. The LUMAP system
understands and answers such questions as:

"that is the average concentration of
rubidium in high-alkali rocks?"

"List ontassium/rubidium ratios for
samnles not containina silicon.®

£ o . i
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"llow many rocks contain areater than 1bL%
plagioclase?"”

It contains a vocabulary of approximately
3500 words and a grarmmar for ar extensive
subset of general Fnqlish. For our initial
speech system, we have sclected a subset of
approximately 25" words from LUNIAR's
vocabulary and a subagrammar of more
restricted Enalish from its qrammar. In the
future we intend to increase our vocabulary
to over 1P#) words, extend our arammar to
include the entire LULAR qrammar, and include
several additional domains of discourse
unrelated to lunar geoloqgv.

Knowledge gqathering

In order to aain a concrete
understandina of the tyones of interaction
required in usina higher level linquistic
knowledae to auament the front erd (acoustic)
analysis of the snreech signal, we used
"incremental sirulations” to Leain
experimentina with the swneech understanding
system before completina its construction by
"implementing®™ its comoonents as combinations
of computer proaram and human simulators.
From these simulations, the following aqeneral
conclusions were reached:

1) small function words such as "a", "of",
"the", etc., which are gencrally
unstressed and short, have a high
probability of matching accidentally in
the signal. Thev are therefore unreliable
cues by themselves on which  to make a
decision abeout an utterance and are
unprofitahle to look for on a "hottom up"
or analytical scecn of  the utterance,
However, when the hynothesized "content
words" of the utterance are beina -arsed
accordina to a gqrammar of Enqlish,
syntactic knowledae is ahle to predict
those places where such function words
miqght occur, and in many cases, further
semantic information is capable of
predictina which function words are
likely.

2) It is not gercrally possible with the
current estimated level of performance of
the acoustic analyzer to distinguish
correct from incorrect word matches by
acoustic word match scores alone. When a
threshold of acoustic match quality is set
sufficientlv 1low to acrept a high
proportion of the correct word matches, a
large number of accidental matches of
other words are also accented., The ratio
of extraneous matches to correct ones
depends on the settina of the threshold
(as the thresherl)d is relaxed the ratio
gets hiaher), but for reasonable settings
it may he on the order of¢ 2§ to 1.
Moreover, it apnears to be irpossihle to
set the threshold sufficiently 1low to
quarantee accentance of all correct word
ratches witheu*+ svamning the system with
extraneous accidenta) matches. However in
human sirmulations, althouah it required
considerable thrashing around in difficult
cases, it was gqenerallv possible to agc
back to selected reaions of the utterance
after partial levical, semantic, anc
syntactic analvsis and perform additional

Sain wiis

3)

4)

5)

Bolt Beranek and Newman Inc.

phonological and phonetic analysis and/or
word matching to obtain the correct words.
Plthouah we are attemoting to provide such
rocesses  in  our system, they are likely
Lo be more com.inatoric in their searching
for possihilities than . the human
simulation, It is far too early to
predict the success of their performance.

The process of infering an interpretation
from a speech signal 1s inherently
non-determinisitic in the sense that it is
frequently not possible to make a
particular decision (such as which of
several matching words is the correct one
at a given position) without makinag an
assurption and following out its
conseguences for the rest of the
interpretation, Mechanisms must be
provided for following out all of the
alternative choices in order to find the
correct interpretation.

Ho a priori order of scanning the
utterance (such as left-to-right) for word
matches and syntactic and semantic
processiny will be adequate in general
since any given word mav be garbled in its
oronunciation or phonetic analysis and we
may depend on the successful analysis of
the rest of the utterance to recover the
garbled word, Hence classical
left-to-riacht parsers will not suffice,
nor will semantic interpretation rules
such as those in LUNAR whirh are indexed
solely under the head of the construction
heina interpreted (the head of the
construction may woc the word that is
agarbled and we mav need to find the
successful match of the rest of the rule
in order to infer the garbiled word).

The snace of possible alternative
comnutation paths which could lead to an
interoretation of a siqnal is too vast to
be searched in its entirety. 1In fact the
set of possibilities which could be tried
to get an interpretation when one has not
found one yet 1is ooen-ended. Examples
include relaxina the threshold of
acceptability for word matches in the
utterance (or in portions of it), trying
the next best acoustical analysis of a
aiven seaqrent or combination of them,
lookina for possible alternative ways to
seament the utterance into phoneme

seaguences, decidinag to accept an
interpretation of the utterance even
thouqh it is not syntactically

well-formed, or decidina to accept an
interpretation which is not semantically
meaninaful. (I heard what you said but it
doesn't mnake sense.) Because of the
openendedness of this search space, it is
essential to devise strateaies for
searching it which devote their effort to
the regions of the space most 1likely to
vield the hest interpre*ation and work out
from there toward less and less likely
interpretations, This requires the use of
decision criteria to evaluate the goodness
of a word match, and weigh the
alternatives of a more grammatical
interpretation with poorer word matches
acainst a sequence of better word matches
which doesn't parse or doesn't make sense,

B
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It is critical to know thc differcncc
between reliable and unrcliable clues and
to juggle conpeting altcrnative partial

interpretations s0 as to
devote effort to the best ones,

continually

6) Even with strateaies for selectively
pursuing altcrnatives according to their
likelihood of success, the combinatorics

of the situation arc such that the system
will be swamped with alternative
possibilities wunlcss spccial techniques
are used to kcep potentially different
alternatives merqged for proccssing
operations for which they behave
identically, splitting them up only when
an operation being exccuted has a
different effect for the different
alternatives. One must avoid prcmaturcly
multiplying combinations of cases. For
example, one cannot afford to multiply out
all of the possible scqucnces of phonemes
which could covcr the uttcrancc,

The system which we havc been developing
has been desiancd to meet thcse rcquircments.

Components of the System

Principal Knowledge Components

As a consequence of examining the
protocols and rcsults of the Klatt and
Stevens experiments it was apparcnt that
their performance was based on the
capabilities of at least 6 conceptually
distinguishable components

1) an acoustic feature extraction component
which performs the equivalent of a
first-pass segmentation and 1labeling of
the acoustic sianal into partial phonetic
descriptions, probably taking into account
knowledge of phonological rules,

a lexical retrieval proqram which, on the
basis of knowledge of the vocabulary and
partial phonetic descriptions, retrieves
words from the lexicon to be matched
against the input signal.

a word verification component which, given
a particular word and a particular
location in the input siqgnal, dctcrmincs
the degree to which thc word matches the
signal.

a syntactic component which is capable of
judging grammaticality of an hypothesized
interpretation of the siqnal and of
proposing words or syntactic categories to
extend a partial intcrpretation,

a semantic component which is capable of
noticing coincidences bctwcen scmantically
related words which have been found at
different places in thec signal, judging
the meaningfulness of an  hypothesizcd
interpretation, and precdicting particular
words or specific classes of words for
extending a partial interpretation,

a pragmatic component, which is capable of
making judgments and prcdictions as to the
pragmatic likelihood of a given sentcncc
being uttered by the sncaker, taking into

Bolt Beranek and Newman Inc.

account whatcver 1is known about the

spcaker and the sitnation,

In addition to these 6 components which
correspond to sorc cxtcnt to diffcrent
sources of knowledae that go into the
determination of the prefcrred
intcrorctation, there is clearly an
additional comprnent of a diffcrcnt sort ==
narely the decision process itself. 1In this
component, which wc have called the control
corooncnt, reside the strateqics for infering
an interorctation of thc utterance, dealina
witih questions such as:

‘¢ should one lonk for word matches first?

how rmucii partial phonetic infcrmation is
given as input to the lexical retricval
routine?

how good a word match score is
the word to bc
considuration?

rcquired for
given further

how and at what points docs one use syntactic
and scmantic information to influencc the
interprctaticn?

how arc altcrnative possible interprctations
formed, manaqcd, and resolvecd?

when should onc temporarily abandon a given
region of thc uttcrance to conccntrate on
anothcr rcaqion?

what inforration might be found elsewhere
that miaht help, and how can it be uscd?

These and myriad other qucstions havc answers
{(not necessarily ootimal) erbeddcd in the
procedures uscd by thc human experts to
interpret the spectroarams in the Klatt and
Stevens experiments, We necd to capture
similar stratesies in thc control compcnent
of our speech understandina syster,

The Control Component

Clcarly thc strateagies embedded in the
control component, critical to the success of
the system, are far from obvious, We have

attcmpted to arrive at a reasonable set of
such strategics bv drawina on intuitions
developed in incremental simulations. These

strategics are beina continually refined and
extcndcd as wc gain more cxperience with the
evolving SPEECHLIS,

The function of the control component
centers around the crcation, rcfincment, and
evaluation of formal data objects called
“theories™, which reprcsent alternative
hvpotheses about the atterance being
interpreted. A thcorv contains the words
hypothesizcd to be in the utterance and where
they match, semantic hynotheses about how
thosc words relate to each other, hypotheses
about syntactic structurc, and various scores
reflccting the “likelihond®™ of thc theory
from different points of view (lexical match
quality, semantic complcteness, syntactic
corrcctness, etc,),
represent only partial hynotheses,
with
syntactic or

These theories generally
beoinning
single word theorics with little or no
constructing

semantic dctail,
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larqger theories by refinement, and eventually
buildina up to corplete theories representing
hvr.theses for a sequence of words covering
the entire utterance with comnlete syntactic
structure and serantic interpretation. The
task of the contro) component is to manage
the creatien and refinement of these
theories, devotina its resources to expandina
those tlhieories which look best according to
their wvarious scores until one or more
complete theories with acceptable scores are
found. Control passcs partial theories at
various times to the syntactic and semantic
corponents, which return ther with evaluation
scores or susnend them, after creatina
monitors for events (which could cause the
refinement of a theorv) and making proposals
for word matches (which Control should recall
the word matcher to look for). Monitors
behave as active "dermons® to give notices to
control whenever events of the type which
they are looking for occur. Each monitor
remembers the theory which set it and a
procedure which 1is to be exccuted to
assimilate the event  that  triggers  the
monitor. The result of evecuting this
procedure will be a new refined theory which
may itself set additional monitors and make
proposals,

In the next few sections, we will
describe in a little more detail the various
components of the current system. The scope
of the current paner, however, will
necessarily remiire these descriptions to be
brief., Tror more detailed descriptions of the
individua) components the reader 1is agqain
referred wo the indivicdual papers in this
volure [(1,6,7,8,9].

Acoustic-Phonetic and Phonological Analysis

In the acoustic end of our system, the
speech siqnai is sammled at 2! kHz and stored
on a disc file. All subsequent analysis is
per formed on the diqitized signal, Using our
recently developed methocd of "selective
linear prediction® (3,4]) we perform a linear
rredictive (LP) analysis on the (=5 kHz
reqgion of the spectrum, Presently, almost
all our parameters are based on that portion
of the spectrur, the excention heing a
parameter givinag the snectral energy between
5-10 kHz, which 1is used for detection of
frication, The parameters used in our
seqmentation and feacure extraction are based
on: enerqy of the sianal, eneray of the
differenced sianal, low-frequency enerqy, the
first autocorrelation coefficient, the
normalized LP error, enerqgy-sensitive and
eneray=-insensitive snectral derivatives,
fundamental freaquency, frequencies of a
two-pol2 LP model (5] and poles of a 14-pole
LP model, Vie have developed an initial set
of algorithms for the nondeterministic
seqgmentation o€ the utterance into a feature
or segment lattice. Associated with each
seagment boundary are confidence mcasures that
reflect the likelinoods of that point in the
utterance beina a searent houndary and of it
being a word boundary. Another set of
algorithms performs a feature analysis on
each of the seaments, We have concentrated
thus far on the recoaqnition of mann2r of
articulation, e.q. vovwel, nasal, lateral.
retroflexed, plosive, fricative,

Bolt Beraznek and Newman Inc.

voiced/unvoiced. The only place of
articulation recoqn.tion that we do is
performed on the vowels and strident
fricatives. Confidence estimates for each of
the features and for the entire segment are
also given,

1

The output of the acoustic-phonetic
analysis is in the form of a segment lattice,
an example of which |is illustrated in
Fiqure 1. It compactly represents all of the
possible alternative segmentations of the
utterance and the alternative identities of
t..e individual seqments. This lattice is
processed by a phonological rule component
which auarents the lattice with segments for
possible underlying sequences of phonemes
which could have resulted in the observed
acoustic sequences, We associate with each
added branch a predicate function which is
later used by the word matcher to check for
the applicability of the given phonological
rule based on the specific word spelling and
the necessary context, In this manner, tae
phonological rules are both analytic and
partially aqenerative. Other generative rules
can be applied ahead of time to the
dictionary phonemic spellings of words -~
such rules have been done manually in our
current system.

liigher Level Linguistic Constraints

The current lexical retrieval and word
matching component makes use of a phonetic
similarity matrix for evaluating non-exact
phoneme matches, phonoloaically motivated
deletion likelihoods for each of the phonemes
in a word, and rudimentary duration cues
based on stress marks in the pnonemic
spelling of the word, Words with three or
more phonemes which score above a thrseshold
of mat-h quality are placed in a “word
lattice,” an example of which is illustrated
in Fiqure 2. They are given individually to
the semantic component which constructs a
one-word theory for each content word,
monitors for words that could be semantically
related to the given one, and generates
events for each detected coincidence between
two or more semantically related words or
concepts. Each word is also checked for
matching inflectional endings, and verbs are
checked for possible auxiliaries to their
left and at the beginning of the utterance.

The semantic coincidence events are
sorted by the control <~omponent in order of
their likelihood scores and at appropriate
times are returned to Semantics for the
construction of 1larger theories. In this
way, multiple word theories are constructed
which consist of semantically related content
words which match well acoustically. When a
theorv becores maximal (i.e., Semantics has
no further words to add to it), it is passed
to Syntax for syntactic evaluation, In
addition to evaluation, Syntax picks up
further words from the word lattice and
pronoses words (especially function words) to
fill the gaps between the words oriainally
provided in the theory. Syntax also monitors
for syntactic cateqories of words which it
could use to fill gqaps. When Syntax
completes a constituent (such as a noun
phrase) it calls Semantics directly to verify

"1 s wm wm wmm ol i
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the consistency betwveen the syntactic
structure of the constituent and the semantic
hypotheses for its words,

The control strateqy maintains a list of
active theories, pending events, and proposed
words and classes -- all ordered by estimates
of likelihood -- and determines which
theory/event/proposal to work on next at each
point,

Some praagmatic inferences have been
identified and embedded in the control
strateqy, but no systematic pragmatics
component has been incorporated. The
construction of semantic procedures for
answering questions wusing the data base has
not yet been implemented since we have
previously done this once with the LUNAR
system and have been devoting our effort
instead to the new aspects of the system,

Preliminary results obtained

Since the current phase of the BAN
speech project is more concerned with finding
the problem areas and developing possible
solution techniques, it is premature to
expect statistical results such as percentage
of utterances successfully understood.
Rather, the principal product of the research
at this point consists of experiences that
suggest experiments yet to be done and
techniques whose effectiveness has yet to be
fully measured, The following are some
examples:

The inclusion in the word matchina function
of simple duration checks for stressed
phonemes and of deletion probabilities for
each phoneme decrecased the scores of many
of the accidental word matches without
effectively lowering the scores of the
correct word matches, This suqggests a

host of experiments - how much
improvement can you obtain? -- with what
cost?

The ambiquities of segrentation and
labeling of the acoustic signal can result
in the same word matching the innut siqnal
in approximately the same place in several
different ways with slightly different end
points and slightly different scores.
From the point of view of the semantic
associations invoked, these word matches
are all the same and should not be dealt
with by scparate theories, one for each
such match, This has resulted in the
creation of a “"fuzzy word match® which
lumps toagether equivalent word matches
into a sinqle entity which is dealt with
by Semantics as a single word match with
ambiquous end points, This qreatly
reduces the number of theories processed,

A similar phencmenon occurs when several
words from a single semantic class all
match the signal at the sare point (for
example the pronouns "I", "we®, and "us").
Again, since Serantics will initially do
the same thing for each such word, these
are grouped toaether into a "clump® which
is treated as a sinqle word until such
time as later processing splits it up,
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Certain acoustic-phonetic facts which are
not currently dealt with by the segmentina
and labeling component can cause
reconnizable pathologiea at later stages
of processina, For exarple, the fact that
voicing freauentlv droos out before the
end of frication in a voiced fricative
followed by an unvoiced plosive may cause
the seqmenter to recoanize a scament
sequence (2] (k] as a sequence (z](s](k)
causing word matches for “sarples®™ and
"contain® which should be adjacert to have
a spurious (s8] seamont betweer ther. This
problem could be dealt with either by
improving tne initial searentation and
labeling algorithm, or by an analytic
phonological rule to combine the voiced
and unvoiced fricative in this context
into a single voiced fricative, or by a
hiagher 1level word adjacency test which
considers two words to be adjacent if a
spurious seagment between them can be
accounted for as an exprcted transition
segment, This suanests experiments to be
performed when the system is more fully
developnd to determine the most effective
place to deal with this and similar
problems,

It is possible to get alternative
interprcetations with almost equally good
lexical, syntactic, and serantic
evaluations -- even two interpretations
with exactly the opposite meanina, In all
such situations which we have witnessed,
there has been other information (svch as
prosodic or pranmatic information)
available to make a choice, but it seems
Clear that the inforrmation which could be
80 used is open ended, and it is not clea-
how much is required in order to get
acceptahle perforrance even for our 2.0
word  vocabulary, mucii less a 1000 word
vocabularv,

The list of such questions which are
| 'ing raised could go on and on, and would
not be worth enumerating., However, the above
list should be susnestive of the types of
results which we hope to obtain.

A Sample of Current Performance

Issues of Evaluation

We have outlined the methocdoloqy and the
current state of a project to develop
advanced speech understanding capabjlities by
a process of continual incremental
imnrovement of a svstem with initiallv crude
capabilities in each of its individual
components. An important consideration for
such a progranm is a method for evaluating the
progress of this evolutionary development in
terrms of the performance of the system or of
its parts. How does one measure the
improvement (or dearadation) in svstem
per formance caused bv a particular chanae to
A strategy in one of the corponents? Although
our current system has not yet reached the
stace where we are prenared to run many
utterances through it to compute statistics
of performance, we have given some thouaht to
what statistics of perforrance one would like
to sce and  have made sore initial
measurements of them on test sentences,

lep i
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Evaluation pararmeters
classes, measures »f precigion and measures
of accuracy. For example, in evaluating the
performance of the seaqment labeler, precisinn

fall into two

measures the deqree to which the label
assigned uniquely specifies the phonemic
identity of the seament, while accuracy
measures the frecuency with which the

description is correct. There is clearly a
tradeoff between these two measurements since
one can achieve perfect accuracy by relaxing
precision to the point where the descripticn
assigned is sufficiently vaque to include all
of the phoneres. On the other hand, one
could only achieve perfect precision hy
choosing at every point the single most
likely phoneme with a subsequent loss of
accuracy. There are similar measures of
pracision and accuraey for the oprocess of

segmentation itself (as opposed to labeling)
and the process of 1lexical retrieval and
matchina,

As a measure  of precision in

segmentation, we may take the branching ratio
of the seqment lattice, i.e. the number of
segments per boundary. Accuracy in
segmentation falls into two cateqories -- the
number of missing boundaries (i.e. seqgrent
boundaries which were not identified as
potential boundaries in the lattice) and the
number of extra boundaries (i.e. points in
the utterance identified as boundaries in the
lattice which were not seqment boundaries and
for which there 4is no “bridaina® segment
crossina that reaion of the utterance).

Speeifie precision and accuracy measures
for seqment labelina are the averaqe number
of phonermes per label (i.e. the aumber of
phonemes subsumed under the description
assigned to a searent) and the averaqge
percentaqge of errors in labeling (when the
correct phoneme is not subsumed in the
assigned descrintion),

At the lexical level, we can measure the
success of the initial lexical retrieval pass
in terms of the number of correct words found
(out of the total number of correct werds to
be found -- an accuracy measure) and the
"stray word ratio® (the ratio of the total
number of words found to the nurmber of
correct words found -- a precision measure).

Clearly there are preecision/accuracy
tradeoffs tnroughout the egystem. FEy merely
adjustinag the threshold of acceptable word
match quality, the number of correct words
found and the stray word ratio can bhe altered
without any chanae at all in the alaorithm
beinag used for word matchirq.

While we have not per formed the
necessary experiments to be able to give any
conclusions about the behavior of these
parameters as a function of differences in
strateaies, threshold levels, etc., and while
the current corponents give only crude
approximations to the performnance whigh we
expect, we have conducted a few tests which
ray serve as bernchmarks., Fiaure 3 gives the

results of some tests (made in October, 1v73)
on two utterances using three different
acoustic analvsis methods to ovproduce the

seqment lattices. The first case (manual) is
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the result of a human spectrograr reading as
in the first phase of the Klatt and Stevens
experiments. The second case (autol) is the
result of our first crude seamenting and
labeling program which estimates only the
manner of articulation of the segments and

does not measure place of articulation. The
third case (autn2) makes use of a slightly
improved verrion (but still crude) of the

searentina aud labeling proarar, which tracks
formants and estirates place of articulation
for vowvels. At the bottom of Fiqure 3 is
shown the word match score assianed bv the
lexical retrieval component to each of the
correct words that it found. We did not run
it on the auto2 lattice for DWD-29,

Our current front-end analysis component
tends to be hetter at sore kinds of phonetic
events than at others. This is a result of
the almost encyclopedic amount of
aroustic-phonetic and phonoloaical knowledge
which 1is recuired to deal with the different
phenomena which can occur and the relatively
short armount of time which we have had to
erbodv this knowledae in computer algorithms.
This difference is illustrated by the
di fferences in performance between the two
utterances DVD-18 ("Have any people done
chemical analyses on this rock?") and DHD=-29
("Give me all lunar samples with
magnetite."). The former seems to contain
only  phenomena with which the current
proarams deal reasonably well, while the
latter contains such troublesome
configqurations as the "all 1lunar" semuence.
In DWD-18, the performance of the auto2
acoustic analyzer is superior to that of the
manual analysis in terms of the precision and
accuracy measures, but its errors are
slightly different from those of the manual
analysis, and in particular, its resulting
transcription is such that the "peoole® word
match which was found on the manual analysis
was missed for autol and auto2. This is due
to the effect of a phonoloaical rule which
the human apparently took into account in his
analysis but which the mechanical analysis
corponent did not know  about. The
phonoloaical rule component which has been
implemented since these experiments were run
is capable of recoverina this match,

Performance of Syntax and Semantics

For the higher 1level components of
Syntax and Semantics the same types of
precision and accuracy measurerments no longer
scem appropriate until one has processed
laroe numbers of utterances and recorded the
success rate; and even then, there is no
natural notion of a precision measure,
Questions of interest in the syntactic and
semantic areas of the system include: how
mich effort is devoted to searchina blind
alleys before a correct interpretation of the
utterance is found?, how manv false
internretations are accented in addition to
(or before) the correct one?, is the correct
one found at all?, etc.

While we do not beain to have answers to
these questions, we have run test cases which
can serve as benchmarks., We will {llustrate
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EXAMPLE OF PERFORMANCE OF ACOUSTIC-PHOMETIC PROCESSING
AHD
LEXICAL RETRIEVAL SCAM FOR "G00D" "BIG" WORDS

__DuD-18 DWD-29
IDEAL MANUAL  AUTO1 AUTO2 IDEAL MANUAL AUTOL AUTO2
¢ segs in ideal Y 27
segmentation
¥ missing bdries 0 0 0 0 0 0 7 [
¥ extra bdries 0 0 0 0 0 0 [i] 0__
b segs/bdry 1 1,2 1.3 1.3 1 2.0 1,5 1.5
A errors 0 127 22 107 0 4z 431 30%
¥ phonemes/label 1 6 y 3 1 i} 1] 3
4 words ideal ‘] 8
¥ words 2 3 8 S
] c;g::gct words 6 5 5 5 0
nfece found 127 B0 % 238 48
1 words missed 2 3 3 0 5
stray word ratio
¥ words matched/ 21 26 18 48 -
¢ correct}
have any people done chemical analyses on this rock |give me all lunar samples with magnetite
MANUAL 100 110 100 110 120 100 90 100 120 100 140
AUTOl 90 90 110 120 100
AUTO2 100 90 120 140 100
Figure 3

with a brief summary of the syntactic and theory #26 ("sample(s) contain silicon").
semantic processing of a sentence D24 ("How Also theory #23 (“contain silicon") detected
many samples contain silicon?") from a the word match for "“"samnle(s)", but it
segment lattice obtained by mechanical refrained from creating a cduplicate of theory
segmentation and labeling. (Two editing 426 after detectina its presence. Theory #26
changes were made to the lattice to manually was then passed to Syntax for verification

simulate the effects of phonological rules.) and further prediction.

In the initial lexical retrieval scan of The word matches for theory #26 form a
the segment lattice for this senterice, word contiquous seguence of words from position 6
matches for "sample®, "contain®, and in the sional (60 ms from the beginning of
"siiicon” were found with acceptable acoustic the utterance) to the end, and Svntax was
scores, together with a number of other able to parse this sequence without knowing
accidental word matches such as "contain® (in the word matches which occurred at the
another piace in the input), “"occur”, beginning of the sentence. After parsing the
*occuring®, “"with", "content®, “contents"®, words that it was given, Syntax noticed word
and many others. In the formation of matches already in the word lattice for
one-vord theories, 4 different matches of *many" and “any" ending at position 6,
*contain® were combined into a single fuzzy proposed "much® and "there® and syrtactic
word match, 4 matchas for “"samples®™ and two classes DET (detcrminer) and PREP
for "sample® were corbined into another (preposition), all ending at position 6. It
single fuzzy match, and a number of other also set monitors at position 6 looking for
fuzzy word matches and semantic *clumps” the classes ADJ. ORD, DET, N, V, NEG, and
occurred, Monitors placed by Semantics PREP.
during processina of one-word theories
detected coincidences between “samples® and The ncti~e for "any" from Syntax for
"occur (inq) ", between *contain® and theory #26 resulted in a new theory for "“any
*gilicon”, between "sample(s)" and “"contain®, samples contain silicon® (theory #3#), which
and others. These events were ordered by  detected the word "give® to its left,
their scores as assiqned by the control However, Syntax rejected "give any samples
component and the first two-word theory contain silicon" as being ungrammatical. The

created was for “samples occur(ing)®™ (theory notice for "many" combined with theory #26 to
#21). The second two-word theory was for give theorv #31 ("many samples contain
*sample(s) contain" (theory #22) and the silicon"), which in turn noticed several
third for "contain silicon®™ (theory #23). words ending at the left end of “many”
There was also a theory for "sample(s)" and including the word "how". The scores of the
the other word match for “contain®" (theory words and the strateaies applied by Contrnl
425). Theory #22 ("sample(s) contain") are such that the 38th theory formed was the
detected the match for "silicon® and produced complete analysis "how many samples contain
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silicon”.

In the process of this computation,
Semantics had placed 4% monitors of various
types on specific words and concepts in the
semantic networl:, There were 48 events
(resultina from notices from monitors) left
unprocessed on the event queue and an unknown
nurber of potential events which could have
been noticed if Processing were continued.
Syntax had created 104 confiquratio.'s and 142
transitions in it3; internal svntax tables,
and set 51 monitors on positions in the word
lattice.

Notice that although the
search space is vast,
mechanisn is set up to svstematically cover
the entire space (if necessary) looking for
an interpretation of the utterance, the order
of processina theories is such that we have
found the correct analysis at a verv early
stage of the search, 1lcaving the wvast
majority o the computations on other paths
undone,

potential
and the control

Future Developments

As a consequence of further Kperience
with the graduallv evolving SPrLCHLIS and
further thouaht on the matter, it is clear
that we could benefit greatly from a
component presumablv not used by Klatt and
Stevens in their experiment. This is a
prosodic component which knows the required
relationships between svntactic structure and
meaning, on the one hand, and the intonation
contour and stress patterrs of a sneech
utterance, on the other, When one considers
the inherent ambiauity of the speech
utterance which is entailed by the 1loss cf
word and phoneme boundaries and the relative
uncertainty of identification of the
elementary units of phonetic "snelling", and
when one contrasts this with the fact that
senternces recad aloud are capable of resolving
syntactic arbimiities which are not
resolvable in written form, it is clear that
some additioral information must he present
in the spoken utterance beyond a mere
sequence of vaauelv biurred sounds. It
appears that this additional information is
provided in the suhtle variations in pitch,
enerqy, and seament duration which are
present in the snoken utterance and which
Seemingly relate the speech siqnal directly
to the syntactic structure of the utterance,
Although not presentlv a part of SPILCILIS,
we plan to include such a component in the
svstem in the near future. It is anticipatcd
that su:h inforration will greatly reduce the
nurber of possible syntactic analysis paths
which must be considered in the current
systen,

Another development planned for the
future, and on which we are now working, is a
much more sophisticated word verification
component., This component will take a word
match propcsed by lexical retrieval or other
Sources, which has passed the tests of the
current word matching component, ard will
per form a tvpe of analvsis-hv=-syn:hesis
derivation of the detailed behaviour of
formants, transitions, etc. This will then
he compared aqainst the acoustic analysis
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parameters of the speech signal to obtain a
more reliahle word match score than that
currently obtained. We expect this component
to greatly reduce the nurmber of accidental
word matches accepted for consideration by
the higher level components,

Conclusions

We have presented a brief overview of
the wvarious components of the BBN speech
understanding system together with a
motivation for the structure of the system,
the required capabilities of the individual
components, and a brief description of how
they work., More detailed descriptions of the
individual components are contained in
separate papers (1,6,7,8,9). The components
of the current system are but crude
approximations of the components which we
plan to evolve, but they have been assembled
into a total system in their current state in
order to study their interactions. We
believe that the development of the
individual components will be more effective
and the results more realistic if their
development is done in the context of a total
system rather than in isolation, and our
experience so far bears this out, The
project is now in a state where the
interaction between the people working on
acoustic analysis and those working on
lexical retrieval and word matching as they
try to make their components fit together has
resulted in improvements to both sides, and
this appears to be a continuing process,

A central issue of the BBN speech
project is to gain insight into the ways in
which the higher level linquistic component 3
interact with the acoustic-phonetic and
phonological components in the overall speech
unders tandinqg process and to develop
techniques for making this happen efficiently
in mechanical speech understandina systems,
We are especially cosicerned with discovering
techniques which will be capable of dealing
with a large vocabulary, a fluent English
svntax, and a diversified rance of semantic
concepts, rather than attempting to optimi ze
per forrmance for small vocabularies and
restricted syntax and semantics. We are
concerned with finding the 1lirits where
increased vocabulary size, increased fluency
of language, and increased range of semantic
diversity cannot be handled by increased
reliability in acoustic-phonetic and
phonological analysis and word verification.
Although the current capabilities of our
System are but sugqestive prormises of what is
to core, we think that the behaviour of this
minimal svstem on test sentences anmply
illustrates the potential power of the
techniques which we have described. The full
assessnent of their capanilities must however
avait further development and testing.
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WHERE THE PHONCMES ARL:
DEALING WITH AMBIGUITY IN ACOUSTIC~-PHO!NETIC RECOGNITION

Richard Schwartz
John Makhoul
Bolt Beranek and Newman Inc.

50 Moulton St., Cambridge,

Abstract

Errors in acoustic-phonetic recognition
occur not only because of the limited scope
of the recognition alaorithm, but also
because certain ambiqguities are inherent in
analyzing the speech signal. Examples of
such ambiquities in segmentation and labeling
(feature extraction) are given, 1In order to
allow for these phenomena and to deal
effectively with acoustic recognition errors,
we have devised a lattice representation of
the segmentation which allows for multiple
choices that can be sorted out by higher
level processes. A description of the
current acoustic-phonetic recognition program

in the BBN Speech Understanding System is
given, along with a specification of the
parameters used in the recoqnition,
Introduction
One approach to automatic speech

recognition begins the recognition process by
attempting to divide the utterance into
segments which are hypothesized to be single
phonemes., The identity of each segment is
then partially or completely determined by
feature extraction or LABFELING, Since
segmentation and labeling are interdependent,
the above process must be iterated to obtain
reasonably accurate recoanition, In this
approach, sejmentation errors such as missing
and extra seqgments will arise not only
because of the limited nature of an automatic
algorithm, but also because of the inherent
ambiquity of the acoustic signal. In
general, it is not possible to identify
segment boundaries with absolute certainty,
nor is one sure of the exact phoneme that the

segment represents [1,2,4). Klatt and
Stevens (3] have illustrated the types of
acoustic variation that a single word can
undergo depending on the context. Such
variations can lead to segmentation and
labeling errors if the only source of
knowledge available is the acoustic signal,

In this paper we shall illustrate the types
of ambiguities that exist in analyzing a
speech signal, and then outline the method we
have adopted to deal with this problem in the
BBN Speech Understanding System (SPEECHLIS)
{9l. In addition, we give a  brief
description of our current acoustic-phonetic
recognition program (APR).

Ambiguities ir “he Speech Signal

Below are a (nw examples that illustrate
the types of ::wiquities that are found in
the speech signol,

a) A short dip in energy can be
in several ways. For example, fricatives
often have a short dip in energy at the
start and end of frication. Also, a short

interpreted
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nasal is often marked by a short drop in
enerav, Therefore, a dip in energy
between a vowel~like sound and a fricative
could be 3just a segment boundary, or a
short nasal as in the word "answver",
b) A silent seament followed by a noisy
segment can be either a plosive followed
by a fricative, or the whole sequence can
be an aspirated plosive.

c) Certain formant transitions can be
interpreted as merely transitional, or as
distinct phonetic seaments. Broad (1]
gives an example where the schwa in the

word "away" in "we were away" looks
like a typical formant transition,

just

d) Unstressed tense vowels often tend to look
like their stressed but lax counterparts.
Thus, the formants of the [i}] in “pretty

good” can look like a stressed [I]).

Signal ambiquities, such as the examples
given above, can lead to seamentation and
labeling errors. Such errors occur also as a
result of normal but unpredictable 1local
variations in the signal, which frequently
dearade the per formance of recognition
programs, There are, of course, also the
usual errors due to insufficient knowledge.
All these errors combine to make recognition
based on acoustics alone very difficult,

Segmentation rrors appear in
of missing or extra segments, Labeling
errors cause the wrong phoneme to be
identified with a particular seament. Both
types of errors can make it difficult for the
correct word to match [8)]. In our system, a
small change in the quality of the APR makes
a larae change in the performance of the
entire system., If an APR is required to come
to a single decision at every point (i.e.
produce a linear string of single phoneme
segments) then segmentatior and labeling
errors could often bhe fatal, Such errors
might be tolerated by the rest of the system
if there is a small vocabulary and/or a
limited syntax, from which to draw
constraints, But if these coustraints are
not stringent enough, atd a sinale
segmentation is desired, then the APR must
perform extraordinarily well to yield good
overall recognition. It 1is clear that in
general such accuracy in acoustic recognition
is unlikely. One must be able to generate
alternate choices so that the probability of
correct recognition is increased. This is
discussed below,

the form
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Vagueness in Recognition

The solution that we have adopted to
deal with ambiquities in the siqgnal and with
segmentation and labeling errors is to
introduce a certain amount of vaqueness into
the recognition process.

Vaqueness in label .ng is accomplished by
allowing more than one phoneme to represent a
segment, This increases the chances of
having the correct phoneme appear in a
sequent label. llowever, this also means that
the number of possible word matches {8) in
each part of an utterance will also increase.

Vagueness in seamentation is implemented
by allowing more than a single segmentation
of any region of the given utterance.
Instead of having only a sequence of adjacent
seqments, we now have the possibility of
overlapping seqments. The resulting
segmentation forms what we call a SEGMENT
LATTICE (.0 be described under Segmentation
and Label’.ng; see also [§]). Again, this
vagueness in seamentation increases the
likelihood of finding the right woras.

liowever, many other words are found in
addition,

It is desirable te have the correct
words which are provided by the solutions
described above, but the problems of dealing
with a large number of extra words can pe a
verv heavy burden on the system, Not only
will there be an increase in computation but
the problem of evaluating the different
combinations of words can become very
difficult, Therefore, one must be able to
adjust vagueness thresholds to keep a
workable balance between vagueness and
correctness of segmentation and labeling.

One solution is to include with eac.
segment, and with each phoneme in a segment
label, a confidence measure of that being the
correct path (sequence of segments) or
phoneme. Most APR'S use some sort of scoring
algorithm to choose a path or a label. 1If
the scores correlate well enough with reality
to be used as a basis for a decision, they
are also valuable as a mechanism for
dynamically varyino the number of choices
during lexical retrieval (8], In other
words, by setting thresholds to be used with
the scores, this system can simulate
vaqueness in a variable way, The question of
how many paths through an utterance to allow
is an efficiency matter. One would clearly
not want to keep around information about all
the possible paths, llowever, as long as the
scores assigned to the paths are meaningful,
keeping more paths around drmes not increase
vagueness, It merely makes the system more
flexible,

Acoustic Phonetic Recognition
T In SPEECALYS

The APR component in the current BBN
Speech Understanding System consists of two
basic sections: parameter extraction, and
segmentation and labeling. The parameter
extraction component operates on the speech
signal at reqular intervals and produces a
set of parameters. These parameters are then
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used by the segmentation and labeling
component to perform the actual feature
extraction or recognition. The segmenter
locates possible phoneme boundaries and
constructs a lattice of optional segmentation
paths. Each boundary has associated with it
a confidence that it corresponds to an actual
boundary. The labeler then describes each
segment in the lattice in térms of acoustic
features or phoneme classes, which are
reduced to a small set of possible phoneres.
Also associated with each segn=nt is a
measure of confidence that the correct
description was found,

Parameter Extracztion

The analog speech siqgnal is sampled at
20 kHz into 12 bit samples and then
normalized to 9 bits, All further processing
is done on the sampled data. Preemphasis by
simple differencing is employed only to
obtain an energy measure (P#D) and a
derivative of the preemphasized spectrum
(SDE) .

Parameters are computed at the rate of
108 frames per second. For each frame, an
FFT is computed on 20 msec of the signal
(llamming windowed). The spectral region from
5-10 kHz is used only once to obtain &
measure of tl.e energy in that region (ROH).
All other parameters are obtained by applying
a 14 pole SELECTIVE LINEAR PREDICTION [5] to
the 0-5 kHz region of the spectrum. The
following table describes the basic set of
parameters used. (For details on parameters
related to linear predictive analysis, see
references [5,6,7]).)

NAME DEFINITICN OR DESCRIPTION

RS Energy in the #-5 kHz region

Rl Normelized lst eutocorrelstion coefficient,
Also equel to the average of e cosine weighted
spectrum

RID Energy of the differenced signel = 2¢Rf(1-Rl)

v Normslized LP (linear prediction) error. Alzo

equsl to the ratio of the geometric mesn of the
LP spectrum to its arithmetic meen

vP =10 log Vv

TPF Frequency of the complex pole-pair, using
linear prediction with 2 instead of 14 poles [ )

RIH Energy in the 5-18# kHz region

SD Averege ebsolute value of the change in the LP
spectrum between two consecutive frames (in dB)

SDE Averege ebsolute velue of the chenge in the
preemphesized LP spectrum (in linear units)

Fo Fundsmentel frequency

Figure 1: Bssic Parameters

There is a set of corresponding
parameters which reflect the change in the
values of the parameters over a single frame
(10 msec). These parameters have the same
name prefixed by a *D", Another set of
parameters reflect the change in the
parameters over 30-50 msec. These parameters
have the suffix "s" (for “slow"). For
example, along with the parameter R we also
have the "difference" parameters DRf§ and
DROS. 1In addition, the formants  are
deterrmined from the poles of the LP model.
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Segmentation and lLabeling

The present seqmentation and labeling
component can be broken into several major
phases, These phases ire logically separate
but sequential (ordered). In the present
implementation, however, they are executed in
parallel, with approprjate laqgs separating
them so that the analysis of one phase car
effectively use any results of the previous
phases,

chg;ntation. A  piecewise linear
approximation to the formants is used to
indicate possible "formant boundaries®. In
the first phase of segmentation, €or each
frame the absolute value of each (ifference
parameter is compared with a threshold
related to the specific paramecter. If the
threshold is exceeded, a score corresponding
to this parameter is added to a total score
for the likelihood that there is a boundary
at that frame., Parameters considered in this
phase are: DVP, DR#, SD, DVPS, DRED, SDE,
FMBDR, DR{S, and DREDS, in decreasing order
of importance,

The values of the thresholds are such
that most frames will end up with a score of
zero. However, when there is a boundary,
there 1is usually more than one frame with a
non-zero score. In the second phase of
segmentation, adjacent non-zero frames within
40 msec are *merged® into one boundary, if
there is no evidence of a short nasal stop at
that point.

In the third phase of segmentation, a
piecewise 1linear fit to the parameter RID is
used to find new boundaries. If one of these
new boundaries is close to a merged boundary,
then the time of the boundary is changed to
that of the new one, If there is no nearby
boundary, then a new boundary is created.

Since the above procedures tend to find
many extra boundaries, those with lower
scores are considered optional. At this
point, a LATTICE of segments is formed to
express the opticnality.

The lattice structure makes it possible
to express different paths (sequences of
segments) describing the period Letween two
points in the utterance. In the lattice
structure shown below, the horizontal axis
represents time, and the vertical lines
represent segment boundaries, The numbers
are used to identify unique segments. There
are ) ways to describe the period from A to
B:s (1=-2; 3-4-2; 5-6-7), two ways to describe
period B - C: (8; 1#-11), and two ways to
describe period € - D: (9; 12-13-14), 1In
all, there are Ix2x2=12 ways to describe the
period from A to D,

ST S B
l .
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Fiqu-e 21 Exemple Segment Lattice
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labeling. The labeling procedure for
each “segment consists ¢ { comparing average
values of parameters (ove: the central half
of the segment) to ¢t vesholds for several
features (see table below). The averages of
adjacent segments and the change in each
parameter over the segment are also
considered. The table below shows how a high
or increasing valve of each parameter
correlates with the different features,
Opposing features are separated by slashes,
su that the presence of the first implies the
absence of the second. For example, a high
total enorgy (Rf) indicates a sonorant and a
nonobstruent at the same time.

13

PARAM DESCRIPTION FEATURES AFFECTED

RO Totel Lnergy Sonorent/Cbstruent,
Vowel/Nasal, Volced/Unvolced,
Frlcatlve/Ploslve
RO tnergy of Diffe-enced {(Same klnd of evldence as Rf)
Signal
RO Energy bLetwe. Obstruent/Sonorent,
5-18 kHz Frlcative/Ploslve,
Vowel /Naeal
vP Normalized Error Sonorent, Nasel, Vclced
TPF fFrequency of 2-pole Fricatlve, Vowel/Nasal
LP model Reflecte tongue height of
vowels between 209-899 Nz.
Rl 1st Autocorrelation Indlcates lack of hlgh frequency
Coefficient energy, not e Prlcative
o fundamental Frequency Its presencs lndlcates volclng
Fl First Three Give lnformetlon about the
F2 formants plece of erticuletlon of
Fl vovele end glidee,

Figqure 3: Lebellng Parameters

-

Associated with each segment description
is a segment confidence, which is a score
that reflects the confidence that the correct
phoneme is included in the 1label, It is
related to the scores of its constituent
features, which depend on the deviation of
each of the pieces of evidence (mostly
parameter averages) from their neutral
points, If one of the feature decisions is
close to its neutral point, no decision can
be made reliably, so both options are kept.

An attempt is made to fit cubic
polynomials to the formants of seaments with
high energy. Target formants determined from
these cubics are compared against model
tarqgets for the 15 vowels and glides in our
system, Included is a frequency
normalization based on the fundamental
frequency. The matching procedure takes into
account the individual values of the formants
as well as the values of the formants
relative to each other, The resulting match
scores are used (along with duration for
glides and diphthongs) to select up to four
phonemes for the segment label.

For those segments labeled as strident
fricatives, the place of articulation is
determined by a threshold on the two=-pole
frequency (TPF) computed at a point two
thirds of the way into the segment.

WD Dip Detector, After the |Dbasic
segmenting and labelina is finished, a dip
detecor is applied to the parameter RID to
find additional boundaries, If these
boundaries do not correspond to the existing
boundaries, additional (optional) branches
are added to the lattice, and the new

T T —
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segments are labeled 1in the normal manner,
The times of these new boundaries were found
to correspond very well with the hand labeled
boundaries. Therefore, these new boundaries
wil), in the future, be used to adjust the
time of the other boundaries.

Special Cases, There are some checks
made whic take into account certain
phonological phenomena. Certain segment
boundaries foun! toward the end of the
sentence are ignorec because oi the tendency
to stretch out the end of a sentence, A path
in the lattice described as unvoiced plosive
followed by unvoiced weak frication is
bridged by an optional single seqment labeled
as unvoiced plosive. Long plosives are
optionally split into two plosives. Two
adjacent segments with identical labels are
bridged with one seament. These and other
similar rules take into account some of the
inherent ambiquity in the acoustic waveform.

Future System

At this time statistical studies of the
correlations between certain parameters and
features are being carried out, The scores
on segment houndaries or on phonemes within a
label will be determined by probabilities
based on these studies. In keeping with the
philosophy held here, each segment label will
consist of a score for each phoneme (36 in
our present system). Then, depending on the
application, the lexical retriever would use
all phonemes with a score above a certain
threshold to achieve the desired vagqueness,
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Abstract

Automatic speech understanding requires
the development of programs which can
formulate hypotheses about the content of an
utterance and attenpt to verify them. One
example of such activity in the BBN Speech
Understanding System (SPELCHLIS) is the use
of information from a feature analysis of the
sampled speech signal to propose and evaluate
word matches which cover portions of the
input utterance. Words proposed by higher
level components are also verified aqainst
the feature analysis. It is at this
interface between acoustic transcription and
word matches that knowledge alout the
vocabulary, phonemic  spellings, phoneme
similarity, and phonological rules is
represented and applied. The representation
and use of such knowledge in the SPEECHLIS
system is described.

Introduction

A central problem in
understanding is how to
consideration as possible components of an
utterance. If there are too many words to
consider in each reqion of the utterance,
then not only will the processing
requirements tend to explode, but also the
evaluation procedures can become untractable,
Therefore, in order to treat the problem of
speech understanding effectively, one must
develop experience and insight into how to
perform word selection while restricting
possible combinatoric explosions,

automatic speech
select words for

The information available for word
selection includes the vocahulary and how its
words are pronounced, the syntactic,
semantic, and praamatic constraints of the
task domain, the acoustic transcription
(which dincludes segmentation and laleling),
and knowledge about the ways in which the
pronunciation of words can vary (phonoloqical
rules), For task domains which deal with a
small vocabulary and/or have strong syntactic
and semantic constraints, the number of words
which could appear in a given reaion of the
utterance can be limited substantially. For
certain such systems, possible words and
partial word sequences can be enumecrated (in
a "top-down" manner) before considering the
acoustic transcription, and then ordered on
the basis of how well they match the acoustic
transcription. The BBN speech understanding
project(5) has chosen to develop a system for
tasks in which such constraints are not
strong enough to so limit the sets of
possible words in the early stages of the
understanding process, Instead, in a
"bottom-up® manner, information from the
acoustic transcription is used in an initial

062138

phase of hypothesis
words which match well,
sent to syntax and
consideration.

formation to suggest
These words are then
semantics for

Word selection occurs in SPEECHLIS at
the interface hetween acoustic-phonetic
programs which construct the acoustic
transcription(4) and syntactic, semantic,
praqgratic and control programs which combine
word matches into tentative hypotheses about
the meaning of the utterancel(l,2,3]. The
programs that perform word selection have twn
tasks: to use the acoustic transcription to
propose words which could have been spoken
(Lexical Proposal), and to evaluate how well
a proposed word ratches the acoustic
information ( .exical Matchina). The term
"lexical retricval™ will be used to represent
these two tasks. This paper describes the
way in which lexical retrieval fits into the
SPIICHLIS system, the strateaies for Lexical
Proposal and Lexical Matchina, and the
representation and use of phonological rules,

Lexical Retrieval in SPEECHLIS

Data Structures

The lexical retrieval proarams have
access to data structures which represent the
acoustic transcription of the utterance, the
vocabulary, a corpus of phonological rules,
and a "phoneme 3imilarity matrix"®.

The Acoustic Transcription, The
acoustic transcription” 1s 1n the form of a
structured collection of SFEGMENT descriptors.
By a segment we mean a portion of the
utterance which is hynothesized to be a
sinqgle phoneme, Each seqment has a
description which could in principle specify
the phonemic identity of the seament, but in
general merely constrains this identity to
one of several phonemes. This set of
phoneres represents the acoustic features
that were detected in a feature analysis of
the seaqment. The number of phonemes in the
set reflects the level of detail in the
reeult of the feature analysis. This level
~f detail is adjusted for each segment to
maintain a reasonable balance between
vagueness of feature description and
confidence that :the feature description is
correct. For ~ach segment and each boundary
between segmente in the segment lattice, a
crude measure of this confidence is
represented., Alternative hypothesized
segments may overlap in the utterance,
resulting in a lattice of segment descriptors
rather than a single strina. Figure 1 gives
an example of such a SEGMLKRT LATTICE. The
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numbers along the top are used to identi fy
the boundaries between segments, Each
segment is labelled with its set of
alternative phonemes. This structure allows
for the representation of uncertainty or
ambiguity both in the determination of the
segment boundaries and in the identity of a
segment.

The Vocabulary. The vocabulary is
represented as a set of words (currently
250), each having a set of its most likely
pronunciations as lists of phonemes and
syllable boundary markers. On the averaae,
there are about two pronunciations
represented for each word in the vocabulary.
Associated with each phoneme is an estimate
of the probability that it will be absent in
an actual pronunciation of the word. Each
vowel has an expected stress value (either
"primary stress®, "secondary stress®, or
"unstressed”), There also exists a
cross-referenced data structure for the
vocabulary which has for each phoneme a iist
of words which either start or end with that
phoneme, and for each ordered pair of
phonemes a 1list of words in which that
phoneme pair occurs, with the associated
indices into the phonemic spellings,

The Similarity Matrix. Information about
the sxmxIar;ty of phonemes is represented in a
SIMILARITY MATRIX. Each entry in this matrix
is an estimate of the likelihood for a pair
of phonemes (Pl P2) that a segment labelled P2
is really Pl, i.e. how "similar" is p2 to P1 .,
The similarity matrix has two uses: to
adjust for the known performance of the
acoustic-phonetic programs, and to account
(c;udely) for variations in phoneme pronunci-
ation that are not yet implemented as
phonological rules. 1In the present system,
these estimates are derived from our
intuitions; as we gather statistics from real
instances of phoneme confusion, we will
adjust these estimates.

Phonological Knowledge. Phonological
knowledge tells wus about the ways in which
the pronunciation of words can vary, One of
the tasks of the lexical retrieval programs
is to take account of such knowledge as these
programs look for word matches in the segment
lattice. In addition to the phonological
information in the phonemic dictionary and in
the similarity matrix, SPEECHLIS has a corpus
of context-dependent analytic phonological
rules, These arec represented in a collection
of data structures which specify rontexts in
the seqment lattice in which phanenes can be
changed, inserted, or deleted. Because they
represent transformations from observed
pPhonetic sequunces to sequences which conform
to the phonemic spellings in the dictionary,
these are termed anal tic (as opposed to
generative) phonological rules.

Each rule
has three components:

a) a template
context to be
lattice.

descrihing
searched

the necessary
for in the segment

b) a description of a new branch to be added
to the lattice, given the presence of the
nNecessary context. The attributes of this
new branch can depend on the attributes of
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the context found in the lattice.
c) a predicate (see below).

The seament lattice as constructed by the
acoustic-phonetic programs represents initia}l
(and currently, largely contaxt-free)
hypotheses as to the existence of boundaries
and acoustic features of segments in the
utterance. After this segment lattice is
constructed, a rule-interpretation program
applies the set of rules to the lattice. The
action of these rules is never to change the
existinag lattice structure, but rather to add
new branches which speci fy optional paths
through the lattice. In general, the
admissibility of the new branch cannot be
entirely determined from the information in
the lattice alone. It ie the job of the
predicate to complete the task of determining
the applicability of the rule when a portion
of a particular phonemic spelling is being
considered by the lexical matcher, A
predicate is an arbitrary Boolean function of
three arquments: a phonemic spelling, the
phoneme position within the spelling at which
the new branch is being considered, ani a
pointer to the new branch in the lattice. A
pointer to the rule's predicate is attached
to each new branch when the branch is added
to the lattice., This pointer is used by the
lexical matcher to access and apply the
predicate. The predicate returns true if it
accepts the use of the branch IR the word
match or false if it rejects it,

Additional branches
rulas ensure that the
proc-ams will consider those
spellings which could have
phonoloaical variation. Such a scheme serves
to (implicitly) select for consideration
variations on the standard phonemic spelling
ONLY WHEN the standard spelling is not
represented in the segment lattice AND a
variation of it is possible on the basis of
the detection of an appropriate context (in
the segment lattice) for the application of
the phonological rule, Furthermore, the
pattern match processing necessary to detect
such contexts for determining the
applicability of each phonological rule is
done only once in a special scan over the
segment lattice; it is not necessary to
analyze the segment lattice anew for
applicable phonological patterns whenever a
standard phonemic spelling is being
considered by the lexical matcher.

the
retrieval
standard word
the indicated

inserted by
lexical

An example of a phonological rule is the
Nasal Deletion Rule. In its generative form,
it is: "A nasal consonant can be deleted if
it occurs immediately after a vowel and
immediately before a nonnasal consonant with
the same place of articulation,®” This rule
says, for example, that in the word “sample”
the [m] may be deleted (and the preceding
vowel will be nasalized), It is implementead
analytically as: "If there exists a path
through the lattice such that a vowel segment
is followed by a nonnasal consonant (not (h)
or [r]), then bridge the existing vowel
Segment by a two-segment branch consisting of
the vovel followed by a nasal, Attach a
predicate (described below) to the nasal
segment." (If such a branch already exists,

l6
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then no new branch need be added.) The
predicate requires that the nasal not be word
initial, and it checks that the preceding
phoneme (of the phonemic spelling) is 1inde>d
a vowel (and not a non-vowel which matc ed
via a similarity), and that the nasal and the
following consonant match in place of
articulation.

putgut. The output of the lexical
retrieva proyrams is a set of WORD MATCHES.
Each word match is a correspondence between
one phonemic spelling of a word and a path
through the segment lattice. A score is
associated with each word match to indicate
how well the phonemic spelling matches the
sequence of segment descriptors. Word
matches to be examined by syntax, semantics,
and pragmatics are entered into a WORD
LATTICE (such a lattice is illustrated in
Figure 2). In this figure, for exarple, the
word "mean®, spelled (M IY NI, matches from 2
to 5 in the lattice, while the word ®"print®,
spelled [P R IH N T}, matches from p to S.
The first of the two numbers in parentheses
for each word represents the score of the
word match. The second number represents the
maximum possible score for that word on the
basis of the lenath (number of phonemes) of
its phonemic spellina.

Usage

The overall control strategy for
SPEECHLIS, starting from an acoustic
transcription which has been expanded vy the
analytic phonological rules, is first to
perform a scan over the entire segment
lattice to find word matches anywhere in the
utterance which are longer than two phonemes
and which match well. These ¢~ve used to
construct an initial word latxice, An
attempt to find acceptable word matches at
the beginning of the utterance from a set of
1ikely sentence-initial words then occurs.
Any such word matches are added to the word
lattice. The system then enters a phase of
tentative hypothesis formation, in which word
matches from the word lattice are combined
into word match aggreqates (called THFEORIES)
on the basis of semantic, syntactic, or
pragmatic support. As the system then
attempts to verify, enlarge, and combine
these theories, the lexical retrieval
programs are called upon to evaluate the
matches of words which are proposed by
syntax, semantics, and pragmitics, Examples
of such proposals are: content words which
are likely ¢to be adjacent to a word being
considered, function words which are likely
to follow a sequence of words, and possible
inflectional endings and auxiliary verbs for
a given word.

An extensive set of parameters are
available for controlling thr activity of the
lexical retrieval programs. These parameters
allow the specification of constraints on the
length of acceptable words, word match
quality acceptance thresholds, and
requirements that word matches begin or end
at a specified boundary or in a specified
region of the segment lattice. In addition,
there are parameters for selecting among
several strateqies for searching and
matching, including the consideration of word
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matches with missing or extra seaments.
These stratcjies are described below.

Strategies
Lexical Proposal

There are two ways in which words can be
selected for consideration from the
information in a specified region of the
seqment lattice. One way is to consider, for
each phoneme of each segment in the region,
the set of word spellinas which beain or end
with that phoneme. This 1is called an
*anchored®™ scan. The other method is the
=unanchored® scan, in which a word spelling
is proposed if it has a soecified pair of
adjacent phonemes anywhere in its spelling.
A set of such phoneme pairs is computed for
each pair of adjacent segments in the given
region of the segment lattice. This set is
the cross product of the phoneme sets
representing the two segments. The
unanchored method is currently being used 1in
SPEECHLIS for the complete initial scan.

Lexical Matching

The lexical matching algorithm is a
"recursive tree walk". For a given boundary
in the segment lattice, a given phonemic
spelling, and a given index to one of the
phonemes in the phonemic spelling, this
algorithm walks the seqment lattice
postulating phoneme-segment matches. The
index into the phonemic spelling is "aligned"
with the given boundary in the lattice. If
the given index divides the phonemic spelling
into two parts, as is usually the case during
an unanchored scan, then a "middle~out® walk
is per formed. Otherwise, either a
®"left-to-right® or a "right-to-left” walk is
done, depending on whether the index points
to the first phoneme (left end) of the
phonemic spelling or to the last phonenme
(right end). For possible missing or extra
segments and branch points in the segment
lattice, the matcher is called recursively to
consider the alternate paths through the
segment lattice. Each postulated
phoneme-segment match is evaluated on the
basis of the similarity between the given
phoneme and the most similar phoneme in the
segment label. The phoneme~segment match
score is quantized as a number between zero
and S5; a higher score represents a better
match. Each phoneme-segment evaluation is
used to adjust a cumulative overall word
match score. This score is initialized to
the maximum possible score for the word, and
is incrementally adjusted as phoneme~-segment
match scores are considered. This maximum
score depends on the length of the phonemic
spelling. For each vowel in the phonemic
spelling, a simple analysis of the seqgment
duration is used to adjust this word match
score. This is done on the basis of whether
the vowel is tense or lax, and whether it is
stressed or unstressed in the word spelling.
For example, the appearance of an unstressed,
lax vowel in a seqment having a duration
greater than 100 milliseconds is assumed very
unlikely. Any word match in which such a
phoneme-segment match is a component will
have its score decreased substantially., If a
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missing or extra segment is postulated, its
score is computed from a priori information
(in the dictionary) about the likelihood of
such a phenomenon for the indicat.d portion
of the phonemic spelling. If the word match
score falls below a specified word match
score acceptance threshold, consideration of
this path through the segment lattice is
terminated. Note that, because of branching
in the segment lattice, it is possible for a
phonemic spellina to match along more than
one path through the same region of the
segqment lattice, Of these matches only the
ones with the best scores are entered into
the word lattice.

Performance and Future Work

Since the first version of SPEECHLIS has

recently been assembled, we are not yet
analysis of the
performance requirements
for acceptable overall system performance.
From the few utterances that we have tried
using this system, however, we have formed
some tentative impressions:

only
able to present a thorough
lexical retrieval

1., For a normal-sized utterance
words; 5 content words), the system will
probably perform well with an initial word
lattice having roughly 100 word matches, if
all or all but one of the content words are
present with good scores.

(e.q. 9

2. The quality of overall system performance
Cepends greatly on the gquality of lexical
retrieval performance, The payoff of

improvements in lexical retrieval performance
will be high,

Work unde~way to improve lexical
retrieval performance is directed toward
increasing the number and quality of correct
word matches found, especially from the
initial scan, while keeping both the number

of incorrect word matches and the processing
requirements within manageable limits, In
addition to a continuing effort to improve
the programs that perform segmentation and
labeling, a program is being developed in
which speech synthesis techniques will be

used to construct a general representation of
the expected acoustic parameters for a given
phonemic spellinqg. These will then be
matched against the parameters which were
extracted from the real speech signal, and a
score which represents the quality of the
match will be computed. Depending on how
well this *word verification® program
performs, it will be used either to augment

or replace the current lexical matching pro-
grams.

To further develop our experience and
insight dinto how to perform lexical
retrieval, statistics gathering experiments
are being designed to evaluate the relative
reliability of different kinds of segments
and boundarie. in the acoustic transcription

and, for each word in the vocabulary, the
relative reliability of detection of those
phonemes which one would expect to Dbe
"robust® (e.q. 8tressed vowels and strident

fricatives).
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One pressing problem is the need
rigorous foundation for computing word
match scores. As we learn more about the
relative reliability of parts of the acoustic
transcription and about ways in which new

for a

correlations between phonemic spellings &nd
acoustic features should be used to influence
word match scoring, we will be able to
improve our present (largely intuitive)
techniques,

The problems of dealing with larger
vocabularies (over 1000 wr:ds) and more
elaborate phonological knowledge are
imminent. One of our goals is to develop an

understanding of how our 1le.ical retrieval
techniques should change as the system grows,
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Abstract

Automatic speech understanding must
accomodate the fact that an entirely accurate
and precise acoustic transcription of speech
is unattainable. By applying knowledge about
the phonology, syntax, and semantics of a
language and the constraints imposed by a
task domain, much of the ambigquity in an
attainable transcription ca ke resolved.
This paper deals with how . control the
application of such knowledae. A control
framework is presented in which hypotheses
about the meaning of an utterance are
automatically formed and evaluated to arrive
at an acceptable interpretation of the
utterance. This desiqn is curreatly
undergoing computer implementation as a part
of the BBN Speech Understanding System
(SPEECHLIS) .

Introduction

Speech understanding,
people

whether done by
or by computers, demands great funds
of knowledge, This is due to the inherent
imprecision, variability and complexity of
the acoustic signal into which all speech is
encoded (1) . For example, the encoding of a
word, spoken in running conversation, will bhe
affected by its environment (the words
surrounding 1it), its importance to the
message (stress and intonation), its speaking
rate, and its speaker. It is an apparent
circular dilerma of acoustic-phoneti=s that
one cannot precisely identify contextual
effects without first identifying the
context. However, we believe that by
applying other sources of knowledqge to an
initially uncertain and imprecise acoustic
transcription, in order to hypothesize
possible higher contexts, this circularity
can be broken,

In this paper, we are concerned with the
problem of how to control the application of
various sources of knowledge to this prohlem,
A framework of concepts, data objects,
queues, and programs is presented in which
strateqies for form‘ng and evaluating
hypotheses about the meaninqg of an utterance
may be implemented and studied. One such
strateqgy is descrihbed, and an example of its
performance is given. A Speech Understanding
System (SPEECHLIS) being developed at Bolt
Beranek and Newman provides the envircnment
for this work, and derives much of i{ts
structure from this control framework.
Though it is not our purpose here to discuss
in detail the design of SPHECHLIS, it will be
useful to the reader to know that it contains
several knowledge sources as components --
acoustic-phonetic, phonclogical, lexical,
semantic, syntactic, and pragmatic.

A listener does not just passively
accept speech: he actively uses all his
knowledge to structure uncertain and
incomplete cues from the acoustic signal into
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a qrarmmatical, meaninaful and appropriate
utterance. Sources of knowledge which are
avajilable to a listener include:

1) The acoustic-phonetic properties of the
language -- Knowledge of the
correspondence between physically varying
parameters of the speech signal and the
basic phonetic elements of the lanquage
(phonemes) .

The ‘rocabulary -~ Oine presumes
English utterance will
sequence of English words, interspersed,
perhaps, with pauses and non-speech
sounds. A vocabulary constrains the
possible sequences of speech sounds and
the set of words which micht fit a
particular sequence.

that an
consist of a

Phonological rules =-- These rules specify
allowable or characteristic variations in
the pronunciation of words or phonemes in
particular environments,

The syntactic structure of the lanquage =--
A sound sequence which is heard as the
word sequence "in other samples” will not
be heard as "in of a samples®, since the
latter is unqrammatical,

The set of concepts and relations that are
meaningful to the listener == A sound
sequence which is understood as “"close the
doors"™ will not bhe understood as “"close
the daws®, since birds don't close.

Pragmatic considerations (knowledge of the
current context or situation) -- A similar
sound sequence may he heard as "close the
Dewers®™ in a room in which the only thing
open is a bottle of scotch,

Much of the above knowledge is specific
to a problem domain, For our auatomatic
speech understanding effort at BRYN, we have
chosen the task arca of an existing natural
lanquage question-answerinqg system (LUNAR)
for the Apollo 11 moon rocks [4), which
answers questions such as:

How many breccias contain
anorthosite?

more than 10%

In which samples was titanium found?

Give me all
twinning,

references to olivine

In doing so, we have brun akle
upon our knowledqge of .anar
question-answering system
developed during work on that system. The
LUNAR system operates with a lexicon of
around 3500 words. As of this writing,
SPEECHLIS 1is operating with a 250 word

to draw
geoloay and
characteristics
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lexicon, with a larqer
words in preparation,

one of about 150

Overview of the Control Framework

Data objectu

The control framework
discuss ‘assumes the
which have access to
knowledge For

that we will
existence of programs

various sources of
example, acoustic-phonetic
and p" adlogical programs operate on a
digitized wave form to produce an acoustic
treascription of the utterance in the form of
a collection of SFGMENT descriptors. By a
cegment we mean a portion of the utterance
which is hypothesived to be a single plioneme,
Each segment has a description which could in
principle specify the phonetic identity of
the segment, but in general merely constrains
this identity to one of several phonemes,
Alternative hypothesized seqments may overlap
in the utterance, resulting in a lattice of
segment descriptors rather than a single

strina. Figure 1 gives an example of such a
SEGMLNT LATTICE. This structure allows for
the representation of uncertainty or

ambiguity both in the identity of a
and in the determination of the
boundaries.

segment
segment

Lexical retrieval
programs are available
seqment descriptions into words, They do
this by matchiny PHONRNTIC SPFLLINGS of the
words in the voca»sulary aaainst sequences of
adjacent seqments., The correspondence
between a sinqle phonetic spelling of a word
and a segment sequence is called a WORD
MATClIl. Since the acnustic transcription may
make errors in the detection of segments,
word matches involving missing or extra
segments may also be made. The quality of
the match is one indication of the likelihood
that the word actually appears at that place
in the utterance, Word matches to he
examined by syntax, semantics and pragmatics
programs are enteredd into a WORD  LATTICE,
(Such a lattice is illustrated in Figure 2.)
In this fiqure, for example, the word "mean®,
spelled phenetically [min), or to use our
computer representation [M IY i), matches
from 2 to 5 in the lattice, while the word

and word matching
to map sequences of

“any®, spelled [ ni) or [EH N 1Y), matches
from 3 to 6.
Each phoneme in the above two spellings

satisfies exa ‘tly the phoneme description of
its correspondina segment. We do not assume
however that the correct phoneric identity of
a segrent will always be among the set of
phonemes postulated bv the acoustic-phonetic
and phonological proqrams. Rather we assume
that if they err, the correct phoneme will be
similar in acoustic characteristics to those
given, For example, at the beqginning of the
segment lattice, the first two phonemes of
the word “give®, spelled (gIv] or [G IH V],
match the segment descriptors perfectly. The
third, |[v], is sufficiently close to [b]
acoustically, that a word match is made for
“"give® and entered into the word lattice,
llowever, since the aconustic transcription is
the best evidence we have of what the
utterance was , our confidence in “give"
actually beqinnina the utterance is less than
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if each of its phonemes had matched
perfectly.

Interacting with the word lattice, the
higher level components of the system
(syntax, semantics and pragmatics) form
internal data objects called THEORIES
representing hypotheses about the original
utterance. theory contains a

non-overlapping collection of word matches
which are postulated to be in the utterance,
toge ther with syntactic, semantic and
pragmatic information about this collection
and scores representing the evaluations of
that theory by various knowledge sources.

additional
against them are
mechanism for

Theories grow and change as
bits of evidence for or
found. A principal
accomplishing this is the creation of
MONITORS. A monitor is a trap set by a
hypothesis on new information which, |if
found, would result in a chanage or extension
of the monitoring hypothesis. However, the
reprocessing that is called for when a
monjtor is noticed is not done immediately.
Rather an EVENT is created, pointing to the
monitor and the new evidence, This event is
evaluated to decide if and when to do it.

In addition to waiting for new
information (by setting monitors), the higher
level components can actively seek it out,

One way this is done is by PROPOSALS. A
propnsal is a request to match a particular
word or set of words at some point in the

utterance: any of the higher level components
can make proposals.

A short example should illustrate the
above concepts more clearly. liotice the
robust word match for “"chemical® in the word
lattice shown {in Fiqure 2, The scmantics
component knows about CHEMICAL ANALYSES and
CHFMICAL ELEMENTS, but not about CHEMICAL as
an independent concept.’ Since “chemical®
matches v~ll, semantics might postulate that
one of these concepte is being designated,
It could propose "analysis®, “analyses®,
“determination®(all naming the first concept)
and "element®, requesting them to be ccompered
against the segment lattice, right adjacent

to ®"chemical®, Since “analyses" and
"analysis®™ match wel!, events would be
created, linking the hypothesis for
“chemical® with those for “analysis®" and
“analyses®. Given that CHFEMICAL ANALYSIS

refers to the amount uf each major element in

some rock, e.q. “chemical analyses of
fine-qrained lunar rocks®", any hypothesis
created for "chemical analyses® will monitor

for an instantiation of the concept ROCK. 1f
found, it will give additional support to the
theory that what is being discussed is indeed
the chemical analyses of some rock.

Evaluation Mechanisms

A notion cen*tral to the control
framework is that of evaluation: one cannot
afford to spend time on activities unlikely
to produce qood results. The various scores
associated with a theory are used by Control
to allocate its resources to where it expects
to achieve results. In this section, we
discuss how knowledae is brouaht to bear in
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computing these scores.

The score of a word match depends on how

well each of the phonemes in the phonetic
spelling matches the corresponding sound
description 1ir the segment lattice. Among

the factors teken into account in making this
match are sv_.h things as:

1) A priori information about the
of sounds (e.q.
[1) than to (a).)

similarity
(i) is more similar to

2) Cues from comparing the actual duration of
a segment with duration information
derivable from the phonetic spelling using
vowel tenseness and stress,

3) The 1likelihood of
segments, This is
empirical studies of the segmentation
errors which are made by the
acoustic-phonetic programs and from
phonological rules which indicate the
sounds in each phonetic spelling which are
likely to be missing or extra.

missing or extra
determined both from

4) The length of the word. Long words which
match well get a boost in score because it
is relatively unlikely that good, long

word matches would be detected at random.

The score of a theory is a weighted sum
of its lexical, syntactic, semantic and
pragmatic scores. The lexical score depends
on the average word match score for the words
in that theory, the number of adjacent word

matches, and acoustic effects at their
boundaries. The semantic score is based on
an evaluation of the conceptual structures

that semantics has built, reflecting whether
they are complete or lack some obligatory
component. In the latter case, sSemantic
confidence in the theory is lowered.

The syntactic evaluation is based on the
ability to assign syntactic structure to the
hypothesis. Using an augmented transition
network grammar [(3) and a parser capable of

working with disjoint sequences of word
matches, the syntactic component tries to
parse each such sequence and decide whether
sequences could be Jjoined into a larger
syntactic structure. If a word match
sequence fails to parse, or if two nearby
sequences cannot be bridged in any way,
syntactic confidence in the hypothesis w.ll
be low.

Currently, SPLECHLIS contains very

limited pragmatic knowledge: only the most
rudimentary speaker and context models are
available for use in evaluating a theory.
Observing the relationships postulated by
syntax and semantics, the pragmatic component
evaluates the likelihood of an utterance that
would contain them. For example, in the
context of question-answering, questions and
commands are more likely than statements: so
pragmatics looks for syntactic evidence of
sentence type in making its evaluiation. The
question-answering context also makes certain

semantic concepts more likely than others.
For example, the concept of taie machine
giving the user something or of the user
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needing something is more likely to be
expressed than any particular concept, such
as that of spectroaraphic analysis. The
praamatic component uses the concentual
structures that semantics has built to
evaluate their likelihood of occurrence.
(This evaluation is currently user
independant, but we expect eventually to deal
with a dynamically developed model of the
user's interest.)

There is a further evalnation based on
the consistency of the semantic and syntactic
structures. Associated with each conceptual
structure that semantics has built is a
condensed description of the ways in which
that structure might be realized
syntactically. If none of the structures
that syntax cana build correspond to these ,
this discrepency lowers the likelihood of the
theory actually representing part or all of
the original utteramnce.

An event is evaluated in the same way as
a theory: that is, the score of an event will
reflect the score of the suggested new
theory.

A Control Strategy

Within the framework
theories, evaluation mechanisms, etc., a
preliminary control strategy is undergoing
computer implementation. In this strateqy,
the proposals, theories and events that occur
during processing are evaluated and placed on
three separate queues, ordered by the scores
of their elements. The basic characteristic
of this strateqgy is to select elements from
the tops of these queues and process them,

of word matches,

The first activity of the control
proarams is to call the acoustic-phonetic and
phonological proqrams to constract an initial

segment lattice from the speech signal. A
word lattice of robust word-matches is then
constructed by a program which scans the
segment lattice with the aid of the
dictionary. In addition, a set of words
which are pragmatically likely to begin an

utterance are matched at the beginning of the
segment lattice. As each such word match is

found, it 1is entered into the word lattice
and given to the semantic component for
analysis. If the word has semantic content,
a theory is created for the word match,

designating all semantic contexts in which it
could appear. If a monitor |is noticed
indicating that a word fits into the semantic
context of a theory which was created
earlier, an event is created which associates
the new word match with the old theory.
Proposals for specific content words which
are likely to appear adjacernt to the new word
match are created and ad‘ed to the proposals
queue,

For each new word match,
inflexional endings and auxiliary verbs are
matched against the segment lattice and
associated with the word match it they match
well,

appropriate

After the initial set of robust word
matches are examined, the propcsals that are
likely to be productive are processed, thus
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introducing new word matches and triqgering a
new round of semantic analysis. The events
at the top of the event queue are then handed
back to the semantic component for further
processing. For ecach event, a new theory is
created with a modified semantic context and
entered into the theory queue. This may
result in additional events, as semantics
notices other word matches ia the word
lattice which fit into the mndified context.
In this way, semantics assembles meaningful
sets of content words.

As new theories are created, each is
axamined tc determine whether it miaht be
fruitful to call upon syntactic knowledge to
develop further support for it., Since the
number of possible parsings decreases with
the number of adjacent or “close" word
matches, this decision is made on the basis
of the number of adjacent word matches in the
theory, the size of the gqaps between word
match sequences, and the absence of content
words in the word lattice which would be
added to the theory by semantics.

Syntactic knowledge is used to postulate
grammatical structures that may obtain among
the words in a theory. For example, for Yoo
people done chemical analyses...", syntax
could suggest that "people” is the subject of
the verb “done®, "chemical analy:es® is the
noun-phrase object, and that an auxiliary
verb appears somewhere in tl.e utterance
(probably at the beainning) to modify the
past participle *done®, Such grammatical
information is checked for consistency with
the postulated semantic structures, to
determine for example whether it makes
semantic sense for "people® to do something.
Function words (e.q. determiners and
prepositions) which are likely to appear
adjacent to a sequence of word matches are
proposed bv syntax in the context of these
grammatical structures, and added to the
theory as a refinement if they are found.
Each small gap between seguences of word
matches is analyzed, and a strong attempt is
made to find a small word which fits. If
none is found, it is likely that one of the
word matches adjacent to the gap is wrong.

An Example

To illustrate the operation of the above
control strateqy, we will consider a specific
example. The segment lattice shown in Figure
1 was constructed by hand from a speech
spectrogram durinag a study of human
per formance in spectrogram reading
experiments {2]. The word lattice shown
schematically in Fiqure 2 was constructed
from it by lookinq for robust word matches
and possible adjuncts (inflections and
auxiliaries) and by trying to match
pragmatically likely words in sentence
initial positiun.

Following this first pass in which word
matches were entered in the word lattice and
given to semantics for processing, there were
42 theories and 48 events. (Some pruning was
done to eliminate unlikely events,) The five
events at the top of the event queue were
ones linking "chemical®™ and *analyses",
*modal® and "analyses", *chemical® and
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"analysis®”, "modal® and *analysis”, and
*~atal® and "analysee”. (One can aralyze a
rock for its metal content.)

Processing these five events led to the
creation of five new theories and 55 new
events. At this point, the best eveénts
called for linking:

1) "give" (initial positioh) .1d "chemical
analyses®

2) "give®" (initial position) and "modal
analyses®

3) "give" (initial position) and “chemical
analysis"

4) "print” (initial position) and “chemical
analyses”

5) "have" (initial position) "done" and
»chemical analyses”

Notice that the top four events were quite
reasonable though incorrect. Five new
theories and 2§ new events were created
during this round of processing.

The next round of event processing
brought the following five events to the top
of the queue:

1) "have ... done chemical analyses®™ and
"people”

2) “have ... done chemical analyses®™ and
*rock"

3) “"give ... chemical analyses® and "me"”
(following “give®)

4) “give .. chemical analyses®” and "us"
(following "give®)

5) "give ... chemical analyses™ and "I"
(following "give®)

Notice that the top two events were each
filling up a different semantic role in the
concept of doing a chemical analysis = the
agent of the doing and the object of the
analysis, As to the "give I* event,
semantics does not know that this is
syntactically incorrect. Again five new
theories were created during this round, but
these resulted in only the five events shown
above.,

At the start of the fourth round of
event processing, the five best events were:

1) "have ... people done chemical analyses”
and "rock"®

2) "have ... done chemical analyses ...
rock® and “"people"

3) "give me ... chemical analyses” and

*rock"

4) "give us ... chemical analyses” and
*rock"®

5) "give I ... chemical analyses® and "rock"
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Notice that the top two events would result
in the same theory. Howcver, before a theory
is created, the control stratcgy checks that
no such theory already exists. 1If one does,
processing is halted on that event so that
duplication does not occur. (However, this
ability to arrivc at the same theory from
several directions is necessary since it
allows us to put together incomplete
structures, irreqardless of which pieces are
missing.) The four resulting theories were
senantically complete: both agent and object
of "doing" had been identified, as had the
object of “"chemical analyses”, and aqcnt,
recipient and object of "give®, At this
point, semantics cound not contribute
anything to these good theories, and they
were sent off to syntax.

Syntax noticed the dcterminer "any” in
the word lattice which could precede "people”
syntactically, and it created an event which
would refine thc first theory with the word
match for “any". In addition, syntax
proposed determiners before “rock", since
none occurred in the word lattice. This and
additional proposals brought word matches for
"this" and "in" into thc word lactice. These
were added to the theory by syntax, resulting
in a semantically meaningful, grammatically
correct one which spanned the utterance.
This was, at thc time, sufficient criteria
for accepting the thcory "Have any people
done chemical analyses on this rock" as a
correct understanding of thc utterance,

Conclusion

Both the conrtrol framcwork and strateqgy
presented above are incomplcte since many
problems have still to be faced. Our most
difficult current problem involves
recognizing the state when the system is just
thrashing around, when no theory deriving
from our current stratcgies is going to
emerge as a good candidate for the whole
utterance, We need to usc our knowledge
sourccs to dccide which pieccs of existing
theories are most reliablc, and which pieces
should be tossed out. To get a better
feeling for the possibilities, we expect to
use the techniquc of "incremcntal simulation”
(5}, in which a person simulates a part of
the system which is not yet formulated to
gain insight into how it might work,

Another pressing problem is the need for
a more rigorous foundation for measuring
confidence in evidence and combining such
measures into measurcs of ccnfidence in
theories and  evcnts. As complexity
increases, our current methods will become
more difficult to managqc.

Other problems will arise from our
imminent transition to a larger vocabulary
and projected transition into different task
domains, The attempt to solve all these
problems will test the adequacy of our
control framcwork in de:ling with a world of
uncertain and incompletc information.
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I did peaple metal seven
(70 100X100100) (Mo o) (10 10) (Mo 10)
print madal determinatian
(60 N0) (100 10) (60 180)
return nickel less
(70110) (100 110) (100100)
we we nat madal
(80100) {(60100) (100100) (100 10)
wha | mean made
(80100H(100100) (100100)
are | need Apalla
(90100)(100100) (100 N0)
has us
(60100) [(70100)
have I
(70100) {{70100) .
e me Ward Lattice
(80100) (r0100) Original Utterance: "Have any pe~ple done chemical
was analyses ar this rack?"
(70 100)
were any
(80100){(100100) i
(Fiaure /)
da I many
(100100 (Y00100)
| did ] me ]
(rol00 [r0l100)
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Introduction

This paper will address four questions:
(1) What makes the parsing of speech
significantly different from the parsing of
text? (2) wWhat role does syntax play in
speech understanding? (3) What strengths and
weaknesses do existing methods of parsing
text have in 1light of the answer to the
previous questions? (4) How does the BBN
speech parser cope Wwith the problems
presented?

Problems in Parsing Speech

Parsing speech is a much more difficult
problem than parsing text. Because speech is
continuous, word and sente:nce boundaries are
usually obscured. Also, inaccurate or hasty
articulation and the normal variation in the
pronunciation of phonemes cause the
pronunciation of a word in context to be very
different from that in 4isolation. Due to
contextual effects, in order to uniquely
identify a word in speech using acoustic
parameters it may be necessary to know the
words around it, but in order to identify
those words, their context, including the
original word, may be needed. The only way
to break this cycle of impossibility is to
allow considerable ambiquity in the word
identification process. Acoustic processing
results in uncertainty in the identification
of phonemes and, therefore, of words,
especially small function words such as
"the," “a," "of," “have," "did," etc. Even
if the acoustic component could identify
phonemes uniquely, some ambiqguity would bhe
inevitable because of the occurrence of
homonyms, as in the sequence "wait/weight
four/for/fore the bare/bear.” and because
word boundaries may be shifted, as in
"tea meeting/team eating/team meeting." In
text processing tlere is no such inherent
ambiguity, but any speech understanding
system must be able to deal with it.

The implication of all this for parsing
is that the input to a parser for speech
cannot be a string of wuniquely determined
words but must be something like a lattice of
words (see Figure 1), When the parser wants
the "next word” of the input it must be able
to deal with a list of possible words and
must be prepared to cope with the possibility
that the right word is not included in tnat
list. It may also be the case that no usable
word can be found at one or more places in
the utterance, so the parser must also be
able to deal with gaps in its input,

o] 5 10 15
1 ] | 1 1 1 1 1 1 J
list -ed sample -2
print sampie

_44] glass l percent 444]
[‘¥47 glass lunar

does less had

Figure 1. A partial word lattice

When processing text, a parser could
reasonably take advantage of a number of
extra-linguistic indicators such as
punctuation marks (a period to delimit a
sentence, commas to disambiquate certain
complex conjunction constructions, etc.),
capitalization (to indicate the start of a
sentence or to distinquish proper nouns such
as "pat" from other words such as the verb
“pat"), italics, underlining, quotation
marks, and parentheses. (To illustrate the
importance of these factors to comprehenson,
consider the following grammatical but
unpunctuated string: that which is is that
which is not is not is not that so). All of
these cues are missing in speech. They are
compensated for ky the use of pauses, stress,
changes in duration, pitch, and loudness, and
other prosodic features. Unfortunately the
current lack of knowledge about the acoustic
correlates of prosodic features makes it
almost impossible to use this rich source of
information in speech understanding systems,
80 current speech parsers must cope with the
increased ambiguity resulting from this lack
of information,

The Purpose of Syntax

In most systems which work with natural
lanquage the purpose of the parser is to
provide a representation of the syntactic
units of the input and their relationships to
one another, This representation is
frequently a “deep structure” tree (as in
Figure 2) which may then undergo semantic
analysis or interpretation, The creation of
a self-contained syntactic structure is not
absolutely mandatory if enough semantic and
interpretive processing is done toge<her with
the parsing, but in any case the syntactic
component must be able to confirm that o
input is grammatically correct, and we will
assume that some structure for it is also
produced. A parser for speech, however, must
do more than this. 1In addition to detecting
syntactic ambiguities (e.q. "I gave her cat
food.") syntax must aid in selecting a
syntactically well-formed sequence of words
f. ™ the many sequences of words ‘which are
pos iible in the word lattice.
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Figure 2, A deep structure for
"pDo we have samples which contain silicon?*

Text parsers are designed on the
assumption that the words given as input will
in fact form a grammatical sentence, SO the
duty of the parser is merely to determine the
structure(s) of the sentence, A speech
parser, however, must know that some (in
fact, many) of its potential input sequences
will be ungrammatical, and it must be ahle to
detect and reject those sequences as early as
possible,

Another goal of any speech parser must
be to predict words or syntactir cateqgories
which could fill gaps in the word lattice.
The type of predictions which can be made
depends on the nature of the grammar being
used and the amount of context which is taken
into account when making the predictions,

Existing Models

Assuming that the extensive body of work
which has been done in the analysis of text
has something to offer for the analysis of
speech, let us examine two of the techniques
which have been used. For a more complete
description of these methods see the book by
Aho and Ullman{l].

Top down methods of parsing (so called
because they construct the deep structure
tree by beginning at the root node and
working down) are left-to-right and usually
predictive; they beqir by searching for a
component of a given type and operate
recursively, trying a.l possible ways of
building the constituent before failing. The
ability of this method to predict, at any
point, the set of acceptable constructions
which could appear in the input as a function
of the context to the left is its strongest
advantaqge., In speech analysis, the
predictions may be used to eliminate some of
the possible "next words" in the word
lattice, This method has the disadvantage
that if there is an error at or near the
beginning of the input, the parser may not
only take a long time to fail but will
consider the last portion of the string only
in the context of the earlier (erroneous)
part, thus little if any useful information
may be gained about the structure of the last
part of the input. linless great care is
taken to prevent duplication of effort when
re-parsing portions of the input (by the use
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of a well-formed-substring table or by
compacting methods such as Earley's algorithm
{1,p320; 2]), the lexical ambiguity of speech
input could cause an exponential increase:-in
the amount of worl required.

Bottom up techniques such as Cocke's

algorithm ([1,p314]) begin with the leaves of
an analysis tree and work up. First, all
possible substrings of length one are
considered and all one=word constituents

formed. Then using this information all
pairs of adjacent words are considered and
all two-word constituents are formed. Then
all adjacent three-, four=-, five-,,,.word
substrings are considered until the length of
the string is reached. This method is
neither left-to-right nor right-to-left and
has the advantage of working with isolated
sections of the input so that an error at one
point will not prevent a correct analysis of
another portion  of the string. It
unfortunately requires that all possible
parsings of all sections of the input be
found in parallel -- a procedure which is
enormously wasteful of space and tiwe even
when a single string is being processed. The
multiple words produced by an acoustic
analyzer and lexical retriever together with
the multiple syntactic categories for many of
those words and the multiple ways they can be
syntactically combined when only very local
context is used exacerbate the problem to
such an extent that a totally bottom up
speech parser would be unthinkably slow.

what is needed is a scheme which can
merqe top down techniques with bottom up ones
to combine directed, predictive analysis with
immunity to errors in non-local context. The
formalism of a TRANSITION NETWORK GRAMMAR
(TNG) seems particularly well suited to such
adaptation, for the following reasons. TNG's
allow easy prediction to both the right and
left of any word of input. They are
constructed in such a way that ambiguous
information is separated only in the truly
ambiquous part, allowing merging of the rest
of the analysis. Some relief from contextual
errors can be gained by limiting the context
of any word in the input to only those words
which may be in the same constituent.
Finally, althouch TNG's were designed to
drive a parser in top down mode, bottom up
information is easily accessible.

For a complete description of TNG's and
a text parser using them, see (4] and (5].
Briefly, a TNG looks someth{ng like a finite
state network, with two important additions.
The network may be recursive, that is, the
label on some arc may call for a structure
created by recursively re-applying the
network. Second, there may be a list of
ACTIONS on each arc whose purpose is to
perform tests or to create bits of tree
structure and store them in REGISTERs which
may be thought of as free variables whose
values are accessible to subsequent arcs. 1In
this manner, register contents can be
combined and built up to finally produce a
deep structure analysis of the sentence,

R P = e e SR
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Fiqure 3 shows a diaqram of a simple

TNG. The names of the states are within the
circles. The types of arcs shown are: CAT X,
which 1looks at the strina for a word of
syntactic cateqory X; JUMP, which moves to
another state without going on to the next
word of input; PUSH X, which calls the

network recursively beaginning at state X; and
POP, which indicates the end of processing
the current level and specifies a scliema for

building a piece of tree structure from the
contents of the reqgisters.

The actions on the arcs are: (SETR X Y),
which replaces the contents of register X by
the value of Y; (ADDR X Y), which adds the
value of Y to the contents of register X

without destroying the old value;
which returns the value of
feature X associated with the current word;
and (ABORTIF (NOT (DETAGREE))) which blocks
the arc if the determiner does not aaree with
the head noun of a noun phrase {(as in "a
rocks®)., Other actions not shown in the
example can access previous reqister contents
and test arbitrary predicates in order to

(GETF X)
the syntac“ic

perform some actions conditionally. The
abort option 1is particularly useful for
detecting errors in the input and blocking

the analysis.

The symbol * is used to refer to the
current word of input, or, on a PUSH arc, to
the tree structure returned by the recursive
call, When operated as a text parser, the
TNG mechanism is top down.

The BBN Speech Parser

The syntactic component of BRHN's
system

speech
is one of a number of procesies which

work together to understand an utterance.
For an overview of the entire system, see
Woods' paper in this volume ([6]. Very

briefly, the structure r~f the system may be
described as follows. There are a number of
companents (Acoustics, Lexical Retrieval,
Syntax, Semantics, Pragmatics, and Control)
which are called into action under the
direction of the control component,
Acoustic, phonoloagical, and lexical processes
produce from the acoustic signal a lattice of
word matches for words with a high lexical
score, similar to tnut in Fiqure 1. only
words of more than three phoneres are placed
in the lattice initially since smaller words
tend to match well everywhere and flood the
lattice.

selects subsets
based on semantic
relationships among the words, Such a subset
(in the form of a word match 1list) is
associated with semantic, pragmatic and
(initially empty) syntactic information and
is termed a THEORY. It is a hypothesis about
the contenc of the utterance. For the
remainder of this paper, the term “theory"
will be used to refer to the word match list
alone as well as to the larger structure of
which it is a part.

The semantic component
of this lattice

When a theory has been constructed to
which Semantics can add no more words, it may
be sent to Syntax for processing. The
initial input to the parser, then, is a list

Bolt Beranek and Newman Inc.

of word matches. This list will probably not
span the utterance; there will be islands of
word matches with gaps between them. Each
word match may represent either a single word
with definite boundaries, a single word with

"fuzzy" boundaries, a word together with
possible inflectional endinas, a group of
words which have the same semantic

assoclations, or a combination ot any of the
above, Using braclets to delimit word
matches and numbers to indicate the

boundaries in the word lattice, a tynical
theory for the utterance "“List all the
samples which contain silicon® might look
like:

list sample (-z) [bontalﬁ][silicoﬂ
print sample

f 3 7 12 13 16 22 29

When the parser is given a theory to
process, it processes the islands cf words in
it fror left to right and attempts to create
for each island of words the PATHS (sequences
of TRANSITIONs and CONFIGURATIONS, defined
below) which represent the ways in which the
island of words miaht be accepted by the
grammar if surrounded by some suitable
context. Then Syntax tries to extend tlhe
theory by finding (in the word lattice) or
predicting words or syntactic c¢lasses which
would provide a context consistent with its
analyses. When Syntax has finished
processing a theory, it adds to the syntactic
part of the theory the confiqurations and
transitions used in its analysis and returns
to Control a score which is a measure of the
amount of syntactic information gained by the
analysis,

Fach confiquration represents a state of
the grammar which the parser could be in at a
particular boundary point in the current
theory. Each transition represents a change
from one confiquration to another by
following an arc of the grammar. A
transition contains information akout the arc
which it represents, the word or words used

by the transition a:l the posesible register
contents resulting from eyvecution of the
actions on the specified arc. Since a given

transition may have any number of transitions
to its left (because different contexts may
precede it), and since the actions on ar arc
frequentl, make use of the context to the

left by looking at reqister sets, there may
be a number of sets of different register
contents associated with the transition --

although not necessarilv one for each
possible context because sharing of register

information reduces the nurber of sets
required as we shall ree below.

Syntax can create data ohijects called
MONITORS, EVENTSs, and PROPOSALS which

represent instructions to Control. A monitor
is a demon which is placed on a particular
point in the word lattice. The monitor's job
is to watch for a word possessing some
specific characteristic (such as a particular
part of speech) to be placed in the lattice
at that point, If and when a monitor is
activated, it creates an event, which is a
record of the word which caused the event,
the theory which caused the monitor to be
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set, and an insctruction indicating which
component to call to process the event, When
an event 1is processed, a new theory is
created from the old one by including the new
word., Syntax can create events directly
whenever it notices a word already in the
word lattice which conld be used to extend
the theory it is processing. Monitors are
passive in the sense that they merely wait
for a word which can activate them to appear.
They do nothing to cause such a word to be
found. A proposal, on the other hand, is, as
far as Syntax is concerned, a command which
causes (Control to activate the word match
component to look specifically for a
particular word or syntactic category (whose
members are enumerated) at a particular place
in the word lattice. If a word is found, the
corresponding monitor will be activated and
an event created,

Working through a small

example should

help to explain the features of the parser
and the data structures it builds. Consider
the theory which was shown above. Fiqure 4

shows a map of some of the configurations
(boxes) and transitions (arrows) which exist
after the second island of the theory
("sample (s, ") has been analyzed. The
transitions are numbered in order of their
creation and show the arc they represent and
the sets of associated reqgister contents,
Let us assume that the semantic component had
attached to the theory the constraint that
"sample(s)" be used as a noun, not as a verb
or as an adjective (" (he) samples the rocks,"
"(the) sample number®). Using this semantic
restriction together with an appropriate
index for the arcs of the qrammar (refer to
Figure 3), the parser can determine that the
first CAT N arc from state NP/DET must be
used to process the word "sample(s)"™ since
the othei CAT N arc actually uses the word as
an adjective. In general there may not be
semantic constraints on how the first word of
an island can ' syntactically realized, so
all arcs would be found which could process
the word as any of its possible parts of
speech, Thus the parsina is beoun in a
bottom up mode.

Considering the plural possibility
first, a transition is made from a
configuration for state NP/DET at position 7
to a confiquration for state NP/N at
position 13, and the registers N and NU are
set by the actions on the arc. The sinqular
case is "fuzzy" since the end position can be
either 12 or 13, but the reaister contents
will be the same in either case. Instead of
creating two transitions with duplicate
information, one transition (number 2) is
created with multiple terminations, Multiple
initial confiqurations are also permitted.

Now consider what could occur to the
left of the island. Reference to the grammar
shows that in order to get to state NP/DET
the parser must take either tlie JUMP arc from
NP/ or one of the CAT ADJ, CAT N, or CAT DET
arcs, A transition for the JUMP arc can be
Created immediately since it needs no
context. The word lattice is checked for the
existence of a word of Cateagory ADJ, N, or
DET and if one is found an event relating it
to the current theory is created. Whether or
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not such a word is found, munitors are set to
watch the word lattice for an occurrence of a
noun, adjective, or determiner at some later
time. Syntay remembers the arcs which caused
the monitors to be set and the configuration
at that point (indicated by the dotted arrows
in Figure 4) in order to be able to process
an event should one occur.

PUSH arcs, when encountered, cause an
internal syntactic monitor to be set at a
position in the parser's
well-formed-substring table (VFST) where all
constituents are placed when they are
created. The PUSH arc also causes creation
of a confiquration for the state PUSlled to in
order to beqin processing for the
constituent,

Going back to our example, we have left
open two confiaurations (NP/N at 12 and NP/N
at 13) which may be considered for extension.
Currently all open configurations are
processed, but this results in many partial
paths through the island, Actually they
should be ordered according to the goodness
of the paths which terminate on them. We are
currently workina on a formula for
calculating a score for a path, based on such
things as the number of registers set with
unknown values, the length of the path, and
perhaps even the lexical score of the words
used, By tryine to continne only the
best-looking paths (but remembering the
others) we cut down the number of
possibilities which the parser must explore,

When a confiquration is to be extended,
the arcs from its state are tried one at a
time in top down fashion., 1If the end of the
island has been reached, arcs which require
context to the riaht of the island cause
creation of events, monitors, and proposals
just as they did on the left. In our
example, this point is reachel after the
creation of transition 4 and the setting of
monitors for prenositional phrases and
prepositions. Whenever a path becomes
blocked, a simple backup procedure is invoked
to go back one step of the path and try
another of the alternatives stored there.

Although this part of the parser is
basically top down, it can be restricted by
bottom up information. For example, whenever
a word in an island is processed which
Semantics has hypothesized must be used in a
certain syntactic way, only the arcs of the
grammar consistent with that hypothesis are
allowed to extend the path through that word,

The rest of Figure 4 shows the
transitions and additions to the POP
transitions which would be created for two
events, one for the two determiners "the"™ and
"a” and then one for the adjective "old".
Notice that a reqister may contain a set of
alternative contents, and that one or more of
these alterna’' ives may be selected for use by
a later action. The test on the POP arc
checks agreement between determiner and head
noun and prevents noun phrases for “sample,"
"old sample," and "a samples" from being
created,
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There are several features of the parser
which the above example does not show. For
example, if an action on an arc requires the
contents of a register which is not set, a
special symbol which means "unknown® is used
in place of the desired value, POP
transitions are prohibited from building
structures containing an unknown value. When
a transi’'jon is made which joins to the left
end of path which contains incomplete
registers, new register sets are added to
relevant transitions with copies of the
unknown registers replaced by the correct
values, and any pending POP transitions which
have their reqister lists completed by this
procedure may construct their results.

A feature currently being designed for
the parser will allow an action on any arc to
be a call to Semantics to test the contents
of various registers in order to determine
whether or not that particular path appears
to be semantically likely, For example, if
the sequence "green zebra® is being processed
with “green" as an adjective and the parser
is considering the arc which would take
"zebra® as the head noun, Semantics could be
asked to determine how well the adjective
fits the noun. Since the answer would be
"not well at all,” the parser could take this
as an indication to lower the score for that
path and try another possibility, such as the
arc which would accept “zebra® as an
adjective and look for another noun
(e.g. "cage") to follow it.

Semantic quidance could be
answer such questions as: "Given that a
particular prepositional phrase has been
found in the WFST and can be used to modify a
particular noun, would the result be
semantically meaningful?” or "A verb is about
to be parsed, and the subject of the sentence
is known, Could the noun phrase in the
subject register actually serve as a subject
of the verb?" Even pragmatic quidance could
be used in a similar way ("1s it
pragqmatically likely that this verb is
passivized?"), if it were known how to
structure more pragmatic knowledge in a
usable way.

used to

Figure 4 shows part of the data base
constructed for one theory only. As other
theories are processed, they add to the same
data base and may use the information already
there. Thus, syntactic information may be
shared across theories. This is especially
important for the WFST, since once a
constituent is placed there it is available
to all other theories without re-parsing,
Even partial paths may be shared, since once
a configuration or transition has been
created it is never duplicated but merely
included in the syntactic part of any theory
which can use it.

Conclusion

We have tried to show that one of the
major problems facing a parser for soeech is
the lexical ambiquity of ite input, The
combinatorial possibilities induced by this
ambiguity make straightfzrward applications
of previous parsing techniques too lengthy
and complex to consider.
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We have attermpted to reduce the
combinatorial problem by the following
methods: semantic and pragmatic pre-selection
of small subsets of the total word lattice;
the use of semantic quidance during parsing;
a basically top down parsing algorithm with
backup capabilities so that not all paths
need be followed in parallel; a mechanism to
allow ordering of the paths so that only the
best are processed; merging of reqgister
information when possible, use of the WFST to
avoid re-parsing constituents which have
already been found; and sharing syntactic
information amonaq theories to avoid
re-parsing wherever possible,

That these methods do substantially
reduce the work required can be shown by an
example which has been parsed bv the system,
The wutterance was "llow many samples contain
silicon?" and the word lattice contained all
the correct words as well as "give" in the
same place as "how"” and "any® in the same
place as "many." Using a grammar of 43 states
and 102 ares, beginning with a theory for
"sample(s) contain silicon,” and processing
an event for each of the other four words, it
is estimated that a parser without the
ability to share transitions and
confiqurations amonqg several theories,
without backup, and without the WFST would
create about 30f) confiqurations and nearly
500 transitions, The BBN speech parser
actually constricted a total of 164
confiqurations and 142 transitions. The
parser was operating without semantic
quidance or merqged register information --
with these features a reduction in the number
of transitions and configurations of about
one third could be expected for this example.

Much more work remains to be
particularly in the areas of semantic
guidance and the inclusion of prosodic
information, but we have established a
framework which will allow for considerable
experimentation with various strategies, We
expect the system to serve as a tool to help
us learn about the relationship between
syntactic knowledge and the understanding of
natural lanquage.

done,
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Summdrz

One function of the Semantics component
of SPEECHLIS, the BBN Speech Understanding
System, is to gather evidence for hypotheses
it has made reqarding the content of an
utterance, as well as to evaluate the
hypotheses made by other components. Another
is to produce a representation of the
utterance's meaning. Specifically, this
involves forming consistent, meaning ful
collections of words which ma’ch regions of
the speech waveform, and evaluating and
interpreting the possible syntactic
structures built of them, This paper
discusses the data structures and
organization of SPEECHLIS semantics and how
they are directed to the above two tasks,

Introdur*ion

it
people to be able to draw
semantic information in

of speech: the acoustic
signal they hear |is 80 imprecise and
ambiquous that even a knowledge of the
vocabulary is insufficient to insure correct
understanding. For example, Pollack and
Pickett's experiments ([3) with fraaments of
speech excised from eiqht-word sentences and
played to an audience showed that 9%
intelligibilitv was not achieved until a
fraqment spanned six of the eiaht words, and
its syntactic and semantic structure were
becoming apparent. Similarly, the apparent
impossibility of building a “phonetic
typewriter®” (a machine for taking dictation
and producina Erqlish text) or of extending
systems capable of single-word recognition to
ones capable of recoanizing continuous speech
seems to implv that this ability to draw on
syntactic and semantic information is
necessary for computers too. Without making
any claims about how a person actually
understands speech, this paper will present
some kinds of semantic knowlndge and the ways

Psychologists have demonstrated that
is necessary for
upon syntactic and
their wunderstandinqg

in which they can help a listener to
understaind an uttorance. An initial atterpt
to organize, represent and use such semantic
knowledge in SPRLCHLIS will also be
described.
Kinds of Semantic Knowledge
Semantic knowledge of the names of

familiar things and of models fcr forming the
names of new ones permits a listener to
expect and hear words which make sense by
naming things which he krows. For example,
knowing the words "iron" and “oxide", their
meanings, and that a particular oxide (or set
of them) may be specified by puttina the name
of a metal before the word "oxide" can enable

a listener to hear the sequence “iron
oxides®, rather than "iron ox hides" or even
“Ira knocks sides",

Knowledge of how concepts can be
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expressed linquistically enables the listener
who expects to hear a particular concept to
tune himself for words and phrases which can
realize it, For example, all of the
following are possible realizations a
concept the listener might be expecting:

of

sarples with no sodium

samples which do not contain sodium
samples in which sodium does not occur
sodium-free samples

{models
listener

of lexical semantics
are used) enables the
to predict and verify the possible surface
contexts of particular words., For example,
"contain® names a two place relation, When
it is used in an active sentence, its subject
is to be understood as a location or holder,
and its object, as something capable of being
located or held. 1In a passive sentence, the
active object becomes the passive subject and
the active subject or location is realized in
a prepositional phrase headed by "in",

Knowledge
of how words

Every lunar breccia contains silicon.

(Active)
Silicon is contained in every lunar

breccia. (Passive)
This knowledge also enables a listener to
hear things which make sense rather than
things which don't, For example, the
following are two possible transcriptions of
the same utterance, The first is more
likely, since the subject of the second,

though an acceptable nour phrase,
understood as a location or holder.

cannot be

Washington's tin contains
sulfur; Oreqon's does not.

traces of

Washing tungsten contains
sulfur; Oreqon's does not.

traces of

Semantic knowledge of the meanings
conveyable bv different syntactic structures
enables the listener to hear cues to
syntactic structure which might otherwise be
lost. Syntactic structure is often signalled
by very weak acoustic cues such as small
function words like prepositions and

determiners, The knowledge of what semantic

relations can meaningfully hold between two
concepts can often help in recovering the
syntactic cues which signal then, For

example, the preposition “of" can get lost in

an utterance of “analyses of ferrous oxide".
Yet the only meaningful relation between
"analyses” and “ferrous oxide" that can be
expressed, given this word order, demands
that “ferrous oxide® be realized as a

prepnsitional phrase headed by "of" or "for":
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'analyses ferrous oxicde" is meaningless,
This enables a listener to hear the "of"
which might otherwise have been lost,

The SPCECIILIS Environment

In the BBN Speech

Understanding system
(SPELECHL1S), an effort i

8 underway to provide

a framework in which the above-mentioned
kinds of semantic knowledqe may be
represented and used to produce an
appropriate semantic interpretation of an

input utterance.

Before discussing the
of SPEFECIILIS semantics in d
useful to describe br
whicii it operates.
exposition of the
references 4 and 6.)

curreit embodiment
etail, it would be
iefly the eavironmen: in

[For a more detailed
SPr'ECHLIS world, see

The three higher-level
comprising the system's knowled
semantics, and praamatics work to produce a
syntactically sound, semantically meaningful
and pragmatically felicitous reconstruction
of the original utterance, Input to these
components is a Word Lattice which is
produced by acousExc-phoneEIc, phonological
and lexical retrieval programs from an
analysis of the input utterance, Entries in
the word lattice are words which are found to

components
ge of syntax,

be likely matches 1in regions of the speech
waveform. Because there may be more than one
such word match in any regqion, a lattice of
alternative possible word matches results,

rather than a sinqgle string. Associated with
each such word match ig a description of
where it matched and how well. 1Injtially,
only words of three or more phonemes in
length are included, since shorter words tend
to produce possible matches everywhere,

A set of contrul programs determines the
Operational sequence of the other parts of
the system - who does what when kesping
track of what has already been done and what
is left to do.

The higher-level components
together to produce Theories,
hypothesis that a set™of word
to an utterance.

work

A theory is a
matches belongs
This set need not span the
utterance, but may only cover parts of it., A
theory contains information about how the
word matches can fit together syntactically,
semantically and praamatically, as well as
measures of how confident each component is
in that theory. Various events may happen
during the analysis of a theory  which would
tend to chanae the weiqht of the theory, to
make SPEECIILIS more or less happy with it,
For example, if no word could be malched just
to the right of a given word maten, we would
be less certain about its being in the
original utterance. On the other hand, were
"sample” to match well to the right of a word
match for "lunar", we would be more confident
about both words being in the original
utterance. Lvent Monitors are active agents
set up by one of e higher-level components
which watch for events, and create an
appropriate Notice when one has occurred.
d events will
r.

Examples of semantic monitors an
be found further on in this pape
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Organization and Use of
Semn&c Rnow!eago—f_n SPEECHLIS
Organjzational Pactors

The aequence of words which lay behind
the utterance for its spesker may not be ita
only reading for a listener: “"his wheat germ
and honey" could easily be heard as *his
sweet German honey". In order for the
listener to arrive at the same reading of the
utterance as its speaker, he must be able to
use whatever cues he can get from the speech
signal to reconstruct the entire utterance.
Moreover, the precision with which people
speak varies, so that the stronqg cues = those
which the listener feels he can most
depenlably trust - cannot be determined a
priori.

Reconstructina the utterance starting
from one of {its parts requires models of
possible utterance constituents and the
ability to access these models starting from
any part. These may be models of
syntactically well-formed constituents - e.gq.
noun phrases as well as models of
semantically meaninqgful ones, A semantics
system for speech understanding must not be
constrained to  accessing its semantic
models in one way because that way may not be

suggested by the available cues. This was
not a strong factor in previous semantic
systems designed for the automatic analysis

of wcitten text where the sequence of words

in the input was known, For example, the
semantic models in the BBN LUNAR system (5],
huilt for NASA to answer written English
questions about the Apollo 11 lunar samples,
were templates on syntactic tree structures
which specified selectional restrictions on
their leaves and were classified and

retrievable only by their head
The programs which did th
could not begin to determine which templates
might be applicable, and thus vhat other
parts of the model to look for, without the
identification of the head noun or verb, For
speech applications, semantic information
must be organized and accessible in ways that
will enable the listener to make use of the
strong cues he did hear, even if the head
noun or verb is garbled or misheard.

noun or verb.
e template matching

Data Structures

The data structures
semantics have been des
kinds of semantic knowledqe mentioned above
in a way that allows flexible access. The
two principal structures - a semantic network
and case frame tokens - are discussed below.

of  SPEECHLIS
igned to represent the
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SMALL SEMANTIC NETWORK
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figqure 1
i The Semantic Network. A semantic  word matcher to look for “ferrous" or

network, & tiny piece of which is shown in  “"ferric® to the left of "oxide", naming
Figure 1, represents the associations among ‘“"ferrous oxide" or "ferric oxide". Given a
words and concepts. (The names of nodes match for "ferric® or “ferrous", Semantics
which do not correspond to specific FEnglish  would ask it to look much harder for "oxide®,
words are indicated in capits’ letters.) gince neither "ferrous" nor “ferric" could
There are currently three types of nodes in appear in an utterance alone.
the network, The first kind corr-sponds to
concepts named by single English words like The third type of node represents a
*ferric®, "iron", and "contain®, relation - a concept which takes arguments,
For example, the relation named by “analysis"
The second type of node corresponds tO  takes two arguments =-- an instantiation of
concepts like "fayalitic olivine® which we the concept CONSTITUENT, e.q. "iron', and
refer to as “"multi-word names”. They are one of the concept SAMPLF, e.q. "each
identified by the types of arcs entering and hreccia®.
leaving them, Dsubset, dsubstuff, and

dsuperc links say that one concept is a Semantics uses its knowledge of words,
subset, substuff, or superconcept of another pmylti-word names, and relations to construct
by definition. That is, while both fayalitic  (Leories for meaninaful sets of word matches.
olivine and peridotite are types of olivine, Given a word match, Semantics follows arcs
only the former is so by definition. A mod  through the network, lookina for multi-word
link goes to the node which effects the names and relations of which it or a concept
subcategorization of the original concept. that it instantiates may be a part. On each
(The mod link does not specify how the of the other components of the name or
meaning of the modifier affects the meaning relation, Semantics sets monitors. Should an
of the modified concept. For example, the event occur in which a monitored component is
links between the nodes for "fayalitic  jngtantiated and both general and specific
olivine® and “fayalitic" and those for conditions are met, the monitor creates a

*principal investicator™ and "principal®™ are potice calling for the construction of a new,
both mod links, thouch the mndifiers do not  expanded theorv.

affect the nouns in the same way.)
To see this, consider again the network
Semantics uses its  knowledge of ghown in fiqure 1 and a word match for
multi-word names to propose additional words  ®gxjde™, Semantics would find that “oxide"
to the word matcher. That is, given a word js one of the components of "ferrous oxide®
match, the rest of a multi-word name of whicn and "ferric oxide", and would set monitors on
its word is a part might have occurred in the the nodes corresponding to "ferrous® and
original utterance, but be missing due t0 “gorric" with the specific condition that any
poor match quality. The effort the word match for which a notice is to be created
matcher spends here depends on how necessary appear to the immediate left of “oxide".
it is for the word match to be part of a yword matches which triager these monitors

multi-word name, For example, qiven a word pmust also satisfy the general condition which
match for "oxide", Semantics would ask the Jigallows overlapping word matches.
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Semantics would also find that oxides could
be constituents of rocks and a constituent
could be one arqument to the relation named
by "analysis® - "analyses", the other being
the concept SAMPLE. (Note that a node which
can be referred to by the root form of a word
is also referred to by any inflected form.)
Both nodes corresponding to “analysis® -
"analyses® and to SAMPLL would be monitored.
Subsequently, a non-overlapping word match
for "analysis® or "analyses® or one which
instantiates SAMPLF (e.g. "rock") would be
seen by a monitor and result in the creation
of a notice linking "oxide" with the new word
match,

Each notice has a weight representing
how confident Semantics is that the resulting
theory is a correct hypothesis about the
original utterance. 1In the above, Semantics
is less certain that a theory for "rock® and
“oxide® will eventually instantiate the
concept ANALYSIS than will a theory for
"analysis® and "oxide". The event for the
latter is given a hiqgher weight than the
former. (One is more certain that a
particular relation has been expressed if one
has heard its name mentioned rather than one
or more of its possible arquments.)

Case Frame Tokens. The semantic network
inaicates the existence of relationships
between concepts. Case frames {2) on the
other hand describe how these relationships
hold and how the relation may be expressed in
an utterance, Associated with each relation
is a case frame such as the one shown in
Figure 2 for ANALYSIS.

A case frame is divided into two parts:
the first part contains information relating
to the case frame as a whole; the second,
descriptive information about the cases. (A
case usually names an arqument place in a
relation, but we have extended its use
somewhat to include the relation itself as a
case, specifically the head case (NP-IIEAD or
S-HEAD) , This allows a place for the
latter's instantiation in an utterance, as
well as the instantiations of each of the
arquments,)

Among the types of information in the
first part is a specification of whether a
surface realization of the case frame will be
parsed as a clause (REALIZES . CLAUSE) or as
a noun phrase (REALIZLS . NOUN~PHRASE) , If
as a clause, further information specifins
which cases are possible active clause
subjects (ACTIVSUB.T's) and which are possihle
passive clause subjects (OTIIFRSUBJ's) .,
(While not usual, there are verbs 1ike
"break” which allow several possible cases to
become the active subject, but the order in
which they are chosen is determined a priori
by which cases are actually present. Thus,
the cases in ACTIVSUBJ are ordered, given the
presence or absense of each case. liowever,
there is no preferred order in selecting
which case becomes passive subject, so the
case names on OTIII'RSUBJ are not.) The first
part of the case frame may also contain other
information such as inter-case restrictions
as would apply between instantiations of the
object and goal cases of RATIO - that they be
measurable in the same units.
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The second part of the case frame
contains descriptive information about each
case in the frame:

a) its name, e.q. NP~OBJ, S-HEAD (The first
part of the names gives redundant
information about the frame's syntactic
realization: “NP" for notn phrase and "s"
for clause. The second part is a
Fillmore-type (2] case name or an
abbreviation of one: "OBJ" for object,
"AGT" for agent, "GOAL" for goal, etc,)

b) the way it can be filled - whether by a
synonym for a concept (EOU) or by an
instantiation of it (MEM), e.gq, (EQU .
SAMPLE) would permit ®sample® or "lunar
sample® to fill the case, but not
"breccia® which refers to a subset of the
samples,

c) a list of prepositions which could signal
the case were it realized as a
pircpositional phrase (PP). If the case is
not realizable as a PP, this entry will be
NIL.

d) an indication of whether the case must be
explicitly specified (OBL), whether it is
optional and unnecessary (OPT), or
whether, when absent, will be derivable
from context (ELLIP;. For example, in
".he bullet hit.", the object case - what
was hit - will be derivable from context.

Tasks

Two tasks of SPEECHLIS Semantics have
already been mentioned in the section on data
structures: to propose additional words which
might have occurred in the original utterance
but were missing from the initial word
lattice because of poor match quality, and to
construct meaningful sets of word matches
from a la*.ice of possible ones. A third
task of Semantics is to evaluate the
consistency of syntactic structures and
semantic hypotheses,

Semantic Evaluation, As more word
matches are included In a theory, Semantics
represents its hypotheses about their
semantic structure in case frame tokens,
These are case frames which™ Thave been
modified to show which word match or other
case frame token fills each instantiated
case.

The two case frame tokens in fiqure 3
represent semantic hypotheses about how the
word matches for “analyses®, “"ferrous® and
"oxide® fit together, “Analyses® is the head
(1/P-HEAD) of a case frame token whose goal
case (NP-GOAL) is filled by another case
frame token representing ®"ferrous oxide®,
Another way of showing this is in the tree
format of fiqure 4. There are a small number
of syntactic structures that each possible
set of cases can be realized as: here, the
head case must correspond to the syntactic
head and the goal case must be realized as
either a prepositional phrase or adjectival
modifier on the head, Thus, in figure 5,
syntactic  structures (a) and (b) would
confirm the semantic hypotheses in figure 3,
while (c), where "analyses®” modifies ®oxide”,

.
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would not. Notice that the only difference
between the terminal strings of (a) and (c)
is the presence of the preposition "of".
Yet, this small word makes the dif ference
between an acceptable syntactic structure and

an unacceptable one.

As the syntactic component of SPFECHLIS
(see (1]) builds structures, Semantics
evaluates them against its hypotheses and
assigns a score to them whi~h depends on how
many of its hypotheses are filfilled and how
much material on the syntac:ic tree violates
or is not part of Semant cs' hypotheses,

Other T.sks

Semantics has two other tasks in
SPEECHLIS whose implementations are not far
enough along to describe in detail. First,
Semantics should guide Syntax to the most
meaningful parse as directly as possible,
That is, Syntax should not make random
choices in places where Semantics has
information that can be used to order the
choices. This will be implemented via
Syntax's ability to ask questions of
Semantics on the arcs of the Transition
Network Grammar (1), and will eliminate the
need to wait until a well-formed substring
with syntactic structure is created before
getting a measure of meaningfulness from
Semantics,

Finally, Semantics should transform the
best theory (or theories) about an utterance
into a formal procedure for operating on its
data base in order to answer questions or to
absorb new information. This is where
*"speech understanding" differs from "speech
recognition®., SPEFCHLIS will not have to
distinguish among best theories which mean
the same thing (i.e. are mapped into the
same formal procedure ), though differing in
the exact words they contain, Many of the
interpretation methods that we used in the
LUNAR system we expect to carry over into the
speech world.

CASE FRAME FOR ANALYSIS

({( Realizes . Noun-Phrasel)
( Np-Head (Equ.14) Nil Obl)
{ Np-Goal (Mem ,1) (Ot For} Ellip)

(Np-Loc (Mem .7) (In For Of On4 Ellip)}

Concept 14 - Concept of Analysis
Concept 1 - Concept nt Component

Concept 7 - Concept of Sample

figure 2

38

Bolt Beranek and Newman Inc.

Current State of SPEECHLIS Semantics

Based on a vocabulary of approximately
175 content words on lunar geology and the
names of the 43 Apollo 11 samples, a semantic
network has been constructed, containing
approximately 350 nodes. (The other 75 words
in the SPEECHLIS vocabulary are function
words - determiners, prepositions,
auxiliaries, and conjunctions = whose
meanings do not seem to be the types of
things the current network can represent.) We
have run the higher level components on only
a small number of word lattices, 8o the
following results are only preliminary
impressions. 1In analyzing an utterance, each
new theory seems to set, on the average, 5-6
monitors on nodes of the network. This is
not so extraordinarily low, as a theory for a
verb word match will only set monitors on the
arguments to the relation it names, and the
number of arguments to any relation rarely
exceeds three, On the average, 4-5 event
notices will be create’ during the processing
of each theory. Many of these events are
very unlikely, and experiments with pruning
strategies - not creating unlikely events -

seem to show ood results with, on the
average, one notice being buiit per theory.

Many problems remain to be solved: for
example, SPEECHLIS Semantics will be extended
to larger vocabularies ar. larger semantic
networks, It is not clear, for example, by
how much the network would grow, were the
vocabulary size to double, triple, or even
quadruple, or were we to want to use the
network for other tasks such as inference
making. But we take for granted now the
important role that Semantics must play in
automatic speech understanding, so these and
many other problems will have to be faced.

CASE FRAME TOKENS

[cre o
((( Realizes Noun-Phrase )}
(Mp-Head (Analyses . 14 ) Nil Obl)
(Np-Goal (Cfte5 . 1) (Ot For ) Ellip)
(Np-Loc (Men . /) ( InFor 01 On) EMip))]
[crt #5
({( Realizes . Noun Phrase)
( Case of C1t#6))

{ Np-Mod (Ferrous . 13} Nii Ob!

( Np-Head (Oxide . 5) Nil 0b1 1) ]

figure 3
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