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SYNOPSIS 

This report develops a theory of packet communication; it 

analyzes uses of computers in digital communication system.0 

and examines structures for organizing computers in highly 

communicative environments.  Various examples from existing 

computer networks, including the ARPA Computer Network and 

the ALOHA System, are used to motivate ard substantiate 

analysis of (1) store-and-forward packet communication, 

(2) broadcast packet communication, and (3) distributed 

interprocess communication. 

In a taxonomy of computer communication techniques# we first 

distinguish the two basic modes:  circuit-switching and 

packet-switching.  Next, we take packet switching techniques 

and distinguish those most applicable to pcint-tc-point 

media (e.g., telephone circuits in the APPANET) from those 

most applicable to broadcast m€idia (e,g., radio in the 

ARPANET Satellite System and the ALOHA System). 

In 196U,, Paul Baran and others, then at the RAND 

Corporation, published an eleven volume series of technical 

reports titled "On Distributed Communications" which marks 

tor us t:he beginning of r.odern history for the analysis of 

so-called "store-and-forward1^ computer communications 

networks <Baran>.  Later, when ARPA began planning what was 

to become the ARPANET, three major areas ot store-.ind- 
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forward network theory were  identified:    (1)   topological 

design,   led  by Howard  Frank  at Network  Analysis Corporation, 

(2)   system modelinq and  performance measurement,   Leonard 

Kleinrock,   UCLA,   and   (3)   store-and-forward switching  node 

design,   Frank £•   Heart and Robert E.   Kahn,   Bolt Beranek and 

Newman,   Inc.     Our work  in the  analys       of store-and-forward 

packet  vx»mnunication  is  most   closely  related to that of 

Kahn,  Crowther,  and  McQuillan at  Bolt  Beranek  and  Newman, 

who,  with their intimate  knowledge of  the  IMP and the 

ability  to  guide  IMP development with theory,   have made 

considerable  serse out of  IMP  operating  statistics  <Kahn3, 

Kahn4,  McQuillans 

In our analysis of   store-and-forward packet  communication, 

we specify  a representative "feedback-correction  protocol" 

for achieving  reliable comnunication ever a  noisy channel 

(between  store-and-forward packet-switchinc,  nodes) .     We 

calculate the  "total effective capacity" of  communications 

using the   feedback-correction protocol*     We  use  several 

simple  error  models  to derive expressions   for the capacity- 

maximizing   packet size.     A plot of  theoretical  effective 

capacity versus   packet  size   shows that ARPANET effective 

capacity is  insensitive  to variations of   packet  size above 

1000 bits.     We  show  that what  we  call  "hop-fcy-hop" 

acknowledging  feedback-correction offers  lower  packet 

transfer  times  than  "end-by-end"  acknowiedainq  in  a  store- 

and-forward  network  with  non-negligible retransmission 

--■ „M^jugHiaBajaäfäMi 
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probabilities.  We derxve an expression for optimal node 

spacing in a store*and-forvard network.  Andr we snow how a 

store-and-forward node converts limited caf.acity (i.e.# bit 

rate) into delay and how this store-and-forwerd delsy 

supports the use of message disassembly in tl ? ARPANET. 

Radio, on the other handf is a broadcast medium; a radio 

transmitter generates signals which can oe detected over a 

wide area by any number of radio receivers«  As one might 

expect, the application of packet commiaication techniques 

to radio has led to novel system organizations of a kind 

different from those of point-to-poin^. transmission media. 

With his first, simple model of the "classical ALOHA 

system", Abramson derived the MALOHf Result" linking channel 

throughput and traffic in an asynchronous time-division 

multiplexing (ATOM) radio system; ais analysis assumes 

infinite-source Pcisson packet arrivals and omits the 

details of randomized retransmission <Abranson1>.  Our 

reconsideration of Abramson1s model (1) introduces a finite- 

source model of packet arrivals (user blocking) to better 

account for the behavior pf interactive terminal users in a 

loaded system, (2) considers the effect of exfonentially 

distributing retransmission intervals, ^nd (3' extends the 

analysis to obtain the distribution of user fclock times 

(i.e., transmission delays). 

tliMiri 
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In recent work by Hayes and Sherman, tne delay 

characteristics of the ALOHA system are compared with tho'ie 

of two other AITM techniques, namely the Polling and Loop 

systems <Hayes>.  But, again^ they model packet arrivals 

with an infinite-source Pcisson process; the same is true of 

PacMs consideration of ATDM using general results from his 

analysis of an M/D/1 queueing system <Pack>. 

Roberts discovered that a "slotted" ALOHA channel could 

support twice the throughput of an unslotted channel 

<Roberts3>; in further analysis of ALOHA systems, we develop 

a discrete-time model of a slotted ALOHA system, once again 

bringing into account user blocking and randomized 

retransmission, deriving the block time mean and variance, 

and then, additionally, discovering "retransmission control" 

as a technique for achieving acceptable performance and 

stability over a wide range of system loads, even well into 

saturation <Metcalfe9>,  Where our analysis considers 

exponentially and geometrically distributed retransmission 

intervals. Binder» in subsequent analysis, derives results 

for tne uniform diotribution <Einder>.  Where our analysis 

studies an ALOHA system in steady state, very recent work by 

Lu uses first order homogeneous linear difference equations 

to get a dynamic description of ALOHA system state <Lu>- 

Computer communication is both communication using computers 

and communication among computers.  In the fir^t sections of 
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the report we analyze certain techniques for the application 

of computing in communication; in the final chapter^ we tnrn 

to consider a philosophy of communication in computing --we 

turn to consider structures for organizing computers in 

highly communicative environments. 

A recurring problem in the development of the ARPANET has 

been the coordination of remote processes.  Any one of a 

number of existing schemes for interprocess communication 

might have been expected to offer itself as a ready 

solution, but, the fact is# the basic organization of 

ARPANET interprocess communication — a general HOST-HOST 

protocol — wac long in coming and troublesome when it 

arrived.  At the time of the Network Working Group1s 

decision to adopt the current "official" HOST-HOST protocol, 

two specific proposals were considered: one based on 

connections <Crocker1> and the other on messages <Walden>. 

The earlier proposal, based on connections, was chosen, we 

believe, because connections, much more than messages, 

resemble structures in familiar, centralized computer 

operating systems. 

We believe, in retrospect, that Waiden•s proposal would have 

been ; he t>etter choice? — that the underlying structures of 

ARPANET interprocess communication should be modeled, not 

after the centralized computing systems tney join, but after 

the distributed packet-switching system they use,  ARPANET 
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experieifKre leads us to suggest that there are valuable 

distinctions r.o be made between (1) centralized interprocess 

communication techniques as often employed within computer 

operating systems and (2) distributed interprocess 

communication technique, as required in computer networks. 

These distinctions bring us to propose that even the latest 

plans to develop a message-based distributed interprocess 

communication system for the ARPANET, especially plans for 

floating "ports" and generalized "rendezvous" <Bressier1># 

are not extreme enough in their departure from techniques 

used in centralized computing systems. 

We propose that so-called "thin-wire" strategies for 

interprocess communication be used more generally within and 

among computer systems because thin-wire interprocess 

communication (1) has a clarifying effect on the management 

of multiprocess activity and (2) generalizes well as 

computer systems become more distributed.  We further 

propose that so-called "best-efforts" strategies be used 

more generally because best-efforts interprocess 

communication (1) takes fullest advantage of tne potential 

foi jrror recovery found in highly error-prona distributed 

environments and (2) encourages the economic distribution of 

reliability mechanisms in large systems. 

The thrust of our proposal is in opposition to that most 

often offered by those studying organizations of distributed 

J11MMM ,1   i MJnB'K IBfagi w- it] 
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Synopsis 

computing systems: 

All elements of a distributed system 
should fce accessible as if lQ£al to one 
another. 

By arguing that best-efforts thin~wire interprocess 

communication should be mere generally applied^ we propose; 

All elements of a distributed system 
should be accessible as if remote from 
one another. 



Paq. viii Acknowledgements 

ACKNOWLEDGEMENTS 

This report comes after three years of  esearch duiinq which 
I have benetitted immeasurably from associations with many 
people in and around the AFPA community.  The following text 
is littered with pointers (e.q.# <Robert:2>) into a rather 
large bibliography whose purpose is to credit those who have 
contributed to my work and to provide material for those 
wishing to dig deeper, 

I  thank my Harvard thesis advisors, Thomas A, Standish and 
Jeffrey P. Buzen# for their support in the development of 
ideas for this report; thanks to Thomas E, Cheatham and 
George H, Mealy for their efforts as my thesis committee 
members; thanks to J,C.R, Licklider# Lawrence G. Roberts, 
and Robert £. Kahn for inspirational guidance; thanks to my 
cohorts at Project MAC including Albert Vezza, Gregory F, 
Pf ister, Howard R, Brodie, J. Pitts Jarvis III, Sue Pitkin, 
Michael A. Padlipsky, and Allen L. Brown, and thanks to 
Butjer W. Lampson« Howard E. Sturgis, Charles Simonyi and 
Nilo Lindgren at Xerox PARC, for review and discussions of 
report drafts; and thanks to Jacguelyn Southern and Janet K. 
Farness dt PARC for picking up where others left off. 

My work was supported in pa. t by Project MAC, an MIT 
research project sponsored by the Advanced Research Projects 
Agency# Department of Defense, under the Office of Naval 
Research.  My research has beaefitted either directly or 
indirectly from ARPA's support of the MIT Dynamic 
Modelling/Computer Graphics PDP~10, Multics, MATHLAB, the 
MIT-AI POP-10, the Stanford Research Instituted 
Augmentation Research Center, the USC Information Sciences 
Institute PDP-10, Bolt Beranek and Newman, and the ARPANET 
at Xerox PARC.  Additional support has come from Robert I. 
and Ruth C. Metcalfe of Brightwaters New York, ehe Harvard 
Center for Research in Computing Technology, Harvard 
university, the Xerox Pale Alto Research Center, and the 
National Science Foundation under its Traineeship Program. 

But then there1s my meta-sponsor, the irresistible, the 
irrepressible. Any J.B. Metcalfe. 

Bob Metcalfe 
Xerox PARC 
Palo Alto, California 
July 1973 



Table of Contents 

TABLE OF CONTENTS 

Subject 

SYNOPSIS 

ACKNOWLEDGEMENTS 

TABLE  OF  CONTENTS 

LIST OF  FIGURES 

INTRODUCTION 

Pcine  ix 

THE ARPANET 

ANALYSIS Or   STORE-AND-FORWAPD   PACKET   COMMUNICATION 

PACKET   RADIO   NETWORKS 

faqe 

i 

viii 

ix 

xi 

1-1 

what Is Packet communication? 1-1 
The Advantages of  Packet Switching 1-3 
How to  Read the Report 1-7 
Opened  Questions 1-9 

2-1 

ARPANET   Descriptors  and Parameters 2-5 
The ARPANET  Present and  Future ^"l- 

3- i 

Summary 3-3 
Feedback Correction 3-^ 
Feedback-Correction Scenarios 3-9 
Effective Capacity  and Delay 3-12 
Round-Trip Delay and   Buffering 3-21 
Channel   Errors  and Packet Size 3-23 
Hep-By-Hop versus  End-By-End Acknowledging 
Store-and-Forward  Node Spacing 
Store-and-Forward Delay  and Packet Size                         3-37 
Message Disassembly 3-aO 
Distance   Independence 3-47 

3-31 
3-35 

4-1 

Summary 4-1 
The  ALOHA Network 4-3 
The ARPANET Satellite  System 4-11 
The  Hand-Held  Personal Terminal 4-16 
Conclusion 

4-21 

mamMe^^mmmmmt^^^mmmammmmammm 



Page x Table or Contents 

Subject 

ANALYSIS   OF  BROADCAST  PACKET  COMMUNICATION 

The ALOHA  Result Revisited 
Ttie ALOHA Result Reconsidered 
ALOHA  Block  Times 
Slotted ALOHA 
A Discrete-Time Model of  Slotted ALOHA 
Slotted  ALOHA Block Times 
Fixed-X  ALOHA System Stability 
Fixed-X  ALOHA Systems Compared 
Controller -X  ALOHA System Stability 

BEST-EFFORTS  TJXN-WiRE   INTERPROCESS   COMMUNICATION 

S ummar y 
Processes 
Protocols  for  interprocess communication 
Centralized Protocols 
D istributed  Protocols 
Centralized versus Distributed 
Thin-Wrre Interprocess Communication 

Appendix A:        THE  ARPANET  COMMONICATxONS   SUEPET 

The   IMP-HOST   Interface 
IMP-HOST   Protocol 
IMP-IMP Protocol:     A Scenario 
IMP-IMP Protocol:    Observations 

Appendix B: RPANET  HOST-^OST  PROTOCOL 

Other HOST-HOST  Protocols 
General  Purpose NCP Protocols 
A Scenario for the  NCf  Protocol 
HOST-HOST  Protocol:     Observations 

BIBLIOGRAPhir 

5-1 

5-3 
5-7 
5-13 
5-17 
5-19 
5-24 
5-26 
5-33 
5-38 

6-1 

6-2 
6-5 
6-8 
6-11 
6-13 
6-15 
6-19 

7-1 

7-3 
7-ia 
7-18 
7-27 

8-1 

8-3 
8-6 
8-8 
8-12 

9-1 

hwdHiTiri ütmimam 



Table of Contents Page  xi 

LIST  OF   FIGURES 

A Map of  the ARPANET 2-U 
General Protocol  Model 2-9 
Levels  of  ARPANET Protocol 2-9 
The IMP Subnet 2-11 

Sender Algorithm in Simple Feedback-Correction 3-7 
Receiver Algorithm  in Simple Feedback-Correction 3-8 
Total Effective Capacity  versus Packet  Size 3-29 

Block Diagram of   the ALOHA Network 4-5 
Block  Diagiciii of  the ARPANET Satellite System a-12 
Speculated  Layout of  the  ARPA Packet Radio  Network 4-20 
Synchrony  Spectrum of  Multiplexing Techniques 4-22 
Broadcast/Point^to-Point Media/Organization 4-23 

Steady States of  Fixed-X  Slotted ALOHA   Systems 5-29 
Steady  States of  Controlled-X Slot-ted  ALOHA System 5-39 

An ARPANET   Interface Message Processor 7-4 
IMP-HOST "Sender11 and  "Receiver1'   Signals 7-9 



Introduction Page   1-1 

INTRODUCTION 

"Electronic ccmmunications  technology i\as 
developed historically almost completely 
within what  might be called the circuit 
switching domain.     Not until  the  last 
decade has  the other basic  mode of 
communication,   packet switching,   become 
competitive.   .••  most of  the experiments 
with  packet communications have been 
undertaken by computer scientists,  and  it 
is not »»ven generally recognized yet  in 
the communications  field that a 
revolution is taking  place,   •..   it  is 
generally written off as a  possibly useful 
new twist in comm\ nications utilization, 
and not recognized as a very different 
technology  reguiring  a whole new body of 
theory." 

-- Dr,   Lawrence  G.   Roberts 

This  report develops a  theory of  what we,   as computer 

scientists,   call  "packet communication".     Current 

understanding of computer communication   justifies only  the 

simplest of  theories, and ours,  while  fragmented and 

tentative,   ii>   appropriately comprehensible and  readily 

applicable. 

BMt_I s_£§s ke t_£siranjiy3ic atit   ? 

To begin with»   a  packet  is not a circuit.    Circuits are  the 

units of allocation  predominant  in traditional  electronic 

communication systems.     When you make a   telephone Cctll,   for 

example,   the telephone sy: tern establishes an electrical   path 

between you and  the  person  you're calling  ty   joining 

available t v/ «^phone  cables —   circuif     --     nd-to-encl.     To 

■ aiiMmi i; 
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complete your "connection", the telephone system's exchanges 

— switching nodes — allocate cable-miles in the form of 

circuits and maintain this allocation for the duration of 

your call.  Thus, in circuit-switching, we say, circuits are 

axlocated to carry connections. 

Packets, like ciicuits, are units of allocation in 

communication systems; unlike circuits, packets have only 

recently become appropriate for electronic communication. 

When you mail a letter, for instance, the mail system moves 

it from post office to post office in various bags and 

bundles — packets — through succesdive way stations, 

repeatedly using the address you specified to route the 

letuer toward its destination.  To deliver your "message", 

post offices — "switching node^" in telephone terminology 

— allocate man-hours and mailbag-miles to the various 

packets in which your letter is contained enroute to its 

intended receiver.  Of course, defending on the sizes of the 

mei^ages being carried, a packet may contain many messages^, 

or only parts of a message, or possibly many parts of many 

messages.  Thus, in packet-switching, we say, packets are 

allocated to carry messages. 

In this report we are concerned with the application of 

packet-switching in digital electronic communication and 

with the impact of this application on tho organisation of 

computing systems.  We are concerned with computers in two 
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ways; first# as components in building electronic packet- 

switching systems, and, second, as the benefactors of the 

communication provided.  When we say "computer 

coinmunication", we indeed mean both (1) communication using 

computers and (2) communication among computers.  Whereas 

"packet communication" was first intended to reter to the 

use ot computers in certain novel organizations of 

communication systems, we have come to apply the phrase more 

generally, namely to include computing technigues peculiarly 

appropriate to the highly communicative environments 

provided by these novel organizations. 

yheJjdyantages.of Packet Switching 

In yxite  circvi it-switching, the making of a connection 

requires a number of distant switching nodes to piece 

together a continuous path from end to end; ard, for the 

life of the connection, its constituent circuits are 

dedicated to carrying a conversation.  For a very short 

conversation, the effort required to set up its connection 

is large in contrast to the number of bits transmitted; for 

a conversation with a substantial fraction of inactive 

periods, the number of useful bits transmitted is small in 

constrast to the number that might have been transmitted 

were the constituent circuits fully utilized.  Circuit- 

switching makes poor use of communic ition facilities w'^en 
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the conversations beinq carried are either short or very 

"bursty". 

In pure packet-switching, on the other hand, the 

communication system does not dedicate circuits to set up 

connections; rather, the messages which form a conversation 

are injected individually at the exact moment of their 

readiness.  Because there is no connection setup to amortize 

over a conversation, short conversations are not seriously 

disadvantaged relative to long ones; : acause a   packet- 

switching system allocates its resources to messages rather 

than conversations, the inactive periods in one conversation 

can be used to support other conversations.  Packet- 

switching makes good use of communications facilities when 

the conversations beinq carried are either short or very 

bursty. 

The principal disadvantage of packet-switching is# of 

course, that each packet — each message in a cc! versation 

— is transmitted with a complete specification of the 

communication desired (e.g., destination- source, size, 

sequence number, priority) .  For long and continuous 

conversations, the repetition of these specifications in 

each packet can be costly; it would be better to use the 

specifications once to set up a connection and to send 

streamlined messages through dedicated circuits. 

—— ^.^^^^_ 
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"Pure"   circuit*switch!^  dnd   "pure"  packet-switching  are 

only tl.'   extreme ends ot  a  spectrum oJ:   system organizations. 

From one end#   with high-speed electronics,   circuit-switching 

can become   much more   tlexiole   than our  description above 

might suggest:   circuit  switching  is often done   very quickly 

by electronic   (rather than human or mechanical)   switching 

systems,  and the multiplexing of circuits  among many 

conversations   is  certainly a  highly  refined  science  <£:SS>. 

From the other end of  tne  spectrum,   to get  some ot  the 

efficiencies of circuit-switching,   packet-switching systems 

can be   compromised to dedicate various  resources to 

connections:   connection-like   structures   are often  built,   into 

or on top of  packet-switching  systems so that  they can 

economically carry either connection or message traffic 

<McKenzie1>. 

Distributed computing systems have generated growing 

pressure for   packet-switching,     computer   "conversations" 

have become   shorter and burstier,   especially witn the spread 

of  so-called  "interactive"  computing.     Circuit-switching 

systems have  been  greatly  improved   toward   jroviding   the 

responsive  communication  require^   by distributed  interact     e 

computing  networks,   but   this  communication  is  probaoly best 

provided hy  packet-switching   systems.     While computers  have 

been  demanding electronic  packet-switching,   they  have also 

been  making  it  possitle. 

i ii im n\mmmm^amammmmmmmtmmmmmämmmm 
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I» the following chapters we draw upon existing packet- 

switching computer communications networks -- most notably 

the ARPA Computer Network — to substantiate our theory of 

packet communication.  For those who are somewhat familiar 

with the history of interactive computer time-sharinq, cur 

use of the ARPA Network in discussing packet communication 

may evoke strong associations; the role of the ARPA Network 

in packet communication is reminiscent of the role of early 

time-sharing systems, CTSS for example, in interactive 

computing <Rofcerts, Roberts2# Samuel>.  In both cases we 

find a strong commitment to dynamic resource allocation; to 

computing resources in CTSS and to communication resources 

in the ARPANET,  And just as the apparent expense of time- 

sharing has long been attacked by the advocates of batch 

processing, so too has the apparent expense of packet- 

switching been attacked by the advocates of circuit- 

switching; in both cases, again, it is the continued decline 

of the cost of computing which has made it possible to 

utilize other resources more effectively, to squander- 

computer cycles and baud miles for some greater good. 

.. -—i..  
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How, to Read ehe.Report 

One can, o!i  course, read this report directly from front to 

back, but a prior knowledge of its tree-like tranchinq 

structure is helpful.  We have already distinguished two 

fundamental modes of eItctronic communication, its two major 

branches: circuit and packet.  The report deals only with 

'. ne packet communication branch.  Under packet 

communication, we distinguish communication using computers 

from communication among computers.  Chapters 2, 3, U, an^ 5 

are devoted to, roughly, the use of computers in 

communication, while chapter 6 examines communication among 

computers.  Under communication using computers, we 

distinguisn between techniques based on point-to-point and 

broadcast communication media, studied in chapters 2 and 3 

and in chapters 4 and 5, respectively.  For ^ach of the two 

nedia considered, we devote a chapter to existing techniques 

and a chapter to analysis.  If the preceding linear 

description of our bifurcate chapter organization is 

confusing, one can, of course, read this report directly 

from front to back. 

Those who are already familiar with "packet communication" 

should read chapters 3, 5, and 6, three chapters in which 

our original contributions are concentrated.  For those who 

wish to go beyond a full reading of the report and its 

instructive appendices, a sizable bibliography has been 
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provided.  The literature surroundinq various subjects to be 

discussed, particularly in the more analytical sections, is 

summarized immediately before the relevant text and then 

referenced where appropriate. 

.11 M-lfiTTli 
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Qli§IJ§<l-!i^e 31 ions 

A number of important questions are opened in the following 

chapters, both in packet communication theory and in the 

closely relaced theory of distributed computing.  Many of 

our own answers suggest new questions; they await actual 

operating environments and careful measurements of loaded 

systems <Cole> for validation. 

For instance, our examination of the behavior of individual 

store-and-forward nodes fails to consider difficult 

questions concerning their interconnection.  Some work has 

been done in this direction using queueing theory 

<Kleinrock# Kleinrock 1, Zeigler> and network flow theory 

<Frank># but we remain dissatisfied (1) with the simplifying 

assumptions often used to obtain clean analytical results 

and (2) with the short-cuts often employed to escape 

prohibitive combinatorics.  What is needed, we are 

convinced, is a readily applicable calculus ot 

communications elements (e.g., circuits, inemorv, processors) 

like that of the network theory of resistors, capacitors, 

and inductors. 

The report touches on the question of fundamentally 

different orqanizaticns of communication, i.e., circuit 

versus packet, sequential versus random-access, and 

centralized versus distributed.  Satellites, ground radio, 

and cable television are only three of the unusual computer 
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communications media with which subsequent theories of the 

organization of communications must deal <Roi:erts2>.  What 

is needed is a theory much like that, missing also from the 

field of transportation.  We will need tc have theories for 

mode selection, mixture,, and^ possibly, hierarchies of 

modes.  We might imagine having an understanding of when a 

person should take a moving sidewalk, to a car, from a bus, 

to a train, through an airport, to a space shuttle. 

Similarly we will need to know whether a packet should go 

over a VLF channel, to a telephone, through a UHF channel, 

to a satellite, over a microwave link, through a laser, to a 

TV station.  Of particular interest will be a theory that 

organizes the use of connection-oriented and message- 

oriented switching techniques at appropriate levels in 

computer communication systems. 

Missing from much of the work in computer communication is a 

consideration of user utility functions and demand 

distributions,.  A critical input to packet size selection, 

for example, is a distribution of user communication 

requirements, i.e., message sizes.  Who kncws what the sizes 

of people-people, computer-computer, or process-process 

communications would be were they not constrained somewhat 

arbitrarily by the communications systems which carry them? 

It is likely that each application will have its own 

performance requirements; a most important problem to be 

solved is that of building general-purpose communications 

"'■ '       .-       ,     .     ^.     .      :  -,. _ 
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systems which benefit from the complementary requirements of 

the various applications to be supported.  It. will be 

important that careful consideration be given to assessment 

of inputs to design^ as well as to design itself. 

The open questions in distributed computing are numerous. 

How should one organize accounting and access control in a 

distributed computer utility <Gruenberger# Saltzer, Kahnl# 

P:i>?  In the ARPA Computer Network, accounting and access 

control are handled (if at all) locally, each service 

computer having to assume the responsibility for protecting 

its resources from intrusion over the network.  It is 

uncertain whether distributed accounting and access control 

systems will require new organizations of computing activity 

<Kahn1>.  It may be that (1) the inherent separateness of 

actors in a distributed environment and (2) the required 

explicitness of their ccoperation will make accounting and 

access control a natural part of distributed computing. 

We need to consider "naming1* in widely distributed computing 

systems.  It was first suggested to us by D. Austin 

Henderson (MIT) that carefully chosen naming conventions — 

a theory of naries — would be needed in dealing with 

program-manipulafcle name spaces öf the size required in 

world-wide computing environments.  Even in the relatively 

small and sparse ARPA Network, name manipulation has already 

become a problem <BhushanU, Bressler, Postell>. 
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To utilize the potential of distributed computing systems we 

will need to develop techniques for managing cooperating 

concurrent processes.  Control structures for programming 

languages <Fisher, Thomas, Prenner> have been advanced, but 

it appears that many basic questions are still unanswered. 

In practice, the development of protocols for remote, 

asynchronous processes has been informal, despite the fact 

that race conditions and deadlocks abound.  The result is 

that existing protocols are a patchvcrk of seemingly 

arbitrary sequencing rules <Postel1>,  Jonat; an B. Postel 

(UCLA) has suggested, and we agree, that some sort of graph 

theoretic (e.g., Petri Net) formalization of ARPANET 

protocols will prove fruitful <Postel2>.  A jeneralization 

of approaches to pj ogram corre-cness will be required for 

use in distributed and highly parallel contexts <Habermann>. 

The ARPA Network has developed the need for formerly 

isolated systems to interface to the outside world.  The 

obstacles to this interface have often been of the kind 

where a simple standard would have made things easy. 

Computer communication will continue to provide pressure for 

standards in computing as the importance of cooperation and 

compatibility grows relative to that of coirp^tition and 

contrariety.  In particular, it is essential that standards 

be developed for terminals, data representation, and file 

organization so that many of the needless incompatibilities 

that artificially partition the population ot computer users 
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can be   rt'^ved  <.bnderson.   Pastel,   Michener,   Crocker3# 

Harsleml,   Ehuthan,   BhushanO. 
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THE ARPANET 

The Advanced Researcn Projects Aqency   (ARPA)   Computer 

Network   (ARPANET)   has been an   important  vehicle  for  studying 

the efficacy of   packet communication techniques,   both in the 

utilization of  digital  data communications  facilities and   in 

the closely  related developrent of  distributed computing 

systems.     To support the analysis of   the next chapter,   wc 

will   briefly  explain what we me^- when we  say:   The ARPANET 

is a  geographically distributed,   message-switching,   store- 

and-forward#  high data  rate,  highly connected,   modular, 

computer communications  network.     Rather  than discussing  the 

ARPANET  in  its  full  generality,  we  focus only on  store-and- 

fo;:ward   packet-switchirg   using  computers  and point-to-point 

communication media. 

Recent  years   have witnessed an accelerating demand  for 

SiOlDputer communications <Erown,   Gruenberger,   Kittner, 

;?arkhill>.     Through communications,   the  organizers of 

computing   systems have   found  new ways of  structuring 

resources   and distributing  services.     Through computers,   the 

organizers  or  communications  systems  have   found  new ways  for 

providing   information flow in   an increasingly   interconnected 

world. 

Consider how communication   '.nfluences computing. 

For example:     ARPA   research  in   the  development  ot  computing 
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resources has led to the construction of the ILLIAOIV and 

the UNICON Laser Memory,  These devices are representative 

of a class of large scale computing facilities which cannot 

easily be justified without a workable plan for providing 

access to large, distributed user populations. 

For another example:  Basic research in the application of 

computing resources has led to undertakings requiring a 

broadly based integration of previously separate people and 

technologies.  For example, ARPA^ success in Automatic 

Programming <Bal2er1# Cheathaml, MAC># Climate Dynamics, and 

Speech^Understanding <Newell> will depend on its success in 

providing for computer-enriched cooperative interaction 

<Licklider> among distributed research teams. 

Now consider how computing influences communication. 

Investigations of computer communications systems have 

progressed slowly for over a decade <Baran# Kleinrocklf 

Marill>,  The technologies which support computing and 

communications have only recently advanced to provide 

performance characteristics near those required for 

effective, interactive computer commnnication.  Sub- 

micros econd processors, memories, and communication 

circuits, at costs far below those five years ago, make it 

possible to consider wide use of computers in communication: 

aiding human operators in routine functions; replacing 

slower and less reliable mechanical switching systems; and 
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extending services in novel applications never before 

possible <ESS# Roberts2>. 

In moving toward a design for a computer comirunications 

system ror the ARPA computer research community, three 

characteristics of the community were influential.  First, 

the ARPA community spans the nation.  Second, the emphasis 

in the ARPA cemmunity is on interactive cumfuting.  And, 

third, tne computing resources in the ARPA community are 

diverge ajid auvoo9mous.  Emphasis on these characteristics 

is essential to a!»/ understanding of why or how the ARPANET 

differs from other computer communications networks <Farber, 

Abramson, Rutledge, Robert£2>.  The basic structure and 

design parameters of the ARPANET are derived from these 

characteristics. 

-' mmeaatm i 
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AKPANLT Descriptors and   Parameters 

The  ARPANIiT  is a geographically distributed computer 

conununicaticn  network with,   currently,  about 6000 miles 

between  its most distant nodes.      (See  Figure  2-1   above.) 

That  it   is   nationally   (it   not globally)   distributed  is 

significant  in fixing the parameters of   its communication 

circuits and  in organizing  its installation  and maintenance 

subsystems. 
\ 

The ARPANET  is  a message-switching  iv.?twork permitting  up  to 

8095  bits per message <Heart>.     It transacts«  not with 

circuits as  in  the  case  of telephones,   but with messages 

(i.e.,   packets)   as  in the case of nu?il <Roterts2>. 

Communicating computers do not dial each other  up through 

the switching  system and have conversations,   digital or 

otherwise;   they  send each other packecs of digital data, 

like  letters  through the  mail.     That the ARPA community 

emphasizes   interactive computing   is  reflected  in the 

ARPAtlEI^s optimized  handling of   interact ion-si zed  messages 

of up to   1000 characters  <Roberts>. 

The ARPANET   is a  store-ano-forward computer  communications 

network with  on  the order of   100,000 bits of  jacket  stordce 

per  switching  node.     Its communications computers  store 

messages until assured of  their  safe arrival at  the  next 

node enroute  to a destination.     These  communications 

computors  are either   (1)   Interface  Message  Prccessots   (IMPS) 

rm-iif inirMi  mm^^m^m^^ 



Paqe   2-6 The  ARPANET 

<BbNia22#   Heart>  or   (2)   Terminal   IMPs   (TIPs)   <Ornstein>. 

That  the ARPANET^  switchinq  nodes   (IMPs)   bavß  between 

100,000   and   200,000  bits   of  memory   (rather   than  1,000,000  or 

100,000,000)   is evidence  that  the ARPANET  places a   premiuin 

on responsiveness —   short message queues   for   low delay 

rather  than  lonq queues   for  high circuit utilization. 

Swishing  nodes of   previous  store-and-forward  networks 

(e.g.,   DCD's AÜTODIN)   were often equipped with mass  memories 

(e.g.,   disks)   where  messages were queued   for minutes,   hours, 

and even  days.     Long-term message storage  is  provided  in the 

ARPANET,  but not by  the   switching  nodes  themselves;   such 

message storage  and  forwarding  is  provided  through  protocols 

and  programs residing in  the   "HOST"  computers   joined by  the 

IMP  Subnet. 

The ARPANET is a relatively   high data  rate  network  with 

circuits carrying,   typically,   50  kilobits  per  second   (Kbps). 

In contrast  to earlier networks  which often  used dial-up 

2400   bps or   «800  bps  telephone circuits,   the ARPANET  uses 

dedicaced  9..6,   30,   and   230.u   Kbps telephone circuits  for the 

responsiveness and   throughput  required of  effective 

interactive use. 

The  ARPANET  is  a  low  delay  network guaranteeing   less  than   .5 

seconds  delay coast-to-coast  <Ftank1,   Heart,   Roberts>. 

Human  interactions of   the  variety normally  supported  by  the 

interactive time-sharing  systems  in  the ARPA community  would 

mim*m 
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be impractical via a communications network with 

transmission delays on the order of minutes^ hours, or days. 

This low delay characteristic of the ARPANET is the result 

of (1) the use of relatively small messages, (2) high data- 

rate circuits, and (3) restricted IMP message storage. 

The ARPANET is a highly connected network with, typically, 2 

or 3 independent paths between nodes.  This minimum two-path 

redundancy offers reliability of access and increased 

throughput <Frank>.  Though "highly" connected (most 

networks are 1-connected) , the ARPANET is not completely 

connected, i.e., not all IMP pairs are directly connected by 

a circuit.  (See Figures 2-1 above and 2-4 below.)  Rather 

the ARPANET is connected so as to provide an economic level 

of communication under loads varying widely in space and 

time.  In contrast to the more familiar loop and star 

network topologies, the ARPANET^ arbitrarily connected, 

store-and-forward communications subnet cffers measured 

reliability and ease of growth over a wide range of network 

sizes <Frank>. 

Finally, the ARPANET is a highly modular computer 

communications network.  Modularity is a necessity for 

ARPANET reliability and manageahdlity.  The ARPANET is 

modular in that the IMP Subnet operates independently of the 

connected computers at ARPA sites <Heait>.  The ARPANET is 

modular in that each of the IMPs and their pioqrams are 
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identical; hardware maintenance and software development are 

both thereby simplified <McKenzie>.  The ARPANET is modular 

in that its communications protocols are strictly layered. 

(See Figures 2-2 and 2-3 below.)  The strict layering 

permits separate teams to work in parallel at many levels of 

development and supports cleanly defined interfaces among 

levels of varied purpose <Crocker>. 
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At the   lowest  level,   the   IMP-IMP protocol  <Heart>  handles 

transmission  error  control,   message   (i.e.,   packet)   traffic 

congestion  control,   and packet routing.     IMPS detect 

transmission errors with a  2U bit checksum  for  each   1000  bit 

packet  and  correct errors using an  acknowledgment- 

retransmission scheme <'Heart>.     The  IMP Subnet  regulates the 

encry cf messages  from HOSTs to control  packet   traffic 

congestion and transmission delays <BBN1822,   Heart, 

McQuillan>.     Packets are  routed through the  IMP Subnet using 

an algorithm which   locally  minimizes transit time  <Frank, 

Frank1>.      IMP-IMP  protocol is  implemented  in  software within 

the  DDP-516/316   IMPS. 

At the next  level up,  a widely  used   "official"   HOST-HOST 

protocol <Carr,  McKenzie1> provides a general purpose 

virtual communications system among  processes on remote 

computer systems.     The  "official"  HOST-HOST protocol  is 

implemented  in Network control Programs   (NCPs)   <Newkirk> 

within  HOST  computers. 

And#   at a   higher  level   still,   numerous  function-oriented 

process-process protocols <crocker>   support specific ARPANET 

applications.     For  example,   the widely  used 

TELecommunications NETwork   (TELNET)   subsystem provides 

console access to  the  many interactive  computer systems  on 

the  ARPANET  <Postel>. 

^^MmmMm 
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I^^KPAN£T_Present_dna_ future 

As of   this   writinq  the  AFPAWET   has  qrown  to over   30   sites 

and  is  well on  its  way toward becominq  sometninq ot   a 

national utility.     There  are  now over   35   HOST  computers  and 

13 TIPb   (i.e,r   Terminal   IMPs)    joined Dy  the  ARPANET   to each 

other  and to  a  qrowinq  corrmunity  of   users  <Ornstein>. 

Tht?  AKPANET  began  when  the  IMP-IMP  and   IMP-HCST  protocols of 

the communications subnet were delivered by  Bolt  Beranek and 

Newman,    Inc.   <EBN1822,   Heart,   McQuillan>   in early   1970.     The 

Ai<PA Network Working Group   (NWG) ,   an assembly of 

representatives of  ARPA  sites,   has  designed  and  implemented 

(1)   a general-purpose HOST-HOST protocol   <carr,   Crocker, 

McKenzies,    (2)   a   "TELNET"   protocol   ^«Sullivan, 

O'Sullivanl,   Postel> to allow ARPANET users  to  log  into  the 

various cooperating  interactive computers on  the  ARPANET, 

(3)   an  ARPANET   file   transfer  protocol   <Bhushan6>,   and   (4)   a 

remote  job service protocol <Bressler2,  White>.     Work is 

continuing  on   (1)   a  graphics  protocol  <Michener>,    (2)   a  data 

computer  protocol  <Datalanguaqfc>,   and   (3)   a  ddta 

reconfiguration  protocol  <Anderson>,   among  others. 

ARPANET  development   has  passed  through   its  initial 

experimentation/construction  pnases   and  is  now   entering  a 

critical new period   in which the   facilitation of   substantive 

use  must be   the  dominant  activity.     There  are many   problems 

to  Le  solved.     Mechanisms  for  assuring   privacy   cjnd  security 

nw---rt^   m 
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are as  yet  unknown,  especially in  the distributed 

communications environment»     The  interconnection of   widely 

differinq  computinq systems will generate  new  pressure  for 

standards.     Techniques tor charginq   and accountinq  in a 

distributed environment will need considerable  stuiy, 

particularly  to make  it  possible for a  ncn-research 

management organization  to make the  ARPANET  a self- 

supporting  operation.     There are many more problems   in the 

distributed computinq environment and its effect on  the 

organization cf computer operating  systems  <Kahn>. 

An important part of  the  APPANE^s  future relates to  its 

smooth  transfer to an operational aqency  fcr  long-term cost- 

recovery management.     Steps are currently being  taken to 

find a   suitable management environment for  the 

communications  facilities  as they  now  stand.     At the   same 

time,   private  companies are seeking  to  provide commercial 

ARPANET-like  service and have  already  filed with the FCC   for 

clarification of  their  regulatory  stati     <PCI>. 

Studies   are now   in progress toward  introducing  new 

communication media  at  the  lowest  levels of  the ARPANET, 

The  University of  Hawaii   is already connected  into  the 

ARPANET  using  a  point-to-point  channel  through a 

synchronous,   earth-orbiting   satellite;   work  continues  toward 

building ARPANET  Satellite   IHPs   (called slMPs)   which   use 

that  same  channel,    in  a   fcroadcrfst  mode,   to  provide   ARPANET 
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service to staticns around the Pacific, from California to 

Alaska, to Hawaii, and possibly to Japan <Abramson3, 

Crowther>.  It is expected that hiqher bandwidth terrestrial 

circuitry will be introduced throughout the ARPANET to 

continue responsive service at increasing levels of use. 

The integration oi other networks is also an important part 

of ARPANET development.  Effort is going into the planning 

of national networks for the united Kingdom, Canada 

<Mani4lng>, and France^ using the ARPANET both as an input to 

design and as a component in a future world-uide computer 

communications network.  Just as important will be the 

development of "smaller" networks to complement ARPANET-like 

facilities in the deliver}» of computer communications 

<Abramson, Farber, Roberts2>. 

In the next chapter, we focus on the IMP Subnet to analyse 

store-and-forward packet communication. The reader whc is 

not already familiar with ARPANET IMPs and HOSTs, can find 

additional background material in Appendices A and B- 

L ■Mäfc—IT"  rinriiini i i     i i^BMfir  n      ^^tti^ll^maim 



Store-and-Forward Communication Paqy   3-1 

x\NALYSIS  OF   STORE-AND-FOR WAP D   PACKET   COMMUNICATION 

In a taxonomy  of computer communication techniques,   we  miqht 

first distinguish  the  two basic modes:     circuit-switcnlnq 

and  packet-switching.     Next,   we  might take packet switching 

techniques   and distinguish those most applicable  to  point- 

to-point media   (e.g.,   telephone circuits   in  the ARPANET) 

from those  most applicable  to broadcast media   (e.g.,   radio, 

to be  discussed  in  ehe  next chapter).     With this  taxonomy  as 

a  context,   we now   look under point-to-point  packet-switching 

to examine  store-and-forward  techniques. 

So-called "store-and-forward"  packet-switching  networks,   as 

exemplified by the ARPANET,   are growing  in  popularity.     The 

theories  behind such networks are still  vague and  poo.ly 

understood.     In tnis chapter we present   a  collection of 

first-order  theories of  store-and-forward  packet 

cor.munication and extract  several   rules of  thumb which may 

prove useful  in network design. 

In   196<*,   Paul  Bar an  and others,   then at  the  RAND 

corporation,   published  an eleven  volume  series  of  technical 

reports  titled  "On  Distributed Communications"   which  marks 

the  beginning  of  modern history for  the   analysis of   stor 

and-forward  computer communications  networks   <Baran>. 

Later,   when  APPA  began  planning what  was  to become   the 

ARPANET,   three   major  areas of   store-and-forward netwurk 

theory   were   identified:    (1)   topoiogical  design,    led   by 

„Maaaa.MMB—-^^.^-^   -        T-^-r ^_^,  ^_^  n MMlfc^Mi 
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Howard  Frank at Network Analybis Corporation,   (2)   system 

modellinq and pertormance measurement,   Leonard  Kleinrock, 

UCLA,  and   (3)   store-and-forward switchinq  node design,   Frank 

E.   Heart and Robert  E,  Kahn,   Bolt Beranek and Newman,   Inc.; 

the development of various theories contributing to the 

ARPANET  is  summarized by  Frank,   Kleinrock,   and Kahn  in 

"Computer  Communication Network Design --  Experience  with 

Theory and  Practice" <Frank1>.     Our work in the analysis of 

store-and-forward packet communication  is most  closely 

related to that of Crowther,   Kahn,  and McQuillan at Bolt 

Beranek and  Newman,   who,   with  their  intimate knowledge of 

the   IMP and the ability   to guide  IMP  development with 

theory,   have produced several  papers which make considerable 

sense cut of   IMP operating statistics <Kahn3,   KahnU, 

McQuillan>, 
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Siimrnary 

A representative  "feedback-correction prctocol"   for 

achievinq  reliable communication over  a noisy channel 

(between store-and-forward packet switching  nodes)   is 

specified.     The  "total  effective  capacity"   of communications 

using  the  feedback-correction protocol  is  calculated. 

Several simple error models are  used  to derive  expressions 

for the  capacity-maximizing  racket size.     A  plot of 

theoretical effective capacity versus packet size shows  that 

APPANET  effective capacity  is  insensitive  to variations of 

packet  size above   1000 bits.     It is  shown  that   "hop-by-hop" 

acknowledging  feedbacK-correction offers  lower  packet 

transfer times than  "end-by-end"   acknowledging  in a   store- 

and-forward network with   non-negligible  retransmission 

probabilities.     An expression for optimal  node spacing  in a 

store-and-forward network is derived.     It  is shown hov- a 

store-and-forward node converts  limited capacity into delay 

and how this store-and-forward delay supports the use of 

message  disassemfcly   in the APPANET.     And#   finally,   distance- 

independence  is  challenged in  its role as  an overriding 

objective  of ARPANET design- 

-^—^—__ 
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Consider the traditional digital communications model: a 

noisy channel connects the sender and receiver of a 

potentially infinite bit stream; how can the sender and 

receiver organize to achieve dependable communication? 

In the literature on communications orroi control we find 

many methods of introducing redundancy into transmitted data 

so that errors can be detected through otserveo 

inconsistency and cojyrected by using redundancy in damaged 

transmissions <Berger, Gorog, Lin, Peterson, Sussman>.  The 

effectiveness of various coding techniques for error control 

depend on the error characteristics of the noisy channel to 

which they are to be applied.  It has been found, in 

particular, that because "burst" errors are typical of 

commonly used communication medici (e.g., telephone 

circuits), the redundancy reguired to detect transmission 

errors is significantly less thej\  that required to correct 

damaged data <.Lin, Mitchell  Peterson, Smith>.  The 

computations required to decide if a transmission is in 

error are typically much less complicated than those 

required to reconstruct it <Smith>, 

When it happens that there is a unidirectional channel from 

sender to receiver, tnere is little choice but to use "open- 

loop" error control techniques jequiring high data 

redundancy and elaborate correction procedures.  When the 
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channel connecting  sender and receiver   is  fci-directional,   it 

is possible to use Mclosed*locpM  error ccntroJ.   techniques, 

using  per-packet  ledundancy  for error detection    nly and 

relying  on  receiver-controlled  retransmission  for  error 

correction  <Kalin#  Lin#   Smith>.     By making data 

reconstruction unnecessary,   "closed-loop"  or "feedback" 

correction allows transmitted data to  be much less  redundant 

and simplifies the computations required fcr error control. 

A particularly simple  family of  feedback-correction 

communication protocols has found application  in 

contemporary computer  communications systems <Abramsonf 

Färber,   Heart,  McQuillan,  Roberts?.)» •     This  family of 

protocols is based  on error-checked packet  transmissions, 

acknowledgments   (ACKs) ,   timfi-outs,  and retransmissions:   a 

sender   generates  a packet of data with sufficient redundancy 

to reduce  the probability of   undetected error to an 

acceptably small number   (e.g.,  one  undetected  incorrect bit 

every ten to the vwelfth transmitted data bits);   the  packet 

is transmitted and  stored  until an error-checked 

acknowledgment of  its  safe arrival  is  returned   from  the 

error-checking  receiver;   if  an error-free  acknowledgment 

fails  to arrive within a given time-out  period,   tbe  sender 

assumes  that  the  transmitted  packet has  been  lost  und 

retransmits  it;  and  so on forever;   the receiver,  upon 

getting a  packet,  checks  to  see   if   it   is  damaged  and,   if 

not,   generates  an  error-checkvd  acknowledgment  packet  to be 
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returned  to  the data sender.     To  guard against  packet 

duplication,  u  typically  trivial  sequencing mechanism  is 

used <McQuillan>,     There  are a number of  variations on  this 

protocol which compose the fairily under  study. 

A  fimple  feedback-correction communicaticn  protocol  is  more 

formally and   succintly specified in  the  accompanying 

flowcharts.     Our  consideration of  a  particularly  simple, 

representative feedback-correction  protocol began during 

informal discussions with Steve Crocker   (ARPA),  Jon  Postel 

(UCLA),  and  later with presentations  by  Pichard Kalin 

(Lincoln Lab,   now at ADR)   <Kalin> and Alex McKenzie   (BBN) 

<Cerf1>. 

For  simplicity,   the   start of   transmission  is assumed  to be 

synchronized and a   single-bit sequencing scheme  is used  fcr 

duplicate suppression.     Error checkirrj  of data  packets and 

ACK packets   is  assumed to offer a   satisfactory  level of 

protection  from  undetected error.     It will   be  instructive to 

step through a   few  scenarios of   the cooperation   between  a 

sender/receiver  pair  under  this simple  protocol.     Study  the 

flowcharts.   Figures  3-1  and  3-2. 
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Feedback-Cori^egtion Scenarios 

First,   let  us   look at a case where everything goes veil. 

The  sender   (in start state  »•zero")   generates a packet with 

appropriate state "/.ero"  sequence  bit and error-check bits. 

The packet   is  transmitted and  the sender goes  into  state 

"zero"   time-out wait.     The packet arrives  at the receiver 

where the error-check procedure declares  the packet  to  be 

correct   (i.e.t   consistent);   it is  immediately acknowledged 

with an error-checked  state "zero'1  ACK packet  from receiver 

to sender.     The  receiver notes that he  is  in state  "zero" 

and that the newly  received  packet  is a  ••zero"  packet   (i.e., 

in sequence) ;   he  includes  the new data  bits as  part of   the 

received data   stream.     The  receiver  then puts himself  into 

state "one"   to await a  state   "one" packet      The sender, 

meanwhile,   has  received an error-free ACK  marked  with  state 

"zero"   and  is  assured that the   pending,   state "zero"   packet 

h_ir  been received  without error.     The  sender  then  moves   into 

3*:ate "one"   and  restarts  the  cycle  by generating  a state 

"one"  packet   from the  data awaiting  transmission. 

Next,   consider what  happens when the  state  "one"   pacKet is 

tound by  the   receiver   to  be danaged   (i.e.,   inconsistent,   in 

error).     The algorithms for  sender   and  receiver  both  require 

than   all  damaged  packets   te discarded and   ignored.     The 

damaged  packet   (probaoly,   but  not   in general  necessarily,  a 

damaged  state   "one"   packet)    takes  the  receiver   out  ot   data 

I IMMi  
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wait and  is discarded.     The  receiver  immediately re-enters 

data wait   looxinq once again  for a state  "one"   packet.     The 

sender,   in time-out wait  looking  for a state "one"  ACK#   (1) 

finally times outf   (2)   retransmits the pending,   state  "one" 

packet,  and   (3)   falls back into  state  "one" time-out wait. 

Eventually,    (1)   a retransirission of  this  state  "one"  packet 

gets  to  the  receiver undamaged,   (2)   the  packet  is 

acknowledged with a  state   "one" ACK,   (3)   the receiver  enters 

state "zero"   in preparation for the next message in 

sequence,   and   (4)   the newly arrived data  is accepted by the 

receiver as  part of   the   transmitted bit stream. 

Next,  consider what happens when the state  "one" ACK is  lost 

or damaged.     If  damaged,   an  ACK will  be discarded and 

thereby  lost.     If the state "one"  ACK  is  lest,   the  sender  in 

state "one"   will fail to  receive the ACK before timing out 

and  thus the   pending  state   "one" data packet will  be 

retransmitted.     Tve receiver,   having sent the  lost state 

"one"  ACK and  now in state  "zero",  gets  the retransmitted 

state  "one"   packet  successfully   (say)   and  sends  a state 

"one" ACK.     The receiver  notices,   however,   that  the  packet 

is out of   sequence   (i.e.,   a "one"   and  not a  "zero"   packet); 

the duplicate   packet is discarded.     The  ACK generated  by 

this duplicate data  packet serves to  satisfy the waiting 

sender   and to  advance the transmission sequence. 

It   a state   "one"  retransmission were  to  son chow  pass  its 
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delinquent state "one" ACK on the wires^ the protocol would 

cause the retransmitted state "one" packet arriving at the 

state "zero" receiver (1) to be acknowledged, (2) to be 

declared a duplicate (i.e., out of sequence)f and (3) to be 

discarded.  The second state "one" ACK, in turn, would 

arrive at a state "zero" sender and would also be discarded 

as a duplicate. 

This simple protocol is intended to exhibit the basic 

properties of a family of error control protocols. There 

are variations on this basic protocol.  By adding a negative 

acknowledgment (NAK) to the protocol in cases where ACK 

times are very uncertain (a ti^e-out is still required), the 

transmission of data can be speeded by reducing the time 

taken by the sender to decide to retransmit a damaged 

packet.  By adding more sequence bits in cases where ACK 

times are very large, more packets can be pending (i.e., on 

the line) and the potential utilization of the channel 

thereby Improved.  Packet reconstruction schemes (i.e., 

erro/ correction) can be superimposed on the feedback- 

correction mechanism to reduce retransmission frequency. 

Some of these variations are a matter of detail and others 

are important.  For our initial analysis of the properties 

of the family of protocols, the above mentioned simple 

representative will be used. 
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Effective  gapacÄtY_and_Delay 

The channel  connecting sender and receiver has a given 

nominal capacity   (bit-rate)   ot  C bits  per  second and a  given 

transmission  delay of d seconds.     How will  the  error 

characteristics of the channel and our  simple feedback- 

correction  protocol  combine   to provide  an  "error-free" 

connection between sender and receiver?    What will the 

"effective capacity"   (bits per second)   and the  "effective 

d€ilay"   (seconds)   of our virtual connection be,   under the 

proposed organization of  channel  use? 

The error  properties of a channel are difficult  to 

characterize  and the probability of   a transmitted  packet 

arriving  in error is undoubtedly a complicated  function of 

time  and packet  length.     Real channels are often  subject to 

a mixture of both random and burst errors <Berger#   Kahn2, 

Lin#   Sussman>.     For  the  simple calculations  at  hand,  we   (1) 

fix the  independent error probability of   a data packet  at 

Lp,   (2)    fix the  independent  error  probability of an 

acknowledgment packet  at Laf   and   (3)   define  L   ("L"  for 

"Loss")   as  the  probability that an acknowledged packet 

transmission will  fail   (i.e.,  will  time out),   where: 

(Eq.   3-1) L  ^   1   -   (1-Lp)*(l-La) (0<L<1| 

A successful, acknowledged transmission requires a 

successful data packet transmission with probability l-Lp 

— . 
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and a successful ACK packet transmission with probability 

1-La.  Lf then, is the probability that rometfting will go 

wrong with either the d^ta packet or the ACK.  L is the 

probability that a retransmission will be required given 

that a transmission is attempted. 

Let k (a random variable) be the number of retransmissions 

required for a successful, acknowledged transmission of a 

data packet under our simple protocol,  The event 

corresponding to k=0 is that in which the first transmission 

of a data packet leads to its successful receipt and timely 

acknowledgment (i.e,, without need for retransmissions) • 

The prol^abiiity of the k^O event is 1-L, by our definition 

of L.  We write Prob(k=0)=(1-L).  The event correspondinq to 

k=l retransmission involves an unsuccessful attempt at an 

ackviowledged data packet transmission, with probability L, 

followed by a successful attempt, with probability 1-L.  The 

vent corresponding to k=1 ^i.e, one retransmission) has 

probability L*(1-L). We write Prob^k-1) =L* (1-L) . For k 

retransmissions, we recognize the geometric distribution: 

x 
(Eq. 3-2) Prob(k=i) = ^  ♦ (i~L) Ck>0) 

The mean number of   retransmissions per   successful 

transmission   is  calculated  in a  straightforward  manner 

leading  to Eqv^tion   3-3: 
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(Eq. 3-3) Mean k = L _ (0<L<1) 

In suinmdry#   if  the  probability of  an  unsuccessful, 

äcknowledqed  jacket transmission  is  I.,   independent  of 

previous  attempts,   then the mean number of  attempted 

transmissions  per successful transmission  is   1^(L/0-'   ). 

How long will  it take  to   successfully transmit  an 

acknowledged packet through the channel  using our simple 

feedback-correction protocol?    For our  calculations,   let   P 

be the  number  of  bits per data packet  and  let A be the 

number of   bits per   acknowledgement packet. 

The mean time  for a successful transmission is now 

calculated  in a   straightforward manner leading to Equation 

3-7. 

First,   we consider   ^he  time  required  for   an   acknowledged 

packet  transfer without  retransmissions.     Time   zero is  taken 

to be   the   time at which the sender  starts  transmission of 

the data  packet.     The  time  taken  by  the  sender  to  transmit  a 

data  packet   is   tVC  seconds  —   P  bits  being  transmitted  at 

the nominal  channel  fcit-rate of C bits  per  second.     The 

sender  ends data   Mcket  transmission  and enters  time-out 

wait at   time   P/C.     P^^ause of   the  channel  transmission  delay 

of  d seconds,   the receiver  begins getting  the data   packet at 

time  d  and  has  tinished   receiving  it  by  <-ime   (P/C)*d.     The 

receiver  takes,   say,   zero  time   to error  check  the packet. 

mam       m —   — T-        . HLUH-JM—M^I - ruatJÜliafttiiiii 
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(This assumption is  not as  restrictive  as   it   looks;   d can  be 

adjusted to  include checksum computation and modem delay 

<Crocker2>.)   Therefore,   the  receiver  beqins  sending t\ a ACK 

packet of  lenqth A bits at time   (P/C)♦d and  finishes 

transmission  at  time   (P/C)♦d^ (A/C).     The  sender begins 

getting  the ACK d seconds  later and has  it  in hand and error 

checked by  time   (P/C) ♦df(A/C) ♦d.     Thus ends a successful 

acknowledged transmission cycle,   so that: 

(Eq.   3-4J Time(k=0)   =   ((P/C) ♦ (2d) ♦ (A/C)) 

But how long %kOuld ai acknowledged packet transfer take if 

there were errors and retransmissions?  If either a data 

packet or AcK were to be damaged and xost, the sender would 

be forced to time out and retransmit, thereby delaying 

successful transfer completion. 

A key quantity is the amount of time that the sender will 

wait before retransmitting -- the time-out, T seconds,  We 

will assume that the sender is what we call an "optimistic" 

sender, i.c a sender who is willing to v^ait (before 

retransmitting) at least.as long as it would ta Ke for an ACK 

to return if all went well.  A "pessimistic" sender might 

retransmit, an unacknowledged (i.e., pending) data packet 

even before an acknowledgment could be expected to arrive« 

Petransmiosion pessimism might be motivated by a very high 

retransmission probability (e.g., L>{\/2])   and/or by a 

desire to utilise an othetwise idle channel <McQuiIlan>. 
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Assurr.inq that the time-out  parameter T   is greater than  the 

acknowledgment time   ((2d)*(A/C))    seconds,   then,  we get that 

the time  required for an error cycle  —  the time  by which an 

error  delays  eventual successful  transmission —   is   (P/C)♦T 

seconds,   so that: 

(Eq.   3-5) Tinr.   Jk~U1)   =   ((P/C) ♦T)   ♦  Time (k=i) (i>0) 

Combining with our expression for Time{k=0)# we get: 

(Eq.   3-6) Time(k=i)   =   ((P/C) ♦ (2d) ♦ (A/C))   ♦   i* ((P/C) ^T) 

Now oy knowing the mean number of retransmissionf? (error 

cycles) required for a successful acknowledged transmission, 

we can calculate the mean time required: 

(Eq. 3-7)     Mean Time = ( (P/C) ♦ (2d) ♦ (A/C)) ♦ _L_* ((P/C) ♦T) 

This mean transmission time can be used as a measure of the 

"effective delay" across the sender/receiver connection; it 

is also important in calculating the effective capacity of 

the "error-free" connection supported by our simple 

protocol.  By "effective capacity" we mean the average 

sustained rate of error-free bit transfer achievable through 

a channel.  Effective capacity is calculated by taking the 

ratio of (1) the number of good data bits transmitted per 

packet, to (2) the mean time of successful, acknowledged 

packet transmiss ion• 

MM 
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We have defined P as the number of bits fer facket# but not 

all the bits in a packet are data bits.  Some packet bits 

ire error control bits (e.q.f checksums), others are 

sequence bits (e.q.# our state sequence tit), and still 

others may be required in more complex communication, 

contexts (e.q,# an APPANET-like switchinq network) for 

routinq and flow control. 

For our purposes, we say that there are S data tits per P 

packet bits and, more specifically, P=B* (H*S) .  II (for 

"Header Overhead" In bits per packet (>0)) is taken as a 

constant, per packet overhead, and E (for "Eit Overhead" in 

bits pe^. cit (>1)) is taken to be a constant, per bit 

overhead factor.  B is usually 1, but we carry it alonq as a 

variable because it extends the model without complicatinq 

cur calculations.  We can now write an expression (usinq Eq. 

3-7) for the effective capacity (in bits per second) of our 

sender/receiver connection: 

(Eq. 3-8)     EFFCAP = 
((F/C)M?d) MA/C)) ♦  L_*((P/C)»T) 

l-L 

Before   movinq  on  to  simplify  this expression,   let  us   examine 

its  structure.     The  numerator  is S   alone  and  we  will  say 

that,   if data bits   are  a  small  fraction of   those  in a   packet 

(i.e.,   if  S  is  relatively  small,   S<<P),   then the effective 

capacity of   our  connection  is overhead  limited.     Lookinq  at 

the denominator,   we  see  that  a  number  of   ttrrrs  iray dominate 
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in the   limitation of  effective capicity.     If   the  nominal 

channel capacity,  C bits  par  second,   is  so  small  as  to make 

the  P/c  and A/C terms  large  in  the denominator,   we   say  that 

our connection bit-rate  is channel capacity  limited.     If   the 

2d term dominates,   then we  say  that effective capacity  is 

delay iimited.     Similarly,  a high  L causes  the 

retransmission term to grow  large making  transmission 

capacity error limited.     Improper  choice of T  in  a  high 

error  environment could make effective capacity  time-out 

Üüited. 

To achieve maximum effective capacity  as calculated above, 

the  sender must have as much data  as he wants.     If  the 

sender  has  only  finite  storage  available to  him,   then he 

must get  additional data   frcm  some  remote  source. 

Therefore,   the sender•s ability to push bits through a 

channel  may be  limited   (further)   by his   inability to supply 

them.     He may   have to wait  for bits  from another sender, 

over   another   feedback-corrected channel,   which  in  turn has a 

limited effective capacity.     In  a situation where the sender 

is  limited  by  his  inability  to  store  queued  data,   we say 

that the effective  capacity  of  the channel  is gueue   storage 

limited.     We do  not  consider  this  effect. 

Tht. receiver  may   not  be able  to dispense with bits quickly 

enough  to  suit the  sender and  may have to discard   (tor   later 

retransmission)   some  correctly   received  packets  for  want  of 

BWifl-iM-^kMli—MjÄl 
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outfer   storage.     We do not consider  such  effects  <Zeigler>. 

Neither  do we consider  the effect of variable  length 

packets-     These  ignored effects  should be  included  in  a  more 

comprehensive theory. 

When the variance of  acknowledgment  return times is  small 

relative  to  the mean,   the   sender can  set  his  time-out  time T 

at the  expected  return time    (or  just above)   with   little 

penalty.     In that  case,   the time  required  for an error cycle 

(i.e.#   fox  a   transmission and  time-out)   is  the  same as  that 

for a  successful data-ACK packet exchange, 

( (P/C) ♦T) = ( (P/C) ♦ (2 d) ♦ (A/C))   seconds. 

If the  acknowledgment  return time has a  high variance,   then 

a   tight  time-cut would  be  less effective,   due to  the 

resulting,   frequently premature  retransmission of  correctly 

received and  acknowledged  packets.     For  the  following 

calculations,   v»e assume that  the variance  is  small  relative 

to the mean. 

Usinc,  the  equality  T= i (2d) ♦ (A/C))   seconds,   we simplify   our 

expression   for  effective  capacity  to: 

(Eq.    i-9) EFBCAP   = S^iJ-Id. =   -S*il-Ll_ 
{(F/C)♦(2d)♦(A/C) F ((P/C)*T) 

3y collecting   terms  with   an  eye  toward  structure,   we  get 
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(Eq, 3-10)    EFFCAP = S ♦ „_1 ♦ (1-L) ♦ C 
P   (U(C*T/P)) 

We now see that our calculation of effective capacity for 

the simple feedback-correction protocol reduces to the 

product of four factors: (1) an overhead factor (S/P?0 (2) a 

MÜtiplexin^ lector (1*(C*T/P)) , (3) an error factor {1-L)# 

and, of course, (4) a pure capacity factor (C)• 

Having an expression for the effective capacity of a simple 

feedback-correction retransmission protocol (Equation 3-10)r 

we now examine two ways of improving the total effective 

capacity (TEC) of communications over the raw channel. 

First, we sketch how the multiplexing factor (M= (1* (C*T/P))) 

leads to a simple revision of the protocol and to a lower 

bound on the number of packet outfers required for high 

total effective capacity.  Second, we introduce three very 

simple transmission-error models to study the dependence of 

total effective capacity en packet size.  We demonstrate how 

total effective capacity might be maximized by some 

judicious choice of packet size. 
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Round-Trip pelay.and,^u|ferinq 

Of   ehe  factors determining effective capacity   (Equation 

3-10) #   the   so-called multiplexing  factor   (M= (!♦ (c*T/P))) 

exhibits the  highest potential for structure-dependent 

improvement.     Examining the  factor more closely,   we   see   that 

the multiplexing factor corresponds to the  number of 

different packets which might usefully be "on the wires" 

(pending)   at once# due  to a non-zero  acknowledgment time. 

C*T  is  the number of bits which could be   ^ansmitted over 

the raw channel while waiting  for an acknowledgment to a 

previous P bits.     M is the number of  different packets  which 

could be pending at  once  and  is a  function only of  the   ratio 

of  the  nuniber of bits which can be  transmitted during an 

acknowledgment time   (C*T)   to the  number of bits  in a  packet 

(?).     Our   expression  tor  etfectivt.  capacity,  above,   is 

reduced by   1/M because  the  simple protocol described 

requires that there be but one pending packet. 

A basic revision of  the simple protocol,   then,   would be  to 

use  at   least M copies of   it  on a  single   raw cnannel.     Such a 

parallel use of   separate  instances of  the simple protocol 

would require   (1)   instance  identification uits  in  packet 

headers and   (2)   sufficient buffer  space at  the   sender  to 

hold at   ifcast  M different  packets.     For  the  current 

examination we  ignore  the details ot   instance 

identification.      (BEN  uses  this  multiple-instance approach 

■   ii ■■i ilia" in MI 
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in  the   ARPANET   IMP  Subnet  <Ce<:f1#   McQuillan>.) 

We assume,   for  a  qiven raw channel with  specified  nosninal 

bit-rate C,   acknowledqment time Tr   and packet size P,  that 

at least  M  =   (1MC*T/P))   parallel  retransmission sequences 

are maintained.     The tptajL effective  cafiacit^   (TEC)   of   the 

raw channel   under this  organization  is  then given by 

Equation 3-10  with  the  multiplexing  factor  removed: 

(Eq.   3-11) TEC  =    (S/P)    ♦   (1-L)    ♦   C (0<L<1) 

Notice  that  the expression for total  effective capacity 

comprises  what we call an efficiency  factor,    (S/P)*{1-L)# 

namely  the   ratio of good  data  bits   (S)   to the mean total 

number  of  bits transmitted  per successful transmission 

{P/(l-L)). 

There  is a trade-off  between  packet overhead and 

cnultiplexing.     It  takes extra  bits in packet headers to 

maintain parallel instances of our  feedback-correction 

protocol.     The number of extra bits  needed   for  instance 

identification  is  the  rounded  up#   logarithm base 2,  of  M. 

The  number  of   multiplexing bits   (i,e,,   instance  identifier 

bits)   is usually  very  small relative  to  the  total number  of 

header bits,   but not always   (e.g.,   in high  speed and  high 

delay satellite communication <Crocker2>). 

MBMlMiim ■ --TfMT---r    ■ i   n mmmmm^mm^um^^mmummmA 
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'   ChanQei^Erro^s^ajod^facket^Size 

Intuitively,  we see that   if  our packet  size  P is large,   then 

(1) the  probability of   packet transmission error  is   large, 

(2) L is near   1#  and   (3)   the  total  effective  capacity of 

transmission  is  reduced significantly  by the   (1-L)   error 

factor.     The channel spends most of   its  time carrying 

damaged packets to the  receiver. 

Recalling  that P=B* (H^S)f  we  see tnat  if  P is small,   then 

(1)   S   is near   0,   and   (2)   most of  the bits transmitted are 

header   bits  which do not contribute  to effective capacity. 

The channel  spends most of  its time  carrying  header   bits. 

It must be,  then,  that there  is  some packet size P which 

maximizeb  total effective capacity.     We  now  introduce  three 

simple models of the error  behavior of   a   raw communications 

channel  to  study the dependence of  total  effective capacity 

on packet size. 

Linear   Error,Model.     We  first assume  that our channel  is a 

binary  symmetric channel  <Lin>   with  transition   probability 

E;   the   probability  of   a  transmitted  bit   being received  in 

error   is   E,   independent  of  all  other  bits.     The  probability 

of  a packet  of  length P  bits  being  in error   (Lp)   is 

therefore: 

P 
(Eq.    3^12) Lp   =   1- (1-E) 
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By assuming   (1)   tnat the approximated probability of a 

packet error   (E*F)   is much less than   1   and   (2)   that 

acknowledgments   (A bits)   are much smaller  than data   packets 

(P uits),   we use Equation  3-12 and the Binomial Theorem to 

get a  linear approximation of  the retransmission probability 

(J>1-{1-La)*(l-Lp)) : 

(Eg.    3-1J) L   =  E*P (0<E»F<O,A«P) 

Substituting  in  Equation  3-11   for P=B*(H*S)   and  for L=E*P# 

we get: 

(Eq.   3-14) TEC(S)   = S ♦ (1-E* ^ (H*S) ) »C        (0<E*P«1) 
B»(H^S)" 

Taking the derivative of TEC(S) with respect to S# setting 

it equal to zero, and substituting for S with P (P=B*(H*S)), 

we get P1, i.e., the packet size which maximizes total 

efective capacity: 

(Eq. 3-15) P« = SQPT (H* P) (O^E*?1«^ 
( E ) (P^BMH^S«)) 

P«   is  supported  from below:   if  P  were  to be  srrwiller  than  F1, 

a   larger  fraction of  the  bits  transmitted would be overhead 

bits.      P1   is supported  from above:   if  p  were  to be   larger 

than P1, a   larger  fraction of   the  bits  transmitted would be 

those of retransmissions of more-likely-to-be damaged 

packets.     This result  is   intuitively appealing.     As  per 

packet  overhead   (11)   goes  to zero,   so too does the packet 

size  which  maximizes effective  capacity   (P1).     As  the error 
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rate <E) goes to zerof P« grows without bound. 

Exponenciaj. Error ModejL,  If we begin by assuming that the 

length of errorless tit sequences on the channel are 

exponentially distributed with mean 1/E tits (i.e.# if we 

again assume a binary syametric channel), then we get the 

exponential ve/zsion of Equation 3-13: 

-E*P 
(Bq. 3-16) L = 1 - e (0<E«1rA«P) 

By substituting our expression for the probability of packet 

error (L) die to exponentially distributed error 

interarriva.. times (Equation 3-16) into our expression for 

total effective capacity (Equation 3-11) and by maximizing 

on packet size   (?) # we get: 

2  2 
(Eq. 3-17)        P« n H*j ♦ SQBT (iLifi- ♦ <H*E) )    (0<E«1) 

2 * ~E (A<<P) 

Note that for relatively low error rates (i.e,f H*B*E«1) 

this result does agree with that of the linear approximation 

(Eq, 3-15)# as expected. 

We have just derived two closed-form expressions giving a 

packet size which maximifes total ef/ective capacity for 

feedback correction with two simple error models.  These 

expressions may prove useful as rules of thumb in 

determining packet size, tut mere importantly, a general 

method for considering errors has been demonstrated. 
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Pareto Error Models  Measurements have shown that a 

truncated Pareto distribution for "inter-error intervals" is 

more descriptive of actual telephone circuits than 

distributions describing a binary symmetric channel <Berger, 

Sussman>.  The truncated Pareto distribution reflects the 

clustering of errors (i.e,# ''burst errors") on telephone 

circuits.  The distribution lea^   ^ '■*  function for the 

probability of packet transmission error (L) which has two 

parameters taking into account, roughly# the mean 

transmission error rate and the clustering of errors.  The 

first we call i  and corresponds to a packet length above 

which the probability of packet error is assumed to be 1. 

The second we call X  and corresponds roughly to a measure of 

error clustering.  The probability of retransmission, taken 

as the probability of packet error as a function of packet 

length, is given by: 

Y 
(Eq. 3-18) L - (P/X) {OSYSl ,Q<P<\flK«P) 

As with the two previous error models, it is a simple matter 

to substitute our expression for L into Equation 3-11 to get 

the dependence of total effective capacity on packet size. 

With the Pareto model, the closed-form scluticn for the 

capacity-maxirrizinq packet size is too complex to be useful 

here, and we therefore fall back on some numerical 

comparisons using ARPANET parameters. 

-mt^t'r    fmam 
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The expr€iSsions for L in ♦he linear  and exponential  models 

have one free  parameter,   E,   the error rate expressed in 

error  bits  per transmitted bit.     Fo^  the ARPANET,   E  is 

reported to  be on the order of   ,00001  <Ornstein>.     In the 

Pareto model,   the expression for L has two   free parameters: 

X#   the  maximum length of  an error-free packet  in bits,   and 

Y,  the  indicator  of error clustering.     Fcr our  very  ro'ngh 

calculations,   we take Y  from some early measurements of 

telephone circuits <Bergerr  Sussman>  to  be   .7  and choose  X 

so that the mean error rate  is E,   above.      (Note that our Y 

corN ^sponds to Sussman*s one minus alpha.) 

From  Equation   3-18 we derive the truncated Pareto 

distribution's probability density function  and calculate 

the mean length of  an inter-error  interval;   this mean J.S 

equated  to   1/E. 

(Eq.   3-19) _JL*X  =   1 (0<y<1) 
Y*1 E 

Substituting   .7  for   Y and   .00001   for   E we get  an X  which 

fits our distribution to the approximated characteristics of 

ARPANET  50   Kbps circuits;   the  maximum  length ot   a  errc-tree 

packet  is  taken   to be   X=243#000  bits. 

It should  be understood  that  th3 error  properties oT 

telephone  circuits  are very  difficult to characterize,  duti 

especially   to  their dependence on  length of  circuit   and  time 

of  day  <Kahr2,   Frctnk1>.     The  parameters chosen  for our 
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examination  are  representative of  those   found   in  the 

literature   <Berqer#   Kahn?,   Ornstein,   Sussman>;   they  serve 

ma   xl\   to establish the  si -»pe  c^  our curves.     The  formulas 

are simple enouqh so that  their applicability can be easily 

judged  for many media. 

We now plot  the  theoretical  total effective capacitv  of 
* 

ARPANET  circuits   as  a  function of  pacKet  size,   using each of 

our three  error  models   (i.e..   Equations   3-13,   3-16,   3-18). 

Additional  parameter values required  for  the evaluation  of 

Equation  3-11   are B,   H,   and C  as defined  immediately before 

Equation   3-8#  above.     For  tKe  ARPANET,   the   fixed per  bit 

overhead  factor   B  is  1    (i.e.,  no  per  bit overhead).     The 

fixed per  packet overhead H   (i.e.,   header)   is approximately 

136   bits   (i.e.,   6  8-bit circuit  control characters,   24  bits 

of cyclic checksum provided by haroware,   and approximately U 

16-bit words  of software control  information).     The  nominal 

bit rate C  is   50,000 bits  per  second   (50  Kbps). 

Note  that  bcth  Equation   3-15  and  Equation  3-17   indicate   that 

we can  expect  total effective  capacity  to  reach   its  maximum 

at  packet   sizes  near  about  J/00   bits.     See  Figure   3-3. 
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Wt have s^own  how   a simple  feedback-correction  protocol 

works tc provide  reliable communication  and  how  bit   rate, 

propagation cu.?ay#   packet overhead,   and transmission errors 

combine to  determine the  effective capacity  of  a channel 

under the  protocol.     We have   shown  that  there is  an 

important choice   to be  made  in selecting  a packet  size  and 

have  demonstrated how * "> calculate the  capacity-maximizing 

packet  size  for threp ^^mcle error  models- 

In an evaluation of  our formulas using parameters 

approximating   those  OL   the ARPANET,   we have  discovered that 

the total  effective  capacity   of circuits  is  insensitive   to 

choices of   packet size over a  wide  range.     It  is  interesting 

that the actual APPANET packet size of   1000   tits  is   at  the 

bottom of the acceptable  range.     We   now turn to consider 

other factors in  the design of  a  store-and-forward packet 

communications system. 

■***fc**»^--^i -    ---...<    ^_-^   ...     . . „^ .   _        .       . „üiiM-^^ÄJ 
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Hop-By-Hop  versus End-gv~Ifod  Acknowledging 

Let  D be some larqe distance between a  prirrary  sender and  a 

primary  rec€>iverf   where   D is expressed  in the number of 

seconds  required  for  a bit to propagate  between  the   sender 

and  receiver  through an uninterrupted circuit.     D  is  so 

large tihat  we are to consider placing  some number  of 

intermediate,   store-and-forward,   feedback-correction nodes 

between the   primary  sender and recei\er.     Let df   as  before, 

be the distance between intermediate nodes  so that  the 

number  of  circuit  hops  used  is D/d- 

A packet originating at the  primary  sender   (i.e.,   the   source 

node)   will need   to travel  over  D/d circuit  hops passing 

through   (D/d)-1   intermediate   store-and-forward nodes  before 

arriving  at  the primary  receiver   (i.e.,   the destination 

node). 

The  question   is whether it would  be  better  to propagate  a 

packet  by acknowledging  its  successful  transfer  hop-by-bop 

Oi.   end-by-end:   should  intermediate store-ard-forward   nodes 

use  a   feedback-correction  protocol  across  each circuit hop 

or  should  they  simply  forward   packets  tor  end-to-end 

feedback correction? 

Using   Equation   3-7  with T= ((2d) ♦ (A/C)) #   we  get  that:   the  mean 

time  tor  .JH  acknowledged  one-hop packet   transter   is 

((P/C) ♦id^ (A/C))/ (1-L)   seconds.     There  ate  D/d   hops   so   that 

—'-"■'■ iMMil 
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the mean time for a Luccejcful end-to-end hop-by-hop 

acknowledqed packet transfer is: 

(Eq. 3-20)    Mean Time --- ip/d^J^/CI*2diiA/ClL    (0<L<'1) 
(T-L) 

The time  required tot a  packet-ACK end-to-end round trip  is 

(D/d) ♦( (?/C) ♦2d^ (A/C))   seconds.     Assuming,   as bero-e,   that 

L*«Lp  and that the probability of a  successful end-to-end 

packet  transfer  is   1-L to the   D/d power,   and therefore that 

L=Lp,  the mean time  for a   successful  end-by-end acknowledged 

packet transfer   is: 

(Eq.   3-21) Mean Time   =   (D/d) *HP/C\ *2d+ (A/C) ) 
Ic/d) (0<L<1) 

(1-L) 

Comparing Equations 20 and 21,   ~e see that  hop-by-hop 

acknowledging  is  superior to end-by-end  acknowledging; 

(1-L) ♦♦(D/d)   is generally  smaller  than   (1-L).     Hop-by-hop 

acknowledging  is  the  obvious choice when  the  retransmission 

probability  L  is   large or when many hops are  required   with 

any non-negligible  L. 

The ARPANET  uses  hop-by-hop acknowledging.     Taking   ,00001   as 

the probability of  an ARPANET  circuit  bit error <Ornstein> 

and   1000  as  tS«f  number  of  bits  per  packet,   we arrive  at a 

pessimistic  valus  for L   (ignoring error  clustering)   of   1%, 

If w».   also  maK€  the  rather  pessimistic  assumption that   a 

packet  typically  makes   10  hops  from  source   to destination 

(the    iui>ber   is closer  to  5) ,   then   Equations   20  and  21   tell 

^^•^^— iiTr iimimm\ 
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us that  the  use of  hop-by-hop dcknowledqing  huys only a   9% 

reduction of.   mean end-to-end  transfer   time.     Measurements 

have  been  made which do show that,   on a   10 00   mile   50 Ktps 

circuit,   L  can go as high as   .1   for  long  periods  <Frank1>. 

Taking   this  L and  the  pessimistic   10-nop  assumption,  we 

calculate  from Equations  20  and  21   that  the use of  hop-by- 

hop acknowledging buys   a 57%  reduction  of  mean end-tc-enr* 

transfer time.     Experience with the ARPANET  has  shown that, 

when a  circuit is working at all,   its error  rates  put  L well 

below   1% and  make our 9% an  upper bound on the savings  due 

to hop-by-hop  acknowledging 

Consider what  using end-uy-end acknowledging  might mean  to 

our use ol   memory in a   store-and-forward i»?twork.     Because 

intermedic te  nodes would  not have  to store packets   after 

forwarding,   their  memory   requirements might  be   reduced. 

Because  the   primary  senders  would  have to  store   pending 

packets  for at  least one   ^oundtrip  time  through thx  network, 

their   memory   requirements  might  be   increased.     It can be 

otroagiy argued  that, memory  at  the "ends"   of  a   network,   in 

its KOGTs,   is  much cheapttr  than   that  scattered  among   it;* 

switcning  nodes.     Similarly,   it  can  be  argued   that 

retransmission  in  the  special-purpose  switching   node?  of   a 

network,   in  its  IMPs,   is   mu^h  cheaper   than   that   which  can   he 

provided   in   its   general-purpose   HOSTS.      A   question   remains. 

Another  question  which  this  analysis  raises   is  whether   the 

m—am imimiiiiii 
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complication  trought to  the  store-and-forward subnet with 

nop-by-hop acknowledginq  is  justified by  the resulting 

performance  improvement.     As   indicated,   this question is 

hard to  answer   for  the ARPANET,   especially without the 

relevant dcita/   but  one  could  imagine  networks  in wnich the 

choice   between  hop-by-hop and end-by-end acknowledging  is 

clearer;   we  note   that work done,  quite  independently,   by the 

Network Analysis corporation  raises  similar question  for the 

APPA Packet  Radio Network to be discussed  in the next 

chapter  <NAC1>, 

-i»—      ■■. .-*   MIMIMI 
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S *:Qre-and-Forwa^d^^ode_ Spacing 

It has   been   found that the error  properties of  ARPANET 

telephone circuits vary with circuit  length.     Long-haul 

circuits have  measureably higher error rates than  do  short- 

naul  circuits  <Frank1r   Kahn2>.     We ask  the  general quebtior. 

of   whether   there exists  some spacing of   store-and-forward 

feedback-correction nodes which optimizes  the  flow of 

packets over  noisy communication  paths.     For a   simple 

distance-dependent exponential error model,  we   show  that an 

optimal  inter-node distance does exist.     Applying our result 

to  vhe  ARPANET,  we  find  that factors other  than  circuit 

error  properties   (e.g.,   cost,   delay)   must dominate  in IMP 

placement. 

Assuming  the  use  of a  hop-by-hop  acknowledgment scheme   in a 

presumably   error   prone  and/or very   large  store-and-forward 

network,   we    lave  Equation  3-20  for  mean  packet  transfer 

time,   where   L  is  the  probability of   a  packet  error   in one 

hop.      For  reasons  of  tractability,   we  adopt a   simple 

exponential  error  model   involving  a  constant  per  hop  term  U 

and a  distance-dependent  term d*F: 

-(UM'd*F)) 
(Eq.    3-22) L   -   1-e 

U  and  F   might be   functions ot t   say,   packet   size   and  time  of 

day  <Frank1>;   d   is  taken  to be  the  aistance   .. n   seconds 

between   stote-and-torward  nodes.     Substituting   for   L  in 

MM* 
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Equation  3-20 accordinq   to Equation   3-22#   differentiating 

witn respect  to d#   setting equal  to  zero,   and solving   tor  d 

(all   using  MACSYMA via the ARPANET   <Metcalfe8f   Wang>) #   vie 

get  an  expression  for the  internode distance   (in seconds) 

which minimizes  the  mean   transfer  time  across  an  arbitrary 

number  of   store-and-forward  nodes: 

(Eq.   3-23) d»   =   SCRT^P ) (A«P) 
(2C*F) ((F*(P/C))«1) 

Using very crude data on the performance of ARPANET 50 Kbps 

circuits <Frank1># we obtain a fit to the exponential error 

model in :>quation 3-22 with a U of .033 and an F of .004. 

While believing the data  to be  inaccurate   (on the 

pessimistic side  <Ornstein>)   and the  model  tc be overly 

simplistic,   we evaluate   Equation   3-23  for  the ARPANET to 

discover that  the   inter-node distance which  minimizes  the 

effect   of  transmission errors on transmission delay  is 

almost   300#000  miles.     This  result  supports  the belief  that 

distance-dependent error  properties of  APPA  circuits  can  be 

neglected and  leads  us to agree  that other  factors must be 

dominant in IMP placement <Frank1>.     One  could  imagine 

networks  in which this   Cor perhaps  some more exact) 

tormulation would  fee useful. 

-    -      — ^tri    r 
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store-and-FQi:v»ard peXay and  Packet size 

It is   important   in communications amonj   interactive 

computers   (e,g,#   in the  ARPANET)   that transmission delay be 

low.     The  maximization of effective   capacity does  not  always 

lead to  a minimization  cf transfer delay.     Choices of   packet 

size  in a  store-and-forward network,   in particular,   trade- 

off effective capacity against delay. 

In a  raw circuit,   propagation delay and  tit rate are 

independent;   delay   is  a function of circuit  length,   and bit 

rate  is a  function of  transmission bandwidth.     When a   store- 

and-forward  node   interrupts a circuit  between a sender  and 

receiver,   the transmission of  bits  from  sender  to receiver 

is then subject  tc a  packet time6s worth of delay,   P/C 

seconds,  which we  term   "store-and-forward delay".     Store- 

and-forward  delay   is  caused  by  a  node^  rcguirement  that  it 

completely  receive and   store  a packet  before  forwarding  it. 

Note  that  store-and-forward  delay  is  introduced even when a 

node^  packet   handling  tiire   (e.g.,   for  error checking  and 

routing)   is  zero. 

When packet size approaches one  nit,   store-and-forward  delay 

becomes  negligible,   approaching one  bit   tirre.     When  packet 

size grows  very  large,   store-and-forward  delay  grows 

linearly with  it.     Because packet  time   (P/C)   is  related 

inversely  to  the   raw channel's  bit  Leite,   we  say  tha:   a 
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store-and-forward  node  converts   limited  capacity   (i.e.,   bit 

rate)   into  delay. 

As seen   in   Equation   3-20r   if  there  is  more  than one   store- 

and- forward  node between a  sender  and receiver,   then each of 

them contributes at  least a  packet time's  delay,   P/c 

seconds,   to the total  packet transfer tiire. 

As packet  length  increases  from zero,   the effective capacity 

and delay  increase   together.     In  this region of  low packet 

size,  we buy  increases in effective  capacity with  increases 

in delay.     The more delay we are willing  tc  tolerate,   the 

higher  the  effective capacity available.     After a  certain 

point   (e.g.,   that given  in  Equation   3—15),   increases   in 

packet  length  increase delay  and  decrease effective 

capacity. 

In an interactive  network,   the requirement of  low delay 

restricts  the   length of   packets carrying  interartive 

traffic.      In the ARPANET,   the  packet   size  of   1000  bits  is at 

the  low end of  the  range of  packet  sizes which  produce 

acceptable  effective capacity   (see  Figure  3-3). 

As an aside,   we  note  that  the  interdependence of  capacity 

and delay   is   fundamental  to packet communication.     Here,   we 

find   that  intermediate  store-and-forward  packet-switching 

nodes convert  limited  capacity  into delay;   in  Appendices A 

and  B we  find  that  the   flew control  required   in  networks of 
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computers converts delay into limited capacity. 
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Mgss.gflg, Pis assemtly 

Based on the preceding,   it  is  reasonable to expect  that 

packet communications systems of  d   cferent  characteristics 

and applications will require dil -   packet  sizes.     Wt 

ask whether it  is also  reasonable   10 expect data  passing 

across an  interface between different systems to be 

repackaged,   i.e«,   to be repacketted,   so  that  their  passage 

tajrOuCjtt A>otü systems wi^i  *^e  G^.t-iciGnt«     Hxiiii message 

disassembly  in the ARPANET as an example  and with tools 

developed in  preceding  sections,  we briefly develop some of 

the  issues   in   impedance matching at communications system 

interfaces. 

As discussed earlier,  ARPANET  HOSTS  deal  with   (up to)   8095 

bi     messages  across their errcr-free,   10 0  Kbps  IMP-HOST 

interfaces.     These messages are disassembled producing  up to 

8  packets of about   1000 bits each,   by the  IMPs,   for 

transmission over noisy,   50  Kbps  telephone circuits<. 

Packets of  a single  HOST  nressagc are  reassembled at their 

destination  IMP  for transmision out of  the IMP  system into 

the destination HOST. 

We find  it  useful to view the   IMP Subnet  as one packet 

co..uunication system comprising  IMPs and  telephone circuits, 

and each of   the  HOSTS as another  packet  communication  system 

comprising   processes and   HOST-specific  communication  paths. 

The   IMP-HOST   hardware   interface,   with associated  IMP-HOST 
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protocol  at  each endr   is yet another packet communication 

system with parameters all its own.     The  introduction of 

Satellite  IMPs  into the  ARPANET with their very long delay 

••circuits"   (2 50 milliseconds)   <Abramson4> constitutes yet 

another packet communication system. 

We  now ask why the  IMPS do message  disassembly.     Why 

disassemble an 809^  bit HOST message into  8   IMP packets  of 

about   1000  bits  each? 

Store-apd^forward delay>       The most compelling reason for 

disassembly in the ARPANET is the dependence of  store-and- 

forward delay on packet size.     A P=8000  Lit packet,   moving 

over 0=50  Kbps circuit,   would  be delayed a  minimum of 

{P/C)-.16  seconds  per store-and-forward node.     A packet 

going cross-country  through the ARPANET will   typically 

encounter  more  than  5  IMPs,  giving  a minimum cross-country 

transit   delay   for  ar  8000  bit  packet of  about  .8  seconds. 

Even  this minimum transit delav  would exceed that reguired 

for console  interaction across the  country  <Roberts>.     And 

this  minimum transit delay would not take  into  account   (1) 

the time required  for  packet queueing  inside  IMPs,   (2)   the 

effect  of   retransmission,   or   (i)   the  likelihood ot   10-hop 

transit  times. 

A   1000   bit  packet   is delayed  a minimum of   ,02 seconds  per 

IMP,   giving  a  minimum cross-country   transit delay   (tor   5 

IMPs again)   of   .1   second.     With   the   1000  bit  packets,   the   .S 
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oecond cross-country  transit  time   specification   <Roberts>  is 

met;   actual  measurements  put  the  typical  transit  time unier 

•2 seconds   <Frank1>, 

Looking  at   Figure   3-3,   we see  that  8000  bit  packets are  well 

beyond   the   size  which  maximizes theoretical  total  eftective 

capacity   (i.e.,   3 700  bits)   and  that   1000  bit  packets  support 

ief       /jan,   but only  slightly  less  than,   rraximum  total 

eff.   tive capacity. 

Therefore,   one concludes,  message disassembly  is  essential 

for supporting  interactive communication. 

This  conclusion  ignores  the  fact,   as does  cur  preceding 

analysis,   that  the  APPANE'Hs interactive traffic  is 

characterized by  packets of  well  under   10^0  tits-     The 

proposition that   interactive traffic  should  encounter  low 

delays and   that  sustained  volume  traffic can  tolerate higher 

delays  may  undermine  reasoning  for ARPANET  message 

disassembly   <McC'Jillan>.     Having a  QOQQ  bit  rraximum  size   for 

packets,   say,  and  no disassemblyf   wc jld   improve  the 

throughput characteristics of   volume  traffic while only 

slightly   increasing  the delay  of   interactive  traf fit,. 

Parallei   packet  propaq^icn.     There  are  multiple  paths 

between  nodes   in  the ARPANET.     Disassemo^y  makes   it   possible 

tor  ^n     C0Ö  bit  message   to  use  these  multiple paths   in 

parctll?!.      Packets   from a  single  message  can  propagate 
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through  different paths.     The effective capacity of   the 

ARPANET between  various nodes often  exceeds  chat over  any 

one circuit. 

If  HOSTs were  w: "^ .ing  to  assume more responsibility   for 

their communicatioi.  ,  however«   they could use 4 000  bit   (or 

1000  bit)   messages and their  own sequencing schemes  to 

derive   any   benefits   from  parallel packet  propagation. 

Fixed-length buffey a^lctcation.     For reasons of   speed and 

efficiency,   the  IMPL   maintain   fixed  length  packet buffers. 

Because HOST messages may vary  in  size between  32  and  8 095 

bits,   a packet size  of  9095  bits would  require  a  fixed 

cuffer  size of  8095  bits.     A  high  frequency of   small  packets 

would  result  in  veiy  poor  utilization of   IMP storage. 

Assuming  that  HOST message  sizes  are uniformly  distributed 

between   1   and  N=8095  bits  and  asouminq that a  packet header 

is of   fixed  length  H=136  bits,   then,   it  can be   shown 

<Frank1>  that   the  fixed  packet  buffer  size which makes   test 

use of   TMP  memory  is about  P^IOOO   bits,   according to: 

(Eq.    3-2U) Pk    =   SQF<T(H*N) 

The distribution of HOST message sizes is not known, 

especially sinc^ ARPANET use has been lov» and limited 

attilicially to interactive traffic.  Neither is it known 

whether 8095 bits is a suitable message size tot   HOSTs 

<Robert^>.  Still, 1WP buffer storage ib scarce and i* * 
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utilization  is an important consideration;   but  then   1000-tit 

(and not  4000-bit)   messaqe-packets  might be  preferred. 

jacket  size  and gueaeing  delay.     It   is  temptinq  to  suggest 

that  the   IMP packet  size  be  larger  than   1000 bits   (say a000 

bits)   to improve effective capacity  and to  eliminate 

disassembly  by reducing   traximum  HOST message size to that of 

an   IMP packet.     The  rationale might be  that  • -wll  packets 

typical of   interactive  traffic will  experience small store- 

and-forward delays and that l^rge packets wi^   experience 

large  store-and-forward  delays,   by  v cf  their   size 

(P/C).     However,   the  queueing  of   packet,   xn   IMPs  results   in 

long  packets  interfering  with   short ones.      Even   if  short 

packets  were  given  priority   in modem queues,   a   short  packet 

would  stiT1  have to wait   for a  long  packet already  in 

transmission.     A scheme  whereby short packets pre-empt   long 

packets  might  promise to  eliminate even completion delays, 

but  then  the  effective capacity  of  circuits  would  be  reduced 

by  the  presence  of   pre-empted,   incomplete,   and  therefore 

discarded long packets. 

^assembly,    "ckrup  an ^ IMP  buffer  allocation.     11 *  most 

ccwpelling   arguments  against   IMP   message  disassembly   relate 

to  the  additional complexity  required  in  the   IMP program to 

deal  with difficulties  of  message  reassembly.     The  most 

famous   bug   in  tht-  initial   implementation  of   the  IMP  Subnet 

is  the   "reassembly   lock-up problem*'   <Frank1,   HcQuilian>, 
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The deadlock-prone activity  of collecting  undiscardable 

packets  in a  finite   pool of buffers  for  reassembly   has   been 

reorganized  in more recent version of   the IMP program 

<McQuillan>. 

The general  strategy adopted  in  recent  versions  of  the   IMP 

calls  for  the  pre-allocation of   8  buffers  in  a  destination 

IMP for  a multi-packet message.     When a  .nulti-packet message 

begins  to arrive at  an IMP  from one  of   its HOSTs,   the   IMP- 

HOST  interface  involved   is hung  until  it  can  be  confirmed 

that  8   buffers  have teen  allocated at the destination IMP. 

The confirmation   is  obtained via a control  packet exchange 

between  the   source  and destination   IMPS.     If  two multi- 

packet  messages  between  the   same  pair of   IMPs   follow  closely 

enough together«   the allocaticn confirmation  is  skipped 

because  the destination  IMP automatically  reallocates  the 

same   8   buffers  to the same source  IMP   for a  certain  short 

period of  time.     This  strategy  may   indeed   prevent   reassembly 

lock-up as claimed,   but at a  cost. 

While  a   multi-packet  message   waits   for   its   buffer   allocation 

to  oe  contirmed,   the   IMP-HOST   interface  at  the   sending  HOST 

is blocked  and all  outgoing   traffic   (including   interactive 

traffic)    is  delayed   accordingly.     While   a  multi-packet 

message   is   winding   its  way  through  the   IMP  Subnet,   H  packet 

buffers  sit   idle     ,  the destination  IMP. 
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It  is  premature  to conclude  that  the  new  strategy used to 

make message reassembly work  is  less effective  than a 

strategy without  message disassembly  at  all;   as   XMPs  and 

circuits become  faster and  store-and-forward delay   lower, 

the conclusion will  tecome more  attractive. 
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Distance Independence 

The APPANET  is  tuiit so that,   to  its  users,  distance doesn^t 

matter.     Accountinq  is  performed on  the  number of  packets 

transmitted by  a  HOSTf   independent  of  destination,   and,   as 

we have  just seen,   tasic  parameters of  the communications 

subnet are  derived  from the  principle that  even the  most 

distant  interactions should experience  negligible delay, 

Aftet all,   the  very purpose of communicaticn  is  to make 

distance  less of an obstacle.     But,   from what we've  learned, 

distance-independence  as  an inviolate  principle  has  serious 

implications on design. 

To make  the  distance-dependent component of  delay  negligibly 

small   in  a  store-and-forward   network,   throughput,   or  what we 

call   "capacity",   must  be  sacrificed  and,   to  minimize   this 

sacrifice,   the complexity of   the  subnet   significantly 

increased;   evidence,   message disassembly. 

A certain  greater  degree  of  distance-dependence   seems 

inescapable.      Packets  winding   their  way   from one  end  to 

another  ot   a   national   utility network will,   in  their   travels 

from   IMP to   IMP,   use  much  more  of   the  network's  resources 

than  pacKets goinq   only a  hop or   two.      It  will   prove 

economically   unsound   to bill  out  the   aggregate  use of 

processor   cycles,   buffer   seconds,   and  baud   miles  on  a   simple 

^ur-packet   basis  vhen  the   use  of   these   resources   is   so 

directly  dependent   on   packet   mil^s. 
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Although this is not the place to extol the virtues ot 

marqina1-cost pricing, we must quickly point out that an 

anomalous distance-dependence, in the form of seconds delay 

(rather than dollars)# has already started the ARPANET 

toward more economical use of its resources.  The University 

of Hawaii is 250 milliseconds from its nearest neighbor on 

the ARPANET (via satellite) which puts it v.ell over a half 

second from its most distant neighbors.  The delay between 

Hawaii and California is still down in the range where the 

use of interactive computers through the ARPANET'S TELNET is 

tolerable; the delay to Bostcn computers, however, is just 

large enough to make TELNET use intolerable.  Hawaii is 

working (with others) to design and build a TELNET-like 

system which does a Letter job of managing echoing so as x.o 

irinimize i,he effects of transmission delay on conversational 

computing; this system, at the same time, promises to reduce 

the amount of packet traffic necessary tc support a computer 

terminal user <Davidson>. 

Distance-independence is more a characteristic of broadcast 

communication; if, tor example, we can send a packet up to a 

satellite repeater, then the cost ci delivering that packet 

back down to a ground station is independent of where that 

station is over a range of many thousands cf miles. 

We now turn our attention, in the Jtollovinq two chapters, to 

tne orqamzation of communicdtion systems based on broadcast 
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media.  W** find that broadcast: systems complement point-to- 

point systems in at least two important ways; broadcast 

networks provide us with more economical organizations of 

,^ry long distance transmission, using satellite radio, and 

of very short distance mobile transmission, using ground 

radio. 
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PACKET   PADIC   NETWORKS 

Radio is  a  broadcast medium;   a radio transmitter generates 

signals  which can be detected over  a wide  area  by  any  number 

of radio receivers.     As one might expect,   the applicatxvj.i of 

packet  communication techniques  to radio has  led  to  novel 

system organizations of a kind different  from those of 

point-to-point transmission meajii.     Indeed,   packet 

communication opens  up a  spectrum of broadcast  system 

organizations. 

Summary 

In this  chapter we briefly described  thiee  related  packet 

radio systems:   one   that works,  one being  built,   and one 

ueinq  planned.     The  purpose of  our description   is  tc 

summarize a recent  history of  developments  in  packiT   radio 

and  to  motivate  interest  in  solutions  to packet radio 

problems.      In the next chapter,  we move from this 

description to theories  about  system behavior. 

The  ALOHA Network  is a   terminal-computer   packet   radio  system 

in operation at  the   University of   Hawaii.     Many  so-called 

"ALOHA techniques"   in  packet communication  have come  from 

the  experience  of  Hawaii^ historically  important  packet 

radio  network  <Abra nson,   Kuo>. 

The  ARPANET  satellite  System will  Foon  expand   the  ARPANET'S 

storesnd-tcruard   IMP   system   to   include   the  utilization  of 
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the broadcast capabilities of earth-orbiting satellite radio 

repeaters.  Work on the satellite system has contributed 

significantly to the develcpirent of so-called "advanced 

ALOHA techniques" in packet communication <Abramson6, 

Binderl, Crowther, Metcalfe9r Roberts3# PotertsU>. 

The ARPA Packet Radio Network is based on hand-held personal 

terminals whose communications evolved from the ALOHA 

concept; planning is now in progress toward building a 

prototype system <NAC, Roberts2>.  The very large numbers of 

inexpensive and highly mcb.rle terminals envisioned for such 

a system offer an advance in our ability to deliver 

computing. 
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IM ^LOHA  Network 

The  ALOHA Network <Abramson>   AbramsoaU   Kuo>  is a  packet 

radio terminal-computer communications system in operation 

at the   University of   Hawaii.     The  ALOHA  Network  is   important 

in that  aspects of  its design will  find applications in  the 

utilization of   satellite   links,  cable TV#  multi-drop 

broadcast cable  <Masori>#   and other communications media. 

The ALOHA System has been assigned  two  100   KHz radio 

channels  in the UHF  band,   each of which  now operates at  24 

kilobits per  second   (Kbpsj •     The channels are used  for 

communication between an  IBM 360/65   and  a number of 

terminals  scattered  among the  Hawaiian  Islands.     A 

communications  conputer   (a  HP   2115A)    -it  the  36 0/65   receives 

data  packets  from  the  population of   terminals over  one  UHF 

channel;   it  transmits acknowledgments   and  data  packets   back 

out to  tnose terminals  over the  second UHF  channel.     Each  of 

the  terminals   is equipped with a   UHF  transceiver and 

assorted  logic  for   (1)   preparing  terminal-input  packets   for 

radio transmission,    (2)   receiving  acknowledgments  of 

successful   packet   transmission,    (3)   retransmitting data 

packets  if   need be,   and   (U)   receiving data   for  presentation 

as terminal  output   (S';e   Figure  4-1) , 

The  transmission  of   data   from  the  central   computer   facility 

outward to   the  computer   terminals  is  a   relotiv^iy  simple 

tirst-come   tiist-served,   sequential  process.     Kessaq^s 



Page 4-4 Packet Radio Networks 

marked for transmission are queued by the central computer 

and are transmitted one after the other.  Each terminal 

receives all transmissions, but is constructed so as to 

discard messages not addressed to it.  Outward going 

messages require retransmission infrequently, only when they 

are damaged by random noise in the radio channel. 
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The coordination of the transmissions of data from the 

widely distrifcutei terminals in toward the central facility 

is the •'random-access" or broadcast communications problem. 

The traditional solutions tc this problem call for some sort 

of "orthoqcnal" multiplexing technique (i.e.# in time or 

frequency) whereby each terminal is assigned a dedicated 

slice of i-he channjl coing from it to the central facility. 

When transmitting, a terminal is limited according to that 

fraction of the channel assigned to it, and, wh^n not 

transmitting, a terminal wastes that fraction.  Thus, in 

cases where the peak Dandwidth requirement of a terminal is 

large relative to the mean, either the terminal's 

performance is significantly reduced by its small share of 

the channel or a large fraction of the channel is wasted 

between terminal bursts^ 

The multiplexing scnene adopted for the ALCHA System is 

intended to overcome the deficiencies of orthogonal 

multiplexing under burst usage.  The original unemhellished 

ALOHA multiplexing scneme is a kind of "asynchronous time- 

division multiplexing" (ATCM) <Chu, Pack> which we call the 

"classical ALOHA system".  The ALuHA or "random access" 

system compares favorably with other ATOM Ryst^mc:,. namely 

the Polling and Loop systems <Höyes>- 

Under the ALOHA system, terminals prepare input data packets 

and transmit them at will tor reception ty the central 
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station.  A qiven data packet may fail to arrive safely at 

the central station due to transmission errors caused (1) by 

random noise errors and/or (2) by interference with packets 

transmitted simultaneously from other terminals.  A 32 bit 

cyclic checksum is used by the central facility to detect 

transmission errors of either kind so that damaged packets 

can be discarded.  If a terminal fails to receive an 

acknowledgment for a pending data packet within some time- 

out period, the terminal retransmits the packet tc try again 

for successful transmission.  Note that the retransmission 

time-out period must be different f:rom terminal to terminal 

or time to time so that interfering transmissions will not 

repeat their collisions ad infiniturc.  The ALOHA Network 

uses randomized retransmission intervals <Hayes>. 

Under the classical ALOHA system, texminal transmissions are 

completely unsynchronized and occupy no fixed portion of the 

channel.  When a terminal requires a ßurst of the channel 

during its peak activity, it takes it, at the risk of some 

small delay due to packtt collision and retransmission. 

When a terminal is idle, it uses none of the channel, 

leaving the full channel bandwidth for other terminals.  The 

extent to which this ALOHA scheme is effective goes directly 

with the "burstiness*1 of terminal transmissions.  As the 

ALOHA cnannel gets full, i.e., as the mean aggregate tit- 

rate reaches 1/2 channel capacity, inteiterence aroonq 

packets in the ALOHA channel causes total throughout to 

I  ■■■Ml ■   I 
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approach its maximum value of 18% channel capacity 

<Abramson# Abramson1>.  In various studies of the ALOHA 

system, detailed models have led to more accurate analyses 

of performance and to practical techniques for improving the 

behavior of ALOHA-fcased systems. 

Slotting,  A simple technique, slotting, leads to a system 

known as "slotted M^OKA" wherein packet transmissions are 

made to fall into slots defined by the ticking of some 

global clock.  Under such a scheme, packets still collide, 

but less often due to the fact that slotting tends to 

isolate packets across slot boundaries.  Slotting has the 

effect of doubling the maximum possible throughput of an 

ALOHA channel <Roberts3>«  Slotting is achieved simply by 

having terminals hold off the start of packet transmission 

until the end of a packet from the central transmitter.  The 

proolem of getting effective slot synchronization grows with 

the range of the transceivers involved, i.e., with the 

propagation delays which can lead to slots much larger than 

the packets they contain. 

Single Frequency.  Considerations of frequency conservation 

a-id terminal simplicity have generated interest in single- 

frequency ALOHA systems.  In such a system, packets to and 

from the central receiver are interleaved or, possibly, the 

central receiver disappears yielding a tetminal-terminal 

communication system.  In the case of multiple central 
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receivers,   the  sinqle frequency system has  tne  advantage 

that   a mobile terminal can wander   in and out of  the  range  of 

various  transceivers without changing  its  transmission 

frequency  and possifcly  benefitting   from  multiple  paths to 

its destination <NAC>. 

Capture^    A  feature   of  radio receivers  is  that  they  can get 

multiple transmissions at their  antenna  and  still ca^ure 

only  one  if   its  power  is  sufficiently stronger  than these of 

the interfering transmissions.     This capture effect can 

benefit the performance of an ALOHA  system in that packet 

collisions  need not be  fatal  to all of the packets 

concerned.     The capture effect  has been  studied  in trying   tc 

determine   tc what extent modulation  techniques  which exhibit 

"good capf are*1 should be  favored over modulation  techniques 

with,   for example,   high bit  rates or  long  range <Roberts3>. 

Caj^iei-Sense^     If a  terminal   could determine whether  some 

other  terminal   (presumably   farther  from  the central 

receiver)   has committed   to  send  a  packet   in the very  next 

slot,   then  that  terminal could abstain   from transmitting  so 

as to  avoid collision.     Such a  determination would  help 

everyone.     It  turns out  that a  radio  receiver   can  detect  the 

preser.ee of   a transmission within a  few bits and  therefore 

it appears  possible   to  ise  this   "carrier   sense"  technique  to 

further   reduce   the  collision  rate   in   an   ALOHA  channel 

<Abramso::6>.     We notice  that carrier   sense   techniques   ]rve 
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priority to distant terminals while makinq everyone bettex 

off; carrier sense might also be used to  compensate for the 

priority qiven nearer terminals by the capture effect. 

Retransmission Control.  Wien two or more packets collide in 

an ALOHA channel» the terminals involved must determine when 

to retransmit.  The retransmission interval must be randomly 

determined to avoid repeated packet collisions ad infinitum. 

As studied in the following chapter, the choice of a 

retransmission mechanism is critical in determining the 

performance of the ALOHA c'iannel under varying load.  It has 

been shown that performar.ee under light loads trades off 

against performance und'ir heavy loads in a system with a 

simple, fixed retransrission interval generator.  By 

controlling the retransmission Interval generator as a 

function of channel utilization, an ALOHA system can be made 

to perform viel! over a wide range of system loads (even into 

saturation) <Metcalfe9>. 

—-"--i i 
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The ARPANET Satellite Systeir 

With  recent   qrowth of the ARPANET has come  an  interest  in 

earth-orbitinq  satellite   radio repeaters   for economy of 

lonq-ranqe diqital communication,  espscl'lly for crossinq 

the  Pacific  and Atlantic Oceans.     It  is already a   routine 

matter  to acquire a   "voice circuit"  from  Hawaii to 

California which«   while fcehavinq  lixe a  normal  telephone 

circuit in all other ways#  is provided via COMSAT satellite 

and   imposes a  propaqation delay on the order of   250 

milliseconds  <Abramscn4>.     However,   a satellite  radio 

repeater  is  a broadcast device whose  potential   is far from 

realized in a   point-to-point mode of operation.     The 

satellite  link between Hawaii  and  California  could  be used 

by any  number  of  qround  stations  in China,   Japan,  Alaska, 

Hawaii,  California and moving   points   in  the Pacific 

<Abramson3#   Abramson4#   AbramsonS,   Abramson7>. 

Toward makinq  full use  of  broadcast  satellite 

communications,   ARPA  is well  into a   project  to build 

satellite   IfcPs   (SIMPs)    tor  the  ARPANET,   using  communication 

techniques derived  from  those  of   the  ALOHA System Oinderl, 

Crowther,   Rob€rts4>.     Considerable  proqress  has been  made  in 

developinq   and analyzinq  ALOHA-based  schemes  tor multiple 

qround  station coordination ot   broadcast satellite 

communio'tion   (see   Fiqure  U-2)   <Kleinrock3>. 

rtMllirr 
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The  ALOHA techniques  beinc   studied  for  application  by 

satellite  ground stations depart   froir the  "classical ALOHA 

system"   because   (1)   there   is no central   receiver to 

coordinate terminal behavior,   (2)   all ground stations 

transmit on one  frequency  and receive on another,    (3)   the 

delay from  packet  transmission to packet receipt is on the 

order of  many packet times rather  than negligibly  small 

fractions of a pacRet time,   C4*)   the  number of ground 

stations   (corresponding to terminals  in the classical ALOHA 

system)   is  to be  in the  tens rather than hundreds or 

thousands,   and   (5)   each of the ground  stations v/ili generate 

traffic  for  the satellite system at »   rate conjiderably more 

uniform than that of a  terminal  with a single  human user. 

At present,   there are at least thr?e proposals   being 

considered  fot   use by SIMPs.     It   is   likely  that many more 

such proposals  will  be  generated  before  implementation 

begins and   that the  scheme chosen will draw on many of  those 

offered.     The three  current  proposals emphasize  the  need   to 

reduce  the   nunber of  packet collisions  in  the satellite 

channc:!   as   channel traffic becomes heavy and  therefore  more 

uniform on a  per-ground-station  basis. 

d^serv^^^ÜlAJ.OHA^     The   Reservation-ALOHA  scneme  proposed  by 

the  future   impiementers  of  the  SIMP  at BBN,   introduces  the 

notion  of  a   "frame" containing   a  satellite  round-trip timf^s 

worth or   racket  slots.     Any  q?ven ground  station determines 

fUtfJSij'f, iu&M.j siSKä 
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the ,,teservation,* of slots in the current frame based on 

observations of the previous frame.  Slots which a 

particular ground station successfully used in the previous 

frame are reserved for it tr use again.  Slots used by other 

ground stations in the previous frame are off limits-  Slots 

in which no successful transmissions occurred in the 

previous frame are up for grabs, are ALOHA slots.  The 

Reservation-ALOHA scheme promises nearly full channel 

utilization under heavy loads and is simple.  The scheme 

does very well with the component of constant traffic from 

any given ground station while suffering romewhat under 

varying# bursty loads <Crowther>. 

Interleaved Reservation-AIOHA.  The Interleaved Peservation- 

ALOHA scheme, proposed by Roberts of ARPA, introduces a 

controlled partitioning of the satellite channel into an 

ALOHA portion and a reservation portion.  As a ground 

station accumulates packets due to arrivals, collisions, and 

random noise, it announces through the chcnnel its 

reguirement for a reservation of an appropriate nuwber of 

slots (up to a limit) and, based on a knowledge of previous 

announcements by other ground stations, it determines 

unambiguously which future slots are thereby reserved for 

its transmissions.  As traffic increases, the fraction of 

ALOHA slots decreases allowing nearly full channel 

utilization.  Because reservations are blocked,, overhead d\>, 

to a ground station's need to turn its transmitter on and 

irir i ii"""""  ■ •■ J"  Afe 
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off can be amortized over a number of packets.  The scheme 

is oniy slightly more complex than the Reservation-ALOHA 

scheme in tnat ii: requires ground stations to keep an 

accounting of reservations across many slots and to maintain 

the dynamically changing partition between ALOHA and 

reserved slots <Robejttb4>. 

Priority^Reservatj.9o-AI.QHA« The most recent scheme for 

coordinating satellite ground stations, from Binder at the 

university of Hawaii, adds a priority scheme to the frame 

mechanism so that slot conflicts can be resolved within two 

frame times, requiring at most one retransmission per 

packet.  Some slots are said to be owned and a slot's owner 

is guaranteed access within two frames by requiring that 

conflicts in an owned slot be resolved in the next frame by 

requiring non-owning ground stations to desist. 

Beyond ownership, slots are assigned, as in the Reservation- 

ALOHA system, according to recent traffic levels, but with a 

globally known priority.  The priority assignment permits 

ground stations to straightforwardly resolve conflicts in 

one frame for the next frame.  This ownership-priority 

schem  equires considerably more bookkeeping than either of 

the previous schemes.  We await analysis of its performance 

<Binder1>. 

. ■. ■ .»■■■■i- - - 
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Iiie_ Han d- ijleid^£g£s gijal^T er mi na 1 

At the   197 2  SJCC,   Roberts  proposed a design  for a   hand-heId 

personal terminal which combined  recent   advances of  our 

änderstandinq of ALOHA packet conwranication and electronics 

miniaturization  to deliver a  long-awaited and sliqhtly 

»ipdated  Dick Tracy wrist  radio.     Since then,   ARPA has 

organized a  packet  radio project to  advance that  design 

toward  an operational system.     While  it  is difficult to 

estif/ate the  impact  of  such an advance  in computer 

convijoication,   we believe   that of  all  the packet  radio 

network*'♦   this  has the highest potential  for  revolutionizing 

ooth communication and computing  <Roberts2>. 

Applicaticas,     Current thinking on the subject   places   a w\de 

variety of   *,tGrminal^M   (possibly)   moving  through grids of 

radio repeatei/transceivers   spread  around the world.     One 

such terminal night be a  wrist-mounted computer-transceiver 

offering a wide variety  of   inquiry and communication 

services to  its wandering  Owner;   another terminal might  be a 

weather  or   seismic  monitor  parachuted   into a  dense   forest; 

yet another might be a  hand-held  voice  transceiver   like a 

walkie-talkie;  another might  be  an onboard  air  traffic 

control  computer  exchanging  packets  with an FAA control 

center   about   its  position;   still  another  might be a   lap-held 

computer used  by children in  their  homrs  as  a super-toy 

<Papert>#   able   to access  lesson  materials,   libraries,   and 

 =-  ,^^r^.      1     I     ■   MttllM.   I I 



Packet Radio Networks Page  4-17 

teachers as desired;  and   so on. 

Design Considerations*     Little is known  a.x>ut how to 

o^qanize such a packet  radio system.     So far only the 

broadest of   systen". organization questions h:\ve been 

considered  <NAC>, 

Transceiver Size and Ranqe.    Careful consideration must be 

qiven to the  trade-offs on  transceiver size and range. 

Pocket-held.   hand-held#   lap-held,   table-held,   and truck-held 

packet  radio terminals each will place different constraints 

on transceiver  ranqe and  therefore on grid spacing.     The 

variance  in terminal characteristics may  be  such as  to 

require multiple,   overlappinq  packet  radio  systems oased  on 

ar>a cover and application,   but the hope  isr   as  in the case 

of the ARPANET,   that a  fairly -^neral  purpose network can be 

built  to  fill needs over  a wide  range.     There are,   of 

course,   many economies   in having multiple applications  share 

the  same  packet commuuications facilities. 

Stations.     In  moving   toward a design  for  such a  general 

purpose system,   thought  must be given to the  placement of 

packet  radio  stations   (corresponding  roughly to the central 

receiver   in  the classical  ALOHA  system).     Stations  will 

control  the   interfacing of  the packet  radic  terminal  system 

to service   facilities.     Such  facilities  might   include 

systems   for  private   terminal-terminal  communication,   tor 

data  oase   inquiry   and updating,   tor direct  access  to qor^ral 
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purpose computing systems, or# as envisioned tor the ARPA 

prototype, for interconnection with another communication 

system like the AKPANET, 

Repeaters.  Stations will need to be sized according to the 

anticipated terminal population to be serviced.  Due to 

variations in population density, the geographical area to 

be serviced by a station will vary.  To compensate for such 

traffic density induced range variations, something called a 

"packet radio repeater" may be required in relatively sparse 

areas.  The need for such repeaters adds a new kind of 

complexity to considerations of system organization <Frank2, 

NAC1>. 

Single Frequency.  For transceiver simplicity, mobility, 

multipath reJiabilitv, and frequency utilization, it seems 

desirable to have a single frequency system.  A single 

frequency transceiver could move freely amidst a repeater 

grid, constantly in the range of several repeaters or 

stations.  Neighboring stations, which might otherwise offer 

disjoint service to au area on different frequencies, could 

cooperate to pool theii traffic vn utilizaticn of the same 

frequency while improving reliability through redundancy. 

Routing and Multipath.  With multiple repeaters and 

stations, the routing ot packets to their intended 

destinations becomes non-trivial.  That packets may reach a 

destination by several paths makes it necessary to provide 

nmV"'--!-    ^-        ,-. i ■ta<.Mr«anu^J-.vi=JjB^-3» . 
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for duplicate suppression^  With a forest of repeaters with 

overlapping ranges, it becomes necessary to prevent unstable 

reqenexative packet duplication (see Figure 4-3). 

-_-   ._..     __« rm^mmtoiTMmmn „_Ä1-^^_ r iirnwr... 



Page   4-2 0 Packet  kaciio  Networks 
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Conclusion 

The qeneral   impact  of computers on communication   (as 

embodied  in  what  we call   packet communication)   is the 

introduction of  a high degree of  variability.     This  impact 

is clearly  seen  in the manner  in which ALOHA  techniques have 

reduced  the  synchronization required to make multiplexing 

systems  work.     Now that  low-synchrony communication  is 

possible,   nany communication applications  which are 

basically asynchronous can be  better  supported.    As 

suggested  in the  preceding survey of  packet radio networks, 

a synchrony  spectrum in channel multiplexing  is now 

available   (see Figure  U-U). 

This breakthrough in our organization of communications  need 

not oe  restricted to radio,   nor even to broadcast media.     In 

the past,   broadcast  media have beer,  used  for  point-to-point 

communication with considerable  success,   e.g.,  COMSAT voice 

channels.     It  is not too far-fetched to   suggest that,   for 

certain  applications,   point-to-point media  might be 

effectively  used under an essentially  broadcast organization 

(see  Figure 4-S)   <Mason>. 

In  the  next chapter,   we   turn   to detailed  analysis  of 

techniques   coming directly  from  the  "classical   ALOHA 

syotein".     These techniques  promise  to  find btoad application 

in broadcast  '.acket communication. 

-irimniiiirn 



Page   4-2 2 Packet  ;<cuiio  Networks 

V) 

en 

UJ 

Z 
o 
cr 
x 
u 
z 
>- 
CO 

o 

a: cc 
O   X 

CO 

• 

"CLASSICAL" ALOHA 

SLOTTED   ALOHA 

RESERVATION ALOHA 

PRIORITY RESERVATION ALOHA 

INTERLEAVED RESERVAT ON ALOHA 

FIRST -COME       FIRST-SERVED 

TIME-DIVISION   MULTIPLEXING 

FREQUENCY- DIVISION  MULTIPLEXING 

FIGURE   4-4    SYNCHRONY   SPECTRUM  OF MULTIPLEXING 
TECHNIQUES 

mmtummammi ■        .i    inmm 



Packet  Radio Networks Page   ^-23 

POINT-TO-POINT BROADCAST 
MEDIA MEDIA 

l 
1 

TJ 

PUBLIC TELEPHONE AUTOMOBILE RADIO 

O
lN

T
- 

O
R

G
A

 

LASER COMSAT SATELLITE -S 
VOICE   CIRCUITS MO   1 

^ 1 

|  MICROWAVf- MICROWAVE 

P
O

IN
T

 
^TIO

N
 

l  CABLE   TELEVISION COMMERCIAL RADIO §0, 
AND TELEVISION 

R
O

A
D

C
A

S
T

 
G

A
N

IZ
A

T
IO

N
 

IRVINE LOOP NET ARPANET SATELUTE 
SYSTEM 

ALOHA  MULTI-DROP 
CABLE 

ALOHA PACKET RADIO 

FIGURE  4-5   BROADCAST / POINT-TO-POINT 
MFOIA 'ORGANIZATION 



broadcast Communication Page 5-1 

ANALYSIS CF BFOADCA3T PACKtl COMMUNICATION 

The following analysis begins with a careful reconsideration 

of Abramson^s early model of the classical ALOHA system 

<Abramson> and leads to the discovery o: the importa ice of 

ALOHA retransirxssion control in maintaining stable 

performance und^r varying system load.  The analysis is 

intended to apply to oroadcast ccmmunication systems in 

general, not only to ALOHA packet  radio.  The presentation 

is somewhat descriptive of the history of our thinking about 

ALOHA systems and attempts to retell tht sorting out of 

issues and refinement of analysis. 

With nis first# simple model of the "classical ALOHA 

system"# Abramson derived the "ALOHA Result" linking channel 

throughput and traffic; his analysis, reproduced in the 

first part of this chapter, assumes Poisson packet arrivals 

and omits the details of randomized retransmission 

<Abramson1>,  Our reconsideration of Abramsorrs model, in 

the second part of this chapter, (1) introduces a tinite- 

source model of packet arrivals to better account for the 

behavior of interactive terminal users in a ioided system, 

12)   considers the effect of exponentially distributing 

retransmission intervals, and (3) extends the analyses to 

octain the distrioution of us^r block times (i.e., 

transmission delays), particaiarly the mean and variance. 

^-^^^mtrniiA mi ir-T -. -      . ...-.-  .  r-in 
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In recent:  work ty Hayes and Sherman,   the delay 

characteristics of the ALOHA  system are compared with those 

of two ether />TDM techniques,   namely the  Polling and Loop 

systems <Hayes>«     B*.,»  again,   they model  packet arrivals 

with  a  Poicson process;   the same  is  true of  Pac^s 

consideration of ATDM using general results  from his 

analysis of an M/D/1  queueing   system <Pack>- 

wcherts discovered  that a   ••slottea"  ALOHA channel  could 

support twice the throughput of an unslotted channel 

<Rooerts3>;   in  the  latter half of  this chapter we develop a 

discrete-tirr-e  model  of  a  slotted  /^LOHA system   once again 

cringing  into account user blocking  and randemized 

retransmission,  deriving  the  block  time mean and variance, 

and then,  additionally,  discovering   "retransmission control" 

as a technique  for  achieving acceptable  Performance and 

stability over a  wide  range  of  system loads,  even well  into 

saturation  <Metcalfe9>.     Where our  ana?.y3is  considers 

exponentially  and geometrically distributed  retranamissio?) 

intervals.   Binder,   in  subsequent analysis,  derive** results 

lor the uniform distribution  <Binder>.     Where our  analysis 

studies  an   ALOHA system  in  steady  state,   very  recent work by 

Lu uses f'rst  order  homogeneous linear difference equations 

to get a dynamic description of   ALOHA system state  <Lu>J 

     -       ~ - 
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TllT«ÄLQHA-.Besuit Revisited 

We present   a sketch of Afcramson1s analysis  <Abramson# 

Abramsonl>  of   the  ALOHA ATDM multiplexinq  scheme described 

in the  previous chapter. 

Assume the packets  sent by terminals  are  all   P  fc. ts   in 

length  and let the nominal bit-rate of  the  radio channel be 

C bits  per  second.     The duration of   a packet on the channel 

is therefore  P/C  seconds   (Abramson^   "tau*).     Each of the N 

active users  generates  new  packets of  date   independently at 

Poisson rate   1/T  packets  per second   (Abramson^s   "lambda")• 

Ihe channel  sees an aggregate,  new packet  arrival process 

with  Poisson rate N/T packets  per  seconi.     Each  packet 

requires P/C channel seconds;   therefore,   we compute   the 

channel  throughput,  analogous  to the utilization   (rho)   of 

the  Erlang  queuing model  <D3:ake,  Saaty>,   as   (N*P)/(C*T) 

channel  seconds  per  second.     The total number of   packets 

being  transmitted  per  second  is  some  unknown channel 

traffic,   R.      R  is  greater tbün N/T  because each  pdeket gives 

rise  to  some  uncertain  number of   retransmissions. 

Assuminc  that  the aggregate  process  ot  packet  trcinsmissions 

is Poisson  with  rate  R  packets per  second,   we calculate the 

probability  L  that   a transmitted  packet  will  be   Lost due   to 

a  packet collision,   i.e.,   that  a   (re)transmitted packet  will 

require   retransmission.      A given  packet,   beginning   its 

transmission   at   time t,   will  not   be   interfered   v^ith   if    i rid 

mmmtmmsm i ■ -TTI ■ iMM—a^aaa^MI 
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only if no other packet transmissions beqin in the interval 

trom t-(P/C) to tMP/C),  Because the arrival process is 

Poisson, the probability that a packet will not experience a 

collision is therefore equal to the probability of no packet 

transmission starts for a period of 2P/C seconds*  For a 

Poisson arrival process vdth mean rate R, the probability of 

no arrivals in 2P/C seconds (integrating the density 

function for t from 2P/C tr infinity) is given by 

exp(-2R*P/C)•  Thus L# the probability of a collision, is 

given by: 

-2R*P/C 
(i:q. 5-1) L = 1-e {0<L<1) 

With R#   the channel  traffic#   äs  the steady-state mean number 

of transmissions  per second,  R*L  is the  number  of 

retransmissions  per  second.     In ^bramson*s basic  steady- 

state equation,   R is given as   the  sum or:  the numkor  of 

retransmissions  per  second   (P*L)   and the  number of  new 

transmissions per second: 

(Eq.    5-2) R  =   K/T  ♦   \i*t (0<L<1) 

Multiplying by P/C, substituting for L, and simplifying, we 

get an expression linking normalized channel throughput 

((N*P>/CC*T)) and normalized channel traffic (R*P/C) , the 

ALOHA Result: 
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-2R*P/C 
(Eq. 5-3) N*P = R*P ♦ e 

C*T    C 

The ALOHA Result indicates Uiat the maximum notmaiized 

throughput ((N*P)/( (C*T)) supported by the ALOHA channel is 

1/2e channel seconds per second# corresponding to a traffic 

R equal to C/2P transmissions per second, a resulting 

probability of successful transmission 1-L equal to 1/ef omu 

a number of users N (max): 

(Eq. 5-4) N(max) = £*L 
2e*P 

No steadv-state exists for N above N(max).  In physical 

tormsf the ALCHA Result suggests that a surplus of usersf 

above N (max)# will cause the system to become unstable in a 

regenerative bur t of retransmissions. 

It is now straightforward, using parameters given us by 

Abramson for the ALOHA System in operation at the University 

of Hawaii, to evaluate N (max).  C xb 2U Kb[s.  T, the mean 

user "think" time, is 60 seconds.  P, the packet size in 

Dits, is the sun< of (1) the number of bits required for 

receiver synchronization, 112 bits (   4.67 milliseconds), 

(2) 32 header tits for identification and control, (3) 16 

bits for header checksum, (U) 6U0 bits of data, and (S) 16 

bi\ri   for data checksum, a total of 616 bits, corresponding 

to a P/c, a "tau", of 34 milliseconds.  N (max) works out to 

be about 32U user terminals <Abramson>. 

■ ■ —*...II ..—   ^-jmrnrVai i 



Page D-C Broadccxst Communication 

That the maximum throughput of the UHF channel is 1/2e, 18%# 

is not totally discouraqinq when we consider that the volume 

of output from a computer system is typically an order of: 

magnitude hiqher thaa its input.  The sequential output- 

return channel will saturate before the random-access input 

channel <Roberts2>. 
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Xbg-.^LQHjL Result, Reconsidered 

We now  examine Abramson1s analysis of  the ALOHA system,   not 

to quibble  over the  various  simplifying  assumptions of 

Poissonness  and  independence^  but rather  to make what we 

consider necessary  structural changes.     We   introduce 

questionable  simplifying  assumptions of our own#  tut hope 

that the development  thereby expedited will  fce worth the 

possible damage to our credibility. 

We contend that one would not want an ALOHA  system to 

function as  implied by the preceding mathematical model. 

The arrival of  the  325th  user to his ALOHA terminal  should 

somehow riQij^JM^AAethe  straw that breaks the camels back. 

would not be desirable that  324 previo.*-V y happy   ALOHA 

users be caused  to  lose  service  in  an  uncontrolled 

regenerative burst of retransmissions touched off either by 

the 325th   user or,  equivalently,   a number of   fast  typists. 

We also contend  that one  would not expect  an  ALOHA system to 

function as  implied  by the preceding mathemai-.ical model. 

ALOHA  users are  presumably involved  in  an   interaction  and 

would not  continue  typing  blindly  ahead   (generating   new 

packets)   without  some   results com!na  back.     It   can  probably 

be assumed   that an  ALOHA  terminal  contains   tuffer  space   for 

only  one or  two  outgoing   packets.      It  a   packet  has 

difficulty getting  successfully  received at   the central 

facility,   the   terminal  will   soon   have   its   luffeis   filled  and 

—■- iii —-.,..., „...>  
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be required to wlockw its keyboard,  we question the notion 

of modelinq a user es  an unquenchable Poisson source of 

service requests (e.q.# packets) and suggest that this 

portion of Abtamson^s model be reconsidered first as v/e 

attempt to advance the analysis«  Such an "infinite 

population" model is only appropriate for systems with 

subsaturation loads in which service delays have little 

effect oa packet generation. 

Time-sharing systems, and ALOHA systems alike, will continue 

to experience extreme peak loads; we must therefore require 

them to degrad« smoothly when saturated.  We claim that it 

is important to consider the behavior of an ALOHA system 

when it is loaded heavily, therefore to consider a "finite 

population" model of uror behavior, and, furthermore, to 

look closely at system stability in saturation. 

Recall that in the preceding analysis no distinction is made 

between the rate of a user^s transmission requests and the 

rate of packet retransmission by his teririnal.  No mention 

is made of the terminal retransmission rate in any of the 

preceding calculations. 

Let 1/T be the useris rate of new packet generation in JIAS 

own virtual time (time untlccked) and let 1/G be the 

terminal*« rite of packet retransmission while blocked; a 

"blocked" terminal or u?f.r is waitinq for an acknowledgement 

of successful receipt or his current, pending input packet. 
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Assume that  the amount   jf time a  usar stays untlocked is 

exponentially  distributed with mean T. 

While a  user   is blocked,   his terminal retransmits packets at 

mean rate   1/G  transmissions per second.     Recall that the 

retransmission time should be random  so as to avoid  repeated 

retransmission collisions.     Assume that retransmission 

intervals  are exponentially distributed with mean G.     Keep K 

as the total number of active users   (unblocked or blocked) 

and  let Q be  the average   number of  b.ocked users-     The 

aggregate  transmission process is  then approximately Poisson 

with mean  rate R=Q/G transmissions  fer   second. 

Note  that  our   :aking the  channel traffic R  to be Q/G 

involves what we call  the   "no immediate traismissions" 

assumption«     We assume  that when a packet  is  generated at  a 

terminal,   the terminal siirply   joins  the  retransmission 

process as   if   it has  just failed  to transmit  its  newly 

readied packet;   the terminal does not attempt an immediate 

transmission as one  might expect,   but waits  one  randomly 

selected  retransirission  interval.     This  assumption 

dramatically  reduces the  complexity of  the analysis required 

to  revise  Abramso^s  results.     Were  wv:  to  assume that  a 

terminal attempts an immediate  transmission  with the 

generation  ot   a  new  packet,   then,   in  the  following analysis, 

we would have to carry   R  as   (Q/G)♦<(N-Q)/I),   to account  for 

retransmissiuns and   new  transmissions  separately.     We   have 

KsmmtmmummmmmmmmMä mom  wMlirimMMi 111 
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tound  that  as  long as T is much greater  than G,   the 

assumption we  make   leads  \:o answers  which  approximate those 

of the  more complex  analysis.     In cases where one ir.ight  like 

to accommodate very  large  numbers of   users ^   pushing the  L ad 

well into saturation, G must be large,   as we shall soon see. 

In such  cases,   the difference between a  "no  immediate 

transmissions"  model and  an  "immediate  transmissions"  system 

will be   significant;  the   followirKj analysis will  not apply. 

Abramso^s calculation of   the   probability of unsuccessful 

transmission,   L,  needs only a  slight correction   for our 

model.     Given that  one of the blocked terminals attempts a 

transmission,   the rate of.   possibly   interfering  packet 

arrivals is not P=Q/G as Abramsor^s resul - would  indicate, 

but rather   iQ-1)/G,  because there  are now only  0-1  terminals 

in a  position to transmit.     With this correction to 

Abramson's  result  given  xn Eguation  5-1,   we  get 

L=1~exp (-2* ((Q-1)/G5»P/C),  for Q greater or  equal to   1. 

The  steady-state equation wtich  produces our   revision of the 

ALOHA Result  is  based on the assumption  that,   in  steady 

state,   the  rate  at   which unblockeri  users become  blocked, 

i.e.,   the  rate at which new packets  are generated   ((N-Q)/T), 

is equal to the  rate at which blocked users  become 

tmm\ i 
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unblocked,   i.e.,     the rate at which packets are  successfully 

transmitted   (B*<1-L|): 

G c 
(Bq.   5-5) UzQ  = 2  ♦   e (1<Q<N) 

T G 

ks  in the original ALOHA model, the traftic# R-Q/G,   which 

supports maximum throughput is C/2P transmissions per 

second; we derive this result by maximizing tte  right side 

of Equation 5-5 witn respect to 0.  Noticing that our model 

assumes Q is not less than 1, we find the maximum normalized 

throughput of the ALOHA channel, (R*C/P»♦ (1-L), to be a 

gently decreasing function of Q# (1/2)»exp< (1/0)-1), 

starting at 1/2 and approaching 1/2e channel seconds per 

second.  As one tight have expected, the maximum throughput 

predicted by our model is slightly higher than that 

predicted by Abramson^s model; we do take a slightly more 

optimistic view of a packets chances in the channel by 

subtracting its terminal from those which threaten to 

interfere vrith it.  As the number of blocked terminals gets 

large, our relative optimism and the difference between the 

two results rjoes away, evidence the asymptotic maximum 

throughput of 1/2e.  The probability of successful 

transmission at maximum throughput, (1-L) =ex|: ((l/QJ-l) , 

starts at 1 with Q at 1 and asymptotically approaches 

Abramson s result ot 1/e. 

.^mm^mmi^mm 
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Our number of users corresponding to the maximum throughput 

of the ALOHA channel is always larger than that calculated 

by Abramson (Equation 5-U): 

2P_ 
G*C 

(Eq. 5-6)     NCmax) = C*T_ * (G*e ♦ e   ) 
2e">P   ( T       ) 

If we fix the mean retransmission interval, G# at 1 second, 

then our new N(max) for the current ALOHA syctem (ree the 

discussion immediately following Equation 5-4) evaluates to 

362 users, an increase of about 11% over Abramson^.  But, 

the new N(max) means something quite apart from the old. 

When the number of users exceeds N(max), the system we have 

modeled will function smoothly.  Instead of a system 

collapse caused by a regenerative burst of retransmissions, 

use^s of our version of an over-loaded system will 

experience gradually reduced throughput and longer delays. 

Note that we might well have chosen G to be, say, 10 seconds 

and found N (max) to be 472 usets.  Given any G (at least as 

large as 2P/C), we can calculate an N(nax) -- the number of 

users reguired to achieve maximum throughput with terminals 

of the given G.  Why not just make G large so the system can 

support a huge nujiber of users at maximum throughput? The 

answer to this question is to be touiid in the following 

analysis of user block tiires.  The fd^t is that as G gro>»s, 

so too does the delay which users experience. 

—   
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ALQHA_Biock^Time§ 

After a packet is generated by an ALOHA userr his terminal 

remains blocked until the packet is successfullly 

transmitted, i.e.# until it is acknowledged-  After some 

period, the acknowledgment arrives (with probability 1-L) or 

the packet is retransmitted (with probability L).  L is a 

function of the traffic.  The retransmission time-out period 

must be randomly chosen from a range of values to avoi^ 

repeated packet transmission collisions. 

From nif standpoint of mathematical tractatility, a very 

good retransmission rule for an ALOHA terminal is that tho 

time-out period te exponentially distributed, with mean G. 

The exponential distribution is desirable because (1) it 

supports the assumption that the aggregate retransmission 

process is Poisson and (2) it leads to a clean waiting time- 

distribution.  The exponential distribution is undesirable 

tecauüe (1) it fails to bound retransmission times from 

below by some positive constant to account fcr minimum 

ackiowledgment time and (2) it fails to round retransmission 

time . from above to guarantee speedy service to a terminal 

user, 

recall that a packet can be (re) transmit tea in P/C seconds. 

11 we assume that packet acknowledgement time is comparable 

to packet transmission time and that the mtan retransmission 

LntexvaJ iJ much larqor than either, then it is reasonable 
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to assume that retransmission intervals are exponentially 

distrib^.* i.  Block times are then the sum of a 

qeometrically distributed (with mean 1/(1-L)) number of 

terms, each of which is exponentially distributed (with mean 

G much larger than P/C)•  The distribution of block times 

(b) is therefore a compound distribution <Feller> which we 

denote as f(b) • 

The Laplace transform of an exponential distribution with 

mean G is: 

-b*(1/G) 
{£q, 5-7) LAPLACE ((1/G)*e        ) = .il/gL.   (i>>0) 

(1/G)♦s 

The Laplace transform of the probability density function of 

the sum ot k identically distributed random variables is the 

Laplace transform of the k-fold convolution cf their 

density, which in turn is the kth power of the Laplace 

transform of their density. The Laplace transform,. r(s) r of 

the probability density function of ALOHA block tiines# f (b) # 

is formed from the sum of retransmission terirs, each weighed 

by  the   probability of   there being  k retransmissions: 

k k^l 
(Eq.   S-8) FCs)    =  SIM   (k>0;   L ♦ (1-L) ♦jLi1/G]__)        )    (0<L<1) 

((I/GF^S) 

Note that  we continue  making  the   "no immediate 

transmissions"  assumption  about  the  operation of   our  ALOHA 

system;   a   newly generated   packet waits  one  random 

■i ■ » 
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retransmission interval, even before Its first transmission. 

This assumption accounts for the k*-l exponent: in Equation 

5-8; were we accounting for immediate initial transmissions, 

the exponent would be k# not k*i# and the foJlowinq analysis 

would qo through in much the same way. 

Summing and rearranging terms we get: 

(Eq. 5-9)     F(s) = „ÜJ^LL/Gi_ C0<L<1? 
( (1 -L) /G) 43 

We recognize from its Laplace transform that the probability 

density function of ALOHA block times is a negative 

exponential with parameter (1-L)/G.  Differentiating F(s) 

with respect to s and evaluating at s equals zero, we get 

the mean ALOHA block time: 

(Eq. 5-10) Mean b = -F(0) = _G_ (OSLO) 
1-L 

Differentiating F (s) twice and evaluating at s equals zero, 

we get the second moment of ALOHA waiting times from which 

we subtract the square of the mean to get the variance: 

2 
(Eq. 5-1^) Var b =   q_ (0<L<1) 

2 
O-L) 

As we miaht expect, the expressions for the mean and 

variance of ALOHA block times with imnrediate transmissions 

are very similar to the above resuJts for block times 

witnout immediate transmissions.  The mean ATOHA block time 



Page  5-16 Broadcast Communication 

with immediate transwission,   for example,   is simply 

L*G/ (1-L) . 

We can examine  the  trade-off   between N(max)   and user block 

times.     Usinq  Fquation  5-6#   we calculated that with a G of   1 

second Abramson's  ALOHA system could support   362 users  at 

maximum system throughput  and that with a ü  of   10   seconds 

the  system could  support  a72 users.     Equation 5-10 tells  us 

that a  G of   1   second  results in a mean  ui:er   block time of 

2.54 seconds  at the N(max)   of  362  while,   with a G of   10 

seconds,   a user  of  an N(max)~U72  system would  suffer a  mean 

block  time   cf   27  seconds. 

.      -Jill«™,,.,.,,,,.-.■., r-Ti ,      _       „____„.      ,_ lJ*m*mmmi^ 
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Shotted ALOHA 

Roberts pointed out that ALOHA terminals cculd be 

conveniently constrained to transmit packets in synchronous 

slots only sliqhtly larger than a packet time (P/C) in 

duration and that the maximum throughput of the ALOHA system 

could thereby be increased by a factor of 2 <Roberts3>. 

The effect of Roberts^ suggestion can be observed in either 

of the two preceding formulations using a revision of 

Abramson's result for L (Equation 5—1).  We again assume 

that the aggregate process ot packet arrivals is Poisson 

with rate R packets per second.  A given packet which comes 

ready for transmission in a slot will actually enter the 

channel in the following slot.  The given packet will escape 

collision only if no other packet came ready with it in the 

previous slot.  A slot is taken to be P/C seconds long and 

the probability of no collision is taken to be the 

probability of no other arrivals in P/C seconds, 

approximately exp(-R*P/C).  Thus, L, tre probability of a 

collision given that a terminal sends a packet, is now: 

-R*P/C 
(Eg. S-12) L = 1-e (0<L<1) 

Vse note   that  I  for   tne   slotted  ALOHA system  differs   from 

Afcramson's   by  a  factor  of  2   in the exponent.     By  introducing 

the  new  L.  intc  the   previous  models,   the   iTiximum   throuqnput 

increases   from  1/2e   to   1/e  channel   seconds   per   second  --   the 

iri ■     ■■imi 
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asymptote in our model — corresponding to a traffic R equal 

to C/P packets per second, and a resulting probability of 

successful transmission 1-L (again) equal to 1/e. 

The convenient method suggested by Roberts for achieving 

slot synchronization calls for terminals to tegin packet 

transmissions only immediately after the end of a packet 

from the central transmitter-  We observe that this simple 

method for slot synchronization will yield something near 

the factor of 2 throughput increase promised only if the 

propagation time to the farthest terminal (d) is negligible 

relative to the packet duration (P/C).  To avoid collisions 

among packets belonging in adjacent slots# the sic:, time 

must be longer than the packet duration by at least twice 

the maximum propagation time# i.e., greater than (P/C)^2d, 

If not, then some packets from far terminals will arrive at 

the central receiver late enough to collide with packets 

from near terminals in the following slot.  7he throughput 

degradation due to the simple synchronization inethod will be 

felt, either in a nigher collision rate than anticipated 

(above) , or ir. Longer slots and thus fewer packets per 

second. 

It is conjectured that an optimal slot size for such a 

system would fall between P/C ani P/C*2d seconis as a 

function of the distribution of propagation delays to the 

terminals. 

—- —~ -^ 
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jV Pis crete-Time Model of Slotted „ALPHA 

Let N be the "number" of users of an ALOHA system.  Each of 

these users has a mean "l.hink" ti-ne T; T is the me^n time 

between the successful transmission of one packet and the 

user's qeneration of a next.  T accounts for (1) central 

system service delays^ (2) return transmission delays# (3) 

type-out time# (4) real user think time, and (5) type-in 

time.  Each terminal sees a sequence of ALOHA slots of fixed 

"duration" D.  When a terminal has a packet ready for 

transmission, it transmits that packet into the next slot 

with probability X (for "xmit")*  (Re)transmissions repeat, 

in slots selected by successive Bernoulli trials each with 

probability X# until a packet is successfully transmitted 

and received. 

It is (reluctantly) assumed chat a sender will know of the 

success of a transmission before the start of the next slot. 

This "immediate acknowledgements" assumption, though common 

in ALOHA models in some fern or another <Abranson1# 

Metcaife9# Binder, Kleinrock2>. is somewhat damaging to the 

accuracy of the model.  The effect of acknowledgement delay 

is studied briefly by Hayes and Sherman and should be given 

some further attention in the future <Hayes>.  For our 

present analysis, however, we argue, as in the discussion 

before Equation 5-7, that the effect is negligible when the 

mean retrcinbM.iss ion interval is largo relative to the 

—^»^-»fc.BM fc«. —        i itnmmmmiUm 
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propagation  delay between the   terminals  and the central 

system. 

Summarizing: 

N  =  "nundDer" of   users at ALOHA terminals; 

T  =  mean  "think"  time of  an ALOHA  user; 

D   =  slot  "duration",   period of  global  clock;   and 

X   =  probability of "xmission"   given a  ready packet. 

For the moment,   X  is  a given constant.     User terminals 

attempt an  unbounded  number of   (re)transmissions until 

success.     X must  be  less  than   1   if  transmission collisions 

are to  avoid indefinit    repetition,     A must be greater  than 

0  if  any packets are  to be  sent at all. 

Steady State.     Take  C to be the steady-state time-average of 

th<i number  of  terminals with packets ready,   i,e.,   "queued" 

for transmission and  therefore  in  transmission wait.     The Q 

users  associated with  these  Q  terminals  are blocked;   the 

passage of  their virtual time   is  suspended. 

Töke W to  be the steady-state  time-average  probability  that 

any given  slot will have exactly one packet  transmission  in 

it.     W  is  the   fraction of  slots for which  the central 

receiver  will  get  a  good   packet,   i.e.,   "win".     Random  noise 

transmission errors are   ignored. 

W can be calculated  from  Q and   X   in  the   following 

nam n >■ m ■ ' n ^f^**^ 
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intuitively appealing approximate way.  W is the probability 

that exactly 1 of the Q  waiting terminals decides to 

transmit in a slot.  A waiting terminal will attempt a 

(re)transmission of its ready packet in a slot with 

probability X and will continue waiting with probability 

l-X.  W corresponds to the event that 1 terminal decides to 

transmit (with probability X) and that Q-1 terminals 

continue waiting (wiui probability (1-X)*♦ (Q-1)).  This 

event can happen in Q  ways, so that: 

Q-1 
(Eq. 5-13) W = g ♦ X ♦ (1-X) (0<X<1 # 0<0<N) 

While this and some of the following formulations are rather 

simple and appealing, they are, as first pointed out  to  us 

in subsequent studies by Kleinrock and Lam <Kleinrock2># 

only approximations.  W should, in fact, be computed by 

summing, over all values of the number of queued users q, 

the product of the probability of finding the system with q 

blocked users, P(q), and the probability of exactly one 

transmission given q: sum(0<q<N; P(q)♦q^X* ((1-X)♦♦(q-1))). 

For small X and large Q, in the range of interest. Equation 

S-13 is a good approximation.  The use of this approximation 

gives us a concise development whose results are verified 

later. 

The "utilization" U of the channel is the fraction of slots 

wnich catr/ at least 1 packet.  The probability of there 

rwrm ■'   11 t. mm in 
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being  no packets  in a   slot if3   (1-X)**Q,     Therefore: 

Q 
(EH.   5-14) U  =   1   -   (1-X) (C1X<1#0<Q<N]> 

Summarizing: 

Q = steady-state number of "queued" packets; 

W = "win" probability# exactly 1 packet; and 

U  =   "use"  probability,   at  least   1   packet. 

Slots are of  duration D and the  fraction  of  slots  carrying 

single,   and therefore successful,   transmissions is W.     The 

throughput  of the channel  is therefore W/D   packets  per 

second.     The  steady-state rate at which terminals  leave 

transmission-wait state   (i.e.,   leave Q)   is W/D   packets  per 

second.     A terminal  enters user-think  state with  the 

successful   transmission of  a  packet. 

While  there are  Q  terminals in transmission-wait   (blocked) 

state,   there are N-Q users  in  think state.     Users  leave 

think state by generating a new packet on  the average  of   one 

every T  seconds.     The  steady-öcate  rate  at  which users   enter 

transmission-wait  state   (i.e.,  enter Q and become blocked) 

by generating a jpacket  is   (N-Q)/T  packets  per  second. 

—-*—-*"! i it  i   mmmm ummmm 
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In steady-state,   the   rate  at  which  terminals enter 

transmission-wait state equals the  rate  at  which  terminals 

leave  transmission-wait  state: 

(Eq.   5-15) N^fi =   W (0<W<1, 0<Q<N) 
T D 

This  basic   stead,-state equation gives  us the relation 

between N ana Qi 

(Eq.   5-16) N   = Q   ♦  T*Q*X*(1-X) (0<XOi 
D (0<Q<N) 

-"- -^■ -    —i - - --- 
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Slotted  ^LOHA _ glock Tirnes 

The distribution of  slotted ALOHA block  times  is ot   interest 

because   it  can  provide   sone measure  of  system periormance   is 

seen   by  a user.     Approximations of  the  mean and  variance   01 

the  block time distribution are now calculated.     Recall   that 

block time   is  that  time  from  vdien a packet  is  first 

generated  by  a user  at nis  terminal   (by  hitting a carriage 

return  key#   say)   until  that packet  is   acknowledged to be 

successfully  received at  the central  receiver- 

block  time   is  computed  hers  as  the   sum of   (1)   the icime  from 

packet   generation  tu the  start of  the  first  slot and   (2)   the 

time  tnrough   the   slot containing  the  first   successful 

p. "ket.     The   öWO components of  ilock  time  are  assumed to  be 

independent.      It   is  natural  to expect  that  the  first 

component  will  be  negligible  relative  to the  second. 

We assume   chat  the  times  from  packet generation  to first 

slot are unifoxr.^y distributed  between  0   and  D  seconds. 

Thi^  gives  ur>   a mean and variance  of  D/2  and   (D**2)/12# 

respectivexy. 

Considering  the  tim^  from  the   start of   the   firot  slot 

through   the slot  containing the  first  successful  packet as a 

function of   the  number of   slots  S  required   for   successful 

transmission,   we  observe   that  S  is  geometrically 

distributed.     The  probabili»/   that  a  given  terminal  will 
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both  attempt   and  be successful with a  f;acket transmission  in 

any slot   is   X* ((l-X) ♦♦ (Q-1) i = (W/Q)    (see  Equation  5-13).     The 

probability that the S-th slot after packet  generation 

contains the successful transmission  is  therefore 

(W/Q)«" ((1~(fc/Q)) **(S-1)) ,  for  S greater   than or equal to  1. 

It  is assumed  that collision probabilities   are  independent 

of S  and,   in particular,   that a  packet's  probability of 

collision  is not   higher   given that  it has already 

experienced a collision. 

By adding  the  means and  viriances of  the   (uniformly 

distributed)   first-slot times and the   (geometrically 

distributed)    subsequent-slot  times,   we  get  the mean and 

variance of   slotted  ALOHA block  times: 

(Eq.   5-17) Mean   B  =   D  ♦   0*0 (0<Q<N) 
2 W (0<W<1) 

2 2 
(Eq.   5-18) Var   B  =   D  ♦ ((C/W)   -    {Qs^,    ♦   1/12) 

-T ■ mm —iftiifir i    . ^j^gjjgj^mi 
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EiXgä-X-A^OHA^Systein^Stability 

Our  careful  choice of the exponential  distribution for  think 

times and of   the  geometric distribution   for  retransmission 

intervals  gives  a system model in which the   number of   users 

instantaneously  "queued••,  q#   completely  characterizes the 

past.     If  we  know q at a given time,,   then  knowledge of  past 

q's  gives  us  no new  infor nation about  future  q* s.     We call q 

"the  instantaneous state"  of  the  system.     The  instantaneous 

state q is a random variable with  ?  time-varying 

distiibation whose steady-state mean,   Q,   in  r^^ticiüar,   is a 

function of the  number of  system  users  N.     We caJ.i  Q "the 

state"   of   the  system in  that its  value  is  a  basic  indicator 

of  how the system is  behaving«     In the absence  of  an exact 

solution of  the Markov  chain based  on q,   we   reason with  what 

we already  knew about Q. 

Imagine  that we are  observing  an  actual  slotted  ALOHA system 

in operation.     We would  like to know how  many  termir.alsr   on 

the  average,   are blocked waiting  for a  successful 

transmission  through  the  A10HA channel;   we  would  like  to 

know Q.     We c^ioose to estimate Q   by  averaging over a  number, 

tay k,   of  our most  recent  observations of  q.     Because  users 

<;re constantly  joining and  leaving  the  system^   our  estimate 

ot  0*   Ü (k) ,   is  a  moving  average,   moving  with N.     For  small 

enough  k,   in  fact,   Q(k)    is observed  to drifv   due   to  the 

randomness   in  use:,   think   times and  in  retransmission 

-^tmefemmolmssammmm^i. 
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Intervals; in the extreme, Q(1) is q.  As k gets very large, 

Q(k) approaches the Q correspondinq to the current N; in the 

extreme, aqain, Q(infinity) is Q,  Let us suppress k and 

hereatter use Q to  denote our moving estimate with some k 

small enough to exhibit the dynamics we now consider. 

For some values of Q, the averagf rate of terminal blocking 

exceeds the average rate of successful packet transmission 

causing Q to increase in time as the surplus of thinking 

users become blocked.  Similarly, Cor some values of Q, the 

rate of successful transmissions exceeds the rate of 

terminal blocking causing Q to decrease in time as the 

surplus of blocked terminals transmit their packets and 

become unblocked.  This variability in what we might call 

our "short term" Q is loosely formalized in an extcession 

giving its derivative with respect «-o time: 

(Eg. 5-19) DEKIV(C#t) = N-Q - W (0<Q<N) 
~T    D (0.<W<1) 

Our  formulation of   Q's  time  derivative  comes   from  allowing  a 

disparity  betweei.  the blocking  rate   ((N-g)/T)   and   the 

channel  throughput   (W/D)    formerly  equated   in  steady-state 

Equation  5-15.     Equation   5-19   is  useful   t-o  us  only   insofar 

as  it  provides  the   sign of   the  time derivative of  Q   (as   a 

function of  g)   for  our  examination of   stabiiity. 

Fiqurt;   5-1   is   a   map  of   an  ALOHA  system's   state   space.      Using 

ALr^mson^s   parameter   values   (tor   T  and   L)   we   hdve  evaluated 

-.-■. «oii.. 
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Equation 5-19   for  varyinq   N-C»   Q»   ^nd  X.     The curves  drawn 

connect the  loci of   so-called   "steady states"#   i.e.,   those 

N-Q and Q pairs  for which DEPXV(Q#t)   is   zeic for a  given 

fixed X.     The vertical  axis qives the N-Q  of a   system state 

and is proportional  to  the  rate of  user  tlocking.     The 

horizontal axis qives the   r
k of  a  system  state.     ALOHA 

systems with  a given number of  users N  are ccnstrained  to 

move along   lires of  constant N,   nearly horizontally  in 

Figure   S-1.     An intersection  point of  a line of constant N 

and a Msteady-state11 curve  for a given  fixed x  corresponds 

to a  "steady-stdte1« Q  for a  system of N  users with fixed 

xmissicn probability X.     Vte  are  about  to  find that  some of 

these  "steady-state" operating  points  are stable and some 

are not. 

  TliMllftM^ 
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• D = .037   seconds is slot  Duratio. 
• 1=60.0 seconds is mean Think time 

X=.025 

= 600   ^^^f 

X=.050 

LINES OF CONSTANT N 
PARALLEL THESE 

f 
N = 200 

0 20 30 40 50 
THE NUMBER OF "QUEUED" ( BLOCKED )  TERMINALS , 

Q, IN STEADY   STATE 

FIGURE 5-1  STEADY  STATES   OF   FIXED-X SLOTTED 
ALOHA  SYSTEMS 

nmmmnMt ii      i ■■■aiMiMttl ^MUÜ 
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We note in Figure 5-1 the expected behavior of steady-state 

throughput as i function of the number of terminals actively 

competing for the ALOHA channel.  Starting from zero, as 

more terminals vie for the channel, the throughput 

(proportional to N-Q in steady-state) inerea; es as the 

channel becomes less empty.  After some Q  which depends 

directly on the system's fixed "xmission" prcbability x, the 

steady-state throughput drops off as channel contention 

oegins to generate excessive retransmission traffic. 

Choosing a number of users, N, and a terminal, "xmission" 

probability, X, we observe that the corresponding line of 

constant N and the corresponding curve of "steady-states" 

might intersect in one, two, or three places.  (In Figure 

5-1 we see only two of the possible three intersections, 

points A and B, for the N=400 and X=.05 system.  The third 

intersection is to be iound tar off to the right and down 

near (N-Q)=0; not shown.)  Each of these intersections 

defines an operating point for the given system, a point 

around which we might expect :> (k) to oscillate, a point 

corresponding to what we call a "steady-state" Q.  Because 

system performance is so strongly dependent on Q   (see 

Eguations 5-17 and 5-16), we are immediately interested in 

the stability of the various steady states. 

The stability of the various steady states is determined by 

considering the time derivative of Q in surrounding regions. 
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Our   choice  of axes   for the graphical  presentation ot  steady- 

state loci   (Figure  5-1)   makes  it possible  to determine   the 

time-derivative at a given state point  by   its  position 

relative to  the appropriate steady-state curve.     If  the 

point  corresponding to the state in question falls above  the 

steady-state curve#   then   (1)   there  are more thinking users 

than  the system can support,    (2)   the rate of user  blocking 

exceeds the rate of successful packet transmission,  and  so 

(J)   Q can be expected to increase,  moving the system state 

along  the  line of constant N out  toward where that   line next 

intercepts  the curve of  steady-stite points.     If the point 

falls below the  steady-state curve,   then   (1)   there are   less 

thinking users  then the   system can  support,    (2)   the  rate of 

user  block  ng  is  less than the   rate  of   successfijl packet 

transmission,   and so   (3)   Q can be expected tc decrease along 

the  line of  constant N  in  toward where that  line next 

intercepts  the curve of   steady-state points. 

Looking  at  the states  for the  N=UO0  and  X=.0 5 system in 

Figure  5-1,   we see that   its  low-g  steady  state   (A)    is 

stable.     The  time derivative  calculations   for surrounding 

states   show  that  the  system will   tend  to  drift   back  to  it 

after  small  deviations  due to  randomness  in  think  times and 

retransmissions.     The  next steady-state  point   (EJ   out  along 

the   line ot   N=4Ü0  users,   is not  stable.     The  surrounding 

stdtes   are   found to  nave Q time-derivatives  vhich woula 

bring  the  system farther  away  from  it  after    .ay  small 

■ »■ 



Page   5-32 Broadcast Communication 

deviation«     The  high-Q steady-state   (not  shown   in  Figure 

5-1)   is  also  found to fce stable. 

We ronelüde  that a  fixed-X  slotted ALOHA system may  have  two 

stable  steaüy  states.     Of   these,   the  low-Q stable steady 

state   is  desirafcle because the mean and  variance of   the 

block  time  distribution are   smaller.     As the number of  users 

of a  given  ALOHA system increases,  i.e.,   as  the line of 

constant  N  is moved up,   the  possibility of  falling  into the 

undesirable  high-Q stable,  steady state increases.     As  the 

line of  constant  N is moved  up,  the low-C stable state  is 

moved closer to the mid-Q  unstable state and,   therefore,   the 

probabixrty  that Q(k)   will  drift out past  the mid-Q state 

increases;   once  past the  mid-Q state,   Q(kl   will tend to 

continue drifting out  toward the  high-Q  stable  steady  state. 

^.i- 1       i MM 
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Fixed-X  ALOHA,Systems  Compared 

It is   evident   from  Figure  S-1   that  the  performance  of a 

slotted ALOHA  system is  strongly dependent  on  X#  the 

probability that a  terminal   <re)transmits  into   a slct  given 

it has   a ready oacket.     This dependence  is  not observable  in 

Abramsor^s   simpler ALOHA model;  we have,   however#  seen a 

similar  dependence  in the discussion  surrounding  Equation 

5-10.     The mean retransirission  interval,   G,   given in our 

earlier analysis,   played  a role  similar to that   played by 

the mean retransmission  interval calculable  in  this 

analysis,    (D/X)-D. 

We ftiat at a   subsoquent development of our  model  by  calling 

the systems  studied  in  Figure 5-1   "fixed-X"  ALOHA  systems. 

The dependence of  system  performance on  X   is  characterizeo 

by a trade-off  between light   loading  performance and  heavy 

loading performance.     For  large   X   (near   1),   a lightly   leaded 

system operates at  very  low Q with  correspondingly  low  block 

times.     But,   as  N   increases,   the  relative  stability of   the 

iow-Q stable,   steady state  drops  off  quickly and  the 

probability  ot   the   system^  fa'ling   into the  low perfoimance 

hiqh-Q   staole   steady  state  increases   --  the  system  bogs  äown 

in  retransmissions.     In  short,   the  systerr  behaves  much   like 

a   system   contorminq  to Abramson* s  model.      But,   for   sitkill   X, 

a   liqhtly   leaded   system operates  at  a much  higher   Q  and 

offers   accordingly   higher  block   times;   as  l«   increases. 
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however# the system resists fallinq into its hiqh~Q stable 

steady state and degrades performance smoothly. 

The steady-state throughput, W/D packets per second, is a 

function of the slot duration D, the steady-state mean 

number of (re)transmitting terminals Q, and the "xmission 

probability" X (see Equation 5-13) .  Differentiating W/D 

with respect to X, setting equal to zero,  and solvirg for X# 

we get that value of X which maximizes throughput for a 

given Q: 

(Ea. 5-20) X« = J (0<X<1) 
Q (1<Q<N) 

Looking back at Figuie  5-1   we   see that the steady-state 

(tnroughput)   curves  peak out at the  Q equal  to the 

reciprocal  of their  respective  X's.     Frorr  this  ue can  infer 

that an ALOHA  system operating  at some Q would  fce best  off 

if  its   X were equal   to  1/Q,     And  from  this  we might  conclude 

that some  consideration te given to changirg X  as a   function 

of  Q. 

With  the beginninqs of  a  slotted ALOHA  system control 

strategy in hand,  we are  now obliged  to  go  back  to  the model 

for  a more  rigorous   investigation;   in  particular,   we  need   to 

show that our  approximate g-based reasoning can be   supported 

by exact reasoning  on  the   instantaneous  system  state q. 

If  the   slotted  ALOHA system has q blocked terminals   at   the 
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end of d slot, then what is the distribution of q-»-, the 

number of blocked terminals at the end of the next slot? 

There are two independent q-controlled random processes 

which combine to determine q«-. These are the terminal 

blocking process of Poisson rate (N-q)/T and the packet 

transmission process, an ALOHA aggregate of q Bernoulli 

trials. 

The numoer of terminals that become blocked in a slot of D 

seconds is Pcisson distributed with expectation (N~q)*(D/T); 

the number that become unblocked in a slot is either 0 or 1r 

the latter with probability q*X» ((1-X) ♦♦ (q-1)) # as found for 

Q in the straightforward arguments leading to Equation S-13, 

The expectation of q*- is therefore: 

q-1 
(Eq, 5-21) E(q*) = q ♦ (N-q) ♦D - q*X*(1-X) 

T 

From our Q-based arguments leading to Equation 5-20, we note 

at once that taking X as the reciprocal of q minimizes the 

expectation of q*.  If it were possible to maintain X at 

1/q, then the probability of successful transmission would 

ue  maximized, the throughput maximized, and the expectation 

of q minimizec1, in each slot. 

It is possible to construct a slotted ALOHA system in which 

X is controlled as function of system state.  Two basic 

problems must be solved.  First, it must be determined 

whether X should be contrelied by the central transceiver or 
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by each of the terminals independently.  Second, q must be 

estimated. 

If the central transceiver is to control X, then a control 

field in outgoing messages or a control message must be 

defined with which the central transceiver can notify 

terminals of the optimal "xiHission" probability.  If the 

terminals are to compute X themselves, Lhen they must be 

slightly more complex than either the currently operational 

ALOHA terminals cr Roberts^ hand-held personal terminal. 

To determine the optimal "xmission" probability X# either 

the central tra isceiver or each of the terminals must 

maintain an estimate of q.  One practical solution is to 

maintain a moving estimate of channel utilization U (the 

fraction of slots in which at least one packet is 

transmitted) which, with a knowledge of the current setting 

of X# gives Q using Equation 5-14.  An estimate of W might 

oe  easier to keep; W and the current X give Q using Equation 

5-13.  In either case, C^s reciprocal, as argued up to 

Equation 5-20, will serve as the throughput maximizing X. 

As the number of terminals contending for the ALOHA channel 

increases, the terminals should lower their retransmission 

rate to share the channel optimally.  In an ALOHA system, 

straightforward local optimization would lead to global 

catastrophe:  if terminals increasei their retransmission 

rate in the face of decreasing success probabilities, the 

11 MiifMin 
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terminals would collapse communications totally,  3y 

cooperating, "optimal" sharing of the channel can be 

achieved.  It is reasonable to expect terminals to cooperate 

in traffic~bas€d retransmission control because it is 

already assumed that terminals will not jam the channel and, 

in fict# will observe slot boundaries, 

Ue  have not determined how often X mast be updated to keep a 

controlled-X slotted ALOHA system near iraximal throughput- 

Neither have we determined whether controlling X will lead 

to stable system performance. 

I TTT^^-T^rrhrn^r TMfiMiM^BiÜilftäaaiM-.—-Ti    m    m i M Mi .n ..■ r. .. -   .^-^^^ ^».^ ^- _ii. ,     .-mr  - —^  



Page   5-38 Broadcast Communication 

Controlled-X ALOHA  System Stability 

Now assume that  the terminals  in a  slotted  ALOHA  system are 

atle  to adjust  their "xmission"  probability   X and assume 

that   X  i3  thereby continuously equal  to   1/q.     We   ignore  the 

fact  that  terminals   must  estimate Q  over  some   interval and 

that  there  may be   some dynawics in  the  Ciysteir^s  response to 

inaccurate X   adjustments.     Replacing X  by   1/C in Equation 

5-16  and reirranginq^   we get: 

Q-1 
(Eq.   5-22) N-Q  =  T  ♦    |1-1) (1<Q<N) 

D Q 

Superimposing  the curve defined by  Equation   S-22 over those 

shown   in  Figure 5-1 # we get Figurf   5-2   showing  the dominance 

of the  controlled-X system ever the  various   fixed-X   systems. 

Rather  than reaching a  maximum at  some Q above   1 as  for  the 

fixed-X   systems,   the controlled-X systemvs  steady-state 

throughput,   (N-Q)/T# begins at  1/J packets  per  second with 

Q = 1   and decreases  monotoaically to   1/ (I>e)   as Q goes  to 

infinity. 
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• D = .037   seconds is slot  Duration 
• T-60.0   seconds is mean Think time 

CONTROLLED-X 

X = .025 

LINES OF CONSTANT 
N PARALLEL THIS 

10 20 30 40 t)0 
THE  NUMBER OF "QUEUED"  (BLOCKED) 
TERMINALS,   Q,   IN STEADY   STATE 

FIGURE  5-2    STEADY   STATES   OF A  CONTROLLED-X 
SLOTTED   ALOHA   SYSTEM 

i mm^mtm ■ 
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Our  formulation  fails to  inform us about steady-state 

throughput  for Q below  1,   but we  must presume that  it  peaks 

below   1   and goes  to  0 with Q.     Then#   we  observe  that  the 

controlled-X  slotted ALOHA system has one,   very  low-Q, 

stable   steady  state  for a  wide range of  N's,     As  the number 

of  users,   N,  grows past T/(D*e)   and moves the system  into 

what might   be called ••saturation",   the  line  of constant N 

finally intersects with  the  controlled-X system^  steady- 

state curve out where  Q is much  larger  than   1;   a  high-Q 

stable  steady state  does  develop,   but at a  much lower Q than 

any fixed-X  system. 

Recall   (from  Equation  5-1U)   our expression  for  steady-state 

slotted ALOHA  utilization,  U.     Assuming  X  controlled to be 

continuously  equal to I/O,  we  see  that U  approaches a   limit 

ot   1-(1/e)   or  abcut  63% as Q  goes   (with  N)   tc  infinity. 

üimilarly,   we  see   (from  Equation   5-13)   that U,   the 

probability of a   successful  transmission  in  a slot, 

approaches   a   limit  of  1/e or about  37%  as Q  goes   (with N)   to 

infinity. 

As  rules of   thumb v»e  propose   iihat   in  a  heavily   loaded, 

slotted,  and controlled  ALOHA  system,   63% of  the  slots  will 

contain  at   least  one  packet,   37%  will   contain  exactly  one 

packet,   and,   therefore,   26%  will  contain  multiple, 

inteifering  packets. 

I t n  r— :—^^-^^ ^. _ 
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The controlled-X system has the  feature  that,   as new users 

become   active,   the  steady-state  throughput,   (N-Q)/T, 

approaches   a  non-zero  limit.     As more  and more  users push 

the  system   into saturation,   the aggregate  rate of  "thinking" 

((N-Q),   say)    stays constant as the  active terminals take 

less  of  the channel and  remain blocked a  larger   fraction o^ 

the time.      In   fixed-X  systems,   however,   new users  joining 

the   system   in  saturation  reduce the aggregate  rate of 

thinking;   they have a negative marginal product. 

Up to this  point in  the   report,   we  have  studied various 

techniques   relating to the use of computing  in  packet 

communication  systems.     In  the next and  final chapter,  we 

turn briefly  to  look at  the  impact of  packet  communication 

on the organization of ccirputing  systems« 

"aw>^-'*nft"l°*'-J-        - —-- .-^..„.*^   . ...._ T «ti-tu*r~ -M 
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BEST-EFFORTS THIN-WIPE INTERPROCESS COMMUNICATION 

Computer communication is# aqain, both communication using 

computers and communication among computers.  Thus far in 

the report, we have analyzed certain techniques tor the 

application of Computing in communication; in this final 

chapter# we turn to consider communication in computing -- 

structures for organizing computers in highly communicative 

environments;. 

Let there be no doubt that we consider this chapter to be 

speculative, i.e., the kind of material one needs before 

setting out to prove something; while our experience in 

computing and packet communication leaves us enthusiastic 

tUout some of the notions to be presented, we recognize them 

as little more than feelings and invite the reader to 

examine them in this light. 
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S\)jw ar v 

A recurring problem in the development ot the ARPANET has 

been the coordination of remote processes.  Any one of a 

number of existing schemes for interprocess communication 

might: have been expected to offer itself as a ready 

solution, but, the fact is, the basic organization of 

ARPANET interprocess communication — a general-purpose 

HOST-HOST protocol — was long in coming and troublesome 

when it arrived.  At the time of the Network Working Groups 

decision to adopt the current ^official" HOST-HOST protocol, 

two specific proposals were considered:  one based on 

connections <Crockerl> and the other on messages <Wald'. ;> 

(see Appendix B)•  The earlier proposal, based on 

connections, was chosen, we believe, because connections, 

cnuch more than messages, resemble structures in familiar, 

cenrralized computer operating systems. 

We believe, in retrospect, that Kaldents early proposal 

would have been the better ctoice — that the underlying 

structures of APFANET interprocers communication should be 

modeled, not alter the centrüliaed computing systems they 

join, but after the distributed packet-switching system they 

use.  ARPANET experience leads us to suggest that there are 

valuable distinctions to be made between (1) centralized 

interprocess communication technigues as often employed 

within computer operating systems <EaSulake, Lampson, 
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Poupon«   Sditzer,   Schroeder>  ancl   (2)   distriLuted  interprocess 

communication  techniques   as  required  in computer networks 

<AkK:OYunlu#   Bressier#   Bressler1#   Färber,   Kalinl,   Rutledge, 

Schaffner,   Thomas 1 #   Walden>,     TViese distinctions bring u>  to 

propose that  even the  latest  plans to develop a  message- 

based distributed interprocess communication system  for the 

ARPANET,   especially   floating "ports"  and generalized 

"rendezvous"   <Bressler1>,  are  not extreme enougn in their 

departure  from techniques used  in centralized computing 

systems. 

We propose  that  so-called "thin-wire"   strategies for 

interprocess communication be  used more generally within  and 

among computer systems because thin-wire  interprocess 

communication   (1)   has a clarifying effect on the management 

of multiprocess activity and   (2)   generalizes well as 

computer systems  become mere distributed.     We  further 

propose   that  so-called wbest-efforts*'   strategies be  used 

more generally because best-efforts  interprocess 

communication   (1)   takes   fullest advantage of  the  potential 

for error  recovery  found  in highly error-prone distributed 

environments and   (2)   encourages  the  economic distribution of 

reliability  mechanisms  in larqe  systems. 

_ ^a^mtmtat 
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The thrust ot our proposal is in opposition to that most 

otten offered by  those studying organizations of distributed 

computing systems: 

All elements of a distributed system 
should be accessible as if local 
to one another. 

By arguing that best-efforts thin-wire interprocess 

communication should be mere generally applied, we propose; 

All elements of a distributed sys^rr. 
should be accessible as if jremote 
from one another. 

We begin with a short statement of what role "processes" 

play in computing and attempt to show that it is no longer 

necessary to compromise on the formal notion of process in 

tne actual buixding of conrputer systems, especially now that 

processing itself is so inexpensive.  Then, we characterize 

the basic problems one solves in developing protocols for 

interprocess communication and try to underscore the 

differences between techniques used in centralized and 

distributed computing environments.  We develop some of the 

features of using "thin-wire" communication in the 

management cf multiprocess activity and, finally, we point 

out some of the virtues of a "best-efforts" philosophy in 

the building of distributed systems. 
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:esses 

The word "process" is used widely and has varying technical 

meaninq <ifisher# Lampson, Saltzer# Thomas, Vyssotsky>.  For 

our purposes, a process is a program in execution on a 

virtual macnine:  a processor, some procedure, data, and 

(now) communication ports <Akkoyunlu, Balzer, SchaflnerX  A 

process is a formal object <Fisher, Habermann, Thomas> which 

is appropriate for personification and, therefore, useful as 

an aid to thinking about computer systems. 

One can think about the process handling the management of 

an operating systems^ disk hardware -- i.e., the disk 

process.  One can think about the process managing the 

execution of a certain usei program — i.e., a JOB.  The 

disk process and a JOB must cooperate to carry data between 

the JOB'S address space (e.g., mapped central memory) and 

the disk process's address space (e.g., physical disk 

blocks).  It is often useful to view a JOB and the disk 

manager as distinct processes simply because disks (or tapes 

or terminals cr printers) run asynchronously with respect to 

other system devices and need to be managed (at  some level) 

in an asynchronously evolving context <Walder.>. 

Opeiatinq systems seldotr handle processes in a clean and 

unirorm way.  Many designs have internal system processes 

(e.g., disk processes) "embedded" in a monolithic .«u^ervisor 

and scheduled b/  special priority interrupt hardware, whih 

fiiiiiiM nTiir -1 i   ■■irMaMMaif 
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JOBs (i.e. , user processes) are scheduled throucih an 

entirely different mechanism in software <MetcalfeU>. 

Embedded system processes typically run in "supervisor mode" 

and share wide access to central memory# while JOBs run in 

"user mode" and are carefully confined in their memory 

accesses by address mapping and validation hardware. 

Embedded system processes themselves often have no 

particular uniform!ty# each being carefully tailored to a 

specific high-priority task. 

Such non-uniform organizations of process management are 

often justified with compelling arguments relating to the 

efficient multiplexing of processing units:  processes which 

must run in freguent, short bursts cannot be subject to the 

scheduling overhead normally associated uith JOEs^ i.e.# 

with formally manipulable processes.  But# we contend, these 

short-cuts around scheduling overhead, besides prohibiting 

the transfer of system functions to other nodes in some 

computer network, spoil otherwise intuitively structured 

designs and, therefore, obstruct system development and 

maintenance.  Informal and non-uniform treatnent of 

processes leads to a proliferation of confused interprocess 

communication technigues and to resulting elusive 

malfunctions. 

In current computer systems, the quantity cf processor state 

information (dynamic context) asFociated with formally 

ninMiiiii 
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manipulable processes is hiqh, especially in systems with 

non-trivial memory mapping (e-q.# Multicsf Tenex, TSS) 

<Deutsch>.  The most convincing arguments against more 

systematic handling of processes are founded on the high 

costs of context switching in the multiplexing of a central 

processor among many processes <Lampson>.  Improved hardware 

(e.g.* tuöter processors, faster memory, context-switching 

devices) is reducing these costs.  Now, the contortions 

required to multiplex a few large "processes" over many 

unrelated functions and across access-control boundaries 

(i.e., domains <Lampson>) are becoming relatively 

significant <Schroeder>. 

In short, recent advances in processor technology, 

especially in cost reduction, make it possiMe to avoid the 

burden of multiplexing a large central processor among a 

large population of processes; many formally managed 

processes, some even with their own dedicated processors, 

can now be used liberally in more intuitively appealing 

orqanizations of computing activity. 
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Protoco^s_ fpr_jnterprcjcess Contmunication 

The ways in which processes organize their (local or remote) 

cooperation are called "protocols".  We use the word to 

refer to a set of agreements among communicating processes 

relating to (1) rendezvous (who and where), (2) format (what 

and how), and (3) timing Jwhen) of data and control 

exchanges« 

We see at least four problem areas in which protocol 

agreements must be made: (1) routing, (2) flow, (3) 

congestion, and (U) security. 

Routing^  Interdependent processes must te aLle to find one 

another (rendezvous) in an interprocess (centralized or 

distributed) communication system and their data exchanges 

appropriately routed.  Routing may involve something as 

simple as a publicized memory address, or a rendezvous 

protocol <Postel1>, or perhaps even considerations of a 

dynamic topology in a packet switching network <Heart>; in 

the latter case, routing has implications for flow and 

congestion <Fultz, Zeigler>, 

Flow,  Once communicatinq, processes must te able to control 

the flow of data among them.  Processing-t.ower mismatches 

and varying load make it probable that some processes will 

tali   behind in their handling of data exchanges; this 

falling behind must be managed,  Queues and tuffers are 
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otten used to cushion flow mismatches <Habermann>, 

Allocation schemes# by coordinating communication and 

computing, are helpful in keeping data from clogging a 

communication system when a receiver of data lags behind its 

sender <McKen2ie1>. 

CongestionT  The multiplexing of a communications facility 

over a population of communicating processes requires 

metnods for assuring equitable access,  v^n^ie communicating 

processes may be handling their own flow control problems 

via some private protocol, the communicaticns substrate must 

assume the responsibility of balancing the use of 

communication resources among various ongoing interactions. 

Congestion in the communication system must be controlled ro 

that neavy flow among certain processes does not deck 

effective interaction ameng others <KahnU>.. 

SecuritYi  In the sense we use it, the wcrd "security" 

carries with it our concern for both reliability and 

privacy.  Large systems should not be buiit with the 

assumption that all components will functicn smoothly all of 

the time <Kalin2>.  If increasingly distributed systems ate 

to oe increasingly effective, they must fce built to respond 

rooustly to errors.  Interprocess communicaticn protocols 

must provide tor maximally resilient error recovery.  Takle 

redundancy, consistency cht-ckinq, retr nnsmissions, 

acknowledgments, and time-outs die familial techniques for 
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the support of contingency handling. 

As communicators become mere distant^ the growing concern 

for security from transmission error must be accompanied ty 

efforts to protect against less r^idom intervention, namely 

unauthorized access <LampsOi5l >.  Redundancy and encryption 

are techniques for controlling access to communicated data 

<PCI>. 
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Centralized Protocols 

In a centralized computing environment, cooperatinq 

processes are near to one ar.other (in time and space) and to 

a shared central memory.  A piotocol for interprocess 

communication in a centralized environment often takes the 

form of a set of rules governing the addressing of shared 

memory (e.g., core, disk), the layout of tables and queues 

therein, and the coordination of data access and 

modification <Habermann, Walden>. 

In the centralized environment, embedded system processes 

often have wide access to system data bases, including many 

unrelated to their separate functions-  Such processes, 

often organized in an ad hoc manner for high efficiency, are 

somewhat prone to malfunction; and, because their access to 

shared data is largely uncenstrai Led ,n  centreil memory, 

intermittent interactions among u. related processes are 

common, making computer operating system development and 

maintenance a recurring nigntmare. 

It will continue to oe important to look for ways to 

intelligently constrain various con^cnents of computina 

systems toward reducing the probability of subtle, 

unintentional interactions in shared memory; we look to the 

develop ^rs of system ijrpiementüition lanquaqes ior su^li help 

iV.q., <Weqbreit>) .  As we will soon argue, an additional 

aid to controlling the reliable operation ol large computri 
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systems is to be found in the strict isolation of their 

component processes through the exclusive use of hiqhly 

constrained, thin-wiref interprocess cornunication. 

jMMiai«! 
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Distributee^ Protocols 

In one sense all processes are remote from one another; it 

is iust that some processes are more remote than others.  We 

beqin to have distributed computing environments when the 

distance in space or time between components becomes a 

tactor in basic organization.  It two processes share a 

central memory, but the central memory requires a million 

instruction times to acce. . then we can say that, despite 

the central memory, the processes are remote; indeed, we 

might usefully view the central memory as yet a third 

process and references to it as message exchanges over a 
■ 

communication channel. 

Protocols   for distributed  interprocess  communication  do  not 

deal  with  tables  ard queues   in a  shared  central  memory,   but 

rathe:   with explicit data  exchange.     Messages are   sent and 

acknowledgments   (ACKs)    received,   inquiries  received  and  data 

returned,   probes   launched and  responses   recorded or   timed- 

out.      In  short,   the  essence   ^f  distributed   interprocess 

communicdtion  is dealing  with a  high  degree of   isoln^ion  and 

uncertainty. 

Protocols   for   distributed  interprocess  communication are 

influenced   tr.ost  by  the   requirement   tor  concise 

communication»     Conciseness   is achieved   (1)   by  careful 

y^kitis?Qi:DlJ  0t   ^ata  among  processes   i^o  rir.   tc   minimize  viata 

exchanged   dmd   {/) fchanisms   fot   high  selectivity:.     A 

-—    ,    .   .r      r        . 
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premium must fce placed on keepinq data where it is to be 

most often accessed, and communication must be organized 

around to-the-point data exchanges. 

Communicating processes in a distributed environment must 

coordinate themselves using data exchanges squeezed through 

relatively long and narrow data paths — as if joined only 

by thin wires.  Thereforer we refer to techniques that show 

the effects of optimization for the use of such data paths 

as "thin-wire" techniques for interprocess communication. 

Such techniques tend to be based en explicit, sequential, 

low bandwidth, and high delay data exc^nges. 

Patterns in human communication parallel those of processes. 

When in the same room, people communicate via protocols with 

high redundancy using a large repertoire of sounds, faces, 

and gesticulations.  By mail or over a telephone, people 

have more constrained, serial protocols {i.e., thin-wire 

protocols) which, though painful on occasion, give 

considerably increased access to large and distributed 

audiences.  Pecplr keep lists of commonly used telephone 

numoers on their person or by their phone; an example of 

everyday data partitioning.  People seldom have the entire 

telephone directory read to them by the information 

operator; an example of everyday data selectivity. 
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centra^ized versus ßistributed 

Centralized and distributed communications environments can 

ce contrasted on (1) transndssion rate, (2) transmission 

delay, (31 reliaoility, and <U) explicitness of data 

exchange. 

Transmission Rate^  In a centralized environment, data rates 

(in bits per second) are limited only by the speed of 

central memory and are often hiqh in the Mtps (megabits per 

second) range.  As processes become separated by long thin 

wires and intermediate processing points, data rates drop 

orders of magnitude into the Kbps range and lower. 

For the small packets often exchangei by cooperating 

processes, the reduced transmission rates in distriouting 

environments can be ignored, but for repeated bulk 

transfers, local communication is desirable.  Careful data 

partitioning and high selectivity can reduce the need for 

uulk transfers.  Data transmission rates can be expected to 

increase dramatically with e.nerging comm jn icat ion 

technology. 

Xl^»]smissiün_Cela_y^ Transmission delay is a critical 

parameter ot interprocess ccmmunication in that delays cause 

processes to be idle.  Superficially« the delays in central 

systems ^tc in the nanosecond range and contrast 

siqniticantly with the rrillisecond and seccnd lelays in th* 
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ARPANETff for example, not to mention the second, minute, and 

hour delays of more corventiona- computer communication 

systems. 

The transmission delay» of computer communication networks 

wi.il continue to fall.  In accessinq shared data in the 

central environment, the significant transmission delays are 

those imposed by multiprocess locking of shared data 

<Madnick> and fcy scheduling delays of processes in a 

multiplexed processor environment. 

In addition to geographical separation, relatively low 

transfer rates and high delays make di&triluted systems 

distributed. 

PeLiabilityi  A most important contrast to be drawn betvieen 

centralized and distributed computing is that of 

reliability.  Vihen a disk controller sends a buffer to a 

user JOB, it is assumed that the transfer will complete 

successfully.  When the transfer fails, the operating system 

typically initiates some drastic procedure (e.g., halt) 

until the difficulty ii found and fixed.  The malfunction of 

even a single bit in a single word of a computer system1s 

central memory may lead to a total collapse. 

In a distributed computing system, ^rrors are the rule, 

because distributed systems are constructed by many 

different people at many different times, the potential foi 

mmgummmmmmammmmtmmmmmmmmämm 
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malfunction is consideraLly higher than that of centralized 

systems; the potential for error recovery in aistributed 

systems is# fortunately, also very hiqh.  Because remote 

processes have only their communications in common (and not 

their memory and processor) the malfunction c£ one does not 

necessarily lead to the death of some other.  Remote 

processes can detect malfunctions in each other and attempt 

to recover gracefully.  It is not hard to imagine situations 

m which a malfunction might cause communicating processes 

to seek alternative processing while initiating action for 

test and repair, 

Explicitriess#  When communicating processes exchange data 

through a shared central memory, one process usually 

discovers that its data base has been updated by another. 

If the update is properly timed and of tlie appropriate 

format, the communication results in cooperation: in the all 

too frequent case that the update comes intermittently out 

of sequence or from a completely unexpected source as 

garbage, the communication results in chaos. 

When a data exchange is made over a thin wire, th? sender 

must consciously (explicitly) select the datd c^nc transmit 

it.  The receiver must consciously (explicitly) receive the 

data and dispense with it.  There is no cp^ortunity tor  one 

process to clobber another,s domain without .ts explicit 

consent etna active cooperation.  Processes can be 
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arbitrarily scrutinxzinq  of  explicitly communicated  data  and 

can  thereby defend  thetfseives aqainst either  malfunction or 

iralice. 
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ThinrWire,Interprocess communication 

In the  ARPANET,   IMPs  connected by  50  Kbps  telephone  circuxts 

(i.e. #   thin wires)   use an  IMP-IMP protocol  in cooptratinq   to 

perform  transmission error control,   congestion control,   and 

packet  routinq.     The  IMP  Subnet  provides communication  links 

(thin wires)   amonq  HOST computers.     The  "official"  general- 

purpose HOST-HOST protocol organizes the cooperation of   HOST 

computers  through  links,   creating a  system of  virtual JOB- 

JOB connections   (thin wires again)•     Each  of these  levels 

(i.e.,   IMP-IMF,   HOST-HOST,   and JOB-JOB)    involves  the 

cooperation of  processes   (i.e.,   IMPs,   HOSTs,   and JOBs)   using 

data exchanges tnrough thin wires   (i.e.,   circuits,   links, 

and connections). 

In  trying to understand  thin-wire  interprocess 

communication,   we  first  recognize  that  communication systems 

(e.g.,   the  ARPANET,   above)   can have   levels  of  organization, 

some  connection-oriented  or circuit-oriented,  and  some 

message-oriented  or  packet-oriented,   forming  a  system of 

hierarchically arranged   virtual   levels   sharing   a  common 

hardware Dase. 

For   the   moment,   we   choose   the  word  connection  to   identify a 

path carrying  a   sequence  of   Jata  exchanges   between 

processes.     dorn*-'  connections correspond   to  physical 

communication  channels   (circuits),   wnile  others   \re   simply 

st.^uencea  ot  table  transactions:     ARPANE1   ctirmunication 
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computers (IMPs) are connected by 50 Kbps telephone 

circuits, while ARPANET user JOBs can be joined via the 

virtual connection system created by ARPANET Network Control 

Proqrams (NCPs) <Carr>. 

The methods by which processes become connected vary.  IMPs 

become connected when their attached circuits are observed 

to be functioninq.  ARPANET user JOEs establish connections 

tnrouqh acknowledged requests on the ARPANET'S NCP-supported 

virtual connection system.  Connection systems typically 

handle flow, congestion, and error control internally and 

seldom bother communicating processes wiv.h the details. 

A jgacket is a self-contained data exchange.  When a packet 

first enters a communication system, its size, source, 

destination, and priority, for example, enter with it; when 

it leaves that communication system, so do tney and other 

traces specific to it.  A communication system that deals in 

packets is not required to dedicate resources to a certain 

packet until the actual moment of its arrival; the 

allocation of resources is (almost) purely on demand. 

A packet is a virtual object.  Some packets are actual bit 

sequences through a communication channel and others are 

formal objects, either ccnstcucted in a centralized 

environment simulating a cNmnel, or subdivided into 

physical units (like seqments into paqes) <Saltzer>. 

■ ■■^■iiii Wi 
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Because each packet contains the full specification of an 

exchange between sender and receiver, larqe e^chanqeö 

requiring multiple packets to carry them will nave that tall 

specification repeated in each of the packets.  In casas 

where data flows are voluminous, the per-packet overhead 

will make for poor utilization of communication facilities, 

A connection, on the other hand, is begun with the setting 

up of state information in a communication system so that 

transmissions via the connection need not contain 

repetitions of, say, the rendezvous specifications exchanged 

at connect time.  In cases where data flow is voluminous, a 

connection is a very effective way of utilizing 

communications resources because the setup costs are 

amortized over a large number of streamlined transmissions.. 

If the traffic among processes is predominantly light and 

bursty, however, then the relatively high connection setup 

costs will dominate and efficiency will he low.  The 

creation of a connection corresponds to the dedication of 

seme resources to an interprocess communication.  To the 

extent that the communication over a connection is sporadic, 

the dedicated resources are wasted. 

Thin-wire interprocess communication techniques, be they 

through a circuit or packet switching system, are a 

significant departure from tnose techniques for centralized 

computer systetr communication with which wf are all more 

tdrmlrar.  Fot detaiied examples of v.iricus thin-wire 
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techniques,  refer to the abundant documentation of  ARPANET 

protocols   <McKenzie1r   Postelr   Posteil,  önushan,   Bhushan6# 

Michener,   Kalinl,   Bressler1>.     To hiqhliqht some of  the  more 

fundamental characteristics of  such techniques  requires  only 

a few words:    (1)   forrrat  standards,    (2)   sequencinq,    (3)   flow 

control,   (4)   access  control,   and   (5)   best-efforts 

reliability, 

Because processes which cooperate   via  thin  wires tend to be 

runninq  in   different  machines  or are  designed  to dc   so, 

thin-wire  techniques exhibit  the effects of  considerable? 

care  in  the selection of  data   formats and  representation   . 

Knowing  tna4   a  process  at  the  far  end  of  a  thin wire  need 

only  have   its communication  facilities  in common with the 

process  at  the near  end —  not  its processor,   memory sizes, 

or manufacturer   — the designers of  thin-wire  protocol   find 

it incuiTiDent upon them to choose  formats   for  data exchanges 

which  are somewhat  general and natural to their  purpose 

<Bhushan>. 

Because  processes  joined  only by  thin wires  tend  to  run  hy 

different   clocks  and suffer   from  variable delay between 

tnem,   tnin-wire   techniques show recurrent concern  for 

synchronization  and  sequencing.     Data  exchanqes are  often 

specified  in   inquiry/respense  pairs and,   especially at  start 

up,   these   pairs  serve   to brinq distant  communicators   into 

phase with  one another.     One  common characteristic  ot   such 

t toUmmmmmmmm,^  ii i   ms rfr i^    i  !■ ■ —^^.          ^MaaMHBilMt 
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pairs is that the inquiry and response are identical so as 

to suppress the relative timing of theij transmissions in 

symmetric cooperation <Postel1, McKenzie 1, Eurchfiel, 

Kalin1>,  When, for reliability, dai*  exchanges are marked 

with sequence numbers, as they oft*   :ef it is usual that 

an iriquiry/response pair will be du    ^ to allow the 

processes to get back into sequence in tne event of a lost 

exchange <Bhushan6, BßN1822>. 

because distant processes differ in their ability to 

generate and process data, flow control mechanisms are 

common in thin~wire protocols.  Often, a certain message 

from one process to aether is taken as an indication of 

newly allocated message buffer space, i.e., a permission to 

send data to a process which has indicated its ability to 

accept them.  There are examples of interprocess messages 

which signify the reduction of a previous allocation by a 

specified amount, but those deallocation messages that have 

proven most useful ask a sending process co send no more 

data until a new allocation is received <McKenzie1, 

Burchfiel, Kalin1>. 

Because thin-wire tecnniques usually requir > the explicit 

gen^ration, transmission, reception, and discard of 

communicdted datd, interprocess access control is an almost 

automatic feature of distributed interprocess communication. 

Processes can, indeed, be arbitrarily scrutinizing of 

wmM 
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explicitly  transmitted data and can  thereby defend 

themselves   against  either  malfunction or malict^ 

Communication over a   thin wire  is  somethinq  a secretive 

process   can  do  freely,   in much the  same way that  people 

freely  use   their  telephones in varying  stages of undress. 

Thin wires   can provide a  medium for cooperation among 

embittered,   mutually  suspicious subsystems <Lampson>.     While 

the appropriate  primitive  is provided  in the ARPANET  —  the 

IMP Subnet  guarantees the correct identification of   a 

messaged  source  HOST —   little use   has  been made of  thin- 

wxre  interprocess  access  control <BBN1822,   PcstelO. 

And  now,   finally,   best-efforts thin-wire reliaoility. 

Large and,   especially,  distributed systems  are  a reliability 

proolem  <Kalin2>,     Unfortunately,   the  most effective  way to 

achieve  reliability  these  days   is through  stability  — 

inertra   in development.     3ut  isn't distributed  computing 

supposed to help reliability? 

As we  have  previously   indicated,   processes  at  the  far  ends 

of  a thin wire both  are  hurt  by and  benefit   irom  their 

relative   isolation.     They are  hurt  because  th- thin wire 

limits   the   rate at  ^r.ich   they can  exchange  bits;   they 

oenetit   because  the  thin wire   limits  the extent  to  wnirh  a 

-naltunction at  one  end  need   result   in   a malfunction  at  the 

other. 

mommmmtmmmmmm  <  ^—-— - ■-_ 
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A system vhich depends   jointly  on  a   larqe  number of   its 

components  to  sustain operation will  have  p<  }r   reliability 

for  the   simple  reason that  the  unreliability ot  the 

components   will  accumulate multiplicatively   in  the 

unreliability of   the  system.     Whereas thin wires provide the 

potential  for component isolation   in  distributed systems   and 

thet.Dy the potential  for  continued  system  operation in  the 

face  of «. omponent  failure,   only  intercomponent  protocols 

which     *.    both  sensitive  and  responsive  to  component   failure 

Cdn  hop ? to realize the  potential of  thin-wire   isolation; 

s'^h  failure-responsive   protocols       ^ the  essence of what   we 

call   the  "best-effcrts"   philosophy  of   interprocess 

c or.inrj nica t ion • 

Imaqire  that  we  are  a component process   in  the  midst  of   some 

iarqe  system.     Thert  are  two  extreme  attitudes  we   miqht  have 

toward   the   system and  toward  th«.   several  component  processes 

upon  which  we  depend.     Vte miqht  believf-   the   processes around 

us to  be so reliable,   irreplaceable,   and   interdependent 

that,   it  one   s'lould   fail,   thert   would bt;   litr i*   point   in 

tryinq   to   carry  on.     Or,   we  miqht   believe   the   processes 

aroun i  us   to   Le so unreliablfc,   expendable,   and   independent 

that,   it   some   should  fail,   there  would   be  considerable 

potential   in our  beinq aul«3  to paten  thinqs up  to struqqle 

on,   weakened,   but  doinq  ejr   job.     This  secend attitude   i:; 

cridracteiistic  ol   what  we coll   the  "best-eftorts"   philosophy 

;L   intt tprucess  commun?.cation;   it   is   based    >n  ot;:   desiie   to 

^mm-mm , i ■■ 
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qive  the system our best eitorts  and,   to  do  so,   on our 

expectinq  only  as  much  frcm the  processes  upon  v»hich we 

depend. 

ARPANET  IMPs#   for example,   treat  telenhone  circuits   <?s 

unreliable,   expendat     ,   independent  components  of   the 

packet-switchinq   system       Telephone  circuits  are 

individually  asked  to qive   their  best  efforts  to the 

transmission  of  diqital  data.     Realizinq  that a   telephone 

circuits best  is  not  perfect,   the  IMPs take  steps to 

menitot  circuit performance and,  detectinq   a malfunction,   to 

retry,   and,   failinq  some   .  imber of  retrys,   to take 

alternative  action,   namely  to  use alternate   paths  to get 

packetr closer  to  their destination.     Beyond this,   the  IMFs 

are suspicious  ot   one another  and can  recover   in vatious 

ways  to provide partial  service  in the  face cf  IMP  failures. 

You will  note  that  the  ability  to recover   trcm  partial 

malfunction doesn't always  require  what  miqht   He called 

"pure  redundancy";   a  reliable   system doesn^t   necessarily 

require  duplicate  components  sittinq   idly   hy,  waiting  for 

failure.     The  APfANET*s   telephone  circuits   are  a  good 

example.     When  they   are  all worklnq   properly,   tJ*? circuits 

ccmnine   to  provide  a  hiqh  total   transmission capacity, 

perhaps   slightly  higher   than   tne   network   miqht  otherwise 

require.     When some  circuits  go down,   these   cemaininq 

continue transmission  service,   out  at  a  reduced   total 

^^ .■. ^,  mmim— 
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capacity. 

Of  course,   best-eftorts  techniques  have  been around   for   some 

time;   for example,   take   the   familiar  retry  procedures  used 

in reading magnetic tape«     But now#   with computers,   the 

best-efforts   philosophy  can  be applied  pervasively  in  large 

systems.     Computers contribute  by providing  component 

isolation  through computer communication and by  providing 

"distributed   intelligence11 with  which  to  implement,  non- 

trivial error-detection  and  recovery mechanisms wherever 

appropriate <Chen>. 

But  why make an  issue  out  of   something at, pie aj  this 

"best-efforts"  idea?    Why call  it  <i  philosopny?     Why  give   it 

a  name  at all?     For  th"?   simple  reason  that,   without   a 

conscious   effort   to do otherwise,   computer  people 

(especially)    find  it  easy  to neglect  the  potential   offered 

Dy  thin-wire   isolation  --   they've  worked  in  centralized 

eavironments   for  so  long. 

As  evidence to support   this  proposition,   take experience 

with   tne ARPANET  again   (see   Appendices   A  and  B).     With  a   few 

minor exceptions   (e.g.,   the   lack   of   error-detect ion   in   iMl' 

memories   cind tne   IMP-HOST   interface) ,   the   IMP Subnet   shows 

the  failure-tolerance to  fce derived   from  the best-efforts 

philosophy condcientiously applied  ty  people working  close 

to communiCdcions   hardware  trey   know  to re   faulty.     The 

history  ut   the   HofficidlH   HOST-HOHT   ptotcccl,   on   tin-  othei 

sää^üät^^Btaa 
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hand,   shows  the consistent  fiaqiiity of   techniques   invented 

for distributed   interprocess communication  fcy people workinq 

with  tne delicate   innards of  computer  operating  systems. 

It  we  can  develop  and use thin-wire  techniques  for 

interprocess communication,   then  a^  computing environments 

become  more  distributed,   our systems  will   generalize.     In 

the meantime,   a  formal organization  of   process  management 

and  interprocess communication will   aid  in making systems 

work.      If we  can develop and use  strategies  for best-efforts 

interprocess   communication,   then we  can  take  tullest 

advantage  of   the   potential  for eiror-recovery  found   in 

highly  error-prone distributed environments and  encourage 

the  economic  distribution of   reliability mechanisms   in  large 

systems. 
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APPENDIX A 

THE ARPANET COMMUNICATIONS SUBNET 

The workinqs of the ARPANET are, as will become apparent in 

the toilowinq two appendices, startlinqly simple,  lere it 

not that the ARPANET already links over 30 centers of 

computinq activity across th^ USA, it would t,e very hard to 

believe that, its simple packet communication techniques 

could work at all.  Eut the ARPANET does work; and to such 

din extent that a commercial version on a qrand scale is 

imminent <PCI>.  While we miqht already be curious about why 

the ARPANET worKS as well as it does, thinking about an 

impendinq world-wide diqital communications utility makes us 

feel a certain urqency to understand what is essential in 

the teciiniques and, as is the purpose of this report, to fit 

the essentials into a theory ot packet communication. 

The simplicity cf   the packet communication techniques used 

in tne ARPANET makes it easy to describe them in some detail 

and, thereby, to substantiate the theories to which they 

qive rise.  We hope that the following paqes ot tutorial 

descriptioi, will prove helpful, but keep in mind that much 

of the material appears elsewhere, it not mere clearly, at 

1 east at qrea t er lenq th . 

This first or t-'ve tutorial appendices qets into tht internal 

mecnanisms of the Af?PANi:T,s subnetwork ct picket-switchinq 

communicat *ons co^^ur.ers (i.» .r    IMPs) , i«'v* h pi md 
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maintained by Bolt Eeranek and Newman Inc., Cambridge, 

Massachusetts {BBM).  BBN has produced a number of documents 

which must be studied for a thorouqh understanding ot the 

packet communication techniques surveyed here <faßN1822# 

Heart, McKenzie, Mimno, Ornstein>. 
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Tiie^ IMP-HOST. ^ Interface 

The  ARPANET,   as we  often  emphasize,   involves both 

comipunicaticn among computers and communication using 

computers;   amonq   things called "HOSTS"   using  things called 

"IMPs",     The   subnetwork of   IMPs provides   a  core of 

communications  functions;   without   the  IMPs,   these  functions 

would need costly replication  in each of  the various HOSTS. 

A  HOST communicates  viith  other  HOSTS,   not  directly,   but 

rather through a   local  IMP which  acts on   its  behalf   in  the 

realm of   IMPs  to  get  messages  transmitted   (see  Figure  7-1). 

For  reasons  of  maintainability ana  reliafcility,   IMPs  are 

essentially   identical  --   it would be better   if   they were 

exrtotly   identical.     HOSTs,   however,   are  not   all  the  same;   in 

fact,,   as a   resuit  of   their  prior   isolation»   they   are bashful 

of  one  another  and often  seemingly  hostile.     From our 

standpoint,   it  is  the  similarities  among  HCGTs  which would 

rjt.'  important   in coming   to crrips  with  the mechanisn::   of 

packet   communication,   but   it   is  the  differences  which   one 

i irst  sees. 

Therefore,   we  begin  oy   looking  into  the-   IMP   subnet   as   if   one 

were   a   HOST,   rather  than  the   opposite.     In   this appendix  v* 

venture   into   the   IMP Subnet;   lattr,   in   the  n^xt  appendix,   we 

look  at   the   structures  uhich  evolve   inside   HC6TS  to  deal 

with  the   IMPs   and  through  them with  distant   HOSTS. 
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J      HOST 
12-Wir» IMP/HOST Cobl»    f I 

Gintral IMP/HOST in hvfoc« 

To A'.othtr iMP 
Modem 

inttrfoct 

x—I IMP 

Modem 

Inttffoco 

J 
To Another  IMP 

To  Another IMP 

FIGURE   7-1   AN ARPANET  INTERFACE   MESSAGE   PROCESSOR 
AND   TELN£T   USER 
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That  which  physically  joins a   HOST computer   (e, cj. #   a  PDP-10f 

a  360/91,   a  Siqma-7)   to   its  IMP   (Interface Message 

Processor)    is,   at   its  narrowest part,   a   12  wire cable 

sustaininq  bi-directional,  bit-serial,   asyncnronous  message 

communication.     At one  end  of   this  cable  is  the   IMP^ 

,,qeneral,,   IMP-HOST   interface and  at  the ether end  is the 

HOST'S  "special"   IMP-HCST  interface  <PiJN1822>.     Traffic 

across  the  IMP-HOST interface  is   limited  to messages of  at 

most  8095  bits  at  a  maximum rate  of   IOC   kilobits  ^er  second 

(Kbps)   each  way.     IMP-HOST message exchanges are  presumed   to 

be error-free. 

The  "standard"   IMP- .C?T   interface   requires  that  the  IMP-HOST 

cable  be shorter  than   30   feet.     There   is a   "distant"  IMP- 

HOST  interface  which permits cable  lengths  up to  2000  feet. 

The  limitations on cable   length  are due   (1)   to  the 

requirement  that   IMP-HOST  ti^nsmissions be error-free  and 

(2)   to  the   tact  that long cables cause delays which 

significantly  deqrade   maximum   IMP^HOST  bit-rate,   under   the 

bit-by-bit,   asynchronous   hand-shake   transmission   schrj.jie 

used.      For   IMP-HOST connections  longer   than   2000   feet,   jfcN 

offers  a  "very distant"   IKF-HCST  interface providing 

retransmission-based«   IMP-IMP-like,   eicror-checked,   telephone 

circuit communication  <BBN1822>. 

The   12-wire   IMP-HOST cable  carries  t-wo  6-wire  signal   s^tsr 

one   for   IMP-to-KOST data   «u\a  one   for   JOGT-to-IMi   dejt-J.     Th< 
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two 6-wire  sets  are symmetrical  so that by appropriately 

cross connectinq   (i.e.,   by looping or  cross-patching), 

either  the  IMP or  the  HOST can independently test  its 

transmission  hardware  and the cable.     The   interfaces that we 

(i.e.,   the  author)   constructed  for the MIT Project MAC DMCG 

PDP-10  and  the   Xerox  PARC MAXC  HOST computers  allow  the   HOST 

to disconnect  from  the  IMP,   to cross-patch its   end of  the 

IMP coDlec   and to perform  loop-back transmission tests,   all 

under program control. 

Because of   the  symmetry in  IMP-HOST interface design, we can 

descrioe the  6 wire  transmission  scheme  from  "sender" to 

"receiver",   ignoring which is  the  IMP and which is the  HOST 

<BBin822>«     The six  signals are   (1)   receiver  ready  test,   (2) 

receiver master r* idy,   (3)   sender data,   (4)   sender  last  bit, 

(5)   sender  bit  ready,  and   (6)   receiver  ready  for  next bit. 

Two of  the 6 wires are used by  tne  sender  to determine 

whether  the receiver  is operational.     The  sender puts a 

signal   (e.g.,   signal ground)   on one of  the  pair   ("receiver 

ready  test")   and interprets the  return of that  signal on the 

second of  the  pair   ("receiver master  ready")   to mean  that 

the  receiver   is  in good  healti        The  receiver  confirms  his 

good  health by  looping   "receiver   ready test"  back  througn 

"receiver  master  ready"  with a  switch   (e.g.,   a   rv_lay or 

transistor) .     When the  receiver  malfunctions,     it   is expected 

thar  some  mechanism   (e.g.,  a  watch-dog  timer)   soon  turns  oft 
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the  "master  ready"   loopback  switch and  thereby  notifies  th* 

sender of   the   receiver's demise <Ornstein>.     The latest 

specifications do not demand  a HOST watch-doq timer,   hut 

rather   ask  that  some discipline be adopted tc  insure   that 

the HOSI   ready  line  is dropped when  a  HOST  is to discontinue 

HOST-IMP message exchanges. 

The remaining U  of the 6   wires are  used  tor  bit-serial 

message transfer.     In addition to a  wire through which 

actual data bits flo^,   there are   (1)   two  hand-shake wires 

tcr controlling asynchronous bit transfer  and   (2)   a  "last 

bit" indicator to mark the ends of bit-serial messages.     The 

hand-shake  works as  toliows. 

Upon  placing  a  data  bit on the  data  line,   the sender  enters 

the "bit ready"   state   {the  "bit ready"  signal stays  down   for 

a  moment)   and waits   for  the  receivers  "ready  for  next bit" 

sianal  to be high. 

4 The receiver  indicates nis willingness  to  accent   a  data  til 

by raising  the   "ready   for  next  bit"   siqnal.     He   then  waits 

for  the   returning  "bit   teady"   signal to be  high. 

When   the   sender   (in   the   "bit  ready"   state)   sets  -Wit  the 

receiver's  "ready  for next bit"  siqnal   is   high,   he  raise: 

his   "bit  ready"  signal  and waits   for  the   "ready   for   next 

bit"  siqnal  to  drop. 

-w-~.—-„-mBB-gM, . ,  TirmMWMinai i ii niirtMrM 
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When the  receiver  sees  the  "bit ready"  go  high  in response 

to nis   "ready   for  next  tit",   he  takes  the data  bit from  the 

"data"   line  and drops his  "ready  for next  bit"   signal   (for 

some  minimum time)   as a   "got  it"  indication. 

When the sender  sees  the   "ready  for next  bit" signal dropf 

he interprets  that  as  a "got   it"   indication, and  leaves  "bit 

ready"   state  until a  new data bit  can  be  placed on the 

"data"  line.     And so on. 

When  placing the  last  bit  of  a  message on  the data   line,   the 

sender  raises  the   "last oit"  signal  for  appropriate 

interpretation by the receiver. 

See  BBN's   IMP-HOST  interface  manual   <BBN1Ö22>  for a   more 

detailed description of   the hand-shake mechanism and  of   the 

schematic   in Figure  7-2. 

I 
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"SENDER" 

SENDER 
BIT READY 
STATE 

IMP/ HOST CA3LE 

RLCEIVER READY TEST 

RECEIVER MASTER READY 

'.ENUER DATA 

SENDER LAST  BIT 

RECEIVER READY FOR NEXT BIT 

SENDER BIT  READY 

"RECEIVER" 

-o / 
RECEIVER 
READY 
SWITCH 

FIGURE    7-2     IMP-HOST   ^SENDER"   AND   "RECEIVER"  SIGNALS 



Page   7-iJ Coruaunicationc  subnet 

Usin^   this  simple  hand-shake   protocol,   it   is  possible  for 

either   the sender  or  receiver  to  suspend   transmission 

indefinitely,   bit  by Dit#   without  losinq  data.     Transfers 

can  thereby   proceed  at  the  maximum rate  allowed  by  the 

slower   end   (aii   a   function  of  time) . 

As of  this  writing,   the   IMPs  are  set  to  limit data  transfers 

to a  maximum of   100   Kbps   (10 microseconds  per  bit)   so as  to 

conserve on  total  IMP bandwidth   (availa'fcle processor  cycles 

per  second).     While  hardware   interfaces   can operate  into the 

Mbps   (megabits  per  second)   ranqe,   HOSTs  often  limit data 

transfer themselves  from  time   to time under v*ryinq system 

load. 

At  various   times during  their  connection,   a  HCSl and an  IMP 

will   each  have  occasion  to  slow  the  flow of  data  from the 

other;   a  HOST may   find   itself busy  with   some device  when 

some   IMP  data  becomes   available  and,   similarly,  an  IMP may 

find   its  buffers  momentarily  full  when  some   HOST  data 

becoires  available.     The asynchronous   bitfby-fcit   IMP-HOST 

handshake  provides  a  very   fine-grained  mWrhanj-GT by   «hicl 

receiver can ccntror  the   flow of   data  scÄis  to  meet   its 

processing   requirements.     This   is  oar  first  example   of   a   so- 

called   "flow  control"   mechanism;   the   problem  cf   flow control 

appears  often   in communication  and  particularly   in  our 

consideration of  packet   techniques   in corr.putei 

c cnunun ica t i on. 

*** ^^.^.*..ia——~**tMiaB*mam nf II ill   I 
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The scheme used   in  the  IMP-HOST  interface generalizes to a 

5*-P wire  system   (P=l  in the   IMP-HOST system)   in which there 

are P  data   lines   <P for  MPac::et,,)   operated under the same 

hand-shake mechanism. 

Assume we are qiven that  the siqnal  propagation delay 

between sender and  receiver is D seconds   (C  is  calculated 

from  cable  length  in feet  divided by  signal  speed  in feet 

per second).     It takes a  minimum,   say# of  Ws seconds  and Wr 

seconds  for the  sender and  receiver  to generate and  dispense 

with P data t*ts,   respectively.     We  now calculate the 

maximum data-rate C   (for   "Capacity"   in bits  per second)   of 

the hand-shake procedure  by  looking  at the minimum time 

between  rising edges of  "sender bit  ready"  at  the  sender. 

"Sender  bit ready"  can onjy go high  if  both   p)   the  sender 

is  in  the  "bit  ready state"   and   (2)   the  "receiver  ready  for 

next bit"   is high at the   sender end.      It  takes   D seconds   for 

the rising  edge of the "sender bit ready"  siqnal  to 

propagate to the receiver,   during which  nothing else 

happens.     Assuminq   that  the   receiver  drops  liis  "ready   for 

next bit"   line  instantly after he  sees  the   "sender   bit 

ready"  signal  qo   hiqh,   we  observe  that  two  partially 

overlapped  periods  must  pass before  the  "sender   bit   ready" 

siqnal comes  hiqh aqain.     The   first  of   these  is  »■ he  period 

required   (1)   for  the sender  to  see  the "ready   for  next  bit" 

signal  drop  as  a   "got   it"   indicator   (D  seconds)   and    (2)   tor 

■  ■■ii"MmT~n~ -^.- ^t*^^-... 
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him to  produce a   new data bit   (Ws  seconds)„   totaling  D+Ws 

seconds.     The second period  is  that  required   (1)   tor the 

receiver  to dispense  with  the newly received data bit   (Wr 

seconds)   and   (2)   tor his new  "ready for next   bit11  signaj   co 

be seen  high at the sender   (D  seconds),   totaling Wr-^D 

seconds.     The  "sender  bit  ready"   signal  goes  high again only 

after both  periods have   passed,   only after  a number cf 

seconds equal  to the maximum of   the  two.     So  that: 

(Eq.   7-1) C =      P  
2r; ♦ maxCWs^Wrf 

For  an   ARPANET   IMP- HOST  interface  with P=--1   data  wire,   D=60 

nanoseconds   (30  feet at,   say,   2  nanoseconds  per foot),   and 

with  WriWr-IO microseconds,  we get  that  the maximum bit-rate 

is about  100 Kbps.     At 2000  feet  the maximum  bit-rate  is 

about   55 Kbps.     If this  scheme were  used at a  mile,   the 

maximum effective bit-rate would  be down  to about  33   Kbps. 

Be  sure  to note   that the  hand-shake  used   for   flow control 

between   a  HOST and  its   I^p makes channel capacity depend  on 

delay;   this dependence  is found  again  and again  in the 

AKPANET.     As we see   in our analysis of  store-and-forward 

packet  communication  in the report proper,   the 

interdependence  of  capacity and delay resulting  from  flow 

control   is   fundamental to computer communication. 

To increase the maximum   IMP-HOST bit-rate,   the  IMP delay of 

tmmmmmmmmm*im***mm urnrwrifl 
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10 microseconds   (i.e.,   Ws or Wr)   can  be  adjusted down 

<BBN1822>.     At  long distances and/or ir.uch  higher data-rates# 

the  required errorlessness of  transmission  is easily 

challenged. 

Another  approach one might use to  improve  the  tit-rate would 

be to  add data wires   (P>1)   for wbyte-serial"  asynchronous 

transmission.     The above  bit-serial  sch     e   is used between 

IMP and HOST because   (IJ    the data-rates  acceptable to an   IMP 

are not much  higher  than that  possible  via  the   serial 

exchange,    (2)   it   is  not  anticipated  that HOSTS be  far from 

IMPs,   (3)   HOST  processing  power and   transmission rates  vary 

widely  from HOST  to HOST and  from time  to time,   and   (4)   the 

bit strean;  approach avoids any word-length biases  m an 

environment with many  different computers and word  lengths 

(e.g.,   16,   24,   32,   36,   60,   and   128  bits  pir   word).     While 

the ARPANET currently  uses the  bit  as  its   atomic unit  of 

transfer,   it  has  been  found that  the resulting  generality is 

too mucn of a  burden and   that the   8-bit  byte   (say)   might  be 

a  better  choice   (i.e.,   F=8)   <McKen2ie2>. 

mMammuämmiam 
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iM£-HpSX.Rrctocpl 

With  IMP-HOST  interface hardware  between them,  an IMP and a 

HOST btcome capable  ol  exchanging messages of  an  arbitrary 

length   (in  bits).     IMP-HOST Protocol  <BBN1822>  establishes 

the convention that  all  legal messages between a HOST and 

its IMP   include: a  32  bit header and be of maximum length 

809 5  bits.     There  are a  number of  message types which can go 

between  a  HOST and  its  IMP.     The  two most  important kinds of 

message are  the  "regular" data message and the  "ready   for 

next message"   (RFKM)   message. 

A regular   IMP-HOST  message has an 8-bit   HOST   identifier  and 

an  8-bit LINK   identifier.     When  going from HOST  to IMP#  a 

regular message is a  request on the   IMP  Subnet  to deliver 

the contained bits to the  spcciüied  HOST with the specified 

LINK identifier.     When going  from  IMP  tc HOST,  a  regular 

message contains bits sent by  the speciiied HOST with  the 

specified  LINK  identifier. 

A RFNM   is   a  32   bit control message  which  comes  to  a  HOST 

from  its  IMP as  an  acknowledgment of   the arrival of a 

previously  sent  regular message,   at the  specified remote 

HOST,   with   the  specified   LINK identifier.      Each  HOST sees  a 

set of   256   communication LINKs to each of   256  possible 

HOSTs.     For   each regular  message  sent  to a   specified  HOST on 

a  specified   LINK,  a  HOST can expect  to receive  a  RFNM 

containing   that  HOST/LINK  identification   after   the remote 
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destination IMP has begun transferring the message to the 

remote HOST. 

If one tninks of LINKs as wiree# a RFNM acknowledges the 

arrival of a message at the oUier end of a HOST-HOST wire. 

It is guaranteed by the IMF Subnet that messages sent to a 

HOST on a given LINK will arrive in the crder sent. 

M basic problem for the IMP Subnet is to control the 

generation of messages so as to match the capacity of the 

IMPs and the computing power of communicatinq HOST 

processes.  We distinguish between flow cgrjtToJ and 

congestion control.  Flow control mechanisms are those which 

prevert a sender from swamping a receiver with more data 

than it can process or store.  Congestion control mechanisms 

are those which insure eguitable access to communications 

facilities among populations of senders and receivers. 

A RFNM is a message generated by a "destir.ation" IMP.  The 

RFNM was originally used as a congestion control mechanism 

in that (as of <BBN1822># April 1972) it was a detectable 

/iolation of IMP-HOST Protocol to send a   message to a  given 

HOST on  a given LINK until that given HOST/LINK '»wire" had 

been unblocked by ^he receipt of a RFNM for the previous 

message.  LINK blocking via RFNM control was intended to 

keep HOSTs from clogging the IMP Subnet by choking them off 

from furthei: transmission until previous messages have left 

the Subnet. 
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A simple calculation reveals  that  the LINK  mechanism for IMP 

SuDnet conqestion control is net  sufficient.     An  IMP is  a 

Honeywell DD7?~S)16  or DDP-316  with   12,000   16-bit  core memory 

words  of which more than  half  are used  tc  holü  the  IMP 

program.     An   IMP has toom for on the  order  of   100,000 bits 

of buffered  data.     The  virtual  storage capacity of the   IMP 

Subnet between two  specified  HOSTs   (implied  hy the LINK 

mechanism)   is on the order cf 2,000,000   tits   (i.e.,   8095 

bits  per message,   times   256 LINKs pet  HOST,   times  1 

outstandj.nq message  per LINK) .     If  a destination HOST were 

to be  accepting date*  at a  rate  less  than that  of  a sending 

HOST  and if the sending  HOST were to  use all  the  LINKs 

available  to  it,   then the  total number of  bits   in the  Subnet 

in support  of this  one  HOST-HOST communication  could grow to 

be enough to  fill more than  20 IMP'S. 

This obvious calculation has been performed on countless 

occasions and  its validity supported  by  actual  ARPANET  lock- 

ups <Frank1>.     A new congestion control  schenie  Iv's already 

been invented by  BBN.     The  number  of  "effective  LINKs"   is 

reduced  to  U.     While  RFNM9s are still  returned  as  before, 
4 

they  have significance only in that  they  are required to 

/ceep  compatibility with existing HOST-TiOST   software. 

Congestion  due  to  slow destination HJSTS   is   limited  by 

blockxng  the communications of  over-ambitious  sending  HOSTs. 

Under   the new  scheme,   long  messa4es   (i.e.,   those over  a   1000 

Dits)   are delayed at  their  SOUJCP  until  a  verified 

/ 
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allocation of space is made ior them at the destination IMP. 

Tae overridinq objective of such Ii.J-HOST congestion control 

mechanisms is to keep the Communications Subnet empty so 

that small messages from carefully managed sending HOSTs can 

move quickly to highly receptive receiving HOSTs 

<McQuillan>. 
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IMP-IMP Protocol; A_Scenario 

We now follow the movement of a particular message from a 

" sendinq" HOST to a "receiving11 HOST through the IMP Subnet 

to sketch the workings of IMP-IMP Protocol.  We start with a 

cold "sending" HOST.  The IMP connected to this cold 

"sending" HOJT believes that the HOST iz  disconnected trom 

the ARPANET because the "HOST ready test" signal through the 

IMP-HOST interface is not being returned through the "HOST 

master ready" line of the 12 wire cao3e.  Knowledge of the 

disconnectedness of the "sending" HOST propagates with ether 

status data among the IMPs every i/2 second and so all IMPs 

know that the "sending" HOST is down with r2spect to the 

APPANET.  Any messages marked for routing to our "sending" 

HOST (1) are intercepted at their point of Subnet entry, (2) 

are discarded, and (3) are reported so to their source HOST* 

Suddenly, the IMP attached tc cur "sending" HOST notices 

that our "sending" HOST1s "HOST master ready" signal has 

come on and prepares itself for  a possible message exchange. 

This start up event is not expected to happen often, 

certainly not for each message, and so the IMP-HOST protocol 

for handling it is allowed to be relatively elaborate to 

serve a number of purposes. 

In preparation for sending the one 8095 bit data message we 

are following through the IMP Subnet, tne "sending" HOS1 

must bring itself from the starting cold state into a state 
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of onqoinq  communication  with  its  IMP;   a state# 

incidentally,   in vvhich  it would  like  to rerrain  for hours, 

days,   or even ueeks^   if  possiiole.     It does  so   (1)   by  turning 

on its "HOST   ready indicator1«  thereby looping back tbe   IMF's 

"HOST  ready   test"  signal  and   (2)   by   sending a   few IMP-HOST 

no-op messages to  its  IMP  as  proof of  its willingness to 

communicate. 

The   IMP responds to these  new  j-igns of  life by sending  a  few 

gratuitous   IMP-HOST no-op messages of   its  own to the 

"sending"   HOST  tc establish  the  viability of the  IMP-to-HOST 

connection.     The  IMP then  suspends communication   for  some 

number of tens of seconds  -o allow  informaticn about  the 

"sendinc"  HOST'S availability  to propagate via the   1/2 

second   IMP-IMP status exchanges to the   far  reaches of the 

IMP Subnet.     When all  IMPs have had  time  tc  learn of  our 

"sending"  HOST>s  change  in status,   the  IMP connected  to the 

"sending"   HOST  is then  prepared to route messages  to and 

from  it.     This  start-up message exchange and delay  is 

experienced   only when a  HOST first comes  up on  the ARPANET 

(e.g.,   daily).     Thereafter,   the   IMP Subnet  remains   aware  of 

the   HOST9s   availability  and the  tens of   seconds delay is  not 

encountered. 

In our   scenario  it  is  the   "sending"   HOST^  desire to 

transmit data to a  specified "receiving"   HOST which   leads to 

the ne^t   event  of  note.     Having collected   (1)   up   to   80oJ 
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bits ot  data,   (2)   an 8  bit HOST  identifier#   and   (3)   an  8  fc\t 

LINK identifier,   all  from sources outside  this discussion 

(according  to  som€   HOST-HOST protocol) ,   the  "sendinq1*  HOST 

initiates a   transfer as a  regular  HOST-to-IMF data message 

throuqn the  IMP-HOST interface.     Note  that there are   16 

additional  bits  in  a  HOST-to-Ii4P   leader  which bring  the 

maximum  total  up  to  8095 bits <EEN1822>,     At  the  hardware 

level,   the transfer proceeds a bit  at  a time according to 

the previously discussed asynchronous hard-shake hardware 

protocol and  message bits find their way  into  the  IMP core 

memory. 

After  the  1000th tit of  the at most 8095  bit me§sa^e enters 

the  IMP'S core,   the  IMP  picks up  th?   100C  bits with  its 

destitution HOST/LINK pair and,   noting   (say)   tviat the 

specified  HuST  is  actively communicating,   creates a jacket 

which  it immediately turns over  to its store-and-forward 

module   for  routing  to the  specified destinaticiu     With ti^e 

•,seniing,,   HOST'S  message  only  partially  received,   its IMP 

has  already  started the  initial  packet toward  its 

destination  from IMP to IKP over  appropriate  telephone 

circuits.     Note that   (as  indicated)   the words "message" and 

"packet" have particular  technical meanings in  subnet 

terminology:     messages are  up  to  about  8095  cits   long  and 

ate exchanged by  HOSTs,   while  packets  are up to  about   'S000 

bits   long  and  are exchanged  by  IMPs. 
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At tnis point, the IMP has forwarded the first packet of our 

(up to) 8095 tit message and waits for a response from the 

destination IMP telling it that there is space for messaqe 

reassembly.  Then, as the messaqe continues to flow into IMP 

core from the Msending" HOST (at about 100 Kfcps maximum, 

depending on HOST processing) subsequent 1000 bit packets 

are collected, labelled, and turned over for routing. 

Finally, the last message bit (as indicated by the IMP-HOST 

interface "HOST last bit" signal) leaves the "sending" HOST, 

enters IMP core, is placed in the last (<8th) IMP packet, 

and begins its journey through the IMP system toward the 

"receiving" HOST. 

The "sending" HOST, having transferred the last bit of the 

message in guestion, notes that it should expect to get a 

RFNM message for the specified "receiving" HOST/LINK pair at 

some later time.  According to the old IMP-HC3T protocol and 

to standard practice among HOSTs even today, the HOS^/LINK 

pair is "blocked" until the corresponding RFNM is returned. 

The "sending" HOST goes on either to send messages on other, 

unblocked LINKS or to compute in some other context.  In our 

scenario, the next interesting event to involve the 

"sending" HOST will be the arrival of said RtNM. 

The message we are following from "sending" HOST to 

"receiving" HOST is now in the Communicaticns Subnet in the 

term of some number of 1000 bit packetr. each marked with its 
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destination HOST/LINK pair and its position ".n the HOST^HCST 

messaqe.  Note again that messages flow (virtually) among 

HOSTS ani packets (really) among IMPs.  The IMP Subnet has 

accepted responsibility for the successful error-free 

transmission of our message to the "receiving11 HOST,  This 

responsibility now rides with each of the up to 8 packets as 

they wind their way separately from IMP to IMP. 

Tne first decision an IMP must make about a packet which it 

holds is where to send itf i.e., how to advance its routing 

toward the specified destination.  If the packet is 

designated for receipt by a  HOST connected to the current 

IMP# the packet is handed by the IMP'S store-and-forward 

module to its message preparation module.  If the packet is 

■o be routed to some HOST connected to a remote IMP# then 

the holding IMP must decide through which telephone circuit 

(which leg) to put the packet so as to optimize its path 

toward the destination.  This is the routing decision. 

To provide inputs for routing decisions^ an IMP maintains a 

dynamically updated table of destination delays wl ch 

indicates which next leg will minimize the rransit time of a 

packet to its destination.  The table is updated via the 1/2 

second IMP-iMP status exchanges.  Routing data is generated 

by a local exchange of data, i.e., an exchange among 

immediate neighbors.  i^acn IMP maintains a table of transit 

times (by destination) which it updates en the basis of its 

— - ~-■-1 "ri-a^iB 
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own modem queues and   the   times received  trom its neighbors 

<Hedrt>- 

The maintenance of the set of routing tables across tne 

Subnet constitutes an asynchronously iterated distributed 

computation       IMPs  have no prior knowledge of global ARPANET 

topology,   but rather  maintain an evolving data  base  to help 

in a   local  jptirization of  packet routing, 

IMP'b direct  packets  through  the Subnet  so   as to minimize 

transit time.     It   is   likely  that  the optimal next  leg  tovard 

a given  destination \ 111  change with traffic and circuit 

availability.     In  partici:i<-r#   packets of  the same message 

will often  take different paths  to  a destination,   due 

especially  to their own collisions.     Each  IMP  rcutes packets 

so as  to minimize transit tine;   it «/ould not be  unusual for 

packets going  to  some  .single destination  to  leave an IMP 

through different circuits -- over circuits ociher  than those 

wi_.i  long queues     £   earlier  arriving  packets  to  the   same 

destination. 

Having  been  placed  en a  queue   for  a  given  circuit,   a packet 

gets  transmitted  through  seme  modem  interface.     As  it goes 

out on   the   lino,   the  modern hardware  generates 

synchronization chaiactecs   (SYNCHs) ,   data,   and  a ZU   Lit 

eye.1 ic  checKSum.     Tne   receiving   IMP1?  modem   interface  moves 

the data  into   IMP memory  while computing  its checksum -snd 

notifies  the  receiving  IMF waether   «:he packet   has   been 

 rrTT»wn- -_^. 
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ddmaqed in transmission.  If the packet has teen damaged, it 

xs immediately discarded.  If there are no buffers available 

for subsequent packets, the newly arrived packet is 

discarded <Zeiqler>.  I£ the packet is error-free and 

additional butfers are available, the packet is formally 

accepted by the new (receiving) IMP and an acknowledgement 

is returned to the sending IMP.  If either the packet or its 

acknowledgment are damaged or lost in transmission or if the 

packet is rejected due to insufficient storage, the sending 

IMP will fail to get a successful acknowledgment and will 

retransmit the packet after some time-out period. 

During all of this, the IMP is paying strict attention to 

tne performance characteristics ct its circuits so that if a 

circuit starts damaging too many packet transmissions, the 

routing module vill direct packets down alternative legs.  A 

message exchange routine is constantly maintained between 

IMFs joined ty a circuit so that each of the IMPs can assess 

the quality of the circuit.  This exchange continues even 

after a circuit has been declared de^d so ^h-uc when a 

circuit recovers, it is automatically put back into service. 

An interesting sidelight of continuing IMP surveillance of 

telephon»- circuit performance is that it would not te 

aifficult for the IMP system to produce a trouble report for 

i ne telephone company something like:  "On May 31, 1972, at 

12:01:32.768 hour?., circuit number »NW-^-USe1 went «down« 

- -^^  
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for   100  milliseconds.     Please  see   to  it  that  this doesn^t 

happen again." 

After  an  appropriate number of  routings  and  retransmissions, 

the packets of our  message begin  to arrive at  the 

destination IMP where   they are handed over to the message 

preparation nodule.     The  packets  arrive at  the destination 

IMP in  no particular order#   since each has  percolated 

through  the  IMP  Subnet  independently of  the others,   subject 

to varying routing decisions and error-coirccLing 

retransmissions.     As the  packets  arrive  they are  reassembled 

into a  HOST message and,   when  all  have  been  accounted  for, 

the message   is queued up tor transmission via a   IMP-HOST 

interface into the  "receiving*1   rtDST. 

As  the  first   packet of  the  message enters the HOST,   the 

destination  IMP constructs a   RFNM message   (i.e.,   a  "ready 

for next message"  message)   which  is  then routed  back as  ^ 

single packet  message to the Msending"   HOST.     The  RFNh 

propagates   in  exactly  the  same way  as  a  single  packet data 

message,   except  that  a   RFNM does not  generate  a  RFNM  at   its 

destination  IMP. 

As  the   last packet  ol  our data  n* zz^oe enters  tne 

"receiving" HOST,   the  "IMP   last bit"   signal   is   raised.     The 

"receiving" HOST examines  the  newly completed  message's   IMP- 

HOST  header to discover   tnat  it  has  received  daca   tron  the 

hv>3T on  the LINK  therein  specified,     concurrently  the 

-^  
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"sendinq" H0S1 receives a PFNM as an acknowledgment of 

messaqe receipt and unblocks the qiven HCST/LINK pair for 

subsequent transmission. 

I^MBMiT   11 iirirliirflliaiMi i ill i ■ i r «ai—r irtl I mammmattmmmmmmta^k 
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xsW- IMP Protocol; Observations 

We make three observations about IMP-HOST and IFP-IMP 

prot'XTwl as   just  sketched;      (1)   that  the time required  for 

all of these machinations by  HOSTs  and  IMPs  is well within 

the toleremrs of  interactive computer  networkinq,   {2)   that 

the transmission error cortrol  supplied ijy the Sutnet  is of 

sufficiently high quality that other sources of error must 

now be confronted,   and   (3)   that an  interesting deadlock may 

exist between  the technique of message  disassembly and 

possibilities in the development of  follow-on  IMPs. 

Time  required.     Early specifications  for  the ARPANET called 

for a maximum propagation delay time between any two nodes 

cf under  .5   seconds <jRoberts>.     That specification has  been 

net and with  such success  that  the time-sharing systems 

fceinc; used over  the ARPANET are themselves  the  limiting 

factors in  their  own  interactive use.     The DDP-SIS^ and 

DDP-3lb1s being  used as  IMPs have   already  teen   far  surpassed 

in speed and  low cost by many newer  products   in  the mini- 

computer market   (e.g.,   PDP-11   and NOVA).     Communications 

circuits of  significantly   higher bandwidths   (e.g.,   much 

greater  than  2 30.U   Kbps)   at  lower  cost  are  imminent. 

Therefore,   the  potential  for economic  application ot  ARPANET 

techniques   i^   even  greater  than that demcnsti:ated  in  the   IMP 

Subnet. 

"^-^A'Ä- ---       . . ~-~ -  ^_„      —^«^w.^ 
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Error control»     Experience with  the  APPANET  hos  shown that 

the error   rates   in telephone circuits   (quoted as  1  bit  in 

error  out of   100,000 bits)   have not  been  a significant 

factor  in  iimitinq  ARPANET performance  <Kahn2#   0rpstein>, 

The  IMP modem  interfaces  generate a  2U   bit cyclic checksum 

per   (up to»    1000  bit packet   to reduce the  undetected 

transmission error  rate  to one  bit in tea   to  the twelfth 

bits  or   about  one undetected ARPANET   transmission bit error 

per  year  <Roberts>.     The  fact  that there  have been enough 

bits  in error  in  the APPANET  to  fill   this quota  for 

centuries,   lead:   us  to look at the newly dominant error 

sources. 

In the  IMP Subnet  itself,   there are two major trouble  spots 

for error control.     The  first,   and most obvious,   is  that 

there is no error checking done across the  IMP-HOST 

interface.      It  is  a  fact  that  these  interfaces  have been 

generating errors and  it  is interesting  to note that  no 

higher   level  protocols   (e.g.,   HOST-HOfT,   File Transfer)   have 

been  developed which check for end-to-end   integrity of 

transmitted data.     A more dangerous  soiuce of errors   in the 

ARPANET are  the core memories of  the   IMP'S themselves.      IMP 

core memories   (1)   are not  parity  checked.    (2)   are  pro»-jo   to 

failure   (to  wit,   a  DDP-516 "jump  to   self"   instruction 

reputedly overheats core  memory causing   tits to  te dropped), 

an!   (3)   are not rigorously error-checked  by  the  IMP program 

(i.e.,   packet  checksums  exist  only  Mon  the  wires").      If   a 
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bit in  some buffer of  some  IMP somewhere were to malfunction 

(even solicily)   the error would be  intermittent  to the extent 

that  packet routing  is load dependent  and that  packets  will 

fall  in  various buffers on repeated passage through the  sane 

IMP.      It  Is  reassuring to note that  recent versions of   the 

IMP  program have   included core-to-corer   software,   packet 

checksums,   especial!/ on routing  information,   to detect, 

correct,   and even  report  many   IMP core  failures. 

Because error  detection has been missing  in HOST-HOST 

oommuni.catxcn prctocols,   there  are  few   (if  any)   real 

statistics  on  the magnitude  of  the error problem.     Because 

the  IMP Subnet  is advertised as being error-free 

(transmission  error- free)#   protocol designers   (e.g.,  we) 

have  thus  far avoided higher level error control  and  left 

theirF elves   exposed. 

Message  disassembly.     The most  famous  and well-ur/ierstood 

bug   in   the  initial  inrpl^mentation of  the APPANLT 

communications Subnet  is  the   "reassembly  lock-up probiem11 

<Frankt>.     This bug   is  "fixed"  in  the current  implementation 

by  tne previously  mentioned  use of   IMP-IMP allocation 

protocol   tor  nrulti-packet messages  <McQuilIan.>- 

Under   the   initial  implementation,   two   HOSTS   begin  a  massive 

data  transfer   utilizing   full 8095   bit  multi-packet  nessages 

and  multiple  LINKs   tor   high  data-rates.     As   tt~e  nimrei   o£ 

LINKS  is   incredsed   past  some   smdll  number   Ixkt   3  or   -^ ,   the 
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total   throughput not only  stops  increasinq,   but  s'jddenly 

drops oif   until at  s^me  slightly larger  number of  LINKs the 

entire ARPANET  locks up,   i.e.,   requires  manual   intervention 

to   .jet  data   flowing  again. 

The cause  of   reacsemfcly  lock-up,   with benefit of 

considerable  hindsight,   is easy to  identify.     By using 

multiple LINKs,   a sending  HOST can get  mere  than   1  or  2 

multi-packet messages  in  the  IMP  Subnet  at  once.     Say that 

the sender  is  so successful   that he  gets  at  least one more 

message  into  the Subnet than there   is room to hold   in 

reassembly buffers  at the destination  IMP.     Also say that 

due to vagaries  in routing and  retransmission,   at  least,  one 

packet  of  each of   these  messages gets  into   the  reassembly 

buffers  at  the destination  IMF   just as tn«  reassembly buffer 

pool is exhausted.     Lock-up is  then  achieved.     There is  no 

rcom for the  additional  packets required to complete the 

partially  assembled messages  in  the destination IMP   ind   so 

all  packets  sent  to that   IMP  ace discarded.     Because   the  IMF 

Subnet   takes  ics  responsibility for message  integrity very 

seriously,   choughts  cf  autcmaticaily   junking  packets in  this 

lock-up situation are   inadmissable.     The sending  HOST 

continues  to  flood   the  Subnet  until   IMP  tuffers   are  full 

thtouq.iout   the AFPANET,   IMPS are  transmi-.ting   in  nv» ny 

directions at  full  speed,   and  most  transmitsirns  are being 

discarded due   to  insufficient  storage  <Zeigler>. 

-       —     MJ^J.i 



Cümmunications Subnet Page   7-31 

The situation  ia  remarkably  iihe the deadlock which arises 

when there  are  tv»o magnetic  tape drives   available on an 

operating system and two two-drive programs are each 

assiined only one. 

The new IMP system has been installed with a relatively 

complex  allocation scheme whereby multi-packet messages are 

only  permitted  into the  Subnet  after  an   acknowledged 

allocation of   space has been made at  the destination  IMP.     A 

less sophisticated observer   (e.g.#   we)   wculd  suggest  that 

the problem of reassembly  could be solved by eliminating 

disassembly,   i.e.,  by eliminating multi-packet messages.     It 

can be argued  that  the   simplicity resulting  from removing 

disassembly  and  reassembly would more  than  repay the alleged 

loss of  performance.     Eut the  argument is more subtle and 

more  interesting  than one  mign;: expect. 

The   IMPs  do  disassembly   for a   number ol   reasons.     The 

original  ARPANET  specifications called  for   8095 bit 

messages.     Transmission, efficiency under  burst-errors  and 

the  utilization of   IMP memory for   fixed-length  tlocks   are 

ooth  thought  to  be optimized by   packet   sizes  en  the   Drder of 

1000  bits.     by  using   1000 bit packets,   large mult:-packet 

messages can oe  pipe-lined  through  the Subnet,   the  first 

picket   being  sent  on  its way  before  the  second   h^s even 

entered  the   source  IMP.     Ey  using   1000  Lit  packets,   d 

message can oe   propagated   in   parallel   throvigh t ne  ARPANET'S 

^^   ■    i« JOlmmmmm   r n     iilM ii  .     ITIM.* -    ~ ~rif^äs*^*^,..    .   . 
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redundant  telephone  circuits  to achieve  hit-rates  in excess 

ot   tncit  of   any one circuit.     Finallyr   if  the message size 

were smaller,   say equal   to that of   a packet,   then the 

overhead incurred by  HOST computers  in handling messages 

wovüd  be increased. 

but now the   interesting deadlock.     Because the  IMPs are 

constructed  with general   purpose  computers,   processor 

bandwidth  limitations  are such that the   pipe-lining effect 

of disassembly significantly   reduces delay aud   iirproves 

throughput   tot multi-packet messages,     because the   IMP 

program  is   becoming  increasingly complex owing to  the 

inherent difficulties of  disassembly and the allocation 

schemes  which deal  with  them,   the   IMP can only  be   (as  it  is) 

effectively   iirplemented  in software on a  general  purpose 

computer. 

By simplifying IMP operations   (e.g.,   by  removing 

disassembly),   follow-on  IMPs can be  built  fcr  high 

performance   nearly all  in "hardware",   whereupon the  overall 

performance  will be  so improved as  to  'iwamp  any  gains 

attributable to disassembly. 

We look with  great  excitenrent  to B^N's  recent  work on a 

high-speed  modular   IMP which  promises  to answer the question 

we caise and many  others  <Heart1>. 
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APPENDIX   E 

ARPANET   HOST-HOST   PPOTOCOL 

A typical  HOST ras  an existence apart  frcm the ARPANET;   many 

HOSTS even predate   tne  IMF Subnet,   some  by  as much as  five 

years.     The  Subnec does nothing more than  bring to the 

HCSTs,   as  described  in the preceding appendix,   a  way to 

guickiy and inexpensively send messages  to each other.     Like 

the League  of   Nations before   it,   the APPAN^T brings  to  its 

members an  opportunity to escape  isolation,   to cooperate 

toward common  ends. 

Before   HOSTs can cooperate via the  IMP  Subnet,   they  need  to 

agree on the   rendezvous,   format,   and timing of messages to 

be exchanged — they  must have a protocol.     Any  such set of 

agreements  between or  among  HOSTs  is called  "a  HOST-HOST 

protocol".     There have been many HOST-HOST  protocols  in the 

short  history of the ARPANET:   one  to connect a computer 

terminal on  a certain  HOST to a certain "JOB"  on another 

certain HOST,   one  to send an ASCII  file  from a certain disk 

in Salt   Lake City  to a disk in Menlo Pork,   and one to copy 

records   from a magnetic tapo  in Oklahoma  tc another  .i v. 

California,   for example.     But,   as  you might   infer   from  these 

examples,   the  various HOST-HOST protocols   led to a great 

deal ot  duplicated eftort  and  inconvenience   is each 

application  required  the   specific  HOSTs  involved to come  to 

new agreements  and   new  irrplementations.     And so one  HOST- 
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HOST protocol,  called  "the official   HOST-HCST   Protocol",   was 

developed to provide a set of  general coirmunication 

procedures  tor  use by various HOSTS in various  applications. 

In the  preceding appendix we  looked out  into ehe  IMP Subnet; 

we now turn to  look  back#   inside  the HOSTS,   to  survey the 

structures   which evolved within these  pre-existing computing 

systems  to deal  with the   problems of  protocol  in  a packet 

communication network.     We discuss  several  special-purpose 

HOST-HOST  protocols,   mainly  to give  some  historical context, 

and then move  en  to  sketch the operation of the  "official" 

general-purpose HOST-HOST protocol.     With some observations 

about  protocol  design,  we leave you to our  theories of 

interprocess communication in   the  report  proper  and to the 

detailed literature  <Carrf Crockerl,   Newkirk,  McKenzie 1, 

bhushana,   BhushanS,   Eressler,  McKenzie2,   Burchfiel,   Kalin1>. 

-     --   —,mm ■■I —i 
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Other^HOST^HOST^Fiptpcois 

Prior  to the  invention of the «official1»  ARPANET HOST-HOST 

protocol,  a  number c£  protocols were  invented either   (1)   tc 

develop  confidence   in basic ARPANET  hardware and soltware# 

or   (2)   to   fill an immediate i.eed  for  interccirputer 

communication. 

Our experiences with special-purpose  HOST-HOST  protocols 

were  purely  experimental.     Three protocols  were developed  in 

early   1970   involving the MIT Project MAC DMCG  PDP-10  in 

cooperation witht,  respectively,   (1)   MIT Multics,   (2)   the 

Harvard PL)P-10.  and   (3)   a combination of  the  harvard PDP-10, 

the  Harvard PCP-1^   and the Project MAC  Evans and Sutherland 

LDS-1   (cicture processor). 

The  tirst protocol effort made  it possible,  ander special 

arrangement,   to make one   IKLAC console on  a dedicated PDP-10 

beaave something  like a Multics terminal via  the ARPANET 

<Padlipsky>.     The second  protocol  made  it  possible   to make 

that same IMLAC  into a  terminal  on  Harvard9s  PDP-10.     Both 

of these experiments wfre well  worth the effort,   not  in 

their   end product,   but  rather   in  their  use as tools in 

developing  ARPANET expertise  and in  exposing problems   in 

terminal interfacing  <Metcalfe>. 

our   (with Darker  and Cohen at   Harvard)   third experimental 

HOST-HOST  protocol was  more ambitious  in  that   it  involved 

^ TTlMlil 



Paqe   8-4 UÜST-U >ST  Protocol 

four majoi:  processors,   three of which were  joined only Jay 

tae  ARPANET.     A  PDP-10/LDS-1   «lisplay  proqram  of  considerable 

complexity   (i.e.#  Cohen's Aircraft Carrier  Landing  Proqram) 

was edited  and assembled   on  Harvard's  POP-10;   it was 

transmitted to MIT's PDP-IO/LDS-1;   and the dynamically 

charginq picture  it  generated was  then  transmitted  via   the 

ARPANET back  to Harvard's  PDP-1   to  be displayed.     The 

results of this experiment expose some  additional   lessons  in 

tne coordination of  remote  processes and verification of   the 

fact that  the ARPANET supplies in   ifficient   bandwidth  for 

brute-force  dynamic  graphics  <Metcalfe>. 

In parallel#   at   least  two other  ^.OST-HOST  communication 

efforts  were performed.     Between  the  Stanford Research 

Institute   (SRI)   and  the  university of   Utah,   a protocol was 

established  to permit SRI  people  to  do proqram  development 

on Utah's   PCP-10   in preparation for  their move  from an SDS- 

9U0   to   a  PDP-10. 

Taft,   barker,   and Sundberg developed  a  protocol at Harvard 

by which their PDP-1  with its  four  DEC scopes  becomes a very 

fancy terminal  for  the   Harvard  PDP-10   over  the  ARPANET, 

This  experiment was  an early  attempt at   terminal  support 

through  the  ARPANET,   later  followed   by Conrad's   PDP-1 

Monitor dt Harvard,   EBN's TIF  <Orristeinr   Mimno>  and the 

University   of   Illinois's  ARPANET   terminal-support  system. 

-mm       ■« inl MüSU^BHi^ 
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Two  HOS^o,   namely Tinker and  McCleilan  Air   Force  Basest 

UNIVAC  UlS's,   were used strictly  for  magnetic  tape  file 

transfer.     Their HOST-HOS"" protocol   ignored  all other HCSTr 

and wiS optimized  for efficient use  in routine tape 

transfer. 

While most  of these protocols   (and  the  programs written  to 

support  them)   have  fallen into disuse,   some ad   hoc  HOST-HCST 

protocols  persist and others will  follow.     The option to 

invent  special  HOST-HOST   protocols,   despite  the existence  of 

a general-purpose  HOST-HOST  protocol,   remains  in  the ARPANET 

to allow experimentation  with  new ideas  in   HOST-HOST 

communication and  to support  special  applications requiring 

very  -ugh  efficiency;   this option  is preserved   in planning 

for a commercial  version of   the  ARPANET <PCI>, 

^—^.—■^^^—^_. ||rt  iiimmuMn m n^BMiMÜlMaii 
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Geger^j,Purpose NCP giotccols 

The  ARPANET   IMP Subnet  provides communication paths amonq 

HOSTs;   the  basic  unit o^.   activity in  the ARPANET  is  not  the 

HOST,   however,  but  rather  the  nspr procccc on JOB.     There 

are typically  a  large  nuir.ter ot JOBs  runninq concurrently on 

an/ qivrrn HOST at any qiven time.     It was  clear  to early 

ARPANET desivjners  thac a   HOST-HOST protocol would be 

required to multiplex the ARPANET1 s ccrnunicatioiis 

facilitirs amonq user  processes on hOSTs#  or  rather,  to 

create a virtual  rroce^s-process   (i.e.,   JOE-JOE) 

communications network  <Roberts>. 

After   a long period of  controversy,   two general-purpose 

HOST-HOST  protocols were  forwarded.     The  first  to be 

formally presented <Crocker1>   (and  later  adopted by  the 

ARPANET  Network Working Group)   is oriented  arouni a system 

of   "connections«•;  we call   it s,the NCP  protocol"   from 

"Network Control  Program".     The  second to be formally 

presented  <Wald^n>   (and  the one currently beinq studied as a 

sideline in  ARPANET develrpment <Bressler1>)   is oriented 

around a  system of   process-process "messaqes";  we call  it 

" :he MSP protocol"  from  "Messaqe Switching   Protocol". 

The connection-oriented   NCP  protocol   adopted  by the  AKPANLI 

:etwork working  Group   is   an extension of  the  LINK mechanism 

ot   the   IMP Subnet.     Establishing  a  process-process    (i.e.. 

Job-JOB)   connection   is essentially  the   assignment  ot   a   HOST- 
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HOST LINK to  a  process  port   (SOCKET)   pair  <Ehushan3, 

McKenzie!>•     The  basic transactions  among  so-called   "Network 

Control Programs"   (NCPs)   obeying the   HOST-HOST protocol arc 

simply  tnose  of   (1)   requesting  that  a  LINK fee allocated  to   i 

certain process-process   (i.e.,  SOCKET-SOCKET)   simple- data 

pciLh«    ^2)   roating  a byte  stream  from a connection's   send 

SOCKET  to  its  receive SOCKET,   (3)   controlling the  flow  of 

data  through a  LINK  so as to avoid swamping  a receiving 

process,   (U)   interrupting  communication ever a  connection 

for  the handling of  abnormal  conditions,  and   (5)   closing a 

connection and freeing  its LINK. 

The messaqe-oriented  MSP  protocol  currently  fceing  studied  ty 

Bressler and Waiden  preserves  the message exchange   texture 

of  the  IMP  Subnet for the  virtual,   user-levei   interprocess 

communication system.     Because an  NCP  for 5-uch  a  HOST-HOST 

protocol would do  little  irore  than multiplexing  the   use  of 

the  IMP-HOST  interface,   it could  be  simple  and efficient. 

Because "connections,, will  no doubt be  useful objects  at 

some  higher   level of data exchange,   the  message-oriented   NCP 

protocol  passes more communications-oriented  functions  to 

higher   level protocols  and programs.     Whether a   "connection- 

oriented"  NCP  is   irore ur   less  effective  than a   "message- 

oriented"   NCP  remains an  open question  <Eressler1>. 

^  .»■■■ ■■ ■ 
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6-Scenario,tor.The^NgP^Prctocol 

The transmission ot  a byte-stream from one APPANET user 

process  to another goes  something  like the  following.     One 

of the processes   (either  the  sending  process or the 

receiving process)   indicates to his  local  supervisor   (his 

biCP therein)    that he  wishes  to  be receptive  to  requests  for 

connection  to a   specified  socket.     His use of  a specific 32- 

bit SOCKET number  may be access-controlled  to any extent 

desired by  the local system <Bhushan3>.     Whether his request 

to be  receptive  is at all  selective  is another option which 

might be exercised.     In  this case  the supervisor registers 

the  process's  receptivity by  making  an  entry   in a   local 

"SOCKET table".     The  process is said to   be  "listening"   for a 

request for connection on  the   specified SOCKET. 

Elsewnere  in the  network,   the   othex   process   (called the 

"initiating"  process)   indicates to his  supervisor  that he 

wishes  to  request a   (simplex)   connection  between  his 

specified   local  SOCKET and a  specified remote SOCKET  at  a 

remote  HOST.     On  his behalf,   the NCP  sends a HOST-HOST 

control  message   (i.e.,   a "Poguest For Connection"   (RFC))    to 

the  specitied HOST and  registers  this  fact  by making an 

entry  in  its  local  SOCKET table.     The  initiating process   is 

said to  have a SOCKET  in "RFC   sent"   state. 

At   this   point   we   have   (1)   a   listening  SOCKET,   (2)   an 

mmm 
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initiatinq  SOCKEl#   and   (3)   a   Hrequest tor connection"  HOST- 

HOST  controJ.  messaqe  in transit  between  them. 

ht some  later  time   (mithin   ,5  seconds)   the  RFC arrives ?.t 

its destination where  the   NCP notices  that   the  taiqet  SOCKET 

specified  in  the  PFC  matrhes an  active entry  in   its SOCKET 

table  and that the connection can be completed.     The 

listeninq  process is notified of  the  FFC'S   arrival  and  an 

answennq  RFC messaqe  is  sent back to the  initiatinq HOST. 

With  the arrival of the answerinq RFCr   the  initiatinq  NCP 

marks the connection  "open" and notifies  the  initiatinq 

process. 

In the  RFC exchanqe  leadinq  to a successful connection,  a 

HOST-HOST  LINK  is  specified.     The   LINK  is  allocated tc  the 

aew connection by whichever  is to be the "receivinq" NCP- 

Note   that a SOCKET can be either on the  "listeninq" or 

"initiatinq"  end  of  a  process-process  simplex  connection 

and,   independently,   can be either  "receivinq"  or  "sendinq" 

data throuqh  it. 

At this  point one  would expect data to beqin  flowinq frcm 

sender  to  receiver,  but one additional  kind o:  messaqe 

exchanqe  is  required.     The  flow of  data   throuqn a  connection 

is controlled by the receiver via  HOST-HOST  allocation 

control  messaqes.     Before  any data  can   flow,   a  sender  must 

have received a   permission   (i.e.,   an  allocation)   to  c^o6 a 

specified number  of   bytes   in  a   specified  number  of   messaqes. 

- - - 



Pagu b-10 uOST-HOSV Protccol 

This limitinq of data flow by a receiver is intended to 

handle bufferinq and processing mismatches between computei 

systems of varying capability. 

The receiving NCF with the now "open" connection next sends 

an allocation message (also a HOST-HOST control message) to 

the specified sending NCP-  An accounting is maintained of 

outstanding allocations.  The size of allocations is a 

function of the size of buffers between the receiving HOST1s 

NCP and the receiving processr  As data flows from sender to 

receiver, the sender^ allocation is depleted and# as new 

allocation messages arrivef it is augmented <McKenzie1>, 

Data is handed to the sending NCP by the sending process in 

some HOST-specific manner (a JOB-NCP protocol) with a 

specified local SOCKET,  using the specified SOCKET» (1) a 

destination HOST and LINK are retrieved Irom the local 

SOCKET table, (2) thf*  allocation is checked and 

appropriately decremented and (3) the data is sent«  Data 

messages arriving at the receiving HOST are identified as to 

sending HOST and LINK and are routed to the appropriate 

receiving process with informaticn retriever» from the 

locally maintained SOCKET table. 

A connection can be closed from either end.  The closing 

process indicates (e.g., by a system call* to his local NCP 

that he wishes to terminate a connection.  The local NCP 

sends an appropriately tagged "close'1 HOST-HOST control 
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messaqe to the NCP at the other end of the connection.  Upon 

receiving an echoing ,,close,, from the remote NCP# the local 

NCP deletes any knowledge of the connection from its SOCKET 

table.  An NCP receiving a "close" from the remote end of 

one of its open connections, notifies the owning process of 

connection termination and sends an echoing "close" as 

confirmation of the connection's removal from the SOCKET 

table. 

Note that the above message exchanges support simplex (i.e., 

unidirectional) data flow only.  If data is to flow in both 

directions between two user processes, two connections must 

be established and the above control transmissions 

duplicated for the reverse data flow. 
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HOST-HOST.Protocol; Qfeggryations 

We make  tour observations about  ttm current connection- 

oriented HOST-HOST   (NCP)    protocol   just  sketched;      (1)   that 

it nas  been  successful  in  providinq  a general  purpose 

interprocess  communication system  for  the ARPANET,   (2)    that 

the size and complexity of  the  required NCPs  has been a 

siqniricant  factor in delaying  APPANFT  development,    O)   that 

effective  error  controi mechanisms are ccnspirjously absent, 

and   ('4)   that  there  is evidence to  suggest that ARPANET 

traffic  will  have a   sufficiently large message-oriented 

component  to   justity message-oriented  primitives at  the  NCP 

piotocol  level. 

Success« Using the connection-oriented HOST-HOST protocol 

as a base, the ARPA cooimunity has successfully developed a 

(small) number of process-process protocols making 

substantive use of the AFPANET. LINK, SOCKET, connection, 

and allocation have found acceptance as objects convenient 

for program manipulation in a wide variety of operating 

contexts   ^e,q..   from PDP-K^s  to  SBC's). 

si^e  and complexity^     Ir.   establishing  a ccni*crtion.   two 

remote  processes   (i,e,#   r.wo NCP's)   exchange  messages  toward 

the ccordirated  manipulation of  remote  data  bases   (i.e,# 

OCKLT  tables).     For   the  connection  system  to   function 

üinoJthiy,   care  must   be  taken  to  maintain  consistency  in  the 

vcirious   tables  interlocked across   the  population or 

„ . . i.. „- _ 
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communicating HOSTS and  user  processes   (i.e.r   JOBs).     Each 

of  the   NCP's  runs   asynchronously with respect  to the  others 

and with respect to user processes in its own  local system. 

The mechanisms required tc manage  the distributed body of 

state information supporting connections throughout  the 

ARPANET are  ncn-trivialf   and connection-oriented  NCPs  are 

large and complex. 

The size of  NCP  implementations alone   (program,  SOCKET 

tables,   and system buffers)   has been a  significant deterrent 

to  speedy  implementation.     Implementations with taTuich we are 

familiar require  on the  order of   3000  words of supervisor 

space,   not   including tables avid buffers;   we  recommend  that 

you exercise care when making  detailed probes   in this 

delicate matter. 

NCP complexity  and concomitant  difficulties  cf coding and 

debugging  have  been named as the  principal  cause of   a six 

month  schedule slip  for ARPANET development.     It is  not that 

the complexity  in managing connect ion-oriented communication 

can be  avoided  in any simple  way,   but that  the  assignment of 

this  complexity to central supervisor   level  is a  mistake. 

The relative   scarcity of   stand-alone time   fcr  supervisor 

debugging and   the  unmanageability of   the  internal  supervisor 

environment  are  both significant. 

I^XQt-Contrgi^     We   have  already   indicated   that   there   is  c» 

potential   error  control  problem  in  the   IMP   subnet due    to  the 

—     [■■nur 
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tdct  that  neither   IMF core memories  nor  IMP^HOST  interfaces 

are error-checked.     it  is also a  fact that our complex 

connection-oriented  N^P^ drop bits#   bytes #   and even whole 

messages on occasion.     Unfortunately^   the  NOP protocol#   in 

all of   its   efforts  to afford user  processes a clean byte- 

stream  ccmmunication system^   has  failed  to treat error 

control.     We  have   taken  the  IMP  Subnets  guarantee of 

(transmission)   error-free communication  too much to  heart 

(sic)   and left ourselves  exposed to the  dangers of 

intermittent  undetected error.     There are  some who claim 

that error control can and  should  be handled h     nigher   level 

protocols   <Bhushanl>.     We agree,   but  nasten to add   that our 

connection-oriented  interface to  these higher   level 

protocols  precludes any  reasonable error  recovery 

strategies.     Indeed,   this  preclusion  is  manifest in  the 

repeated  avoidance of error control  provisions   in all  higher 

level  protocols  to date,   e.g.,   TELNET <0•Sullivan, 

O'Sullivanl«   Postel>,  and   File Transfer   <Bhushan6>. 

The NCP protocol does  not explicitly   treat situations  in 

which  a  HOST malfunction  leads to a  specific  protocol 

violation or   to a   lack of  response.     HOST-HOST  control 

messages which arrive  in an  improper  context  are often 

discarded and only  occasicnally   logged.     Many 

implementations  treat  a   lack  of  response  after   some 

arti.trary  time-out as a   protocol  violation  and  take  punitive 

actior    against   all   the users  on an offending HOST.      Actions 

^ _   - ri_-—._- 
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taken   (1)   usually   lose  information and/or  cause catastrophic 

HOST-wide  communications   failures,   (2)   are  non-standard,  and 

(3)   offer  little  potential for successful  recovery 

<Burcnfiel>. 

Message-oriented.traffic.     Experience  with   the  ARPANET  has 

exposed several  areas where critical  interprccess 

communications are essentially message-oriented and 

therefore  burdened significantly by the connection 

orientation of the current HOST-HOST protocol.     The most 

notable- of  these  is the   Initial  Connection  Protocol   (ICP) 

<Posten> through which processes  requiring a  standard 

service  find their way to an appropriate  server.     The  ICP 

was the first  "official"  JOE-JOB protocol.     The essence of 

an ICP  is  a  message exchange whereby a using process  submits 

a request   for service to  a standard address   (published 

SOCKET   number)   and gets back a new address   indicating where 

there   is a   process  prepared  to service  that   request.     This 

simple  exchange,   which could be  handled   in  twe messages  v*ith 

a  total of  about  6a  HOST-HOST data  bits,  requires,  under  the 

current  HOST-HOST  protocol,   no  fewer  than   6   KOST-HOST 

messages   (i.e.,   RFC,   RFC,   ALLOCATE,   DATA,   CLOSE,   CLOSE)   each 

with  a  minimum of  40  HOST-HOSl   header  bits,   not  to mentron 

the control  information carefully entered  and removed  from 

two  NCP  SOCKET  tables. 

Whiit   the   ICP  is  admittedly   intended  to  be  a  relatively 

r-'*°^~*^^mmiMmmmmmmmi ■!      m ü  I m .i mmmm iiHiMiiaB^Ma^^i 
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seldom-used communication  function^   the  connection overhead 

for the simple message exchange  is  staggering and  probably a 

forewarning  of   future difficulty.     The construction of  a 

connection-oriented  NCP  protocol  is  based on  the  assumption 

that#   as  a rule#   most data exchanges will have extended 

duration.     One  should always be  suspicious when one's   first 

applicativ     of a  rule generates an  anomaly. 

A second example of a  misnratch between process-process 

message exchange and the connection-orientation of  the 

current HOSl-HCST protocol is  found in the TELNET protocol. 

Whereas the  K05T-HOST protocol goes  to great  lengths to 

allow NCP's to automate the buffering of data between sender 

and receiver,   cne  of  the  more  controversial   facets of the 

TELNET  protocol  is that of providing a mechanism for 

draining NCP buffers which are,   in general,   an obstacle to 

interactive terminal use   <CaocV:er>. 



Bibliography Page 9-1 

BIELICGPAPHY 

References to the Bibliography are tagged in the preceding 
text with (typically) the first cuthor's name enclosed in 
angle brackets {e.g,# <Author>).  The references are 
alphabetized by first authors last name.  Items marked wit! 
a NIC number have been archived by the ARPA Network 
I nf or ma ti on gep te r ((415)329-0740) at the Stanford~Pesearch 
Instituted Augmentation Research Center in Menio Park, 
California (94 025).  Items marked with an RFC number are 
included in a series of P.eguests for Comments maintained at 
the NIC by the ARPA Network Working Groug) (NWG) .  Items 
marked with an ASS luinbSr are included in the ARPANET 
Satellite System Notes at the NIC.  Items marked with a PR 
number are included in the Packet Radio Temporary Notes at 
the NIC, 

<Abramson>.  N. Abramsonf "The AIOHA System", University of 
Hawaii Technical Report Number B72-1, January 1972, also 
Computer Communication Networks, Prentice-Hallr 1972. 

<Abramson1>.  N, Abramson, "The ALOHA System", AFIFS 
Conference Proceedings, Vol^ame 37, Page 28 1, Fall 1970- 

<Abramson2>,  N, Abramson, "capacity and Excess Capacity of 
ALOHA Chaanels", presented at the Sixth Hawaii International 
Conference on System Sciences, January 197 3, also ASS Notes 
#26 and #30, NIC »12735 and #13044, respectively. 

<Abramsoa3>-  N. Abramson, "ARPANET Satellite System", ASS 
Note #i, NIC #11283, March 1972. 

<Abramson4>,  N. Abramson, "ARPANET Satellite System", A^S 
Note #2, NIC #11284, March 1972. 

<Abramson5>.  N. Abramson, "ARPANET Satellite System", ASS 
Note #5, NIC #11287, May 1972. 

<Abramson6>.  N. Abramson, "APPANET Satellite System", ASS 
Note #6, NIC #11288, May 1972. 

<Abrami:on7>.  N. Abramson, "Packet Switching with 
Satellives", AFIFS Conference Proceedings, Volume 42, Paqs 
695, Juno 1973. 

<Akkoyunlu>.  R, Akkoyunlu, A. Bernstein, R. Schantz, "An 
Operating System for a Netwcrk Environment", Technical 
Report Number 5, Department of computer Science, SUNY Stony 
Brook, March 1972. 



Page 9-2 Bibliography 

<Anderson>.  P. Anderson, V. Cerf, E. Harslem, J. Healner, 
R. Metcdlfe, €t al,r 

MThe Data Reconfiquration Service -- An 
Experiment in Process/Process communication", Proceedinqs of 
the Second Symposium on Problems in the Optimization of Data 
Communications Systems, Stanford University, October 1971, 
oriqinally "status Report on Proposed Data Reconfiquration 
Service", RFC »138, NIC #6715, April 1971, followed by "Data 
Reconfiguration Service — An Implementation Specification", 
RFC »166, NIC #6780, and "The Data Reconfiguration Service 
-- Compiler/Interpreter", RFC #194, NIC #7100. 

<Anderson1>.  S.S. Anderson, "Graph Theory and Finite 
Combinatorics", Markham Publishinq Company^ 197 0. 

<bai*;er>.  R.M. Balzer, "FORTS - A Method for Dynamic Inc^r- 
Proqram Communication and Job Control", AFIPS Conference 
Proceedings, May 1971. 

<Balzer1>.  R.M. Ealzer, "Automatic Programming", Item 1, 
Institute Technical Memorandum, University of Southern 
California, Information Sciences Institute, September 1972. 

<Balzer2>.  R.M. Balzer, "An Overview of the IS PL Computer 
System Design", CACM, Volume 16, Number 2, February 1973. 

<baran.*.  P. Baran, et al., "On Distributea Communications", 
An 11 volume series of the RAND Corporation summarized in 
Volume 11, Memorandum RM~3767-PR, August 196^, NIC #o860. 

<BBN1322>.  "Specificatiors for the Interconnection of a 
HOST and an IMP", Boit Beranek and Newman Inc., Report 
Number 1822,, NIC »7958. 

<ßerqer>.  J.M. Beroer, E. Mandelbrot, "A New Model for 
Error Clustering in Telephone circuits", IBM Journal, Page 
224, July 1963. 

<Bhushari>.  A.K. Bhushan.. et al. , "The Data Transfer 
Protocoi", RFC #264, NIC #7812, November 1971. 

<ahushan1>.  A.K. Shushan, et al.,   "The File Transfer 
Protocol", RFC #26S NIC #7813, November 1971. 

<3hushan2>.  A.K. Bhushan, "Another Look at Data and File 
Transfer Protocols", RFC »310, NIC 19261, April 1972. 

<ljhusnan3>.  A.K, Ehushan, "Scenarios for Using ARPANET 
Computers", RFC #254, NIC #7'o95, October 1971. 

<Bhu3han4>.  A. Bhushan, B. Me teal re, J. Wir.ett, "Socket 
Conventions reconsidered9«, RFC #'i67, NIC »6784, May 1971. 

mammmimm 



Biblioqrdphy Page   9-? 

<Bhushdn5>.     A.   Bhushdn#   F.   Kanodia,   R.   MetCdlfe,   J.   Postex, 
"Comments  on  Evte Size  for Connections",   RFC   #176,  June 
1971. 

<Ehushan6>.     A.   Ehushan,   "The  File  Transfer  ProtocoJ1',   RFC 
i35u#   NIC   #10596,   July  1972. 

^Binder>.     R.   Binder,   "Effects of Retrdnsmission Lrlay on 
the Degraddtion of  dn  ALOHA Chdn^iol",   ASS  Note   #22,   NIC 
#12166^   November   1972. 

<Binder1>.     R.   Binder,   "Another AIJOKA  Sdtellite  Procr-ol", 
presented dt   c.ie  Sixth Hdwaiii   Ini-ernationdl Conferei.oe  on 
System  Sciences,  Jdnuary   1973,   ASS  Nota   #32,   December   1972. 

<Braden>. R.T, Braden, "Interim NETRJS Specification'.*", RFC 
#189.   NIC   #7133,   July   1971. 

<Braden1>.     H.T.   Braden,   "NETRJT  —   Remote Jot Service 
Protocols   for  TTPs",   RFC   #283,   NIC   #816^   December   1971. 

<ßress]er>.      R.D.   Bressier,   "Interprocess Communication on 
the ARPA Computer  Network",   MIT  Civil   Engineerinq,   MS 
Thesis,   May   1971. 

<Bressiei:1>. B, Bressier, D. Murphy, C. Waiden, "A Proposed 
Exoetiment with a Message Switching Protocol1', RFC #333, NIC 
#9926,   May   1972. 

<Bressler2>.     B.   Bressier,   R.   Guida,   A.   McKenzie,   "Remote 
Job  Entry   Ptotocoi",   NIC   #12112. 

<ärown>« G.W. Brown, J.G. Miller, T.A. Keenan, EDjUNET, John 
^iiey & Sons,   Inc.,   New  York,   1967. 

<;Virchfiel>,     J.   Durchfiel,   R.   Toüiiinson,   "Proposed  Cnange 
to  liOoL-Host  Protocol:   Resynchronization of connection 
Jtatus",  RFC   #U67,   NIC   #147^1,   February   1^73, 

'Nßuzen>.     J.P.   Buzen,   "Queueir»q  Network  Models  of 
Multiprogramming",   Harvard PhD Thesis,  august   1971. 

<carr>.     C.S.   Carr,   S.D.   Crocker,   V C.  Cerf,   "HOST-HOST 
Cop'nunicacions  Protocol  in the  AR PA Network",   AFIPi 
Conference   Frocoedings,   May   1970. 

<Cerf>.     V.G.   Cert,   "Formation of   Network   Measurement 
Group",   RFC   #323,   NIC   #9630,   Maich   1972. 

<Cer£1>.     V.   Cerf,   "The Current  Flow-Controi  Scheme   tot 
IMPSYS-,  RFC   #442,   NIC   #13774,   January   1973. 



Page  9-4 Bibliography 

<Chanq>. H.Y. Chanq, "Haidware Maintainability and Software 
reliability of Electronic Switchinq Systems", Proceedings of 
the 10th Allerton Conference on Circuits and Systems Theory, 
University  of   Illinois,   October   1972. 

<Cheatham>.     T.E.   Cheatham,   "The  Recent   Evolution of 
Programming  Lanquaqes",   IFIPS  Conference  Proceedings, 
Ljubjana,   Yuqoslavia,   Auqust   23-28,    1971. 

<Cheatnam1>-     T.E.   Cheatham,   B.   Weqbreit,   "A Laboratory   for 
the  Study of Automat!:   Proqramming",   Report of  the Center 
for   Research  in Compu :inq  Technology,   Harvard  University, 
November   1971. 

<Chen>.     T.C.   Chen,   "Listributed   Intelligence",   IBM 
Corporation,   presented at the Sixth Hawaii International 
Conference  on  Systeut Sciences,  January   1973. 

<(   a>.     N.W.   Chu,   "A Study of Asynchronous Time Divi.sion 
Multiplexing  for Time-Sharing Computer  Systems", AF1PS 
Conference   Proceedings,   Volume   35,   Page  669,   Fall   1969. 

<Cole>.     G.C.   Cole,   "Computer Network Measurements: 
Techniques  and  Experiments",   UCLA Computer   Science  Report 
Number   UCXA-ENG-7165,   October   1971. 

<COMPCON7 3>.     "Computing Networks  from Minis  through Maxis 
--  Are They for  Real?",'Digest of  Papers,  COMPCON73,   IEEE 
Catalog   Number   73CH0716-1C,   Seventh  Annual   IEEF Computer 
Society   International Conference,   San Francisco,  February 
1973. 

<Crocker>.     S.D.   Crocker,  J.F.   Heafner,   R.M.   Metcalfe,   J.D. 
Postel,   "Function-Criented  Protocols  for the ARPA Computer 
Network",   AFIPS conference Proceedings,   Volume   UO,   Page   271, 
May   1972. 

<Crocker1>.     S.D.   Crocker,   "HOST-HOST   Protocol   Document 
Number    1",   NIC #51U3,   August   1970,   obsoleted üy  <McKenzie1>, 

<CroCi<er2>.     S.D.   Crocker,   informal   coTwunication.   May   1972. 

<Crooker3>.     S.  Crocker,   "Proposal  for  a  Net'^rk Standard 
Format   for   a  Data  Stream to Control Graphics Display".,   RFC 
•86,   NIC   «5631,  January   1971. 

<Crowther>.     W.  Crowther,   et   il.,   "A System   for Broadcast 
Communication:   Reservation-ALOHA",  Ptoceedinqs  of  the   Sixtti 
Hawaii   International conference on  System sciences^   January 
*i^7 3,   also   in  more  detail   in ASS Note   «2 3,   November   1972. 



Eibiiography Page   9«5 

<Datdlanquaqe>.     "Datalanquage",   Datacomputtr Project, 
Computer Corporation of America,   Working  Paper  Number  3f 

October   1971. 

<Cavidson>.     J.   Davidson,   "An Echoing Strategy  tor Satellite 
Links",   University  of   Hav^ii,   RFC   #357,   NIC   ^10599,   June 
1972, 

<Deutsch>.     L.P-   Deutsch,   informal communication,  January 
1973- 

<Directory>.     "APPA Network Current Directcry of  Netwc.k 
Participants",   NIC   #5150. 

<Drake>.     A.W.   Drake,   "Fundamentals of Applied   Probability 
Theory",   McGravi-Kill,    1967. 

<Eastlake>.     D.   Eastlake,  et  al   "ITS   1.5  Reference Manual", 
MIT  Project MAC Artificial  Intelligence  Memo Number   161A, 
revised June   1968. 

<ESS>.     "No.   1   Electronic  Switching System",   The  Bell System 
Technical Journal,   Volume  XLIII,   Number  5,   Parts  1   and   2, 
September   1964. 

<Farber>.     D.J.   Färber,   "Networks:     An   Introduction", 
DATAMATION,   Volume   18,   Nunfcer  U,   April   1972. 

<Feller>. W. Feller, "An Introduction to Probability Theory 
and its Applications", Volume I, Wiley, 1960, and Volume II, 
Wiley,    1966. 

<Fisher>.     D,A.  Fisher,   "Control  Structures   for   Programming 
Languages",   Carnegie-Mellcn  University,   PhD  Thesis,   May 
1970. 

<Frank>.     H.   Frank,   I.T.   Frisch,   W.  chou,   "Tcpological 
Considerations  in  the  Design  of   the  ARPA  Computer  Network", 
AFIPS   Conference  Proceedings,   May   1970. 

<Fran>:1>.     H.   Frank,   K.E.   Kann,   L.   Kleinrock,   "Computer 
Communication  Network  Design  —   Experience  with Theory  and 
Practice",   AFIPS  Conference  Proceedings,   Volume  4 0,   Page 
2^S,   May   1972. 

<Frank2>.      U.   Frank,   R.   Van Slyke,   Network Analysis 
Corporation,   informal  talk  on  packet  radio  network design at 
SRI,   December   1972,   see   <NAC>. 

<Fultz>.     G.L,   Fultz,   "Adaptive  Routing Techniques   for 
Message Switching  Computer-Communication  Networks",   IK.LA 
Computer   Science  rapartment,   ncLA-ENG-7252,   July   197^. 



Page   9-6 Bibliography 

<CJaarder>.      N.T»   Gaarder,   "APPANET  Satellite System",   ASS 
Note   #3,   April   1972. 

<Goroq>.     E.  Goroq^   "Sor.e   riew classes of   Cyclic Codes  Used 
tor  Burst-Error Correction",   IBM Journal,   April   1963. 

<Greenberqer>.     M.   Greenfcerger,   ^Computers,  Communications, 
and the  Public  Interest",  The  Johns  Hopkins   Press, 
Baltimore,    1971. 

<G/:uenberger>.     F.  Gruenberger»   "Computers  and 
Comnunicat ions  --  Toward  a  Computer Utility",   Prentice-Hall 
Series   in  Automatic Computation,   1968. 

<Habermann>.     A.N.   Habermann,   "Synchronization of 
Communicating  Processes",  Communications of  the ACM,   Volume 
15,   Number   3,   March   1972. 

<Harslem>.     E.   Harslem,   "Using  Network  Remote  Job Entry", 
RFC  #307,   NIC   #9256,  February   1972. 

<Harslem1>.     E.   Harslem,   J.   Heafner,   "Some  Thoughts  on 
Network Graphics",   RFC   #9U#   NIC   »5125,   February   1971. 

<Hayes>.     J.F.  Hayes,   D.N.   Sherman,   "A Study of  Data 
Multiplexing Techniques  and Delay Performance",   The   Bell 
System Technical Journal,   Volune   SI,   Number   9,   November 
1972. 

<Heart>.     F.E.   Heart,   R.E.   Kahn,   S.M.   Ornstein,   W.R. 
Crowther,   D.C.  Waiden,   "The  Interface Message Processor for 
the ARPA Computer  Network",   AFIPS  Conference  Proceedings, 
Volume   36,   Page   551,   May   1970. 

<Heartl>.     F.E.   Heart,   S.K.  Ornstein,   W.R.   crowther,   W.B. 
Barker,   "A  New  Minicomputer-Multiprocessor   for  the ARPA 
Networr",   AFIPS conference Proceedings,   Volume  42,   Page   529, 
June   1973. 

<Heralds>.     "Computer Networks:   The   Heralds  cf  Resource 
Sharing",   a   movie  written  and  directed by  Steve  King,   first 
shov/n at  the   ICCC,   CctoDer   1972. 

<Hobgood>.     W.S.   Hobgood,   »"Evaluation of  an  Interactive- 
Batch System Marriaqe Reveals   Ideal  Mate";" ,   IBM  Research,   RC 
3479,   July   1971. 

<Kann>.      R.E.   Kahn,   "Communications Principles   for Operating 
Systems",   internal  memorandum  at Bolt  Beranek and   Newman 
Inc.,   January   1972. 



b it» 1 i oq ra ph y Pd ge 9-7 

<Kahnl>.  R.E. Kahnr "HOST Accountinq and administrative 
Procedures", FtFC #136, NIC #6713, April 1971. 

<Kann2>.  R.E. Kahn, intormal communication, June 1972,  »ee 
aiso Page 163 in Kahnes "Terminal Access to the ARPA 
Computer Network" in <Rustin>. 

<Kahn3>.  R.E. Kahn, W.R. Crowther, "A Study of ARPA Network 
Design and Performance", Report Number 2161, Bolt BeraneK 
and Newman Inc., August 1971. 

<Kahn4>.  R.E. Kahn, W.R. Crowther, "Flow Control in a 
Resource Sharing Computer Network", Proceedinqs ot the 
Second ACM IEEE Symposium on Problems in the Optimization of 
Data Communications Systems, Pago 108, October 1971. 

<Kalin>.  R.B- Kalin, "Achieving Reliable Communication", 
RFC #203, NIC #7168, August 1971. 

<Kaiin1>.  R.E. Kalin, "A Simplified NCP Protocol", RFC #60, 
NIC #4762, July 1970. 

<Kalia2>.  R.E. Kalin, "The Synthesis of Large Systems", PhD 
Thesis in preparation. Harvard University, 1973. 

<Karp>.  P.M. Karp, "Guide to Network Working Group Requests 
for Comments", NIC #S819, March 1971. 

<Karp'i>.  P.M. Karp, "Ori'tln, Development and Current Status 
of the ARPA Network-, Digest of Papers. COMPCON73, San 
Francisco, February 1973. 

<Kittner>.  J.M. Kittner, J.S. Voorhees, "Regulatory dnd 
Policy Prob  ^s Presented by the Interdependence of Computer 
and Communica *.. ^ns Services and Facilities", presented 
before the Federal Communications Cornmission, Docket No. 
16979, Byron S. Adams Printing, Inc., Washington, D.C., 
March 1968. 

<Kleinrock>.  L. Kleinrock, "Analytic and simulation Methods 
in computer Network Design", AFIPS Conference Proceedings, 
May 1970. 

<Kleinrock1>.  L. Kleinrock, "Communication Nets: 
Stochastic Message Flow and Delay", McGraw-Hill, 196U. 

<Kieinrock2->.  L. Kieinrock, S.S. Lam, "Apfrcxinwtions in 
the Infinite Population Model of the ARPANET Satellite 
System", ASS Note #17, NIC «11862, Octoner 1s72- 



Page  9-0 Bibliography 

<Kleinrock3>. L. Kleinrock, S,S, Law, "Facktt-switchinq in 
a Slotted Satellite Channel", AFIPS Conferonc^ Proceedings, 
Volume  42,   Page  703,  June   1973. 

<Kuo>.     F.F.   Kuo,   N.  Abramson,  "Some Advc ices in Radio 
Communications fcr Computers",   NIC   #1364 3,   Digest of   Papers, 
COMPCON73,   San Francisco,   February  1973. 

<Lamjson>.     E.W.   Lampson,   "Dynamic Protection Structures", 
AFIPS Conference   Proceedings,   November   1969. 

<Lampson1>.     ß.W.   Lampson,   "Protection",   Proceedings of  the 
Fifth  Princeton Conference en  Information Sciences and 
Systems,  Princeton University,   1971. 

<Lee>.     A.M.   Lee,   ^Applied Queueing Theory",   MacMillan, 
1966. 

<Liao>.     H.H.J.   Liao,   "Multiple  Access  Channels",   PhD 
Thesis,   Technical Report hi2-2,   The ALOHA  System,   University 
of Hawaii,   September  1972. 

<L.icklider>.    J.C.R.  Licklider,   et ai.,   "Techniques, 
Facilities,   and  Protocols  for  Dialogue and Interactive 
Cooperation through   the  APFA Network",   Internal Memorandum 
of the  ARPA Network Working Group Workshop at MIT,   October 
1971. 

<Lin>.     S.   Lin,   "An  Introduction to Error-Correction Codes", 
PrenLice-Hall,   1970. 

<Lu>       S.   Lu,   "Dynamic An.lycis  of Slotted ALOHA  with 
Blocking",   University of   Hawaii,   ASS Note   #36,   NIC   #14790, 
March   1973. 

<MAC>.     "Proposal  for Continuation of Research",   MIT  Project 
MAC,   January   1972. 

<Madnick>.     S.E.   Madnick,   "Multi-Processor Software 
Lockout",   Cambridge Scientific Center,   IBM Technical Report 
#320-2027,   April   1968. 

^Manning>.     "A Trans-Canada computer Communications 
Network",  Science Council of   Canada,  Report  Number   13, 
Committee on Computer Applications and Technology,   Project 
Officer   Dr.   Eric  G.  Manning,   August   1971. 

<Marili>.     T.   Marill,   L.G.   Roberts,   "Toward  a Cooperative 
Network  of   Time-Shared  Computers",   AFIPS  Ccnference 
Proceedings,   Volume   29,   Page  4 25,   November   1966. 



Biblioqraphy Page   9-9 

<Mason>.     W.F.   Mason,   et   al.#   "Urban Cable  Systems",   The 
MITRE  Corporation.   M72-57,   May   1972, 

<McKenzie>.     A.A.   McKer.zie,   B.P.   Cosell#   J.M.   McQuillan, 
M.J.   Thrope#   "The  Netwoik control Center  tor  the ARPA 
Network",   International Conference on Computers and 
Communication,  October  1972. 

<McKenzie1>.     A.A.  McKenzie,  "HOSl/HOST  Protocol  for the 
APPA Network",   NIC  #8246,  January   1972. 

<McKenzie2>.     A.   McKenzie,   "HOST/HOST   Protocol   Cesiqn 
Considerations",   International Network Wcrkinq Grou[: Note 
♦16,   NIC   #13879,   January   1973. 

<.McQuillan>.     J.Ni.   McQuillan,  et al. ,   "Improvements   in  the 
Oesign   and  Performance of  the APPA Network",  AFIPS 
Conference   Proceedings,   December  1972, 

<Metcalfe>.     P.M.  Metcalfe,   "Some Historic  Moments  in 
Networkinq",   PFC   #89,   NIC  »5697,   January   1971. 

<Metcalfe1>.     P.M.   Metcalfe,   "Using   NETWFK:     A   Program 
Providing Teririnal  Access  to  the ARPA Computer  Necwoik",   MTT 
Project MAC  Dynamic   Modeling/Computer  Graphics   System 
Document   SYS.10.01,   October   1971. 

<Metcdl!>2>.      P.M.   Metcalfe,   G.J.   Popekr   "Concurrence 
Sensitive  Task Models:     A Research   Report",   Internal 
Technical   Report   at   Harvard  University,  January   1970. 

<Metcalfe3>.     R.M.   Metcalfe,   "Strategies   for  Interprocess 
Communication   in a   Distributed  Computing  System", 
Proceedings  of  the  Symposium on Computer-Communications 
Networks and  Teletraffie.   Polytechnic   Press,   New  York,    1972. 

<MetcalfeU>,     R.^.   Metcalfe,   "Strategies   for  Operating 
Systems   in   Computer  Networks",   Proceedings  of   the   National 
Conference  of   the  ACM,   Boston,   August   1^/2. 

<MetcalfeS>.     B.   Metcalfe,   "System  Programmer's  Workshop 
Announcement",   RFC  #222,   NIC   #7621,   September   1971,   along 
with  NWG  Meeting  announcements   RFC   #212,   NIC  #7192,   and  HFC 
#207,   NIC   #7178. 

<Metcalfe6>.      B.   Metcalfe,   "A  TTL  I/O  Bus   tor   tne   PDP-10", 
MIT  Project  MAC  Dynamic   Modeling/Computer  Graphics  System 
Document,   July   1972. 

<Metcailfe7>.      B.   Metcalfe,   "An   IMP   Tnterface   for  the   FDP- 
10",   MIT  Project  MAC Dynairic  Modeling/Computer  Graphics 
System   Document,   July   1972. 



Page  9-10 DiL^iograpay 

<Metcdife8>.     B.  Metcalfe#  Editor,   "Scenarios  tor Using the 
ARPANET  at   the   Internationa). Conference  en Ccnpul^r 
Communication"#   NIC   #11863,   October   1972. 

<Metcaife9>.     P.M.  Metcaife,   "Steady-State Analysis of   a 
Slotted and  Controlled   ALOHA  System  with  3locking",   ARPANET 
Satellite  System  Note   #16,  NIC  #11624,   shortened  for  the 
Proceedings  of the Sixth  Hawaii  Internatior.c.l Conference  on 
System  Sciences,   January   1973. 

<Michener>.     J.C.  Michener,   et al.,   "Grachics Protocol - 
Level  0   Only",   RFC  #292,   NIC   #3302,   January   1972. 

<Mimno>.     N.W.  Mimno, et ai.,   "Terminal   Access to the ARPA 
Network:   Experience  and  Improvements",   Digest of  Papers, 
CCMPCON73,   San Francisco,   February   197J. 

<Minsky>.     M.   Minsky,   "Form and  Content  in  Computer 
Science",   1970 ACM Turing lecture,  JACM,   Volume   17,   Number 
2,  April   1970. 

<Mitchell>.     L.B.   Mitchell,   "Cyclic   Error-Control Codes", 
Automatic  Electric Techuical Journal,  January   1967. 

<JIiC>,     "Packet Radio —   Systems Considerations",   Network 
Analysis Corporation,   PR   #5,   NIC  #13630,   January   1973, 

<NACl>.     "Comparison of   Hop-by-Hop and End-tc-End 
Acknowledgement Schemes",   Network Analysis Corporation,   PR 
#7,   NIC   #13632,   January   1973. 

<Newell>.     A.   Newell,   et  al.,   "Speec'i-Understanding  Systems: 
Final Report of a  Study Group",  Carnegie-Mellon   University, 
Computer  Science  Department,   May   1971. 

<Newkirk>.     J.   Newkirk,   et  al..,   "A Prototypical 
Implementation of   the NCP",   FiFC  #55,   June   1970. 

<Ornstein>.     S.M.   Ornstein,   "The  Terminal   IMP   for  the ARPA 
Compiler  Network",   AFIPS Conference Proceedings,   May   1972. 

<0,3ullivan>-     T.C.  ü^Sullivau,  R.M.   Metcalfe,  et al., 
"TELNET   Protocol",   RFC   #158,   RIC   #6768,   May   1971. 

<OfSuilivan1>«     T.C.  O»Sullivan,   R.M.   Metcalfe,   et al., 
"Discussion  of  TELNET  Protoco].",   RFC   #139,   NIC   #6717,   May 
1971. 

<Pack>.     C.C.   Pack,   "The   Effects  of  Multiplexing  on a 
CO/.puter-Communications System",   CACM,   Volume   16,   Number   3, 
Mdrch   1973. 



Biblioqraphy Page 9-11 

<PadliPsky>.  M.A. fadli^sky, "Early Project MAC AJRP/A 
Network Experiments", Project MAC Computer Networks Group, 
Memorandum Nuir.ber 1U, February 1971. 

<Papert>.  S. Papert, "The Computer as a Super-Toy", 
presented at the National Conference of the ACM, boston, 
August 1972. 

<Parkhill>.  D.F, Parkhill, "The Challenge of the computer 
Utility", Addison-Wesley Publishing Company, 1966. 

<PCI>.  Section 21«» application to the Federal 
Communications Commission, Packet Communications/ Inc., 
January 1973. 

<Peterson>.  w.w. Peterson, "Error-Correcting codes", MIT 
Press, 196 1. 

<Postel>.  J.B. Postel, "TELNET' Protocol", RtC #J18, I>IIC 
♦9348, 1972. 

<Posteil>.  J.B. Postel, "Official Inicial connection 
Protocol", NIC #7101, NWG Document #2, June 1971. 

<Postel2>.  J.B. Postel, UCLA PhD Thesis in preparation. 

<Poupun>.  J. Poupon, "Experimental Control Structure of 
PPL", Report of the Center for Research in Computing 
Technology, Harvard university, 197^. 

<Prenner>. C.J. Prenner, "Multi-Path Control Structures for 
Programming Languages", Report of the Center for Research in 
Computing Technology, Harvard University, 1972. 

<Roberts>.  L.G. Roberts, P.D. Messier/. "Computer Network 
Development to Achieve Resource Sharing", AFIPS Conference 
Proceedings, May 1970, 

<Roberts1>. L.G. Foberts, "ARPA Network Implications", 
EDUCOM, Volume 6, Number 3, Pages U-8, NIC 112982, Fail 
1972. 

<Roberts2>.  L.G. Roberts, "Extensions of Packet 
Communication Technology to a Hand Held Personal Tetir.inal", 
AFIPS Coruerence Proceedings, Volume 40, Page 295, May 1972. 

<Roberts3>.  L.G. Roberts, "Capture Effects on ALOHA 
Channels", presented at the Sixth Hawaii Internationl 
Conference on System Sciences, January 197 3, also AS^ Note 
»8. 



Page  9-12 Biblioqraphy 

<BoDfertsU>,     L.G.   Roberts,   "Interleaved Satellite 
Reservation  System",   ASS Note  #31,   December   1972f   revised 
for NCC73#   "Dynamic  Allocation of Satellite Capacity  through 
Packet   Reservation",   AFIPS Conference  Prcceedings,   Volume 
42,   Paqe  711,   June  1973, 

<Rustin>,     R.   Rustin,   Editor "Computer Networks",   Courant 
Computer Science  Symposium  3,  Courant  Institute of 
Mathematical  Sciences,   New  York University,   Prentice-Hall 
Series   in   Automatic Computation,   December   1970, 

<Rutledge>.     P.M.   Putledqe,  et al.,   "An   Interactive  Network 
of  Time-Sharinq Computers",   Proceedings  cf  the  2ath National 
Conference of the ACM,   Page  U31,   1969, 

<Saaty>.     T.L.   Saatv,   "Elements of   gueueing  Theory",  WcGrav- 
Hill,   1961. 

<Saltzer>.     J.H.   Saltzer,   "Traffic Control  in a  Multiplexed 
Computer System",  MIT PhD Thesis,   Project   MAC Technical 
Report   #30,   July   1966. 

<Samuel>.     A.L.   Samuel,   "Time-Sharing on  a Multiconsole 
Computer",   MIT  Project  MAC Technical   Report  #'/,  March   1965. 

<3cr ^ffner>. S.C. Schaffner, C.R. Jones, K. Sv^ttley, "AOSS 
-- Advanced Operations Support System for Small Computers", 
Applied Data Research,  CA-710a-221^,   April   1971. 

<Schroeder>.     M.C.   Schroeder,  J.H.   Saltzer,   "A Hardware 
Architecture  for Implementing   Protection  Rings", 
Communications of the ACM,  March   1972. 

<Seidler>.     J,   Seidler,   "Systemy  Przesylania   Informacji 
Cyfrowych",   Wydawnictwa   Naukowo-Techniczne,   Warszawa,   1972. 

<Sei:iff>.     M.S.   Seriff,   "ARPANET HOST Availability  Data", 
RFC   »308,   NIC   #9259,   March   1972. 

<Smith>.     T.L.   Smith,   «Transmission Parameters and  Error 
Recovery Procedures  for  Inter-Computer Communications",   MIT 
MS EE  Thesis,   January  1969. 

<Smith1>. W.L. Smith. W.E, Wilkinson, "Congestion Theory", 
university of  North Carolina  Press,   ^964. 

<Siissman>.     S.M.   Sussman,   "Analysis of  the   Pareto Model   for 
Error  Statistics  on  Telephone Circuits",   IEEE Transactions 
on Communications Systems,  March   1963. 



Bibliography Page  9-13 

<Taft>,     E.A.   Tattf   T,A.   Standish,   "PPL User's  Maaual", 
Report  of  the Center  for  Research in Commuting Technology, 
iiarvard University#   NIC  #8255,  January   1972. 

:Thomas>.     R.   Thomas,   "A Model tor  Process   Representation 
and Synthesis",  MIT PhD Thesis,   Project MAC Technical Report 
#87,   June   1971. 

<Thomas1>,     R,H,   Thjmas,   L.A-   Henderson,   "MCROSS —  A Multi- 
computer  Programming System",  AFIPS  conference  Proceedings, 
Volume   40,   Page  ;.81f  May   1972. 

<Walden>.     D.C,  Waiden,   "A System for  Interprocess 
Communication  in a Ivesource Sharing Computer Network",   RFC 
#62,   NIC #4962,   revised  for  CACM,   Volume   15,   Number U,   April 
^972. 

<Wonq>,     P.S.  Wang,   "Application of MACSYMA to an Asymptotic 
Eicp^nsion Proble^l;,,   Proceeding? of  the National Conference 
of the   ACM,   Page  844,   Boston,   August  1972. 

<weqbreit>.     ß.  Wegfcreit,   et al.,   "ECL Programmer's Manual", 
Report of   the Center for  Research in  Computing Technology, 
Harvoru Dniverfiity,   September   1972. 

<White>.     J.E*   White,   "Network   Specifications  for  Remote Job 
Entry  and  R,:r.ote Job Output  Retrieval  at UCSE",   RFC  #105, 
NIC  #5775,   March   1971. 

<White1>.     J.E,   White,   "Network  Specifications   for  UCSB's 
Simple-Minded  File  System",   RFC  #122,   NIC   #5834,   April   1971. 

<Vyssotsky>.     V.A.  Vyssotsky,   F.J.  Corbato,   R.M.  Graham, 
"Structure  of  the Multics Supervisor",   AFIPS  conference 
Proceedings,  Volume  27-1,  November   1965. 

<2eigler>.     J.F.   Zeigler,   "Nodal  Blocking  in  Large 
Networks"^   UCLA Computer Science  Report Number UCLA-ENG- 
7167,   October   1971. 


