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SYNOPSIS

This report develcps a theory of packet communication; it
analyzes uses of computers in digital communication systems
and examines structures for organizing computers in highly
communicative environments. Various examples from existing
computer networks, including the ARPA Computer Network and
the ALOHA System, are used to motivate ard substantiate
analysis of (1) store-and-forward packet communication,

(2) broadcast packet communication, and (3) distributed

interprocess communication.

In a taxonomy of computer communication techniqgues, we first
distinguish the two basic modes: circuit-switching and
packet-switching. DlMext, we take packet switching techniques
and distinquish those most applicable to pcint-tc-point
media (e.g., telephone circuits in the ARPANET) from those
most applicable to broadcast media (e.g., radio in the

ARPANET Satellite System and the ALOHA System).

In 1964, Paul Baran and others, then at the RAND
Corpnrat.ion, published an eleven volume series of technical
reports titled "On Distributed Communications" which marks
for us t:he beginning of r.odern history for the analysis of
so-called "store-and-forward® computer communications
retworks <Baran>. Later, when ARP:Z began planning what was

to beccme the ARPANET, three major arvas ot store-and-
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forward network theory were identified: (1) topological
design, led by Howard Frank at Network Analysis Corporation,
(2) system modeling and performance measurement, Leonard
Kleinrock, UCLA, and (3) store-and-tforward switching node
design, Frank E. Heart and Robert E. Kahn, Bolt Beranek and
Newman, Inc. Our work in the analys: ' of store-and-forward
packet ommunication is most closely related tc that of
Kahn, Crowther, and McQuillan at Bolt Beranek and Newmar,
who, with their intimate knowledge of the IMP and the
ability to quide IMP development with theory, have made
considerable serse out of IliP operating statistics <Kahn3,

Kahn4, McQuillan>.

In our analysis of store-and-forward packet communication,
we specify a representative "feedback-correction protocol"
for achieving reliable communication cver a noisy chanrel
(between store-and-forward packet-switching nodes). We
calculate the "total effective capacity" of communications
using the feedback-correcticn protocol. We use several
simple error models to derive expressions for the capacity-
maximizing packet size. A plot of theoretical effective
capacity versus packet size shows that ARPANET effective
capacity is insensitive to variations of packet size abowve
1C00 bits. We show that what we call *“hop-by-hop"
acknowledgin feedback-correction offers lower packet
transfer times than “end-by-end" acknowiedoing in a store-

and-forward network with non-negligible retransmission
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probabilities. We derive an expression for optimal node
spacing in a store-and-forward network. And, we show how a
store-and-forward node converts limited capacity (i.e., hit
rare) into Jdelay and how this store-and-~forwerd delay

supports the use of message disassembly in tl 2 ARPANET.

Radio, on the other hand, is a broadcast medium; a radio
transmitter generates signals which can be detected over a
wide area by any number of radio receivirs. As one might
expect, the application of packet communication techniques
to radio has led to novel system organizations of a kind

different from those of point-to-poin!. transmission media.

With his first, simple model of the ''ciassical ALOHA
system", Abramson derivea the "ALOF? Result" linking channel
throughput and traffic in an asynchronous time-division
multiplexing (ATDM) radio system; his analysis assumes
infinite-source Pcisson packet aririvals and omits the
details of randomized retransmission <Abramsonl>. Our
reconsideration of Abramson's model (1) introduces a finite-~
source model of packet arxivals (user blocking) to Letter
account for the behavior pf interactive terminal users in a
loaded system, (2) considers the effect of exponentially
distributing retransmission intervals, and (3' extends the
analysis to obtain the distribution of user ktlock times

(L.e., transmission delays).

Sl e S e, W o e i
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In recent work by llayes and Sherman, tne delay
characteristics of the ALOHA system are compared with those
of two other ATCM techniques, namely the Polling and Loop
systems <Hayes>. But, again, they model packet arrivals
with an infinite-source Pcisson process; the same is true of
Pack's consideration of ATDM using general results from his

analysis of an M/D/1 queueing system <Pack>.

Roberts discovered that a "slotted" ALOHA channel could
support twice the throughput of an unslotted channel
<Rokerts3>; in further analysis of ALOHA systems, we develop
a discrete-time model of a slotted ALOHA system, once again
bringing into account user blocking and randomized
retransmission, deriving the block time mean and variance,
and then, addiciorally, discovering "retransmission control"
as a technique for achieving acce::table gerformance and
stability over a wide range of system loads, even well into
saturation <Metczlfe9>. Wwhere our analysis considers
exponentially and geometrically distributed retransi.ssion
intervals, Binder, in subsequent analysis, derives results
for the uniform distribution <Binder>. Where our analysis
studies an ALOHA system in steady state, very recent work by
Lu uses first order homogeneous linear difference equations

to get a dynamic description of ALOHA system state <Lu>.

Computer communication is both communication using <omputers

and communication among computers. In the first secticns of

i = i i C— . e i e R S
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the report we analyze certain techniques for the application
of computing in communication; in the final chapter, we tuvrn
to consider a philosophy of communication in computing -- we
turn to consider structures for organizing computers in

highly communicative environmenrts.,

A recurring problem in the development of the ARPANET has
been the coordination of remote processes. Any one of a
number of existing schemes for interprocess communication
might have been expected to offer itself as a ready
solution, but, the fact is, the basic organization of
ARPANET interprocess communication -~ a general HOST-HOST
protocol -- wat long in coming and troublesome when it
arrived. At the time of the Network Working Group's
decision to adopt the current "official" HOST-HOST protccol,
two specific proposals were considered: one based on
connections <Crocker1> and the other on messages <Walden>.
The earlier proposal, based on connections, was chosen, we
believe, because connecticns, muchi more than messages,
resemble structures in familiar, centralized computer

operating systems.

we believe, in retrospect, that Walden's proposal would have
been rhe nhetter choice -- that the undexrlying struccures of
ARPANE[ intergrocess communication should ke modeled, not
afcter the centralized computing systems they join, but after

the distributed rackei-switching system they use. ARPANET
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experience leads us to suggest that there are valuable

distinctions xo be made 'etween (1) centralized interprocess

—

communication techniques as often employed within computer
operating systems and (2) distpibuted interprocess
communication technique. as required in computer networks.
These distinctions bring us to propose that even the latest
plans to develop a message-based distributed interprocess
communication system for the ARPANET, especially plans for
floating "ports" and generalized "rendezvous" <Bressler 1>,

are not extreme enough in their departure from techniques

used in centralized computing systems.

we propose that so-called "thin-wire" strategies for
interprocess communication be used more generally within and
among computer systems because thin-wire interprocess
communication (1) has a clarifying effect on the management
of multiprocess activity and (2) generalizes well as
computer systems become more distributed. We further
propose that so-called "best-efforts" strategies be used
more generaliy because best-efforts interprocess
communicatiocon (1) takes fullest advantage of tne potential
for «rror recovery €ound in highly error-prone distributed
environments and (2) encourages the economic distribution of

reliabi lity mechanisms in large systems.

The thrust of our proposal is in opposition to that most

often offered by those studying organizations of distributed

PPy
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computing systems:

All eiements of a distributed system
should Le accessible as if logal to one
another.

By arguing that best-efforts thin~wire interprccess
communication should be more generally agplied, we propose:
All elements of a distributed system

should be accessible as if remote from
one anothzr.
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INTKRCGDUCT ION

"Electronic ccmmunications technology has
developed historically almost completely
within what might be called the circuit
switching domain. Not until the last
decade has tlie other basic mode of
communication, packet switching, kecome
competitive. ... most of the experiments
with packet communications have been
undertaken Lty computer scientists, and it
is not even generally recognized yet in
the communications field that a
revolution is taking place. ... it is
generally written off as a possibly useful
new twist in comm nications utilization,
and not recugnized as a very different
technology requiring a whole new body of
theory."

-- Dr. Lawrence G. Rolkerts

This report develops a theory of what we, as computer
scientists, call "packet communication". Current
understanding of computer communication 3justifies only the
simplest of theories, and ours, while fragmented and
tentative, is appropriately comprehensible and readily

applicable.

What_Is_Packet Commupicatjc ?

To begqin with, a packet is not a circuit. Circuits are the
units cf allocation predominant in traditional electronic
communication systems. When you make a teleghone call, for
example, the telephone sy:tem establishes an electrical path
between you and the perscn you're calling ky joining

available t _"ephone catles -- circui*  -- nd-to-end. To
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complete your "connection", the telephone system's exchanges
-- switching nodes -- allocate cable-miles in the form of
circuits and maintain this allocation for the duration of
your call. Thus, in cizcuit-switching, we say, circuits are

ailocated to carry connections.

Packets, like ciicuits, are units of allocation in
communication systems; unlike circuits, packets have only
recently become appropriate for electronic communication.
When you mail a lettexr, for instance, the mail system moves
it trom post office to post office in various bags and
bundles -- packets -- thrcugh successive way stations,
repeatedly using the address you specified tc route the
letier toward its destination. To deliver your "message",
post offices -- ™switching nodes® in telephone terminology
-- allocate man-hours and mailbag-miles to the various
packets in which your letter is contained enroute to its
intended receiver. Of course, derending on the sizes of the
me: 5ages being carried, a packet may contain many messages,
or only parts of a message, or possibly many parts of many
messages. Thus, in packet-switching, we say, packets are

allocated to carry messages.

In this report we are concerned with the agpplication of
cacket-switching in digital electronic communication and
with the impact of this application on tiw: organization of

computing systems. We are concerned with computers in two
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ways: first, as components in building electrcnic packet-
3witching svstems, and, secund, as the benefactors of the
communication provided. Wwhen we say "computer
communication", we indeed mean both (1) communication using
computers and (2) communication among computers. Whereas
*packet communication®" was first intended to reter to the
use of computers in certain novel organizations of
communication systems, we have come to apply the phrase more
generally, namely to include computing techniques peculiarly
appropriate to the highly communicative environments

provided Dby these novel organizations.

o s .

In pure circuit-switching, the making of a c¢cnnection
requires a number of distant switching nodes to piece
together a continuous path from end to end; and, for the
life of the connection, its constituent circuits are
dedicated to carrying a conversation. For a very short
conversation, the effort required to set up its connection
is large in contrast to the number of bits transmitted; for
a conversation with a substantial fraction of inactive
periods, the numbter of useful bits transmitted is small in
coastrast. to the number that might have Leen transmiited
were the constituent circuits fully utilized. Circuit-

switching makes poor use of communication tacilities when
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the conversations being carried are either short or very

Ybursty".

In pure packet-switching, on the other hand, the
communication system does not dedicate circuits to set up
connections; rather, the messages which form a conversation
are injected individually at the exact moment of their
readiness. Because there is nu connection setup to amdrtize
over a conversation, short conversations are not seriously
disadvantaged relative to long ones; ' 2cause a packet-
switching system allocates its resources to messages rather
than conversations, the inactive periods in one conversaticn
can be used to support other conversations. Packet-
switching makes good use of communications facilities when
the conversations being carried are either short cr very

bursty.

The principal disadvantage of packet-switching is, of
course, that each packet -- =2ach message in a ccrvwersation
-- is transmitted with a complete specification of the
communication desired (e.g., destination. source, size,
sequence number, priority). For long and continuous
conversations, the repetition of these specifications in
each packet can be costly; it would Le better to use the
specificatiocas once to set up a connection and to send

streamlined messages through dedicated cirxcuits.
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"pure" circuit-switchiig and *"pure' packet-switching are
only tl.~ extreme ends 0f a spectrum of system organizations.
From one end, with high-speed electronics, circuit-switching
can become much more tlexiple than our description akove
might suggest: circuit switching is often dcne very quickly
by electronic (rather than human or mecharical) switching
systems, and the multiplexing of circuits among many
conversations is certainly a highly r=fined science <ESS>.
From the other end of tne spectrum, to get some ot the
efficiencies of circuit-switching, packet-switching sys:ems
can be compromised to dedicate various resources to
connections: connection-like structures are often built into
or on top of packet-switching systems so that they can
economically carry either connection or message traffic

<McKenzie2l>.

Cistributed computing sysvems have generited growing
pressure for packet-switching. Computer "conversations'
have become shorter and burstier, especially wita the spread
of so-called “interactive" computing. Circuit-switching
systems have been greatly improved toward jroviding the
responsive communication require~ by distributed interac. e
computing networks, but this communication is probably best
provided by packet-switching systems. Wwhile computers have

been demanding electronic packet-switching, they have alsc

been making it possitle.
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I, the following chapters we draw upon existing packet-
switching ccomputer communications networks -- most notably
the ARPA Computer Network -- to substantiate our thecry of
packet communication. For those who are somewhat familiar
with the history of interactiwe computer time-sharing, our
use of the ARPA Network in discussing packet communication
may evoke strong associations; the role of the ARPA Network
in packet communication is reminiscent of the role of early
time-sharing systems, CTSS for example, in interactive
computing <Rokerts, Roberts2, Samuel>. In both cases we
find a strong commitment to dynamic resowrce allocation; to
computing resources in CTSS and to communication resources
in the ARPANET. And just as the apparent exzense of time-
sharing has long been attacked by the advocates of batch
processing, so too has the apparent expense ¢f gpacket-
switching been attacked by the advocates of circuit-
switching; in both cases, again, it is the continued decline
of the cost of computing which has made it possible to
utilize other resources more effectively, to squander

computer cycles and baud miles for some greater aood.
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One can, 0f course, read this report directly from front to
back, but a prior knowledge of its tree-like kranching
structure is helpful. We have aiready distinguished two
fundamental modes of electronic communication, its two major
ELranches: circuit and packet. The report deals only with

‘" ne packet communication branch. Under packet
communication, we distinguish communi:tation using computers
from communication amQng computers. Chagters 2, 3, 4, and S
are devoted to, roughly, the use of computers in
communication, while chapter 6 examines communication amony
computers. Under communication using computers, we
distinguish between techniques based on point--to-point and
broadcast communication media, studied in chapters 2 and 3
and in chapters 4 and 5, respectively. For ~ach of the two
nedia considecred, we devote a chapter to existing techniques
and a chapter Lo analysis. If the preceding linear
description of our bifurcate chapter organization is
confusing, one can, of cours¢, read this report directly

trom tront to back.

Those who are already familiar with "packet communication"
should read chapters 3, 5, and 6, tnree chapters in which
our original contributions are concentrated. For thcse who
wish to go beyond a full readinyg of the report and its

instructive appendices, a sizable btibliograrhy has heen
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provided.
discussed,
summari zed

referenced

Introduction

The literature surrounding various subjects to be
particularly in the more analytical sections, is
immediately before the relevant text and then

where appropriate.
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QOpened_Questions

A number of important questions are opened in the following
chapters, both in packet communication theory and in the
closely releced theory of distributed computing. Many of
our own answers suggest new jJuestions; they await actual
operating environments and careful measurements of loaded

systems <Cole> for validation.

For instance, our examination of the behavior of individual
store-and-forward nodes fails to consider difficult
questions concerning their interconnecticn. Some work has
been done in this direction using queueing theory
<Kleinrock, Kleinrock1, Zeigler> and network f£low theory
<Frank>, but we remain dissatisfied (1) with the simplifying
assumptions often used tc obtain clean analytical results
and (2) with the short-cuts often employed to escape
prohibitive combinatorics. What is needed, we are
convinced, is a readily applicable calculus of
communications elements (e.q., circuits, memory, processors)
like that of the network theory of resistors, capacitors,

and inductors.

The report touches on the quesvion of fundamentally
different orqanizaticns of communication, i.e., circuit
versus packet, sequential versus random-access, and
centralized versus distributed. Satellites, ground radio,

and cable television are only three of the unusual computer
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communications media with which subsequent theories of the
orqanization of communications must deal <Rokerts2>. What
is needed is a thecry much like that missing also from the
field of transportation. We will need tc have theories for
mode selection, mixture, and. possibly, hierarchies of
modes. We might imagine having an understanding of when a
person should take a moving sidewalk, to a car, from a bus,
to a train, through an airport, to a space shuttle.
Similarly we will need to know whether a packet should go
over a VLF channel, to a teleghone, through a UHF channel,
to a satellite, over a microwave link, through a laser, to a
TV station. Of particular interest will be a theory that
organizes the use of connection-oriented and message-
oriented switching technigues at appropriate levels in

computer communication systems.

Missing from much of the work in computer communication is a
consideration of user utility functions and demand
distributions. A critical input to packet size selection,
for example, is a distribution of user communication
requirements, i.e., message sizes. WhHhC kncws what the sizes
of people-people, computer-computer, Or FrocessS-process
communications would be were they not constrained somewhat
arbitrarily by the communications systems which carry them?
It is likely that each application will have its own
performance requirenents; a most important problem to be

solved is that of building general-purpose communications

Bt 1. s e S A . — == ——
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systems which benefit from the complementary requirements of
the various applications to be supported. It will pe
important that careful consideration be given to assessment

of inputs to design, as well as to design itself.

The open questions in distributed computing are numerous.
How should one organize accounting and access control in a
distributed computer utility <Gruenberger, Saltzer, Kahnl,
PI>? In the ARPA Computer Network, accounting and access
control are handled (if at all} locally, each service
camnputer having to assune the respornsibility for protecting
its resources from intrusion over the network. It is
uncertain whether distributed accounting and access control
systems will require new organizations of computing activity
<Kahn1>. It may be that (1) the inherent separateness of
actors in a distributed environment and (2) the required
explicitness of their ccofperation will make accounting and

access control a natural part of distributed computing.

We need to consider "naming® in widely distributed computing
systems. It was first suggested to us by D. Austin
Henderson (MIT) that carefully chosen naming conventions =--
a theory of names -- would be neecded in dealing with
program-manipulakle name spaces of the size requiied in
world-wide computing environments. Even in the relatively
small and sparse ARPA Network, name manipulation has already

become a problem <Bhushanid, Bresslvr, Postelld.




Page 1~12 Introduction

70 utilize the potential of distributed computing systems we
will need to develop techniques for manag:.ng cooperating
concurrent processes. Control structures for programming
langquages <Fisher, Thomas, Prenner> have been advanced, but
it appears that many Lasic questions are still unanswered.
In practice, the development of protocols for remote,
asynchrorous grocesses has been informal, despite the fact
that race conditions and deadlocks abourd. The result is
that existing protocols are a patcliécrk of seemingly
arbitrary sequencing rules <Postel1>. Jonat.:an B. Postel
(UCLA) has suqgested, and we agree, that some sort of graph
theoretic (e.g., Petri Net) formalization of ARPANET
protocols will prove fruitful <Postel2>. A jeneralization
of approaches to piouyram corre€ -cness will ke required for

use in distrikbuted and highly parallei contexts <Habermann>.

The ARPA Network has developed the need for formerly
isclated systems to interface to the outside world. The
obstacles to th:s interface have often been of the kind
where a simple standard wculd have made things easy.
Computer communication will continue to grovide pressure for
standards in computing as the importance of cooperation and
compaticility grows relative to that of competition and
contrariety. In particular, it is essential that standards
ke developed f{or terminals, data representation, and file
organization so that many of the needless incompatibilities

that artificially partition the popaldation of computer users
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can be removed <&nderson, Postel, Michener, Crocker3,

Harslem1!, Ehushan, Bhushani>.
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THE ARFANET

The Advanced Research Projects Agency (ARPA) Computer
Network (ARPANET) has been an important vehicle for studying
the efficacy of packet communication techniques, both in the
utilization of digital data communications facilities and in
the clusely related developrent of distributed computing
systems. To support the analysis of the next chapter, we
will briefly explain what we me3:~ when we say: The ARPANET
is a geographically distributed, message-switching, store-
and- forward, high data rate, highly connected, modular,
computer communications network. Rather than discussing the
ARPANET in its full generality, we focus only on store-and-
forward packet-switching using computers and point-to-point

ccmmun ication media.

Fecent years have witnessed an accelerating demand for

computer communications <PFrown, Gruenberger, Kittner,

Parkhill>. Through communications, the organizers of
computing systems have found new ways of structuring
resources and distributing services. Through computers, the
organizers of ccmmunications systems have fcund new ways for
rroviding information flow in an increasingly interconnected

world.

consider how communication ‘nfluences computing.

For example: ARPA research in the development of computing




Page 2-2 Thice ARPANLT

resources has led to the construction of the ILLIAC-IV and
the UNICON Laser Memory. These devices are representative
of a class of large scale computing facilities which cannot
easily be justified without a workable plan for providing

access to large, distributed user porulations.

For another example: Basic research in the application of
computing resources has led to undertakings requiring a
broadly based integration of previously separate people and
technclogies. For example, ARPA's success in Automatic
Programming <Balzerl1, Cheathaml, MAC>, Climate LCynamics, and
Speech-Understanding <Newell> will depend on its success in
providing for computer-enriched cooperative interaction

<Licklider> among distributed research teams.

Now consider how computing influences cummunication.

Investigations of comuuter communications systems have
progressed slowly for over a decade <Baran, Kleinrock1l,
Marill>. The technologies which support computing and
communicat.ions have only recently advanced to provide
performance characteristics near those required for
effective, interactive computer commnunication. Sub-
microsecond processors, memories, and communication
circuits, at costs far below those five years agqo, make it
possible to consider wide use of computers in communication:
aiding human cperators in routine functicns; reglacing

slower and less reliable mechanical switching systems; and
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extending services in novel applications never before

possible <ESS, Rokerts2>,

In moving toward a design for a computer communications
system tor the ARPA computer research community, three
characteristics of the community were influential. First,

the ARPA community spaps the nation. Second, the emphasis

in the¢ ARPA ccmmunity is on interactive cumguting. And,
third, tne computing resources in the ARPA community are
diverse and auyongmous. Emphasis on these characteristics
is essential to any understanding of why or how the ARPANET
differs from other computer communications networks <Farber,
Abramson, Rutledge, Roberts2>. The basic structure and
design parameters of the ARPANET are derived from these

characteristics.

o bR
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ARPANET Descriptors_and_Parameters

The ARPANIT is a geographicially distributed computer
communication network with, currently, about 6000 miles
between its most distant nodes. (See Figure 2-1 above.)
That it is nationally (if not globally) distributed is
significant in fixing tihe parameters of its cormunication
circuits and in organicing its installatior and maintenance
subsystems.

N

N

\.
The ARPANET is a message-switching nN2>twork permitting ug to

8095 bits per message <Heart>. It trunsacts, not with
circuits as in the case of telephones, but with messanes
(i.e., packets) as in the case of moil <Rolkerts2>.
Communicating computers do not dial each other up througn
the switching system and have conversations, digital or
otherwise; they send each other packecs of digital data,
like letters through the mail. That the ARPA community
emphasizes interactive computing is reflected in the
ARPANET 's optimized handling of interaction-sized messages

of up to 1000 characters <Koberts>.

The ARPANET is a store-ang-forward computer communications

network with on the order of 100,000 bits of jpacket storece
per switching node. 1Its communications computers store
messages until assured of their safe arrivai at the next
node enroute to a destination. 7These communications

computers are either (1) Interface Messaqge Prccessors (IMPS)
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<BBN1822, Heart> or {2) Terminal IMPs (lLIPs) <Ornstein>.
That the ARPANET's switching nodes (IMPs) have between
100,009 and 200,000 bits of memory (rather than 1,000,000 or
100,000,000) is evidence that the ARPANET places a premium
on responsiveness -- short message queues for low delay
rather than long cueues for high circuit utilization.
Swii.ching nodes of previous store-and-forward networks
fe.q., DCD's AUTODIN) were often equipped with mass memories
(e.g., disks) where messages were queued for minutes, hours,
and even days. Long-term message storage is provided in the
ARPANET, but not by the switching nodes themselves; such
message storage and forwarding is provided through protocols
and programs residing in the “HOST" computers joined by the

IMP Subnet.

The ARPANET is a relatively high data rate network with
circuits carrying, tvpically, 50 kilobits per second (Kbps).
In contrast to earlier networks which often used dial-up
2400 bps or 4800 bps telephone circuits, the ARPANET uses
dedicaced 9.6, 50, and 230.4 Kbps telephcne circuits for the

responsiveness and throughput required of effective

interactive use.

- v —

seconds delay coast-to-coast <Frank1, Heart, Roberts>.
Human interactions ot the variety normally supported by the

interactive time-sharing systems in the ARPA ccmmunity would
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be impractical via a communications network with
transmission delays cn the order of minutes, hours, or days.
This low delay characteristic of the ARPANET is the result
of (1) the use of relatively small messages, {2) high data-

rate circuits, and (3) restricted IMP message storage.

The ARPANET is a highly ccnnected network with, typically, 2

or 3 independent paths Letween nodes. This minimum two-path
redundancy offers reliability of access and increased
throughput <Frank>. Though "highly" connected (most
networks are 1-connected), the ARPANET is not completely
connecied, i.e., not all IMP pairs are directly connected by
a circuit. (See Figures 2-1 above and 2-4 below.) Rather
the ARPANET is connected so as to provide an economic level
of commurication under loads varying widely in space and
time. In contrast to the more familiar loop and star
network topologies, the ARPANET's arbitrarily ccnnected,
store-and-forward communicetions subnet cffers measured
reliability and ease of growth over a wide range of network

sizes <Frank>.

Finally, the ARPANET is a highly modular comguter
communications neiwork. [Modularity is a necessity for
ARPANET reliability and manageahility. The ARPANET is
modular in that the IMP Subnet ouperates independently of the

connected computers at ARPA sites <Heart>. The ARPANET 1is

modular in that each of the IMPs and their piograms are
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identical; hardware maintenance and software development are
both thereby simplified <McKenzie>. The ARPANET is modular
in that its communications gprotocols are strictly layered.
(See Figures 2-2 and 2-3 below.) The strict layering
permits separate teams to work in parallel at many levels of
development and supports cleanly defined interfaces among

levels ¢f varied purpose <Crocker>.
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At the lowest level, the IMP-IMP protocol <Heart> handles
transmission error control, message (i.e., fpacket) traffic
congestion control, and packet routing. IMPs detect
transmission errors with a 24 bit checksum for each 1000 Lkit
packet and correct errors using an acknowledgment-
retransmission scheme <Heart>. The IMP Subnet regqulates the
encry cf messages from HOSTs to control packet traffic
congestion and transmission delays <BBN1822, Heart,
McQuillan>. Packets are routed through the IMP Subnet using
an algorithm which locally minimizes transit time <Frank,
Frank1>. IMP-IMP protocol is implemented in software within

the DDP-516/316 IMPs.

At the next level up, a widely used "official" HOST-RGST
Qrotocol <Carr, McKenzie1l> provides a general purpose
virtual communications system among processes on remote
computer systems. The Y“official" HOST-HOST protocol is
implemented in Networ. Ccontrol Proqrams (NCPs) <Newkirk>

within HOST coinputers.

And, at a higher level still, numerous function-oriented
Frocess-process protocols <Crocker> support specific ARPANET
applications. For example, the widely used
TELecommunications NETwork (TELNET) subsystem provices
console access to the many interactive computer systems on

the ARPANET <Postel>.
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As of this writing the ARPANET has grown to over 30 sites
and is well on its way toward becoming something of a
naticnal utility. There are now over 35 HCST computers and
13 TIPS (i.e., Terminal IMPs) joined by the ARPANET to each

other and to a growing community of users <Orustein>.

The AKPANET began when the IMP-IMP and IMP-HCST protocols of
the communications subnet were delivered by Bolt Beranek and
Newman, Inc. <BBN1822, Heart, McQuillan> in early 1970. The
AKPA Network Working Group (NWG) , an assemtly of
representatives of ARPA sites, has designed and implemented
(1) a general-purpose HOST-HOST protocol <Carr, Crccker,
McKenzliel>, (2) a "TELNET" protocol <OtSullivan,
O'Sullivant, Postel> to allow ARPANET users to log into the
various cooperating interactive computers on the ARPANET,

(3) an ARPANE1 file transfer protocol <Bhushan6>, and (#) a
remote -0ob service protoccl <Bressler?, White>. Work is
continuing on (1) a graphics protocol <Michener>, (2) a data
computer protocol <Datalanguage>, and (3} a data

reconfigquration protocol <Anderson>, among others.

ARPANET development has passed through its initial
experimentation/construction pnases and is now entering a
critical new period in which the facilitation of substantiwve
use must be the dominant activity. There are many problems

to Le solved. Hechanisms for assuring privacy and security
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are as yet unknown, especially in the distrikuted
communications environment. The interconnection of widely
differing computing systems will generate new fpressure for
standards. Techniques for charging and accounting in a
distriouted environment will need considerable stuly,
particularly to make it possible for a ncn-research
management organization to make the ARPANET a self-
supporting operation. There are many more probklems in the
distributed computing environment and its effect on the

organization cf computer operating systems <Kahn>.

An important part of the ARPANET's future relates to its
smooth transfer to an operational agency fcxr long-term cost-
recovery management. Steps are currently being taken to
find a suitable management environment for the
communications facilities as they now stand. At the same
time, private companies are seeking %t¢ provide commercial
AKPANET-1like service and have already filed with the FCC for

clarification of their regulatory statu <PCI>.

Studies are now in progress tcoward introducing new
communication media at the lowest levels of the ARPANET.

The University of Hawail is already wonnected into the
ARPANEl using a point-to-peint channel through a
syachronous, earth-orbiting satellite; work continuss toward
buiiding ARPANET Satellite IMPs (called £iMPs) which use

that same channel, in a btroadcast mode, to provide ARPANET

e N
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service to statizcns around the Pacific, from california to
Alaska, to Hawaii, and possibly to Japan <abramson3,
Crowther>. It is expected that hiqgher bandwidth terrestrial
circuitry will be introduced throughout the ARPANET to

continue responsive service at increasing levels of usc.

The integration ol other networks is also an important part
of ARPANET development. Effort is going into the planning
of national networks for the United Kingdom, Canada
<Manning>, and France, using the AKPANET both as an input to
design and as a component in a future world-wide computer
communications netwock. Just as important will be the
development of "smaller® networks to complement ARPANET-1like
facilities in the delivery of computer communications

<Abramson, Farber, Roberts2>.

In the next chapter, we focus on the IMP Suknet to analyse
store-and-forward packet communicaticn. The reader whe is
not already familiar with ARPANET IMPs and HOSTs, can find

additional background materia! in Appendices A and B.
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ANALYSIS OF STORE-AND-FORWARD PACKET COMMUNICATION

In a taxcnomy of computer communicat.on technigques, we might
first distinguish the two basic modes: «circuit-switching
and packet-switching. Next, we might take packet switching
techniques and distinguish those most apglicable to point-
to-point media (e.qg., telephone circuits in the ARPANET)
from those most applicable to brcadcast media (e.g., radio,
to be discussed in the next chapter). With this taxonomy as
a context, we now look under pcint-to-point packet-switching

to examine store-and-forward techniques.

So~called "cstore-and-forward" packet.-switching networks, as
exemplified by the ARPANET, are growing in fporularity. The
theories behind such networks are still vaqur and poo.ly
understood. In tnis chapter we prese:nt a collection of
first-order theories of store-and-iorward gacket
cormunication and extract several rules of thumk which may

prove useful in network design.

In 1964, Paul Baran and others, then at the RAND
Corporation, published an eleven volum~ series of technical
reports titled "On Distributed Communicaticins" which marks
the beginning of modern history for the anaelysis ot stor
and-forward computer communications networks <Baran>.
Later, when ARPA began planning what was to become the
ARPANET, three major areas of store-and-forward network

theory were identified: (1) topological design, led by




Page 3-2 Store-and-Forward Communication

Howard Frank at Network Analysis Corporation, (2) system
modelling and performance measurement, Leonard Kleinrock,
UCLA, and (3) store-and-forward switching node design, Frank
E. Heart and Robert E. Kahn, Bolt BReranek and Newman, Inc.;
the development of various theories cont:ributing to the
ARPANET is summarized by Frank, Kleinrock, and Kahn in
"Ccomputer Communication Network Lesign -- Experience with
Theory and Practice" <Franki1>. Our work in the analysis of
store-and-forward packet communication is most closely
related to that of Crowther, Kahn, and McQuillan at Bolt
Beranek and Newman, who, with their intimate knowledge »f
the IMP and the ability to quide IMP development with
theory, have produced several papers which make consigderable
sense cut of IMP oprrating statistics <Kahn3, Kahnd,

McQuillan>.
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A representative "feedback-correction prctocol" for
achieving reliable communication over a noisy channel
(between store—-and-forward packet switching nodes) is
specified. The "total effective capacity" of communications
using the feedback-correction protocol is calculated.
Several simple error models are used to derive expressions
for the capacity-maximizing packet size. A fplot of
theoretical effective capacity versus packet size shows that
ARPANET effective cagacity is insensitive to variations of
packet size above 1(C00 bits. It is shown that "hop-by-hop"
ackncwledging feedback-correction offers lower packet
transfer times than "end-Ly-end" acknowledging in a store-
and-forward network with non-negligible retransmission
probabilities. An exgression for optimal node spacing in a
store-and-forward network is derived. It is shown hui a
store-and-forward node conver%s limited capacity into delay
and how this store-and-forward delay supports the use of
messaqge disassemkly in the ARPANET. And, finally, distance-
independence is challerged in its role as an overriding

okbjective of ARPANET design.
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Feedback-Correct ion

Consider the traditional digital communications model: a
noisy channel connects the sender and receiver of a
potentially infinite bit stream; how can the sender and

receiver organize to achieve dependakle communication?

In the literature on communications ¢rror control we find
many methods of introducing redundancy into transmitted data
so that errors can be detected through okservea
inconsistency and corrected hy using redundancy in damaged
transmissions <Berger, CGorog, Lin, Peterson, Sussman>. The
effectiveness of various coding techniques for error control
depend on the error characteristics of the noisy channel to
which they are to be applied. It has been found, in
particular, that because "burst" errors are typical of
commonly used communicaticn media (e.g., telerhone

circuits), the redundancy required to cdetect transmission

errors is significantly less théan that required to correct
damaged data <Lin, Mitchell Peterson, Smith>. The
computations required to decide if a transmission is in
error are typically much less complicated than those

required to reconstruct it <sSmith>.

When it happens that thexe is a unidirectional channel ftrom
sender to receiver, there is little choice but to use "open-
loop" error control techniques requiring high data

redundancy and elaborate correction procedures. When the

. i o — s m o S
| e ——— e = Bt T . —




Store-and-Forward Communication Page 3-~5

channel connecting serder and receiver is ki-directional, it
is possible to use "closed-locp" error ccntrol techniques,
using per-racket i1edundancy for error detection "nly and
relying on receiver-controlled retransmission for exror
correction <Kalin, Lin, Smith>. By making data
reconstruction unnecessary, "closed-lonp" or "feedback"
correction allows transmitted data to be much less redundant

and simplifies the computations required fcr error control.

A particularly simple family of feedback-ccrrection
communication protocols has found application in
contemporary computer communications systems <Abramson,
Farber, Heart, McQuillan, Robertsc2>. This family of
protocols is based on error-~checked packet transmissions,
acknowledgments (ACKs), time-outs, and retransmissions: a
sender generates a packet of data with sufficient redundancy
to reduce the probability of undetected error *o an
acceptakly small numker {(e.qg., one undetected incorrect bit
every ten to the vwelfth transmitted data bits); the packet
is transmitted and stored until an error-checked
acknowledgment of its safe arrival is returned from the
error-checking receiver; if an error-free acknowledgment
fails to arrive within a given time-out period, the sender
assumes that the transmitted packet has been iost and
retransmits it; and so on forever; the receiver, upon
getting a packet, checks to see If it is damaged and, if

not, generates an error-checn=d acknowledgment packet tc be
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returned to the data sender. To guard against gacket
duplication, a typically trivial sequencing mechanism is
used <McQuillan>. There are a number of variations on this

protocol which compose the family under study.

A simple feedback-correction communicaticn protocol is more
formally and succintly specified in the accompanying
flowcharts. Jur consideration of a particularly simple,
representative feedkack-correction protocol began during
informal discussions with Steve Crocker (ARPA), Jon Postel
{uCLA), and later with presentaticns by Richard Kalin
(Lincoln Lak, now at ADR) <Kalin> and Alex McKenzie (BBYN)

<Cerf1>.

For simplicity, the start of transmission is assumed to be
synchronized and a single-bit sequencing scheme is used for
duplicate suppression. Error checkirj; of data packets and
ACK packets is assumed tu offer a satisfactcry level of
protection frcom undetected error. It will ke instructive to
step through a few scenarios of the cooperation Letween a
sender/receiver pair under this simple protocol. Study the

flowcharts, Fiqures 3-1 and 3-2.
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e e e e e i

First, let us look at a case where everything goes well.

The sender (in start state "zero'") generates a packet with
appropriate sﬁate nrero" sequence bit and error-check bits.
The packet is transmitted and the sender goes into state
"zero" time-out wai¢*. The packet arrives at the receiver
where the error-check prccedure declares the packet to ke
correct (i.e., consisteut); it is immediately acknowledged
with an error-checked state "zero" ACK packet from receiver
to sender. The receiver notes that he is in state "zero"
and that the newly received packet is a "zerc" packet (i.e.,
in sequence); he includes the new data bits as part of the
received data stream. The receiver then puts himself into
state “one" to await a state "one" packet. The sender,
meanwhile, has received an errcr-free ACK marked with state
"zero" and is assured that the pending, state "zero" packet
.20 been received without error. The sender then moves into
s-ate "one" and restarts the cycle by generating a state

"one" packet from the data awaiting transmission.

Next, consider what haprens when the state "one" packet is
tound by the receiver to be danaged (i.e., inconsistent, in
error). The algorithms for sender and receiver both require
that all damaged packets ke discarded and igrored. The
damaged packet (grobaoly, but not in generel necessarily, a

damaged state "one" packet) takes the receiver out of data

T = S e i _—
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wait and is discarded. The receiver immediately re-enters
data wait looking once again for a state "one" packet. The
sender, in time-out wait looking for a state "one" ACK, (1)
finally times out, (2) retransmits the pending, state "one"
packet, and (3) falls back into state "one" time-out wait.
Eventually. (1) a retransmission of this state "one" packet
gets to the receiver undamaged, (2) the packet is
acknowledged with a state '"one" ACK, (3) the receiver enters
state "zero" in preparation for the next message in
sequence, and (4) the newly arrived data is accepted by the

receiver as part of the transmitted bit stream.

Next, consid=r what happens when the state '"one" ACK is lost
or damaged. If damaged, an ACK will be discarded and
thereby lost. If the state "one" ACK is locst, the senderxr in
state "one" will fail to receive the ACK bhefore timing out
and thus the pending state "one" data packet will be
retransmitted. T e receiver, naving sent the lost state
"one" ACK and now in state "zero", 'gets the retransmitted
state "one" packet successfully (say) and sends a state
"one" ACK. The receiver notices, however, that the packet
;s out of sequence (i.e., a "one" and not a "zero" packet);
the duplicate packet is discarded. The ACK generated by
this duplicate data packet serves to satisfy the waiting

sender and to advance the transmission sequence.

If a state "one" retransmission were to som:how pass its
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delinquent state "one" ACK on the wires, the protocol would
cause the retransmitted state "one" packet arriving at the
state "zero" receiver (1) to be acknowledged, (2) to be
declared a duplicate (i.e., cut of sequence), and (3) to be
discarded. The second state “one® ACK, in turn, would
arrive at a state ¥zero" sender and would also ke discarded

as a duplicate.

This simple grotocol is intended to exhibit the basic
properties of a family of error control protocols. There
are variations on this casic protocol. By adding a negative
acknowledgment (NAK) to the protocol in cases where ACK
times are very uncertain (a time-out is still required), the
transmission of data can ke speeded by reducing the time
taken py the sender to decide to retransmit a damaged
packet. By adding mocre sequence bits in cases where ACK
times are very large, more packets can be pendirg (i.e., on
the line) and the potential utilization of the channel
thereby improved. Packet reconstruction schemes (i.e.,
erro.” correction) can be superimposed on the feedback-
correction mechanism to reduce retransmission frequency.
some of these variations are a matter of detail and others
are important. For our initial analysis of the properties
of the family of protoccls, the above ment.icned simple

representative will ke used.
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The channel connecting sender and receiver has a given
nominal capacity (bit-rate) of C bits per second and a given
transmission delay of 4 seconds. How will the error
characteristics of the channel and our simgle feedback-
correction grotocol combine to provide an "error-free"
connec tion between sender and receiver? What will the
"effective capacity" (bits per second) and the "effective
delay" (seconds) of our virtual connection he, under the

proposed organization of channel use?

Tne error properties of a channel are difficult to
characterize and the probability of a transmitted packet
arriving in error is undoubtedly a complicated functicn of
time and packet length. Real channels are often subject to
a mixture of both random and burst errors <Berger, FKahnz2,
Lin, Sussman>. Fcr the simple calculations at hand, we (1)
fix the independent error probability of a data packet at
Lp, (2) fix the independent error probability of an
acknowledgment packet at La, and (3) define L ("L" for
"Loss") as the prcbability that an acknowledged packet

transmission will fail (i.e., will time out), where:
(Eq. 3-1) L =1 - (1-Lp)* (1-La) (05L<Y)

A successful, acknowledged transmission requires a

success ful data packet transmission with probability i-Lp
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and a successful ACK packet transmission with proktakility
1-La. L, then, is the nronability that cometbing will go
wrong with either the d~ta packet or the ACK. L is the
probability that a retransmission will be required given

that a transmission is attenpted.

Let k (a random variable) be the numker of retransmissions
required for a successful, acknowledged transmission of a
data packet under our simgle protocol. The event
corresponding to k=0 is that in which the first transmission
of a data packet leads to its successful receipt and timely
acknowlefgment (i.e,, without need for retransmissions).
The probability of the k=0 event is 1-L, by our definition
of L. We write Prob(k=0)=(1-L). The event corresponding to
k=1 retransmission involves an unsuccessful attempt at an
ackiaowledged data packet transmissicn, with probability L,
faollowed by a successful! attempt, with probatility 1-L. The
:vent corresgponding to k=1 (i.e, one retransmission) has
probability L*(1-L). We write Prob k=1)=L*(1-L). For k
retransmissions, we recognize the geometric Jdistribution:

b
(Eq. 3=2) Prob (k=1) = 1. * (1-L) (k20)
The mean number of retransmissions per successful
transmission is calculated in a straightforword mannex

leading to Equation 3-3:




'}
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(Eq. 3-3) Mean k = L (0<L<1)

In summary, if the probability of an unsuccessful,
acknowledged racket transmission is I, independent of
previouas attempts, then the mean number c¢cf attempted

transmissions per suwcessful transmission is (+(L/{1-"").

How long will it rtake to successfully transmit an
acknowledged packet through the channel using our simple
feedback~correction rrotcocol? For our calculations, let P
be the number of bits per data packet and let A be the

number of bits per acknowledgement packet.

The mean time for a successful transmission is now
calculated in a straightfoxward manner leading to Equation

3-17.

First, we consider *“he time required for an ackncwledged
packet transfer without retransmissions. Time zerxo is taken
to be the time at which the sender starts transmission of
the datda packet. The time taken by the sender tc transmit a
data packet is p/C seconds -- P bits being transmitted at
the nominal channel kit-rate of C bits per seccnd. The
sender ends data ~acket transmissicn and enters time-out
wait at time pP/C. PRecguse of the channel transmission delay
of d seccnds, the receiver Lkegins getting the data packet at
time d and has tinished receiving it by time (P/C)+d. The

receiver takes, say, ze:ro time to error check the packet.
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{This assumption is not as restrictive ac it looks: d can e
adjusted to include checksum computation and modem delay
<Crocker2>.) Therefore, the receiver begins sending tl 2 ACK
packet of length A bits at time (P/C)+d and finishes
transmission at time (P/C)+d+ (A/C). The sender begins
getting the ACK d seconds later and has it in hand and error
checked by time (P/C)+d¢ (A/C) +d. Thus ends a successful

acknowledged transmission cycle, so that:

(EQ. 3-4) Time (k=0) = ((P/C)+ (2d)+ (A’/C))

But how long would an acknowledged packet transfer take if
there were errors and retransmissions? 1f either a data
packet or ACK were to be damaged and .ost, the sender would
be forced to time out and retransmit, thereky delaying

success ful transfer completion.

A key quantity is the amount of time that the sender will
wailt before retransmitting -- the time-out, T seconds. We
will assume that the sender is what we call an "optimistic"
sender, 1.c. a sender who is willing to wait (betfore
retrensmitting) at least acs long as it would take for an ACK
to return if all went well. A "pessimistic" sender might
retransmit an unacknowledged (i.e., pending) data packet
even before an acknowledgmrent could be expected to arrive.
Retransrission pessimism might be motivated by a very high
retransmissicn probability {(e.q., L>{1/2}) and/or Ly a

desire to utilize an otherwise idle channel <McQiilian>.




-
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Assuming that the time-out parameter T 1s greater than the
acknowledgment time ((2d) +(A/C)) seconds, then, we get that
the time required for an error cycle -- the time by which an
error delays eventual successful transmission -- is (P/C) +T

seconds, sO that:

(Eq. 3-5) Tim. {(k=i+1) = ((P/C)+T) + Time (k=i) (120)

Combining with our expression for Time (k=0), we get:

(Eq. 3-6) Time (k=i) = ((P/C) +(24d) +(A/C)) + i* ((P/C) +T)

Now py knowing the mean number of retransmissions (error
cycles) required for a successful acknowledged transmission,

we can calculate the mean time required:

(Eg. 3-1) Mean Time = ((P/C)+(2d)+({A/C)) + _L_*((P/C)+T)

-—

1-L
This mean transmission time can be used as a measure of the
neffective delay" across the sender/receiver connection; it
is also important in calculating the effective capacity of
the v"error-free" connectiorn supported by our simple
protocol. Py "effective capacity" we mean the average
sustained rate of error-free bit transfer achievable through
a channel. Effective capacity is calculated ky taking the
ratio of (1) the number of gqood data bits transmitted per

packet, to (2) the mean time of successful, ackncwledged

packet transmission.
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We have defined P as the number of bits rer packet, but not
all the bits in a packet are data bits. Some packet bits
ire error control bits (e.g., checksums), others are
sequence bits (e.g., our state sequence Lkit), and still
ochers may be required in more complex communication
contexts (e.q., an ARPANET-like switching network) for

routing and flow control.

For our purposes, we say that there are S data kits per P
packet bits and, more specifically, P=B* (H+S). 1 (for
"Header Overhead" in bits per packet (20)) is taken as a
constant, per packet overhead, and E (for "Eit Overhead" in
bits pe. cit (21)) is taken to be a constant, per bit
overhead factor. B is usually 1, but we carry it along as a
variable because it extends the model without complicating
cur calculations. We can ncw write an exgression (using Eq.
3-7) tor the effective capacity (in bits ger second) of our

sender/receiver connection:

(Eg. 3-8) EFFCAP =

—— . i e . . . — — ——— T —— — . — e T O G s i S

((E/C) ¢(2d) +(A/C)) + _L_*((P/C)+T)
1-L

Before moving on to simplify this expression, let us examine
its structure. The numerator is S alone and we will say
that, if data bits are a small fraction of those in a packet
(i.e., if S is relatively small, S<<P), then the effective
capacity of our connection is oveghga2d limited. Looking at

the denominator, we see that a number ct terws may dominate
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in the limitation of effective capacity. If the nominal
channel capacity, C bits per second, is so smail as to make
the P/C and A/C terms larqge in the denominatcr, we say that

our connection bit-rate is channel capacity limited. If the

24 term dominates, then we say that effective capacity is

delay limited. Similarly, 2 high L causes the

retransmission term to grow large making transmission

capacity error limited. Improper choice cf T in a high

dinited.

To achieve maximum effective capacity as calculated abowe,
the sender must have as much data as he wants. TIf the
sender has only finite storage available to him, then he
must get additional data frcm some remote source.

Therefore, the sender's ability to push bits through a
channel may ve limited (further) by his inakility to supply
them. He may have to wait tor bits from ancther sender,
over another feedback-corrected channel, which in turn has a
limited elfective capacity. In a situation where the sender
is limited by bis inability to store gueued data, we say
that the effective capacity of the channel is gueue storage

limited. We do not consider this effect.

The receiver may not be atle to dispense with bits quickly

encugh to suit the sender and may have to discard (for later

retransmission) some correctly received gackets for want of
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ouffer storage. We do not consider such effects <Zeigier>.
Neither do we consider the effect of variable length
packets. These ignored effects should be included in a more

comprehensive theory.

When the variance of acknowledgment return times is small
relative to the mean, the sender can set his time-out time T
at the expected return time (or just above) with little
penalty. In that case, the time required for an error cycle
(i.e., £or & transmission and time-out) is the same as that
for a successful data-ACFK packet exchange,

((P/C) +T) = ((P/C) ¢+ (2d) + {(A/C) )} seccnds.

If the acknowledgment return time has a high variance, then
a tight time-cut would be less effective, due to the
resulting, frequently premature retransmission c¢f correctly
received and acknowledged packets. For the fcllowing
calculations, we assume that ¢the variance is small relatiw

tc the mean.

Using the eguality T=¢{(2d)+ (A’C)) seconds, we simplify our

expression for effective capacity to:

(Eq. 3-9) EFFCAP = S*¥{1-L) = _S*(1-L)_

{{E/C) ¢(2d) + (A/C)) {(P/C) +T)

By collecting terms with an eye toward structure, we get:
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(Eq. 3-10) EFFCAP = S * 1 * (1-1) * C
P {(1+(C*T/P))

We now see that our calculation of effective carpacity for

the simple feedback-correction protocol reduces to the

product of four factors: (1) an overhead factor (S/P), (2) a

multiplexing factor (1+(C*I/P)), (3) an error factor (1-1),

and, of course, (&) a pure capacity factor (C).

Having an expression for the effective capacity of a simple
feedback-correction retransmission protocol (Equation 3-10),

we now examine two ways of improving tne total effective

capacity (TEC) of cormunications over the raw channel.
First, we sketch how the multigplexing factor (M= (1+ (C*T/P)))
leads to a simgle revision of the protocol and to a lower
bound on the number of packet putiers reguired for high
total effective capacity. Second, we introduce thlree very
simple transmission-error models to study the dependence of
total effective capacity c¢n packet size. We demonstrate how
total effective capacity might be maximized by some

judicious choice of packet size.
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Round-Trip_Delay and_Buffering

Of che factors determining effective capacity (Equation
3-10), the so-called multiplexing factor (M=(1¢{C*1/P)))
exhibits the highest potential for structure-dependent
improvement. Examining the factor more clcsely, we see that
the multiplexing factor corresponds to the number of
different packets which might usefully be "on the wires"
(rending) at once, due tc a non-zero acknowledgment time.
C*T is the number of bits which could be ..ansmitted over
the raw channel while waiting for an acknowledgment to a
previous P bits. M is the number of different packets which
could ke pending at once and is a functicn orly of the ratio
of the number of bits which can be transmitted during an
acknowledgment time (C*T) to the number of bits in a packet
(P). Our expression for effective capacity, above, is
reauced by 1/M because the simple protocol descrited

requires that there be but one pending packet.

A basic revision of the simple protocol, then, would be to
use at least M copies of it on a single raw channel. Such a
narallel use of separate instances of the simple protccol
would require (1) instance identification bits in packet
headers and (2) sufficient buffer space at the sender to
hold at least M different packets. For the current
examination we ignore the details of instance

identification. (BEN uses this multiple-instance approach
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in the ARPANET IMP Subnet <Cexf1l, McQuillan>.)

We assume, for a given raw channel with specified nominal
bit-rate ¢, acknowledgment time T, and packet size P, that
at least M = (1+ (C*1/P)) parallel retransmission segquences
are maintained. The total effective capacity (TEC) of the
raw channel under this organization is then given by

Equation 3-10 with the multiplexing factor removed:

(Eg. 3-11) TEC = (S/P) * (i-L) * C (0<L<1)

Notice that the expressicn for total effective capacity

comprises what we call an efficiency factor, (S/P)+*(1-1),

namely the ratio of good data bits (S) to the mean total
number of bits transmitted per successful transmission

(p/7 (1-L)).

There is a trade-off between packet overhead and
multiplexing. It takes extra bits in packet headers to
maintain parallel instances of our feedback-correction
protocol. The number of extra bits needed fcr instance
identification is the rounded up, logarithm Lase 2, of M.
The number of multiplexing bits (i.e., instance identifier
bits) 1s usually very small relative to the total number of
header bits, but not always (e.g9., in high speed and high

delay satellite communication <Crocker2>).
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Intuitively, we see that if our packet size P is large, then
(1) the probability of packet transmission error is large,
(2) L is near 1, and (3) the total effective capacity of
transmission is reduced significantly by the (1-L) error
factor. The channel spends most of its time carrying

damaged packets to the receiver.

Recalling that P=B* (H+S), we see tnat if P is small, then
(1) $ is near 0, and (2) most of the bits transmitted are
header bits which do not contribute to effective capacity.

The channel spends most of its time carrying header bkits.

It must be, then, that there is some packet size P which

maximizes tutal effective capacity. We now intrxoduce three
simple models of the error behavior of a raw communications
channel to study the dependence of total effective capacity

on packet size.,

Linear FError Model. We first assume that our channel is a

binary symmetric channel <Lin> with transiticn probability
E; the probability of a transmitted bit keing received in
error is E, independent of all other bits. The prcbability
of a packet of length P bits being in error (Lg) is
therefore:

P
(Eq. 3-12) Lg = 1-(1-E)




Page 3-24 Store=-and=-Forward Communication

8y assuming {1) tnat the approximated prokability of a
packet error {(E*P} is much less than 1 and (2) that
acknowledgments (A Lits) are much smaller than data packets
(P ovits), we use Equation 3-12 and the Binomial Theorem to
get a linear approximation of the retransmission probability

{L=1-(1-La)*(1-Lp)):

(Eg. 3-13) L = E*P (0<E*P<<1,A<LP)

Substituting in Equatioun 3-11 for P=B* (H+S) and for L=E#*P,

we get:

(Eq. 3-14) TEC(S) = S___ 4+ (1-E* 3« (H4S)) *C  (0<E*P<<1)

B* (H¢S)
Taking the derivative of TEC(S) with respect to S, setting
it equal to zero, and sukstituting for S with P (P=B¥*(H+S)),
we get P', i.e., the packet sizc which maximizes total

efective carpacity:

(Eq. 3-15) P! = SQRT (H%B) (0SE*P'<< 1)
( E) (P'=B* (H+S'))

P' 1s supported from below: if P were to be smaller than P!,
a larger fraction of the bits transmitted would ke overhnead
bits. P* is supported from avove: if P were to be larger
than P', a larger fraction of the bits transmitted would ke
those of retransmissionrs of more-likely-to-be damaged
packets. This result is intuitively appealing. As per
packet overhead (ll) goes to zero, so too does the packet

size which maximizes effective capacity (P'). As the error
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rate (E! goes to zerxog, P! grows without bound.

Exponencial Exrroxr Model. If we begin by assuming that the
length of errorless kit sequences on the channel are
exponentially distributed with mean 1/E kits (i.e., if we
again assume a hinary svumetric channel), then we get the
exponential version of Equation 3-13:

~E*pP
(Eq. 3-16) L=1-c¢e (0<E<K1, A<<P)
By substituting our expression for the prokability of packet
error (L) die to exponentially distributed error
interarriva.. times (Equation 3-16) into our exgression for
total effective capacity (Equation 3-11} and by maximizing
on packet size (P), we get:

2 2
(Eq. 3-17) P* = H*E + SQRT (H_*B_ + (H*E)) (0<E<<1)

2 4 E (A<LP)

Note that for relatively low error ra*tes (i.e., H*B*E<K1)
this result does agree with that of the linear approzimation

{Eg. 3-15), as expected.

We have just derived two closed-form expressions giving a
packet size which maximizes total ef. ective capacity for
feedback correction with two simple error models. These
expressions may prove useful as ruies of thumb in
cdetermining packet size, kut mcre importantly, a general

method for considering errors has been demonstrated.
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Pareto Error Model, Measurements have shown that a

truncated Pareto distriktution for "inter-erxror intervals" is
more descriptive of actual telephone circuits than
distributions descriking a binary symmetric channel <Berger,
Sussman>. The truncated Pareto distribution reflects the
clustering of errors (i.e., "burst errors") on telephone
circuits. The distribution lead ~» » function for the
probability of packet transmission error (L) which has two
rarameters taking into account, roughly, the mean
transmission error rate and the clustering of errors. The
first we call 1 and corresponds to a packet length above
which the prokability of packet error is assumed to be 1.
The second we call Y and corresponds roughly to a ..easure of
error clustering. The probability of retransmission, taken
as the probability of packet error as a function of packet
length, is given by:

Y
(Eg. 3-18) L = (P/X) (0<Y<1,0<P<X,A<<P)
As with the two previous error models, it is a simple matter
to subscitute cur expression for L into Equation 3-11 to get
the dependence of total effective capacity on packet size.
With the Pareto model, the closed-form scluticn for the
capacity-maximizing packet <size is too complex to be useful
here, and we therefore fall back on some numerical

comparisons using ARPANET parameters.
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The expressions for L in *he linear and expcnential models
have one free parameter, E, the error rate expressed in
error bits per transnitted bit. Fo. the ARPANET, E is
reported to be on the order of .00001 <Ornstein>. 1In the
Pareto model, the exgpressioun for L has two firee parameters:
X, the maximum length of an error-free packet in bits, and
Y, the indicator of error clustering. Fcr our very rough
calculations, we take Y from some early measurements of
telephone circuits <Berger, Sussman> to ke .7 and chnose X
so that the mean error rate is E, alove. (Note that our Y

cor: 2sponds to Sussman's one minus algha.)

From Zquation 3-18 we derive the truncated Parczto
distribution's probability densit:; function and calculate
the mean length of an inter-error interval; this mean s

equated to 1/E.

{Eq. 3-19) Y *X = (0=<Y<1)

Ye

ol

Substituting .7 for Y and .00001 for E we get an X which
fits our distribution to the approximated characteristics of
ARPRNET 50 Kbps circuits; the maximum length of a errcr-tree

racket is taken to be X=243,000 bits.

It should be understood that the error properties ¢
telephone circuits are very difficult to characterize, due
especially to their dependerce on length of circuit and time

of day <Kahr2, Frankl>. The parameters chosen for our

e e e T T .
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examination are representative of those found in the
literature <Berger, Kahn?. Ornstein, Sussman>; they serve
ma‘ 1i, to establish the s! »pe ¢ our curves., The formulas
are simple enough so that their agplicability can be easily
judged for many media.

we now plot the theoretical total effective cepacitv of
ARPANéT circuits as a functicn of packet size, using e€ach of
our three error models (i.e., Equations 2~13, 3-16, 3-18).
Additional parameter values required for the evaluation of
Equation 3-11 are B, H, and C as defined immediately before
Equation 3-8, above. For t-e ARPANET, the fixed per bit
overhead factor B is 1 (i.e., no per bit overhead). The
tixed per packet overhead H (i.e., header) is approximately
136 bits (i.e., 6 8-bit circuit control characters, 24 bits
of cyclic checksum trovide< by haraware, and approximately 4
16-bit words of software con.rol informaticn). The nominal

kit rate C is 50,000 bits ger second (50 Kbgs) .

Note that bcth Equation 3-15 and Equation 3-17 indicate that
we Can expect total effective capacity to reach its maxinmum

at packet sizes near about 3700 bits. See Figure 3-3.
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We have shown how a simple feedback-correcticn protocol
works tc provide reliable communication and how kit rate,
propagation delay, packet overhead, and transmission errors
combine to determine the effective capacity of a channel
under the protccol. We have shown that there is an
important choice to be made in selecting a packet size and
have demonstrated how * ~ calculate the capacity-maximizing

packet size for three s.mrle error models.

In an evaluation of our formulas using parameters
approximating those or the ARPANET, we have discovered that
the total effective capacity cf circuits is insensitiwve to
choices of packet size over a wide range. It is interesting
that the actual ARPANET packet size of 1000 Lits is at the
bottom of the acceptakle range. We now turn to consider
cther factors in the design of a store-and-forward packet

communications system.
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Hop-By-Hop versus_End-By-End_Acknowledging

Let D be some large distarnce between a primary sender and a
primary receiver, where D is expressed in the number of
seconds required for a bit to propagate Lbetween the sender:
and receiver through an uninterrupted circuit. © is so
large vhat we are to consider placing some numker of
intermediate, store-and-forward, feedback-correction nodes
between the primary sender and receiier. Let 4, as before,
be the distance between intermediate nodes so that the

numbec of circuit hops used is D/d.

A packet originating at the primary sender (i.e., the source
node) will need to travel over D/d circuit hops passing
through (D/d)-1 intermediate store-and-forward nodes bhefore
arriving at the primary xeceiver (i.e., the destinatiun

node) .

The yuestion is whether it would be better to propagate a
packet Ly acknowledging i1its successful transfer hop-ky-hop
oi end~by-e¢nd: should intezmediate store-and-forward nodes
use a feedback-correction protocol across each circuit hop
or should they simply forvard packets tor end-to-end

fteedback correction?

Using Fgquation 3-7 with T=((2d)+¢ (A/C)), we get that the mean
time for an acknowledged one-hop packet transfer is

((B/C) #2d+ (A/C))/ (V-L) seconds. There are D/d hops so that
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the mean time for a cuccessful end-to-end hop-by-hop

acknowledged packet transfer is:

(Eq. 3-20) Mean Time = (D/d)* ((P/C)+2d¢(A/C))  (OSL<)
(1-L)

The time required for a packet-ACK end-to-end round trip is

{(Dvd) *((P/C) +2d+ (A/C)) seconds. Asstming, as becfo-e, that

L2<<Lp and that the prokability of a successful end-to-end

packet transfer is 1-L to the Ds/d power, and therefore that

L=Lp, the mean time for a successful end-by-end acknowledged

packet transter is:

(Eq. 3-21) Mean Time = (D/d) *((P/C) +2d+ (A/C))

(C73d) (0<L<1)
(1-L)

Comparing Equations 20 and 27, .< see that hop-Lky~hop
acknowledging is superior to end-by-end acknowledging;
(1-L) ** (D/d) 1s qgenerally smaller than (1-1). Hop-by-hop
acknowledging is the obvious choice when the retrvansmission
probability L is large or when many hops are required with

any non-negligible L.

The ARPANET uses hop-by-hop acknowledging. Taking .00001 as
the probability of an ARPANET circuit bit error <Ornstein>
and 1000 as tle number of bits per packet, we arrive at a
pessimistic valuz for L (ignoring error clustering) of 1%.
If we also make the rather pessimistic assumption that a
packet typically makes 10 hops from source tc destination

{(the auwwer is closer to 5), then Equations 20 and 21 tell
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us that the use of hop-by-~hop ccknowledging Luys only a 9%
reduction of mean end-to-end transfer time. Measurements
have beer made wnich do show that, on a 1000 mile 50 Kbps
circuit, L can go as high as .1 for long periods <Frankil>.
Taking this L and the pessimistic 10-hop assumption, we
calculate from Equations 20 and 21 that the use of hop-by-
hop acknowledging buys a 57% reduction of mean end-tc-end
transfer time. Experience with the ARPANET has shown that,
when a circuvit is working at all, its error rates put L well
below 1% and make our 9% an upper bound on the savings due

to hop-by-hop acknowledginij.

Consider what using end-vy-end acknowledging might mean to
our use of memory in a store-and-forward r=twork. Eecause
intermedic te nodes would not have to store packets after
forwarding, their memory requirements might be reduced.
Because the primary senders would have tc store pending
packets for at least one voundtrip time through th: network,
th2ir memory requirements might be increased. It can be
stronqly arqued that. memory at the "ends" of a network., in
its HO3Ts, is much cheaper than that scattered among itu
switching nodes. Similarly, it can be argqued that
retransmission in the specilal-purpose switching nodes of a
network, in its IMPs, is murh cheaper than that which can re

provided in its general-purpose HOSTS. A gueStlon remains.

Another question which this analysis ralses 1s whether the
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complication trought to the store-and-forward subnet with
nop-by-hop acknowledging is justified by the resulting
performance improvement. As indicated, this gquestion is
hard to answer for the ARPANET, especially without the
relevant data, but cne could imagine networks in which the
choice between hop-by-hop and end-by-end acknowledging is
clearer; we note that work done, quite independently, by the
Network Aralysis Corporation raises similar question for the
ARPA Packet Radio Network to be discussed in the next

chapter <NAC1>.
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S+tore-and-Forward Node_Spacing

It has been found that the error properties of ARPANET
telephone circuits vary with circuit length. Long-haul
circuits have measureably higher error rates than do short-
naul circuits <Frankl, Kahn2>. We ask the general question
of whether there exists some spacing of store-amnd-forward
feedback-correction rodes which optimizes the flow of
packets cver noisy communication paths. For a simple
distance-dependent exponential error model, we show that an
optimal inter-node distance does exist. Applying our result
to vhe ARPANET, we find that factors other than circuit
error properties (e.g., cost, delay) must dominate in IMP

placement.

Assuming the use of a hop-by-hop acknowledgment scheme in a
presumalkly error prone and/or very large store-and-forward
network, we have Equation 3-20 for mean packet transfer
time, where L is the probability of a packet error in one
hop. For reasons of tractability, we adopt a simple
exponential error model involving a constant per hop term U
ard a distance-dependent term d*F:

= (U+ (d*F))
(Eq. 3-22) L = 1-e
U and F might be functions of, say, packet size and time of
day <Frank1>; d is taken to be the distance .n seconds

between store~and-torward nodes. Substituting for L in
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Equation 3-2¢ according to Equation 3-22, differentiating
with respect to d, setting equal to zero, and solving for d
(all using MACSYMA via the ARPANET <Metcalfe8, Wang>), we
get an expression for the internode distance (in seconds)
which minimizes the mean transfer time across an arbitrary

number of store-and-forward nodes:

(Eg. 3-23) d' = SCRT (_P__) (A<<P)

(2C*F) ((F*(P/C))<<1)
Using very crude data on the performance of ARPANET 50 Kbps
circuits <Frankl1>, we obtain a fit to thne exponential error
model in quation 3-22 with a U of .033 and an F of .004.
wWhile believing the data to be inaccurate (on the
pessimistic side <Ornstein>) and the model t¢ be overly
simplistic, we evaluate Equation 3-23 for the ARPANET to
discover that the inter~node distance which minimizes the
effect of transmission errcrs on transmission delay is
almost 300,000 miles. This result supports the belief that
distance-dependent errox properties of ARPA circuits can be
neglected and leads us to agree that other factors must be
dominant in IMP placement <Frank1>. One could imagine
networks in which this (or perhaps some more exact)

tormulation would ke useful.
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store-and-Forward Delay and Packet Size

It is important in communicaticns amonj interactive
computers (e.g., in the ARPANET) that transmission delay be
low. The maximization of effective capacity does not always
lead to a minimizaticn cf transfer delay. Choices of gacket
size in a store-and-forward network, in particular, trade-

off effective capacity against delay.

In a raw circuit, propagation delay and kit rate are
independent; delay is a function of circuit length, and bit
rate is a function of transmission bandwidth. When a store-
and-forward node interrupts a circuit between a sender and
receiver, the transmission of bits from sender to receiver
is then subject tc a packet timefs worth of delay, P/C
seconds, which we term 'store-and-forward delay". Store-
and-forward delay is caused by a node's requirement that it
completely receive and store a packet before forwarding it.
Note that store-and-forward delay is introduced even when a
node's packet bandling time (e.g., for error checking and

routing) is zero.

when packet size apgroaches one bit, store-and-forward delay
becomes neqgligikle, appr-oeching one bit tire. When packet
size grows very large, store-and-forward delay grows
linearly with it. Because packet time (P/C) is relatced

inversely to the raw channel's bit racte, we say that a
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store-and-forward node converts limited capacity (i.e., bit

rate) into delay.

As seen in Equaticn 3-20, if there is more than one store-
and-forward node between a sender and receiver, then each of
them contributes at least a packet time's delay, P/C

seconds, to the total packet transfer tire.

As packet length increases from zero, the effective capacity
and delay increase together. In this region of low packet
size, we buy increases in effective capacity with increases
in delay. The more delay we are willing tc¢ tolerate, the
higher the effective capacity available. After a certain
point (e.g., that given in Eguation 3-15), increases in
packet length increase delay and decrease effective

capacity.

In an interactive network, the requirement of low delay
restricts the length of packets carrying interactive
traffic. In the ARPANET, the packet size of 1000 bits is at
the low end of the range of packet sizes which produce

acceptable effective capacity (see Fiqure 3-3).

As an aside, we note that the interdependence of capacity
and delay is fundamental to packet communication. Here, we
tind that i1ntermediate store-and-forward packet-switching
nodes convert limited capacity into delay; in Appendices A

and B we find that the flcw control required in networks of
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computers converts deiay into limitea cagacity.

Page 3-39
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Message _Disassemkly

Based on the preceding, it is reasonable to expect that
packet communications systems of d- rferent characteristics
and applications will require dif - packet sizes. We
ask whether it is also reasonable -0 expect data passing
across an interface between different systems to ke
repackaged, i.e., to be repacketted, so that their passage
through both systems will be efficient. With message
disassembly in the ARPANET as an example and with tools
developed in greceding sections, we briefly develop some of
the issues in impedance matching at communications system

interfaces.

As discussed earlier, ARPANET HOSTs deal with (up to) 8095
bi messages across their errcr-free, 100 Kbps IMP-HOST
interfaces. These messages are disassembled pioducing up to
8 packets of about 1000 bits each, by the IMPs, for
transmission over noisy, 50 Kbps telephone circuits.

Packets of a single HOST message are reassembled at their
destination IMP for transmisicn out of the IMP system into

the destination HCST.

we tind it useful to view the IMP Subnet as one packet
co..ianication system comprising IMPs and telephone circuits,
and each of the HOSTs as another packet communication system
comprising processes and HOST-specific communication paths.

The 1IMP-HOST hardware interface, with associated IMP-HOST
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protocol at each end, is yet another packet communication
system with parameters all its own. The introduction of

Satellite IMPs into the ARPANET with their very long delay
"circuits" (250 milliseccnds) <Abramsond> constitutes yet

another nacket communication system.

Yle now ask why the IMPs do message disassembly. Why
disassemble an 809%¢ bit. HOST message into 8 IMP packets of

about 1000 bits each?

Store-and-forward delay. The most compelling reason for

—_— e R e el el

disassembly in the ARPANET is the dependence cf store-and-
forward delay on packet size. A P=8000 Lit packet, moving
over C=50 Kbps circuit, would be delayed & minimum of
{(p/C)=. 16 seconds per store-and-forward node. A packet
going cross~-country through the ARPANET will typically
encounter more than 5 IMPs, giving a minimum cross-cogntry
transit delay for ar 8000 i>it packet of about .8 seconds.
Even this minimpum transit delav would exceed that required
for console interaction across the country <Roberts>. And
this minimum transit delay would not take into account (1)
the time required for packet queueing inside IMPs, (2) the

effect of retransmission, or (3) the likelihood ot 10-hop

tzansit times.

A 1000 bit packet is delayed a minimum of .02 seconds per
IMP, aiving a minimum cross-ccountry transit delay (for 5

IMPs again) of .1 second. With the 1000 bit packets, the .5
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second cross-ccuntry transit time specitication <kokerts> is
met; actual measurements put the typical transit time under

.2 seconds <Frankl>.

Looking at Figure 3-3, we see that 8000 bit packets are well
beyond the size which maximizes theoretical total eftective
capacity (i.e., 3760 bits) and that 1000 bit packets support
les aan, ot only slightly less than, maximum total

eftf. .tive carpacity.

Therefore, one concludes, message disassembly is essential

for supporting interactive communicaticn.

This conclusion ignores the fact, as does cur prececding
analysis, that the ARPANET's interactive traffic is
characterized by packets of well under 10n0 kits. The
propositicn that interactive traffic should encounter low
delays and that sustained volume traffic can tolerate higher
delays may undermine reasoning for ARPANET message
disassembly <McCuillan>. Having a 4000 bit maximum size for
packets, say, and no disaessembly, wc 1ld improve the
throughput characteristics of volume traffic while oniy

slightly increasiny the celay of interactive traffic.

arallel packet_ propagacticn. There are mulriple paths
between nodes in tihie ARPANET. Disassemb.y makes it possible
for 2n - 000 bit message to use these multiple paths in

parall=i. Packets from a singyle message can propa ate
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tiwough different paths. The effective capacity ot the
ARPANET between various nodes often exceeds that over any

one circuit.

If HOSTs were w’' .ing to assume more responsibility for
their communication , nowever, they could use 4000 kit (or
1000 bit) messages and their own sequencing schemes to

derive any kenefits from fparallel packet fprogagation.

Fixed-length buffer ajllocation. For reasons of speed and

efficiency, the IMPc maintain fixed length packet buffers.
Because HOST messages may vary in size between 32 and 8095
bits, a packet size of 8095 bits wculd require a fixed
puffer size of 8095 bkits. &2 high frequency of small packets
would result in very poor utilization of IMP storage.
Assuming that HOST message sizes are uniformly distributed
between ' and N=8095 bits and assuming that a pecket header
is of fixed length H=136 Lits, then, it car be shown
<{Frank1> that the fixed packet buffer size which makes test

use of TMP memory is about P'=1000 bits, according to:

(Eg. 3-24) P* = SQOKT (H*N)

The distribution of HOST nessaqge sizes is not known,
especially sinc ARPANET use has been low and limited
artificially to interactive traffic. Neither is it known
whether 8095 bits 1s a suitable message size for HOSTs

<Roberts». Still, 1MP buffer storage is scarce and 1ts
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utilization is an important consideration; but then 1000-Lit

(and not 4000-bit) message~packets might be preferred.

acket _size_and gueueing_delay. It is tempting to suggest

-——— —

that the IMP packet size ke larger than 1000 bits (say 4000
bits) to improve effective capacity and to eiiminate
disassembly by reducing raximum HOST message size to that of
an IMP packet. The rationale might be that - ..:11 packets
typical of interactive traffic will experience small store-
and-forward delays and that lurge packets wi.i. experience
large stcore-and-forward Gelays, by v cf their size
(P/C). However, the queueing of packet. in IMPs results in
long packets interfering with short ones. Even if short
packets were given pricrity in moden queues, a short packet
would sti!l have to wait for a 1long packet already in
transmission. A scheme whereby short packets pre-empt lcng
packets might p=omise to eliminate even conmpletion delays,
but then the effective capacity of circuits would be reduced
by the presence of pre-empted, incomplete, and therefore

discarded long packets.

Reassembly_  “ck-up_oii! IMP kutfer allocaticn. TL>» most

campelling arquments against (fP message disassembly relate
to the additional complexity required in the IMP program to
deal with difficulties of message reassembly. The most
famous bug in the iaitial implementation of the IMF Subnet

1s the "reassembly lock-up problem” <Frankl, Mcguillan>.
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The deadlock-prone activity of collecting undiscardable
packets in a finite pool of buffers for reassemkly has heen
reorganized in more recent version of the IMP program

<McQuillan>.

The general strategy adopted in recent versions of the IMP
calls for the pre-allocation of 8 buffers in a destination
IMP for a multi-packet message. When a .nulti~packet message
pegins to arrive at an IMP from one of its HOSTs, the IMP-
HOST interface involved is hung until it can be confirmed
that 8 buffers have keen allocated at the destination IMP.
The confirmation is obtained via a control packet exchange
between the scurce 2nd destination IMPs. I1f two multi-
packet messages between the same pair of IMPs follow closely
enough together, the allocaticn confirmation is skipped
because the destination IMP automatically reallocates the
same 8 tuffers to the same scurce IMP for a certain short
period of time. This strateqgy may indeed prevent reassembly

lock-up as claimed, but at a cost.

while a multi-packet mescage waits for its buffer dallocation
to pe contirmed, the IMP-HOST interface at the sending HOSLT
is blocked and all outgoing traffic (including interactive
traffic) is Jdelayed accordingly. While a multi-packet
messaade is winding its way through the IMP Subnet, 8 packet

buffers sit i1dle . the destinaticn IMP.
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It is premature to conclude that the new strategy used to
nake m2ssage reassembly work is less effective than a

Strategy without message disassembly at all; as (MPs and
circuits become faster and store-and-forward delay lower,

the ccnclusion will tecome more attractive.
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The ARPANET is Lkuilt so that, to its users, distance doesn't
matter. Accounting is performed on the number of packets
transmitted by a HOST, independent of destination, and, as
we have just seen, Lasic fparaweters of the ccmmunications
subnet are derived from the principle that even the most
distant interactions should experience negligible delay.
After all, the very purpose of communicaticn is to make
distance less of an obstacle. But, from what we've learned,
distance-independence as an inviolate principle has serious

implications on design.

To make the distance-dependent component of delay negligikly
small in a store-and-forward network, throughput, or what we
call "capacity", must be sacrificed and, to minimize this
sacrifice, the ccmplexity of the suknet significantly

increased; evidence, message disassembly.

A certain greater degree of distance-depéendence seems
inescapable. Fackets winding their way from one end to
another ot a national uctility network will, in their travels
from IMP to IMP, use much more of the network's resources
than packets going only a hop or twoe. It will prove
economically unsound to bill out the aggregate use of
processor cycles, kufter seconds, and baud wiles on a simgple
per-packet basis when the use of these resources 1s o

directly dependent on packet miles.
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Although this is not the place to extol the virtues of
marginal-cost pricing, we 1ust quickly point out that an
inomalous distance-dependence, in the form of seconds delay
(rather than dollars), has already started the ARPANET
toward more economical use of its resnurces. The University
of Hawaii is 25C milliseconds from its nearest neighbor on
the ARPANET (via satellite) which puts it well over a half
second from its most distant neighbors. The delay between
Hawaii and Califorrnia is still down in the range where the
use of interactive computers through the ARPANET's TELNET is
tolierable; the deiay to Bostcn computers, nhowever, is just
large enough to make TELNET use intolerakle. Hawail is
working (with others) to design and build a TELNET~-like
system which does a Letter job of managing echoing so as uo
minimize vhe effects of transmission delay on conversatiocnal
computing; this system, at the same time, promises to reduce
the amount cof packet traffic necessary tc support a computer

terminal user <Davidson>.

Distance-indepencence is more a characteristic af broadcast
communication; if, for example, we can send a packet up to a
satellite repeater, then the cost ci delivering that packet
back down to a qreund station is independent of where that

station is over a range of mary thousands cf miles.

We now turn our attention, in the tollowing two chapters, to

the organlzation of communication systems kased on kroadcast
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media. We find that broadcast systems complement point-to-
point systems in at least two importanu ways: broadcast
networks provide us with more economical organizations of
rexy long distance transmission, using satellite racdio, and
of very short distance mckile transmissicn, using grourd

radio.
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PACKET RADIC NETWORKS

Radio is a broadcast medium; a radic transmitter generates
signals which can be detected over a wide area ky any number
of radio receivers. As one might expect, the agpplicatiu. of
packet communication techniques to radio has led to novel
system crganizaticns of a kind different from those of
point~to-point transmission meaif. Indeed, rpacket
communication opens up a spectrum of broadcast system

organizations.

Summary

In this chapter we briefly described thiee rela*ed packet
radic systems: one that works, one being built, «4nd one
peing planned. The purpose of our description is tc
summarize a recent histcry of developments in packz2v radio
and L0 motivate interest in solutions to packet radio
problems. 1In the next chagter, we move frcm this

description to theories akout system behavior.

The AIOHA Network is a terminal-computer packet radio system
ir operation at the University of Hawaii. Many so-called
"ALOHA techniques®" in packet communication have come from
the experience of Hawaii's historically .mportant packet

radio network <Abransson, Kuo>.

The ARPANET Satellite System will soon expand the AKFANET's

store-and-tcrward IMP system t5 include the urilization of
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the broadcast capabilities of earth-orbiting satellite radio
repeaters. Work on the satellite system has contributed
significantly to the develcgment of so~called "advanced
ALOHA techniques" in packet communication <Abramsoné,

Binder1, Crowther, Metcalfe9, Roberts3, Rokertsu).

The ARPA Packet Radio Network is based on hand-held personal
terminals whose communications evolved from the ALOHA
concept; planning is now in progress toward building a
protctype system <NAC, Roberts2>. The very large numbers of
inexpensive and highly mcbile terminals envisioned for such
A system offer an advance in our ability to deliver

computing.
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The ALOHA Network <Abramson, Abramsonil, Kuo> is a packet
radio terminal-computer communications system in operation
at the University of Hawaii. The ALOHA Network is important
in that aspects of its design will find agpplications in the
utilization of satellite links, cable TV, multi-drop

brcadcast cable <Mason>, and other communications media.

The ALOHA System has been assigned two 100 KHz radio
channels in the UBF band, each of which now operates at 24
kilckbits per second {Kbkpsy. The channels are used for
communication between an IBEM 360/65 and a number of
terminals scattered among the Hawaiiar Islands. A
communications conputer (a HP 21157A) at the 360/65 receives
data packets from the population of terminals over cne UHF
channel; it transmits acknowledgments and data packets back
cut to those terminals over the second UHF channel. EZach of
the terminals is eqguipped with a UHF transceiver and
assorted logic for (1) preparing terminal-input packets for
radio trarsmissicn, (2) receiving acknowledgments of
success ful packet transmission, (3) retransmitting data
packets if need be, and (4) receiving data for gresenzation

as terminal output (<-e Figure 4-1).

The transmission of data trom the central computer facility
outward to the camputer terminals is a relatively simple

tirst-ccme first-cerved, sequential process. Megsaies
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marked for traansmission are queuecd by the central computer
and are transmitted one af:ier the other. Each terminal
receives all transmissions, but is constructed so as to
discard messages not addressed to it. Outward going
messages require retransmission infrequently, only when they

are damaged ky random noise in the radioc channel.
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The coordination of the transmissions of data from the
widely distrikutel terminals in toward the central facility
is the "random-access”™ or broadcast communications proklem.
The traditional solutions tc this problem call for some sort
of "orthogonal® multiplexing technique (i.e., in time or
frequency) whereby each terminal is assigned a dedicated
slice of the chann>l going from it to the central facility.
When transmitting, a ¢erminal is limited acccrding to that
fraction cf the chanrel assigned to it, and, when not
transmitting, a terminal wastes that frac*ion. Thus, in
cases where the peak pandwidth requirement of a terminal is
large relative to the mean, either the terminal's
pexrformance is significantly raduced by its small share of
the channel or a large fraction of the channel is wasted

between terminal bursts.

The multiplexing scheme adopted for the ALCHA System is
intended to overcome the deficiencies of orthogcnal
multiplexing under burst usage. The original unemhbellished
ALOHA multiplexing scneme is a kind of "asynchronous time-
division multiplexing" (ATLM} <Chu, Pack> which we call the
"classical ALOHA system®. The ALOHA or "random access"
systein compares favorably with other ATOM systems, namely

the Poilling and Loop systems <HayesD.

Under the ALOHA system, terminals prepare input data packets

and transmit them at will tor reception ky the central
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station. A given data packet may fail to c¢rrive safely at
the central station due tc transmission erxrors caused (1) by
random noise errors and/or (2) by interference with packets
transmitt2d simultaneously from other terminals. A 32 bit
cyclic checksum is used Lty the central facility to detect
transmission errors of either kind so that damaged packets
can be discarded. If a terminal fails to receive an
acknowledgment for a pending data packet within some time-
out period, the terminal retransmits the packet tc try again
for successful transmission. HNote that the retransmission
time-nut period must be different from terminal to terminal
or time to time so that interfering transmissions will not
repeat their collisions ad infinitum. The ALOHA Network

uses randomized retransmission intervals <Hayes>.

Under the classical ALOHA system, temminal transmissions are
completely unsynchronized and cccupy no fixed portion of the
channel. When a terminal requires a pburst ¢f the channel
during its peak activity, it takes it, at the risk of some
small delay due to packet <Gllision and retransmission.

When a terminal is idle, it uses none of the channel,
leaving the full channel bandwidth for other terminals. The
extent to which this ALOHA scheme is effective goes directly
with the "burstiness" of terminal transmissions. As the
ALOHA channel gets full, i.e., as the medn aggregate kit-
rate reaches 172 channel capacity, intelference among

packets in the ALOHA channel causes total throughput to




Page 4-8 Packet Radio Networks

approach its maximum value of 18% channel capacity
<{Abramson, Abramscn1>. In varicus studies of the ALOHA
system, detailed models have led to more accurate analyses
of performance and to practical vechniques for improving the

behavior of ALOHA-kased systems.

Slotting A simple technigque, slotting, leads tc a system

known as "slotted ALOPA" wherein packet transmissions are
made to fall into slots defined by the ticking of some
global clock. Uinder such a scheme, packets still collide,
but less often due tc the fact that slotting tends to
isolate packets across slot boundaries. Slotting has the
effect of doubling the maximum possible throughput of an
LLOHA channel <Roberts3>, Slotting is achieved simply by
having terminals hold off the start of packet transmission
until the end of a packet from the central transmitter. The
problem of getting effective slot synchronization grows with
the range of the transceivers involved, i.e., with the

propagation delays which can lead to slots much larger than

the packets they contain.

Single_rrequency. Considerations of frequency conservation

and terminal simplicity have generated interest in single-
frequency ALOHA systems. In such a system, packets to and
from the central receiver are interleaved or, possikly, the
central receiver disaprears yielding a terminal-terminal

communication system. In the case of nmaitiple central
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receivers, the single frequency system has the advartage
that a mobile terminal c¢an wander in and out of the range of
various transceivers without changing its transmission
frequency and possikly benefitting from multiple paths to

its destination <NAC>.

Capture. A feature of radio receivers is that they can get
multiple transmissions at their antennz and s5till car “ure
only Jne if its power is sufficiently stronger than thcse of
the interfering transmissions. This capture effect can
benefit the performance of an ALOHA system in that packet
collisions need not be fatal to all of the packets
concerned. The capture effect has been studied in trying tc
determine tc what extont modulation techniques which exhibit

“good cap* are" should ke favored over modulation techniques

with, for example, high bit rates or long range <Roberts3>.

carrier_Sense. 1f a terminal could determine whether some
other terminal (presumably farther from the central
receiver) has committed to send a packet in the very next
slot, then that terminal cculd abstain from transmitting so
as to avoid collision. Such a determinaticn would help
everyone. It turns out that a radio receiver can detect the
presence of a transmission within a few bits and therefore
it appears possible to uase this "carrier sense" technique to

further reduce the coilision rate in an ALOHA channel

<Abramsonb>. We notice that carrier sense techniques give
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priority to distant terminals while making everyone Letterx
off; carvier sense might also be used to ccmgensate for the

priority given nearez terminals by the canture effect.

Retransmission Controi. Wwien two or more packets collide in
an ALOHA channel, the terrinals invalved must determine uben
to retransmit. The retransmission interval must be randomly
determined to avoid repeated packet collisions ad infinitum.
As studied in the following chaptar, the choice of a
retransmission mechanism is critical in determining the
performance of the ALOHA channe¢l under varying load. It has
been shown that performar.ce under light loads trades off
aqainst performance under heavy loads in a system with a
simple, fixed retransmission interval generator. By
controlling the retriansmission interval generator as a
function of chanmnel utilization, &n ALOHA system can be made

to pertform well over a wide range of system loads (even into

saturation) <Metcalfedd.

il S
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The AKPANET_ Satellite_Systenm

With recent growth of the ARPANLT has come an interest in
earth-orbiting satellite radio repeaters for economy of
long~range digital communication, esp=ci:lly for crossing
the Pacific and Atlantic Oceans. It is already & routine
matter to acquire a "vecice circuit" from Hawaii to
California which, while tehaving lixe a normal telephone
circuit in all other ways, is provided via COMSAT satellite
and imposes a propagation delay on the order of 250
milliseconds <Abramscnd>». However, a satellite radio
repeater is a broadcast device whose potential is far from
realized in a point-to-peoint mode of operation. The
satellite link between Hawaii and California could be used
by any number of ground stations in China, Jagan, Alaska,
Hawaii, California and moving points in the Pacific

<ibramson3, Abramsond, AbramsonS, Abramson?7>.

Toward making full use of broadcast satellite
compunications, ARPA is well into a prcject to build
satellite IMPs (SIMPs) tor the ARPANET, using communication
techniques derived from those of the ALOHA System <j3inder1l,
Crowther, Robertsd4>. Counsiderable progress has been made in
developing and analyzina ALOHA-based schemes tor multiple
ground station coordination of broadcast satellite

communicetion (see Figure 4-2) <Kleinrock3>.

N
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The ALOHA techniques heinc¢ studied for application Ly
satellite ground stations derart from the "classical ALOHA
system" because (1) there is no central receiver to
coordinate terminal behavior, (2) all ground stations
transmit on one frequency &and receive on ancther, (3) the
delay from packet transmission to packet receipt is on the
order c¢f many packet times rather than negligikly small
fractions of a packRet time, (4) the number of ground
stations (corresponding to terminals in the classical ALGOHA
system) is to be in the tens rath#r than hundreds or
thousanas, and (5) each of the grcund stations will generate
traffic for the satellite system at . rate considerably more

uniform than that ¢f a terminal with a sirgle human user.

At present, there are at least thrce proposals keing
considered for use Ly SIMPs. It is likely that many more
such proposals will be generated before implementation
begins and that the scheme chosen will draw on many of those
offered. The three current rpropossls emghasize the need to
reduce the nunber of packet collisions in the satellite
chann¢l as channel traffic beccmes heavy and therefor: more

uniform on a per~-ground-station basis.

Reservation-ALOHA. The Reservation-ALOHR scheme proposed Ly

the future implementers of the SIMP at BBN, introduces the

notion of a "frame" containing a satellite round-trip time's

worth of packet slots. Any given ground station Jdetermines
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tne "reservaticn" of slots in the current frame based on
observations of the previous frame. Slots which a
particular yround station successfully used in the previous
frame are reserved for it ¢~ use again. Slots used hy other
greund stations in the preovious frame are off limits, Slots
in which no ~vccesstul transmissions occurred in the
rrevious frame are up for grabs, are ALOHA slots. The
Reservation-ALOHA scheme promises nearly full channel
utilization under heavy loads and is simple. The scheme
does very well with the component of constant traffic from
any given grnund statiun while suffering comewhat under

varying, bursty loads <Crowther>.

Interleaved_Reservation-AILOHA. The Interleaved Peservation-

ALOHA scheme, proposed by Rokerts of ARPA, introduces a
controlled partitioning of the satellite channel into an
ALOHA portion and a reservation portion. As a ground
station accumulates packets due to arrivals, collisions, ard
random noise, it announces through the chennel its
requirement for a reservation of an appropriate nuwber of
slots (up to a limit) ard, based on a knowledge of previous
announcements by other ground stations, i+ determines
unambiguously which future slots are thereby reserved for
its transmissions. As traffic increases, the fracrion of
ALDHA slots decreases allowing nearly full channel
utilization. Because reservations are blocked, overhead dw:

to a ground station's need to turn its transmitter on and
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off can be amortized over a number cf packets. The scheme
is only slightly more comglex than the Reservation-ALCHA
schem2 in tnat i: requires jround stations to keep an
accovnting of reservations across many slots and to maintain
the dynamically changing pactition between ALOHA and

reserved slots <kovertsir.

Pricrity KReservatign-AIOHA. The most recent scheme for

coordinating satellite grcund stations, from Binder at the
University of Hawaii, adds a priorticty scheme to the frame
mechanism so that slot conflicts can be resolved within two
frame times, requiring at most one retransmission per
packet. Some slots are said to be owned and a slot's owner
is quaranteed access within two frames by requiring that
conflicts in an owned slot be resolved in the next frame by

requiring non-owning ground stations to desist.

Eeyond ownership, slots are assigned, as in the Reservation-
LLOHA system, according to recent traffic levels, but with a
glohally known priority. The priority assignment permits
ground stations to straightforwardly resolve conflicts in
one frame for the next frame. This ownership-priority

schem -eguires considerably more bookkeeping than either of
the previous schemes. We await analysis of its performance

<Binder1>.

i W —— e oo s T Y
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The_Hand-Held Persoral_Terminal

At the 1972 SJCC, Roberts proposed a design for a hand-held
personal terminal which combined recent advances of our
understanding of ALOHA packet communication and electronics
miniaturization to deliver a long-awaited and slightly
updated Dick Tracy wrist radio. Since then, ARPA has
organized a packet radio project to advance that design
toward an operai:ional system. While it is difficult to
estirate the impast of such an advance in computer
comninication, we believe that of all thc¢ packet radio
networz<, this has the highest potential for revolutionizing

poth communication and -computing <Roberts2:.

Applicaticas, C¢rrent thinking on the subjec: places a w:ide
variety of “"terminals" (pessibly) moving through grids of
radio repeater’/transceivers spread around the world. One
such terminal miht be a wrist-mcunted computer-transceiver
offering a wide variety of ingquiry and communication
services to its wandering owner; another terminal might be a
weather or seismic monitor parachuted into a dense forest;
yet another might be a hand~-held voice transceiver like a
walkie-talkie; another might be an onboard air traffic
centrol computer exchanging packets with an FAA control
center about its position; still another might be a lap-held

computer used by children in their homes as a super-toy

<papert>, able to access lesson materials, libraries, and

— TR R Y v TR
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teachers acs desired; and so on.

Cesign_cCopsiderations, Little is known anscut how to
oxganize such a packet radio system. So far only the
broadest of system orxganization qucstions have Leen

considered <NAC>.

Transceiver Size and Range. Careful consideration must be
given to the tcade-offs on transceiver size and range.
Pocket-held, hand-held, lap-held, table-held, and truck-held
pack<c radio terminals each will place different constraints
on transcz2iver range and therefore on grid spacing. The
variance in terminal characteristics may be such as to
require multiple, overlapping packet radio systems pased on
ar2a cover and apglication, but the hope is, as in the case
of the ARPANET, that a fairly <-neral purpose network can ke
built to fill needs over a wide range. There are, of
course, many economies in having multiple applications share

the same packet commuinications facilities.

Stations. In moving toward a design for such a general
purpose system, thought must bhe given to the placement of
packet radio stations (corresponding roughly to the central
receiver in the classical ALOHA system). Stations will
control the interfacing of the packet radic terminal system
to service facilities. Such facilities might include
systems for private terminal-terminal communication, for

data base inquiry and updating, for direct access to gereral
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purpose computing systems, or, as envisioned for the ARPA
prototype, for interconnection with another communication

system like the ARPANET.

Repeaters. Stations will need to be sized according to the
anticipated terminal population to be serviced. Due to
variations in pooulation density, the gengraghical area to
be serviced by a station will vary. To compensate for sucn
traffic density induced range variations, something called a
"racket radio repeater" may be required in relatively sparse
areas. The need for such repeaters adds a new kind cf
complexity to consideraticns of system crganization <Frank2,

NAC1D>.

Single Frequency. For transceiver simplicity, mokility,
multipath reliabilityv, and frequency utilization, it seems
desirable to have a single frequency system. A single
frequency transceiver could move freely amidst a cepeater
grid, constantly in the range of several repeaters or
stations. Neighboring stations, which might otherwise offer
disjoint service to ai. area on different frequencies, could
cooperate to pool their trxaffic in utilizaticn of the same

frequency while improving reliability through redundancy.

Routing and Multipath. With multiple repeaters and
stations, the routing or fpackets to their intended
destinations becomes non-trivial. Thaz packets may reach a

destination by several paths makes it necessary te provide
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for duplicate suppression. With a forest of repeaters with
overlappinj ranges, it becomes necessary to prevent unsteble

regenexative packet duplication (see Figure 4-3).
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gonclusion

The general impact of computers on communication (as
embodied in what we call packet communication) is the
introduction of a high degree of variability. This impact
is clearly seen in the manner in which ALOHA techniques have
redvced the synchronization required to make multiplexing
systems work. Now that low-synchrony ccmmunication is
possible, nany communicatiocn applications which are
basically asynchronous can be better supported. As
suggested in the preceding survey of packet radio neiworks,
a synchrony spectrum in channei multiplexing is now

available (see Figure 4-4).

This breakthrough in our organization of communications need
not e restricted to radio, nor even to brcadcast media. 1In
the past, broadcast media have beer. used for point-to-point
communication with considerable success, e.g., COMSAT voice
channels. It is not too far-fetched to suggest that, for
certaein appilications, point-to-point media might be
effectively used under an essertially broadcast organization

(see Figure 4-5) <Masond>.

In the next chapter, we turn to detailed analysis of
techniques coming directly frcm the "classical ALOHA
system". These techniques promise to find bicad applization

in broadcast racket communication.

ki
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ANALYSIS CF BFORDCA3T FACKE1 COMMUNICATION

The following analysis begins with a careful reconsideration
of Abramson's early model of the classical ALOHA system
<Abramson> and leads to the discovery oi the impuitance of
ALOHA retransmission control in maintaining statle
perfurmance under vary‘ng system load. The analysis is
intended to apply to broadcast ccmmunication systems in
general, not <nly to ALOHA pacvxet radio. The presentation
is somewhat descriptive of the histury ~f our thinking about
ALOHA systems anc¢ attempts to retell thre scxting out of

issues and refinement of analysis.

With his first, simple model of the "classical ARLOHA
system", Abramson derived the "ALOHA Result" linking channel
throughput ané traffic; his analysis, regroduced in the
tirst part of this chapter, assumes Poisson packet arrivals
and omits the details ot randomized retransmission
<Abramsonl1>. OQur reconsideration of Abramsonis model, in
the second part of this chapter, (1) introduces a finite-
source model of packet arrivals to better account for the
behavior of interactive terminal users in a 1c¢ided system,
{2) considers the eifect of exporientially distributing
retransmission intervals, and (3) extends the analysis to
octain the distripution of user block times (i.e.,

transmission delays), particalarly the mean and variance.
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In recent. work Ly Hayes anéd Sherman, the delay
characteristics of the ALCHA system are compared with those
of two cther A7DM techniques, namely the Polling and Loop
systems <Hayes>. B-., again, they model packet arrivals
with a Poicson process; the same is true of Pack's
consideration of ATDM using general results from his

analysis cf an M/D/1 queueing system <Pack>.

rcherts discovered that a “slotted"™ ALOHA channel could
support twice the throughput of an unslotted channel
<Roberts3>; in the lattexr half of this chapzer we develop a
discrete~tire model of a slotted JALOHA systemw, once again
cringing into account user blecking and randcmized
retransmission, dersving the block time mean and variance,
and then, additionally, discovering "retransmission control"
as a techniquc for achieving acceptable rerfcrmance and
stability over a wide range of system locads, even well into
saturation <Metcalfe9>. Where cur analysis oconsiders
exgpmentiaily and geometrically distributed retransmissicsn
intervals, Binder, in subsequent analysis, derive:. results
for the uniform distribution <Binder>. Where our analysis
studies an ALOHA system in steady state, v2ry recent work by
Lu uses first order homogenenus linear difference equations

to get a dynamic description of ALCHA system state <Lu>,
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Th~_ALCHA_Resul]lt_Revisited

W2 present a sketch of hkramson's analysis <Abramson,
Abramson1> of the ALOHA ATOM multiplexing scheme described

in the previous chapter.

Assume the packets sent by termirals are all P k.ts in
leng.h and let the nominal bit-rate of the radio channel be
C bits per second. The duration of a packet on the channel
is therefore P/C seconds (Abramsont's "tau%). Each of the N
active users generat«s new packets of datas independently at
Poisson rate 1/T packets per second (Abramsont's "lambda').
IThe channel sees an aggqregate, new packest arrival process
with Poisson rate N/T packets per second. Each packet
requires P/C channel seconds; therefore, we comgute the
channel throughput, analogous to the utilization (rho) of
the Erlang queuing model <Drake, Saaty>, as (N*P)/ (C*T)
channel seconds per second. The total rumber of packets
keing transmitted per second is some unknown channel
traffic, R. R is greater tbhin N/T because each packet gives

rise o somsz uncertain ni.mkber of retransrmissions.

Assuminc that the aggregate process of packef. transmissions

is Poisson with rate R packets per second, we calculate the

probability L that a transmitted packet will be lost due to

a packet collision, i.e., that a (re)transmitted packet will
require retransmission. A given packet, beginning its

transmission at time t, will not be interfered with if ard
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only 1f no other packet transmissions begin in the interval
trom t—(P/C) to t+(P/C). Because the arrival process is
Poisson, the prohability that a packet will not experience a
ccllision is therefore equal to the probability of no packet
transmission starts for a period of 2pP/C seconds. For a
Poissoun arrival process with mean rate R, the probability of
no arrivals in 2P/C secondis (irntegrzuting the density
function for t from 2P/C tc¢ infinity) is given Ly
exp (-2R*P/C). Thus L, the prokability of a collision, 1is
given by:

-2R*P/C
(Eg. 5-1) L = 1-e (0<L<1)
Wwith R, the channel traffic, as the steady-state mean number
of transmissions per second, R*L is the number of
retransmissions per second. In ?bramson's bagic steady-
state equation, R is given as the sum ¢7 the numbker of
retransmissions per second (R¢L) and the number of new

transmissions per second:

(Eq. 5-2) R N/T ¢ )*L (0<L<1)

Multiplying by P/C, substituting for L, and simplifying, we
get an expression linking normalized channel throughput
((N*P)/ (C*T)) and normalized channel traftic (R*P/C), the

ALOHA Result:
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~2R*¥P/C
(Eq. 5-3) N*P = R*P * e

C*T C
The ALOHA Result indicates ithat the maximum normalized
throughput ((N*P)/ ((C*T)) supported by the ALOHA channel is
1/ 2e channel seconds per second, corresponding tn a traffic
R equal to C/2P transmissions per second, a resulting
probability of successful transmission 1-L equal to 1/e, ana

a number of users N (max):

(Eq. 5-u) N(max) = C*T

———- g

2esp

No steadv-state exists for N above N(max). In ghysical
t:rms, the ALCHA Kesult suggests that a surplus of users,
above N (max), will cause the system to become unstable in a

reqgenerative kur-.t c¢f retransmissions.

It is now straightforward, using parameters given us by
Abramson for the ATOHA System in operation at the University
of Hawaii, to evaluate N (max). C 15 24 Kbps. T, the mean
user "tnin+ " time, is 60 seconds. P, the packet size in
pits, is the sum of (1) the number of bits required for
receiver svnchronization, 112 bits ( 4.67 milliseconds),
(2) 32 header Lkits for identification and control, (3) 16
bits for header checksum, (4) 640 bits of data, and () 16
bit.s for data checksum, a total of 816 bits, corresponding
to a PsC, a "tau", of 34 milliseconds. N(max) works out to

ke about 324 user terminals <Abramson>.




Page 5-% Broadcast Communication

That the maximum throughput of the UHF channel is 1/2e, 18%,
is not totally discouraging when we consider that the volume
of output from a computer system is typically an order of
magnitude higher tha.: its input. The seguential output-
return channel will saturate before the random-access input

channel <Robertsz>.
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e = -

We now examine Abramson's analysis of the ALCHA system, not
to quibble over the various simplifying assumptions of
Poissonness and independence, but iather to make what we
consider necessary structural changes. We introduce
questionable simplifying assumptions of our own, kut hope
that the development thereby expedited will ke worth the

possible damaje to our ~redibility.

We contend that one would not want an ALOHA system to
function as implied by the preceding mathematical model.

The arrival of the 325th uger to his ALOHA terminal should
st

somehow 1 e the straw that breaks the camel's back.

. would not be desirabile that 324 previoc.s'y happy ALOHA
users be caused to lose service in an uncontrolled
regenerative kburst of retransmissions tcuched off either by

the 325th user or, equivalently, a number of fast typists.

We also contend that one would not expect an ALOHA system to
function as implied by the preceding mathematical model.
ALOHA users are presumably involved in an interaction and
would riot continue typing blindly ahead (genc<rating mew
packets) without some resules coming back. It can probably
ke assumed that an ALOHA ternminal contains tuffer space for
only one or two outqoing fpackets. If a packet has
difficulty getting successfully received at the centrul

facility, the terminal will soon have its tuffers filled and
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be required to "lock" its keyboard. We question the notion
of modeling a user as an unquenchable Poisson souxce of
sexvice requests (e.g., packets) and suggest that this
purtion of sbramson's model be reconsidered first as we
attempt to advance the analysis. Such an “infinite
population® model is only appropriate fox systems with
subsatusration loads in which service delays have little

efrect on packet generation.

Time-sharing systens, and ALOHA svstems alike, will continue
to experxiance extreme peak loads; we must therefore require
them to degrade smoothly when saturated. We claim that it
is important tc¢ consider the behavior of an LLOHA system
when it is loaded heavily, therefore to consider a *finite
population" model of ucer behavior, and, furthermore, to

look closely at system stability in saturation.

Recall that in the preceding anaiysis no distinction is made
between the rate of a user's transmission reguests and the
rate of packet retransmission ky his terminal. No mentiion
is made of the terminal retransmission rate in any of the

rreceding calculations,

Let 1/T be the user's rate of new packet geperation in s
own virtual time (time unklccked) anc let 1/G be the
terminal®s rate of packet retransmission while blocked; a
"blocked" terminal or user is waitina for an acknowledgement

of successful receipt or nhis current, pending input packet.
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Assume that the amount »f time a user stays untlocked is
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