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I. What .s a iinguistic tneory best considered to be a 

theory cf? Let us begin by asking what the original goal of 

modern linguistico was when Chomsky began directing its course. 

Ue can start profitably f-ora ChonsKy's view that a iinguistic 

theory is a "theory o* a larguiv? L", and that such a theory is 

scientific in the normal sense of :nat wor it 

"A grammar of the language I ia essentially a theory 

of L. Any scientific theory is bas?.d on a f-'.te nicnber of ob- 

servations, end it seeM; to relate the observed phenomena and to 

prsdict new phenomena by constructing general laws n terms of 

hypothel ical constructs. . . Similarly a grammar of Enc'ish is 

based on a finite corpus of utterances (observations), and it ui I I 

contain certain grammatical rules (laws) stated :.i terms of the 

particular phoiemes, phrases, etc. , cf English (hypothetical 

constructs). These rules exprss;- structural relations among 

the sentences of the corpus (pred-ctions;, " 

Fairly straightforward considerations tell aga'nst this way 

of looking at trans'ormational jjr awars. For, in the cass of 

scientific theories cast In standard hypothetico-deductive form, 

there is a well-understood notion of what it is to disconflrn] a 

particular theory. There are difficultiss about making this notion 

o^ dl sconfirmation precise; nonetheless there is general agreement 

about both its form and its inportsnee.    But Chomsky,  in the 



... 

quotation above, has formulated tne theory of transformational 

grammar so as to rule out the possibility of discr^f irsat "'on. When 

describing what an 'utterance' is for the purpose of inclusion in a 

'corpus', iThotiit/.j makes clear that he is not grng to include uhat 

appear to be utterances, but which f.re strings containing 

'grammaticai mistaKes' [1] . The nctlc" o* 'graoatical mistake* 

is defined with respect to the grammar in quastion, so that there can 

never be a rejected graan-ar. 

Uhat we have shown non-predictive, ?.id rSerefore not 

scientific in the desired sense, are what Chomsky call6 'cO'pafence 

thec.-ias', so perhaps we can persist a lit le with the question of 

wnat a linguistic competence theory is a theory ofj givo; that it 

cannot, by definitiv for Chomsky, be brought intc direct wOntact 

with human behavior (for that is the scope of 'perforBance'), ,ind is 

not intended to be a brain model either {. , . "the deeper fb'turciit^ 

of rcyo.-ding tne system of generative rules as a point-by-point model 

for the actual construction of a sentence by a speaker' t2] , where 

we are taking the "point-by-poim phrase to sean son^thin; that 

could be .""o other than a brain node I. 

The fact of the matter is that linguistic theory, apart from 

it« traditional class!ficatory and comparative conct ns, jtet will 

not fit into any acceptable form for ^»'rwi "scientific". The 

classi ficatory concerns were and 3rß scientinc, in «yactly the way 

"frr'"  ■--'--J:-Ti 'Vi inr Mr'rtir^iiTihFtii'iMiiliniltiiMiiiiiii ■ i ii -f-rrr-r-rrTf—inv   ■   — mif-, .m -nu 



that Linnaeus' plant classification was "cientlfic in its time. But 

linguistics cannot be forced into so^e other pjiradigm of science, at 

the present time, such as hat of the hypothetico-deductive theory. 

If a linguistic theory is not a scientific theory in the normal 

senüe, and is not a theory of human behavior or of *he brain, then 

what is it? Uhat could be ireant by the only reply l-'.t open, "well, 

then, it is a non-scienti f ic theory of a iang'j^ge. " Me Mould 

maintain that Chomsk.j's theories have aiwAys been, in 3 sens.3, 

theories of productive mechanisms rr algon thiüa, A pwrceptive 

i~«Riai k of Putnam's will iNustrate the point: 

". . . . the reader. . , may go through a work like Chomsky's 

Syntactic Struct'ire« carefuMy, and rote that at nc place is the 

a-ssu»Dtion eRpiuyefi that the corous of utterances studiea by the 

linguist i-.a== pTdursd bu s conscious organism".  1123 

U« cen bring thifl obsarvation up to date by quoting e aore 

recent statemfent c* Chomsky's on the nature ana rcle of a ^SMtnar 

(that is to say a thaory 0* competence): 

". . . . by a generative grammar 1 mean 9;%piy a system of 

rules that in some explicit ant! well defined sense assigns structural 

cascriptions to sentence-- .... The term 'generate' is fainiliar in 

the sense intended here in logic, particularly in Post's thaory of 

cumbinatorial sgstems". (2i 

These quotations are only  to remind the reader  that the 



algorithSiic, or device oriented, way of talking about linguistic 

theories ie already familar, and is utterly different frn« (üodel, 

psychological entity, scientific theory, or reality in the brain, 

modes of talk. 

Chomsky's own comparison with Post's logic makes the point 

precise; Post's icc,:c was producfive, or generative, in ths simple 

old-fachioned sencs of those words. Such a logic consisted of 

rules, written with short left-hand sides snd long right-hand ones, 

ac1 produced progressively longer objects called theorems, and so, in 

the linguistic case, correct sentenc'iS. Because of the progressive 

obfuscation of the term "generate" n recent yo2:-s. it is important 

to »ake this simple point clean that Chomskyan generative 

linguistics began as a system of rules for producing sentences. 

Chomsky's original self-imposed task then, was the 

description of - mechanism tnat would generate all and only tne 

language ptring? satisfying some criterion of correctness. That 

remains the funoamenta! d«!scriptiun of what Chomsky was aiming at, 

even though it is now called "weak generative capacity, " and the 

criterion of correctness itself has wobbled C bit over the years. 

Thnre seems to be a continui s confusion in current 

linguistics on this point, in that- in their aaqerness to disclaim 

any intention to model the Intnd, brain, cr other prccesRes of an 

actual speaker, «ome linguists have gone too far and disavowed the 



original notion of sentence production as weil. Th« task of the 

linguist is then thought to be no more than assigning descripvions to 

individual sentences, though by methods which must rsmain Mholly 

mysterious if he has already -"ejected all actual analytic or 

productive algorithms. 

The ueakast form of this doctrins, if we turn now to current 

lingui&tics, is the informal use of words like "blueprint" to 

describe the function of competence; a graniRiar is than a blueprint 

"referred tc in the construction of sentences". This way of 

sneaking captures the worst of all possible uorids, in that it lacks 

even the definite falseness of ihosa urn, wrongly, 38 on» of us has 

argues elsewhere. [191 speak of models in this context. To speak of 

a modal is to comnit oieself, as it is to a lesser degree to speak of 

3 theory, f>rd, as we will argue below at length, to to fpeak of the 

construction of precise bodies of analytic cr generative rules 

ccmmits oneself !r the mcst positive way at this stage of the 

development the discipline of linguistics. But the talk of 

"blueprints" commits one to nothing, and sesms to us to attach itself 

to no precise ac*iviry at aM. 

A goori place to look, if ue OSK what is the goal of current 

linguistic theory, is to the school of generative semanticists. 

Lakoff i7] oescribes their enterprise as follows: 

"Gensrative semanticj  tGS) r^aims that   the  underlying 

7 iatfifliM ttifTBa%HiBifi 



grammatical structure of a sentence is the logical form of that 

sentence, and consequently that the rules relating logical form to 

surface form are exactly the rules of gra^ar. " 

It may well be the case that certain of the rules to which 

Lakoff has drawn attention in his paper do have a part to play in any 

genera! language-to-logic translation AND in any reasonably general 

grammar, cf whatever sort. But that is a far cry, of course, from 

the burden of proof required by the "exactly" in the last quotation. 

It it is repMea that the quotation expresses only a conjecture, tnen 

it seems a false one, 3i->ce it is not hard to find for two such 

prima facie different tasks  as  grammatical  production,  and 

translation of language to logic  examples of rules that will 

certainly function in one enterprise and equaHy certainly not in the 

other. We do not believe, for exsMple. that the grammaticality of 

sentences containing "possibly" can requira a rule relating that word 

to some primitive symbol expressing the concept of certainty. Yet 

translation of such sentences into modal logic will require some such 

rule (or the complement of it, where "certain" .-eplaces "possible" 

mutatis mutandis). Surely Lakoff's conjecture-assertion about 

rule identity excludes this possibility? 

With GS, as with all euch theses, there are t'-jo ways of 

looking at it: one is to take the fiords as meaning what they appear 

to mean;  the other is to ae'-jz?    that they mean something quite 

^MfcnrW^n ahitfr-ltfllliTTji 



different. The first approach gives us ths TRANSLATION vieu, or th« 

CONSEQUENCE vieu, depending on how wa take tha word 'relating" ir the 

last quotation. The second approach would give ihe RENAtllNG view; 

on which, uhsn Lakoff speakp of logical *prin, he does net mean any 

standard sense of the phraee, but rather so»« linguistic structure, 

either familiar or one of his own devising. In either case, on the 

renaming view, GS uou'd not really be about logic at all, and 

disputes about the GS thesis would be wholly an internal matter for 

linguistics. When Chomsky [3J writes of GS 99 "riotational variant" 

of his own work, he is taking what we call the renaming view. 

The consequence view is the most obvious possibility, namely 

that the ""elates" is by inference, vaiid or ctharwise, and that the 

ueM-formedness of sentences is settled by whether or not they can be 

inferred from logical forms. fluch o, the evidence for this 

assumption is circumstantial because Lakoff rarely discusses GS in 

general terms. But it is reinforced by his introduction of rules 

of inference with "It is clear that thers is more to representing 

meanings than simply providing logical forms of santences"[ibid]. 

That quotation seems to us to rule out ths translation view; that 

logical forms are the meaning, or "backbone", or sentencss and can be 

related to them by mere rules of translation, The translation view 

also becomes leös plausible when one remembe-'-s how much cf Lakoff* s 

work  is about  inference:  if GS were really about translation into 



logical form, then inference would have no place at all  in a 

discussion of natural logic.   So then, the consequence view raust be 

Lakoff's view, if he has a firm view.   Two cloar and siimle 

i 
considerations tell against it» 

(1) There is no desr notion available of Inference that 

qoes from logical forms to sentences. Rules that cress 

the  logical form-sanlence boundary are rules of translation. 

(2) There is the problein of "reverse direction": how 

could we analyse sentences with reverse inference rules to produce 

? falsehoods, as in "if this '<s    not colored then it is not red. " 

What possible interpretaion could we attach to such a procedure in 

the context of GS? 

I This  last  is tne key point for the  underlying question 

we are discussing. The doubtful word in the de.inition of GS is 

"relate":  it has  all  the directional ambiguity of "generate". 

• However, in nailinj his colors  to the mast of  logic,  and to 

a logic of inf3rentiai relations at tr.at, Lakoff has also, perhaps 

unknowingly, committed liimself to sentence production as the real 

goal of his linguistic theory since, as we have shown, 

inference njles simply cannot be reversed to yield analysis routines. 

Yet, nonetheless as we shall argus in the next section, infcrmal 

sentence-by-sentence analysis is what generative semanticists 

actually do when they do linguistics, and this utter confusion 
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between proclaimed ".-'d actual goa^s is on« pf the Host vulnerable 

spots in the armor of Modern linguistics. 

Furthermore, although linguists insist that what they are 

doing is a directionless relating of sound and meaning, it i», in 

fact, extremely difficult co reiats sounds to Meanings (in that 

order) using transformationa! grammar. If deletion t-ansformations 

are allowed, the tasi; is tnmp'y impossible »athematically. If not, 

the nature of many-to-one mapping maKn» the problem of finding a path 

from sound to meaning to be so mu-h one of trial and error at to be 

useless as a basis for a precise theory. 

Thus, we c!aim, that generative linguists are working on a 

task, to which they cannot provioi. any reasonat.e soiut'on , given 

their initial assumptions. 

.!. In spite of what ue argued in the last section 

about the iheoretical problem of reversiing TG and GS rules, 

.4 is th proclaimed goal of most current linguistic theory to 

make explicit, the underlying competence of apcakere of a language by 

assigning an interpretation and structural difcriptlon to 

grammatical sentences. 

Let us iook at the process by which a generative 'inguist 

actually decides what the interprstaticn and structural description 

of a given sentence is. First the linguist considers the 

sentence,  and decides on its meaning in his own r.ind.   He then 



writes, according to the rules for creating structural 

diagrame, a structural description for the meaning of that 

sentence. If ^e is now to go further with this sentence he will 

address himself principally to two issues. First, whot would be 

the form of the explicit rules that would transform this 

structural diagram into a surface structure for this sentence? 

Secorl, how do the rules that would have to be created to do 

the first task conflict with what tne sasie grammaticai rules and 

structural diagrairs have been previously understood to be? That 

is, must the rules for writing structural diagrams be modified, or 

nw* those used for assigning surface structure be emended in 

optier to na^e a consistent tt.?o y? 

It this ic, in fact, a fair desciption of the procedures nf 

c,.. cative linguists, it is interesting to inqui what is actually 

heir-i donj, ?; opposec" to ht,"'' the stated aims of generative 

SinguiSv.Ls oi t. A basic premise of generative theory is that rulas 

are to be aiven that "relate" deep structures to surface structures 

without regard to the direction of this relationship. Co 

generative linguists actually provide such rufes? 

The answer is that they mo«: certainly do not. The actual 

rjram'na- rules to be found in any generative grammar are uniformly 

one-directional. Tneu preceded from deep structures to surface 

structures and that is ail. W= may assume that a generative grammar 

10 



■  - -   : :.:■   ■    .   :.■:  !  -. \     _." 

fc P 

is not really intended to relate surface structures to daep 

structurg? sirce red hint of u possible procedure for doing 'hio has 

ever been given uy a linguistic theorist MorKlr.g c» t-sntra^-v? 

grammar. And, as wo argued in section i , this oaMssion 13 no 

accident because , on a "consequence" irite^pretatior. lü GS, such 

rules could not be given. 

But, in ftct.. generative gratamarians do not actually writs 

grammars which map deep structure into aurfaco etructures either. 

Although some few attempts have been made to write such a grammar, 

there is actually no complete gramma'- available to öomeone who might 

want to use i t. 

So what do generative grammarians «JO after all? Uhat they 

actually do is work on a1 informal theory of semantic or syntactic 

representation , and discuss the problems in volved in relatingdn 

one direction) this riipresentat ion to what is considered a 

grammatical structure. 

Go, since generative grammarians actually work on producing 

semantic and suntactic representations of surface sentences, they are 

m fact doing analysis rather than generation, although they are 

making no attempt to specify the procedure by which they do such an 

analysis. Thus generative gramsiarians write structural eiagrams 

-or sentences, yet they make no claim to know how they do this 

analysis.  Yet the fact that the 'deep st. uctires' for sentences are 

il 



arrived at analytical iy implies -.at the queetio^ of analysis should 

be cantrai for generative Mnguisti, even if it is only dealt with 

info-malIy. 

This leads to the question of what an analytic linguistic 

theory would havs in crtnnion with a generative linguietic theory 

should both exist. This problem was tackled by conputationai 

linciuisto in the early days of MShanietl tranelation research. 

Often the approach was to use preciselu the same rule« for analysis 

as for generation, by sisply reversing then. Others tried to have 

sepamte systems for each process with a system of transfer rules to 

take the CJtjut of *'-= analytic routine into the base of the 

generative routine. C'early linguists do this inforwa! i'j when they 

write generative gramir.ars. That is. they first analyze into the 

semantic represpntation ( S.R. ), write it down and use it to think 

about generative gr^maarB. If linguists do this, and wore 

importantly if speakers of a language do this, then the problem of 

deciding wnat is necessary for an S.R for a generative grammar, 

is at least partially dependent on the speaker's analytic procedure. 

That is, if certain things are necessary for an S.R. in order for 

it to be an adequate analysis, then it is reasonabie to assume that 

this analytic base could also be used as an effective generative 

base, and that it should be used as such, in other words, it is 

possible to decide the adequacy of a particular base for a generative 

12 
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grammar on the adequacy of that base as an output from an analytic 

procedure. 

i.inguistic theory should be concerned with both analysis and 

generation. Any really adequate theory should provide a base 

component that is capable of not only analyzing and generating but 

also connecting with a memory that could provide the input to the 

generative procedure and operate on the output of the analytic one . 

In providing a detailed, programmable base that is useful for 

analysis and generation, problems arise that shed light on t!" 

question of the adequacy of current generative theoriue. For 

exampie, a good dnaiysir of a sentence often contains references to 

items that are ncl explicitly present In the surfac« structure of 

that sentence, uliich uould indicate that representations containing 

more information are to be preferred over less expressive 

representations.  fTbi» will be discussed further n section 7. ) 

if an analytic procedure is to arid additional information it 

must contain predictive mechanisms so that it is possible to know 

when that intormation is needed. Thua, the S.R. used for 

analysis must be explicitly defined so that it can direct the 

analysis by looking at either the sentence or its memory for 

information that is predicted from the context by the formal base 

structure. 

People who work with computers know that an analysis used in a 

13 
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conversation program that cannot make the likely inferences will 

cause the program to function unintell »gently. Furthermo'-e, humans 

who cannot make appropriate inferences do rather a bad job of 

understanding things said to thsm. The feet is that infer .ices are 

an important part of the linguistic process and linguistic tlieory has 

to deal with them. However, while some Mnguiets would agree with 

this point, few would allow their theory to »ake inferencor 'nat are 

only possibiy true. The fact that inferercfir» can be wrong ahould 

not be a de^rrent to making them within th« context of a linguistic 

model. People misinfer all the tiaeithey correct themselves when 

theu are wrong, L «t that is the nature of convarsation. It is 

absolutely necessary that linouistic theory deal with this ability as 

part of competence, and not relegate it to the Sioeria of 

performance. Ue shall arcue now that, although making inferences is 

essential to an adequate linguistic theory, the current generative 

paf-adigm simoly cannot accoi-adate this possibility in a serious way 

and that is one of the main things wrong with it. 

III. in this paper, our main aim is to set out. in sketch 

form, what we feel the goals of an adequate linguistic theory should 

be at iha present time. Here we would argue that it is a new sort 

of linguistic theory we need, and that it is a mistaken ?ct of 

desperation to look, as the generative semanticists do, to logic to 

providfe what linguistics cannot. 

14 
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Lot us make this point by looking close at yhat Ukoff means 

by a natural loyic. 

Lakoff writes 17] j 

"Hv; Ue Mant a logic in which all the concepts expressible 

in natural language ca,. be expressed unambiguously, that is, in which 

aM non-synonymous sentences. . . . have different logic«! forms. 

(v) Ue want a logic w ich is caoable of accouftting for ai\ 

correct inferences made in natural language and which rules out 

incorrect ones. Ue will call any logic meeting he goals (above) „ 

"natural logic"". 

Again [ibid. ] 

"In natural logic. . . log.cal equivalences could not just 

be srbltrarily set riownj rather they would L^ just those necessary to 

character ire the notion %?iiö inference- for natural language 

arguments". 

Ant' ayatn   [ibid.   ): 

"Natural logic. ta^r togsther with finguist-cs. Is the 

emniricai study o« the nature of hui^n language and human reasoning". 

This an sounds a very nice idea, and generally a good thing, 

but Wha- es it really coma to? Tnese quotations, for example, 

take; together, e^ess a cur :;uS afrulva'ence towards forma! logic 

that runs right through that paper m. He wr.tes of a natural 

logic m terms "f the genera! study of human reasoning, but the fact 

ib 



i e xhät ■••nst real human reasoning is of a sort that is of interest to 

no one but psychologists and some*iRes psychiatrists. Real people 

argue much of the time along the lines of "That man has a squint, 

therefore he probably wants to wug me". And, of course, sosetimes 

they are right in such infe fences. The notion of inference, as 

such, has no real logical content: i■■*<-"-'::.ce: are just the inference 

that people actually mdke. Philosophers from Hoore [11] to Lakoff 

libid. ], have criticised the basic connective "D", of material 

i flip I! cation, in the Propos.! t ionai Calculus, on the grounds that it In 

po way expressed the natural usag-? of "if. . . then" in ordinary 

language, because 't allous any statement to imjly any othör, as as 

icng as the fi"1" s not true while the second is falae. In the 

Propositionai Calculus one could truly say that "The Apollo space 

craft is neariry the moon" implies ": have a head-ache coming on", if 

indeed ! do. Jut, more seriousiu. Lakoff also refers, in the 

passages quoted, to "va'id" and "correct" inference when setting out 

what a a natucal logic is to be. "Valid" is a •■easonably 

neI 1-understood term and covers such inferences as " il f'o are g and 

all g's are 1, therefore all f's art: I", as well a; hose like "John 

is a younger son, therefore John has a brother". 

UP can easily construct ei sense of "correct" inference, too. 

different from that of "vaiid inference" but still of interest to 

logic,    For exampie, and to use an old logical favorite, wo can 

ib 

===^^^—^r]—--    ■-■ -:     ^=^^^-—^-^^_^^^==^=^^_^r.- ■     i. " ^ j"|| ■■■- 



infer from "This is a creature uith a heai t" that "it,is is a creature 

with a liver'. We can do this because the misemg precise is 

universally true, since all creatures with hearts do as a (natter of 

fact have livers, thOw-gh this inference does not depend on the 

.neanings of words ac does the "younger son" case. But suet, 

inferences will be r'-^ect in that they uill (while the world stays 

roughly the same as mu) always lead Vom true premises to true 

conclusions, and sc a "natural logic" should probably be concerned 

with them. But, and this is our point, what does LaKoff think 

logicians, traditional c.id modern, have been up to for centuries, if 

not the discussion and investigation of such v? :, aid sometimes 

correct, inferences' 

To be precist: does Lakoff present any valid or correct 

inference?' tn his paper, as psrt of a proposed natural logic, that 

have not been extensively discussed by logicians in ths normal course 

of their job? Ue would th;nk not, and thi^ leaves u* puzzled at to 

what Lakoff intends the distinctive contribution of his natural logic 

to be. 

Now there are indeed inferences to be found in Lakoff*s 

paper, that are real world inferences, but would not be found in a 

logic book. However, they also have the drawback mentioRec, earlier, 

that they are not valid, or e^en correct, in the sense defined above, 

Lakof f wr ites tibid. 1! 

17 



"(3^)a.   Nixon refused to try to shut AgneH up. , , . (34a) 

entails 'SBa). . . (35) a.  Nixon didn't try to shut Agnew up'1. 

If Lakoff is using "entail" in its normal senss to cover 

valid inferences, those where the consequent must be true if the 

antecedent is, then what he claims is just not sc To refuse to do 

something is to decline, to perform a verbal act, and is so described 

in both Astertcan and British dictionaries. It is perfectly 

possible to refuse to do x and then oo it, even though ss a matter of 

fact it may be usual not to do *  once you've refused to. 

Again (ibid. ], Lakoff argues at length that  the sentence 

"One more beer, and i'ij leave" Is derived from a sentence containing 

"if" euch a? "If I drink one more beer then I'll  leav '. and trie 

intended  force of  the example is tc show a relation of consequence 

between the two sentences in the derivat'-.i (of one fron the other), 

i.i which ca^p Lakoff  is saying that "'f 1 have ona more beer then 

I'M leave" entails "One more beer and I'll leave!'.  But that is not 

so,  for one might neither have another beer nor leave, in which case 

If 1 hnve another beer then I'M leave" is still  true,  but "I'll 

have one more beer and I'll  leave"  (a natural meaning of the 

consequent) is false, and so there can be ■no entai Iffient,  since the 

antecedent with "if" Is true, and the consequent is false. 

New,  we may have interpreted the whole notion of GS wrongly 

in  that  the derivation relation here is not  intended to  he 
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consequential. But IF IT IS then here again is a very shaky form of 

inference at the heart of the GS system: one will just not fit into 

the standard logical or linguistic derivational paradigms bacauee it 

is necessarily making truth claims about the course of events in the 

real world. Such inferences can fit only into a paradigm that has 

the capacity to find out that it has inferred wrongly and to try 

again. 

Note that we are not saying for a moment that we are shedding 

any light on difficult notions, like entailment, but only pointing 

out tnat they are difficult and unclear, have vexed logicians and 

philosophers, and are not nice clean tools that Lakoff, or any other 

linguist, can just pick up and get to work with. They need a lot 

of conceptua1 cleaning up ^emse'ves, and Lakoff sho^s no sign of 

being prepared to do that. 

Lakoff s failu.e to provide .?ny sort of system of rules, 

however miniaturised in scope, is an important one, as we argued 

earlier. For it leaves an important doubt as to just what a natural 

logic, or indeed a geifrative semantics, is intended to accomplish 

with regard to some body of sentences in a natural language. And it 

is not possible tor Lakoff to take refuge here in the 

competence-perf mance distinction and to say that of course he is 

not attemnting to Model a speaker's performance etc. etc. , 

precisely because that is not what he is being accused of.   As we 
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shall c'irgue in section G below, the iequest for determinateness and 

precision is in no wai^ to be confused with a demand for psychological 

expianat ion. 

It ig perfectly true that logicians ii.iport  structures into 

their uork and inform their readers that those structures represent 

certain natural language sentences, without ever giving a hint of a 

determinate translation procedure that would take us from the 

sentences to the structures.  But we do not think that Lakoff, or 

any other linguist, could take shelter with the logicians here, for 

there is an important difference between the logician's enterprise 

and the linguist's.   The logician is concerned above all with the 

formal relations between the structures he derives:  the exact 

relation, between the structures and the natural language they "hook 

onto", is secondary, even though vitally important.   But Lakoff. on 

the  :>ther hand, describ 3 his task in terms of the production or 

generption of sentences along with their structures.  So, for    him, 

the missing dete'niinateness is, and must be central. 

IV. Uhat then is a reasonable field of endeavor for 

linguistics' lie would claim that the study of meaning is vitally 

important but that meaning must be studied in a new light, namely 

yith respect to the actual usage of speakers. 

Enormous strides were  mads in linguistics  when theorists 

realized that the methods devised for handling phonological and 
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morphological data were not necessarily the best way of studying 

syntax.   A similar mistake is presently being Fiiade by linguists 

study'ng semantics. flethodcs devised for studying syntax cloud the 

issue more than they aid it.   Consider for example, flcCawley's [93 

sentence 'fly buxom neighbor is the father of two'. HcCawley 

considers the protlew of hnu not to generate this sentence, or how to 

«ark i t a? odd. 

Ue    submit  these e-e two  different problems, neither of 

which is helped by having to use  the old syntactic  notions to 

solve the semantic problem.    As a problem for generation, it 

was perhaps reasonable   to  inquire  how  to   net  generate 

ntences   that   are  'syntactically   bad',    Syntacticians 

xtended the question of grammaticality to include the blocking of 

the generation of sentences that Mere 'semantical ly  bad'.   But 

the  latter  is not r^jllu a problem at all. !f we are truing to 

account for the ability of humans engaged in the same process, we 

must recognire that humans generate thoughts that are meaningful 

within tneir own systems,    A genuine generative  system that 

oncerned itself with gsneratitiq =-smant ical ly correct sentences would 

be doing one uf  two things.   Either the generation would be in 

response to some input, ti. e. a question or statement by another 

person), in which case the semantics of concepts being  used would 

already be included; or the generation would be in response to an 

e 
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internal input and would utilize the data base tnemcry of the 

«f-saker which presumably (if the person is normal) would have 

relationships between the data that were in accord with the speaker's 

conceptual experience (or 'semantics'), That is, rules for 

generation of sentences in a competent speaker of a language are 

depenient on an input that is already semanticaliy correct. ft ig 

simply unnnecessary to worry about blocking the generation cf 

semantical ly deviant sentences. Seir.anticaI'^ deviant sentences are 

onii, gereratd by a speaker if they are being used to make some 

meaningful statement in an unusual way. No model of generation that 

addresses the problem of the blocking of semantically anomalous or 

ambiguous sentences can be seriously considered as either of mode' of 

competence or performance. 

Another problem that generative linguists address is the 

marking of a eentence surh as this as odd. Here again, from the 

point of view of performance, this problem makes no sense. But, 

within an analytic framework it is a problem and, as we have seen, 

generative semanticists are really doing analysis, uhich is why theg 

consider the sentence a problem. An analytic system , ist be abie to 

recognize this sentence as odd. Rut then it must do something 

else. it must interpret it anyway. Here then, we can have a notion 

of an interpretive semantics. But this i'iterpretive semantics must 

act as a true interpreter.  That is, if must rende'" an apparently 
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anomalous sentence meaningful(by metaphor, BIOCü fication 01 conceptual 

experience or whatever). This is an ability that every cosipetent 

speaker has. He has it for the simple re«, on that nearly 100% of 

what he hears is meaningtul, even if parts of it are in violation of 

certain selectional restrictions. Uhat he has is an ability to 

operate on violations of selectional restrictions in such a way as to 

solve the problem of 'whet did he rasan by that?' This ability is by 

no means restricted to superficially anomalous utterances. Sentences 

such as 'Fire' must be interpreted in order to understand what to vlo 

in a dangerous situation. 

Uhat we have been adumbrating here is often made light of by 

linguists by classing i t as a "performance'' theory. Let us now look 

again at to what this elusive competence-performance distinction is 

really alI about. 

V. Chcmsky's 'fundamental distinction' between 

'competence' and 'performance' is fundamental only insofar as one 

wants to develop a competence grammar in the first place, and doing 

that is cetainln not the task ^e have set ourselves. Although 

Chomsky may have done an adequate job of providing the basis, of a 

i-cmpetence grammar, the question arises as to what the point 

of such a grammar i«. Chomsky states that linguistic theory is 

mental istic in that it is concerned with discovering a mental 

reality underlying  actual behaviour [21. Ho-iever, results have 
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been  largely negative when attempts to prove the psychological 

validity  of this competence gr2mniar have been nade.   Fodor and 

Garrett C4] comment: 

"Uhat is one to make of such negative findings? 

The s; trip lest move would be to deny the validity of 

the experimental procedures, , . If one is to deny the 

validity of such procedureü in cases where they ap- 

pear to fail, t seems one will equally l.ave to deny 

their validity in the cases where they appear to fail 

it seems one will equally have to deny their validity 

in the cases where they appear to succeed.  !t is in 

c-ny event now conceivable that enough negative data 

will eventually accumulate to make one wonder whether 

it is the theory that is at fault rather than the ex- 

periment^. ..... it is a mistake to dais psychological 

reality for the operations whereby graamars generate 

structural description;,, " 

Thus, some transformationalists recognize that the!r theory 

does not make any verifiable psychological claims. Now, it is at 

this point that many will bring up the competence-perforsanca 

distinction and say;" but of course such grammars make no such 

claims, if you think they do, you can only have misunderstood the 

competence-perfornance distinction.  'or only a performance theory 
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ecu id make such claims, and ue do not advocate the construction of 

such theories at this tine. He advocate the construction of on!g 

competence theories, and thef come with no such "naive mechanistic11 

claims attached". We qutstioners would then be referred 9 remark 

of Chomsky's such as : "lo avoid uhat ha« been a continuing 

misunderstanding, it is perhaps worthwhile to reiterate that a 

cenerative grammar is not a model for a speaker or a hearer. " But 

the matter is not so siirnle, for Choasky himself urites in exacly 

this "naive mechanistic" mode when discussing theories. He writes of 

linguistic theories as making psychological claims, but does not 

specifically qualify uhat he writes so as to anply only to 

performance theories. A particularly revealing sxanple is the 

following: 

Obviously, every speaker of a language has mas- 

tered and internalized the generative grawmar that 

expresses hie knowledge of his language.  Tnis is 

not to say that he is aware of tne rule« of the gram* 

mar or even that he can become auart of them, or that 

his statements about his intuitive knowledge of his 

language are necessarily accuraic.  123 

Again, when Chomsky criticizes, for example, Yngve's phrase 

structure grammar on the grounds that, whether or not it can generate 

sentences adquately,  it couid never oe a production model for 
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Speakers I2'i,   then it seems clear that he is again talking in the 

'naive-mechanistic' mode. 

But   Chomsky   cannot  talk  in  this  mode  and  take 

the cotapetence-performance distinction at its face value.    For, 

in a sense,  the distinction uias created precisely to exclude this 

mode of talk.   Ue do not see these examples as mere slips  of tho 

pen by Chomsky, but take  them as indicative of a doep unease 

about t^s distinction itself.    A cyme might say that the real 

function  of the  distinction in  current  linguistics  is to 

protect linguistic theories, ail called "conpetence"  theories of 

course,  from  any suggestion of empirical test.   This is quite 

apparent when Chomsky defines what is to be data for a competence 

theory:  it  is.  by definition, to be grammatical data C1I.  Hence, 

of course, the whole process is circular; a competence theory cannot 

be tested because  it is defined only with res, .ct to data that 

already confirins it.  This adds TO the difficulties we pointed out, 

in  Section  1   above,  of viewing  ChoasKy's   theories  as 

scientific theories in any ordinary sense of the word "scientific". 

It is particularly important for us to sake this point about 

the enormous overuse of the competence-perforiBance distinction in 

modern linguistics, because we are advocating greater enpiriciss in 

linguistic theories. The Overuse we most object to is the 

dismissal,  by Chomskyans, of any theory  oriented  to  tests. 
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simulation, and real language data, as "mr- oerformancB1*. As ue 

have shoun , the distinction itself is siwply not »In or clear 

enough to be used to dismiss anything whatever from consideration. 

The criteria of judgement in lingauistics I1UST De those common to 

other sciences and intellectual disciplines; they cannot be siwply 

created by fi<st to protect contenoorary orthodoxy. 

There is some importance in pointing out, as Chomsky did in 

his early discussion of the competence-perforsiance distinction, that 

there is no need for a linguistic theory to take account of the 

memory limitations, inattentions. and distractions of actual 

speakers. This is of course correct, but than real billiard balls 

when they roll pick up dust and fail to conform to the expected 

"competence" and performance of ideal bi!Iiard baiis. Yet we do 

not speak of the competence and performance of billiard Ldh. nor is 

:t clear that ye need to introduce into linguistics a distinction 

unknown ind  unneeded in other branches of science. 

The structure of Chomsky's talk about 'cowpetence' is highly 

reminiscent of disputes about what it is to 'have a concept', 

particularly in regard to the we Ii-canvassed phiIcscphical 

possibility that a man might have the concept red, say, and never 

succeed in correctly picking out red stMpa frcm 3 pile of 

colour-assorted ones. The arguments about this situation are rather 

like Chomsky's defence of the notion of an intrinsic coapetence, or 
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grammatical ability, if made in the case of a man who always split 

his infinitives. The parallel can be seen «ost clearly in Chomsky's 

discussion of the acquisition of grammar and the degree to which this 

requires 'specific innate abilities' and 'formal universal;»' 12), 

If our argument has been correct then the cash-value of the notion of 

•competence' simply doesn't warrant all this investment in its 

philosophic defence. Belief in 'competence' cannot be refuted, in 

any strong sense, but the question arises 'do we need to go on about 

it?' 

Hence we c!aim, that . ultimately, there can only be 

performance models, and that when Chomsky talks of competence 

models he is necessarily talk inn ebout models for certain selections 

from among possible performances. 

b.^ then, we have argued thai Chomsky's distinction is a 

contrived one at best; and certainly not one with sufficient power or 

intrinsic clarity to dismiss seriou6 new proposals in linguistics 

unread. If we must place the systems we advocate . in terms of the 

distinction, treating it for the purpose as no more than a heuristic 

division , we would describe what we propose as "simulative 

performance. " 

There is a difference separating the simulation of knowledge 

and linguistic processes frora the modelling of actual verbal 

hehavior.  Of  the former ue  can speak, as Chomsky docs, of the ideal 
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speaker-hearer. Clearly the ideal speaker-hearer is not irattentive 

or    distracted. He    does,    houever.    have memory Iintita'ions and 

non-1 inguistic knowledge. This certainly must be included as part 

of ImguistJc theory. The kind of theory of 'performance' of uhich 

Chomsky speaKs may well be in the far distant fuiure to which Chofflsky 

relegates it. However, a theory of the kind we have been discussing 

• 9 not   far  off. One    could    argue    that    the    construct ion    of    a 

linguistic theory, that both accounts for the data , and does it in 

such a ^ay consonant with the huis^n method for doing so, is not all 

that    reiiiole. Clearly,   such a theory must deal  with non-linguistic 

knowledge and problems of human memory as well as the problems that 

Chomsky f-eiegates to 'competence. In particular, after elinination 

of problems such as distraction, we can expect to fine a linguistic 

theory that is neither one of 'competence' nor 'per^orsiance', but 

something in between and partially inclusive of both. 

Chcusky uri tes   [2i: 

The grammar does not,   in  itcetf,  provide ^ny 

sensible procedure for  finding the aeep structure 

of 3 given sentence-   or  for p'-oduTing a given sen- 

tence,   just as  it provk;, s no sen&ible procedure 

for  finding a paraphrase to a given sentence.       It 

merely defines  these  tasks  in a precise way.      A 

performance model  must  certainly  incorporate a 

grammar;   it   is not   to bf; ccnfused with a grammar. 
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Thus it would te wise to take the notion of a reaiizabi« 

performance Bodel as being somewhere between Chonteky' notion of 

competence and performance. Thus simulative performance is 

protected against the distractions and inattentions of real speech in 

a wsy that Chomsky originally wanted, and which seems sainently 

sensiole. Uhat it is not protected against is comparison with 

sentences produced by systemat c application of a body of rules in 

the way that ali too many "competence" theories now seem to be. 

The effect of this use of "competence" has been to make such work 

irrefutable but ui+imately pointless. 

Vi. He have &et out what ue feel is wrong with the current 

thrust of (inguiätic theory, and it is perhaps time to make explicit 

what we feel a linguistic theory should do: i). A linguistic 

theory must provide rules equivalent to a mechanism for the 

acceptance and interpretation of normal as well as supposedly 

anomalous sentences. 

A" we pointed nut above, the centra! discussions in current 

linguistic theory dea! with the problem of blocking the generation of 

50 called "starred" sentencas Ißee Lindsaj [8] for a good discussion 

of the ambiguity of the use of ^he asterisk n linguistics). Lie 

claim that linguistics must concern itself more with the 

interpretation, rather than th« rejection, of odd sentences. To 

return to McCawley's example: 

(1) My buxom neighbor is the father of two. 
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lie claim that explicit procedures must be developed to explain 

why most hearers could understand that 'ie the fgther of 

here means 'acts like a father to*, rather than to nark this 

sentence as anomalous. 

Likewise, sentences (2) and (3) must be analyzed by an 

explicit procedure that would not refuse to accept them, but would 

either change its own knowledge about poeeibie events, of add the 

information that something odd had happened, or that the speaker was 

crazy. 

(2) John ate a book. 

(3) I saw an elepnant walk down Broadway. 

ii). A linguistic theory must encompass a procedure for 

making explicit the information that is implicit in certain 

sentences. 

In order to meet this requirement, we throw ourselves open to 

thö problem of being mistaken on occacion. It is our ciaiei that 

this is not unreasonable in a theory cf this kind, that has recovery 

after failure, and learning, capabilities. Specifically, we are 

suggesting that sentence (4) refers implicitly to transfer of of 

possession and transfer of location of its object. 

14) Fred wants a book. 

Furthermore it should ba possibie to glean from a semantic 

representation of (4) tnat it i« a possible inference that 15) is 

true. 
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(5} Free; intends to read a book. 

Likewise sentence (B) :mplies eating, both because o( the use 

of 'have' and the use of 'dinner'. 

(G) I had a steak for dinner. 

Similarly a semantic analysis must include the possibiiity 

that some unknown action is being referred to in (7) and that this 

action is quite likely 'cooking' or something of that sort. 

(7) Have you started the chicken yet? 

Certainly such an analysis can be wrong, (it is easy 

enough to think of an alternative analysis for (7) although it would 

be highly involved. ) Bui what we are claiming is that this 

possibility of making a mistake is sorely needed in linguistic 

theor ies. 

Mi). W anfWysis procedure provided by a linguistic theory 

should proceed in such a fashion as to make what later turn eut 

to be mistakes, when that, is warranted. 

As examples of this we have the above sentence? and also 

certain syntactically ambiguous sentences such as (8). 

(8) ',   saw the Grano Canyon flying to New York. 

This sentence is ambiguous but an effective analysis 

procedure cannot discover both meanings at once. Rather, in this 

case, a good analysis procedure would, on finding the incorrect 

analysis  first,  decide  that it dlsagreeo with its semantic 



information about what locations can do, and c,o back and modify its 

interpretation.    That is, a linguistic thsory should provide a 

theory of backtracking in analysis that is used to choose among 

a I terns*ives, 

iv).  A linguiptic theory must break down word meanings in a 

• regular fashion so as to explicate the underlying elements that are 
I 

in common between them. 

Uork on point  iv  has been undertaken by some researchers 

recently and we commend this effort. In particular Miller [19] and 

also Lakotf [71 have tackled this problem. 

Examples that illustrate this problem are (9) and {18). 

(9) John asked Mary to hit Bill. 

* (Ifc) John advised Mary to hit Bill. 

These sentences are very similar.   A good semantic theory 

must point out that the e'ements of communication and hitting are 

t both present  in  O) and (10) and that the basic difference between 

the sentences lie? in the impiication that John believes that John 

will derive benefit from the hitting in (3) and that Mary will derive 

| benefit from the hitting in (10). 

v).    Sentences that are identical in meaning should have 

identical semantic representations, ^6    those that  are similar 

t should have similar representation. 

This can best be  Illustrated by sentences (il) and  (12) which 

use quite different words taut böjically mean the same thing. 
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door. 

door. 

(11) John prevented Mary from leaving the room by locking the 

(12) flary couldn't leave the roüm because John  locked the 

A good linguistic theory must explain why the concept of 

prevention can be referenced even in the absence of the word 

'prevent', or else hoc he word 'prevent' refers to a combination of 

more basic concepts. 

Similarly the old 'huy-seli' controversy about which element 

is more basic (i. e. see Katz [G]) is not to the point. For bot;i 

sentences (13) and (14) refer to the change of possession of a book 

and the change oi possession of money (using point II about implicit 

informat ion). 

(13) John bought a book from flary. 

(14) flary sold a book to John. 

A linguistic theory need mark only focus differences on 

identical semantic representations, if thai is all that is called for 

(as is the case here). 

vi),  A linguistic theory must account for metaphor in a non- 

ad hoc way. 

Consider sentences (15) and (15): 

(15) John saw flary* s point. 

(16) Bill hit upon the idea at woi k. 
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These  sentences  both  use  metaphors that  are easily 

interpreted by analysis procedures.   Each marks a change in the 

possible object o* the verb from physical to  mental and produces a 

concomitant chanje in the meaning of the verb.    For example,  if 

'see'  is transfer of physical information to a mental being, then 

'see* in (15; could he ths transfer ot mental informc'-ion to a mental 

being,   L',k«Mi«Ml if 'hit* requires contact with a physical object 

then 'hit' in 'IG) could be requiring contact with a inental object. 

It should be ciear that point vi, is directly dependent upon 

point i v. 

VM),      linguistic theory Must account for sentences in a 

iiiven context rather than ;n isolation. 

Almost all contemporary linguistic papers (including this one 

)0 far), deal with sentences only in isolation. The fact is that 

fentenctb actually occur in contexts, and the sentences often m§an 

different things because of the contexts. While others have pointed 

this out be'ore, we feel that it is important to do so again because 

of the inference problem. Consider sentence (17), 

(17) Queen Eli2abfeth I had red hair. 

Under all circumstances ,  this is a statement about Queen 

Elizabeth's hair color. But. depending on tne sentence that preceded 

it, additional statements are possibly being made implicitly. If, 

for example, (18) had preceded (17), 

(IS) AM red heads are mean. 
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then one of two possible additional statements are being 

made. Either the speaker, in responding to (18) uiith (17), is 

saying that Queen Elizabeth i Mas mean, or he is stating that 

(18) is false because as we ail know Queen Elizabeth I was quite 

pleasant. Which one of these statements is actuslly being 

cannot be determined without regard to supposed contmon memory 

structures between the speakers. The ifuportant point is that a 

sentence can in fact have meaning apart from its own raeaninp 

structure that is derived from its opposition to , or elaboration 

upon, some previous sertence. 

viii). A linguistic theory must lead to some precise and 

explicit body of analytic rules, and preferably on from there to 

a body of equally precise and explicit generation rules. 

We argued earlier that linguistics has moved in the last 

fifteen years .from a goal of stntence proauction, for which bodies-of 

rules were sometimes written but rarely operated, to the practice of 

ad hoc ^entence-by-sentence analysis, for which bodies of or rules 

are no longer thought necessary. Empiricism in linguistics has been 

on the wane, to put it mildly. 

It is simply a fact of academic observation that the 

descriptions linguists provide for utterances are disputable, and 

disputed. The production, or non-production, of string^, by rules 

expressed as an algorithm provides an indisputable justification for 
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whatever lingui,!tic classification and description-tay-rule uss 

initially imposec' and programmed. The linguistic case is quite 

different from logic; for :t is not usually necessary to operate a 

logical system very far in order to see whether or not it produces 

the appropriate set of strings, the theorems, fi t:-:3t can usually 00 

seen by intpection. But the i~.les of the linguists are generaliy so 

much more numerous and complicated that inspection is not sufficient. 

Furthermore, inspection in such cases is prey to the well-known 

weakness 0* investigators of seeking what supports their case and 

ignc, 1 ng whet does not. if the strings are produced by algorithm, 

possibly cut of a machine, it is more difficult to select 

uncn-,ciously in that way. However, a body of analysis rules only 

however precise, still leaves us u'*'■ T-'1' the inscrutable 

structure strings. There is no roubt they were produced, but the 

quefMor, would remain as to what they were. However, even thaf 

situation would be some advance on the present one, where niuch work 

is merely programmatic trwards the production of such algcnihms. 

A much stronger test situation arises 'f the stringt. produced 

are Uemselves at the surface level, afte- tha addition of a body of 

generative rules. Ue would argue that therefore machine-translation 

or -paraphrase -emains, in some sense, the raison d'etre cf modern 

linguisticä. For only within those enterprises can there be any 

real test of tr; vast body of work in linguistics in the last fifteen 
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years. Someone may argue at this point that the proposed 

explication would, in some sense, reduce linguistics from a science 

to a form of engineering. The criticism is basically corrsct, 

yet its consequences are not as are not as fearsome as some might 

suppose. The notion of engineering does not, of course, exclude 

theory: Bridge«, built without «in adequate theory of materials simply 

tall down. The early attempts at machine translation failed, as 

any linguist would point out, because they lacked any adequate theory 

of linguistic st^uetures. They were, in a sense, mere engineering. 

Any serious machine translation r&juirea 5 class!ficatory theory of 

the algorithms to be empioued. it would not be altogether wrong, 

historically, to say that tranEformgtionai linguistics was an attempt 

to provide such a theory of a'gorithms in response to the MT debacle 

of the fifties, even if, as now appears likely, it was not a., 

adequate response. 

The eight point? above are really only a starting place for 

linguistic theory. Certainly many more poin'.e could be added. U^ 

would like to point out that we are not merely presenting problems 

here, for ue have also attempted to find sotutione. Both authors 

have independent computer systems running at Stanford University (see 

[13] and [IS]) that do ..tisfy at least some of these points. Me 

wish here merely to point out that we feel this is the correct 

direction for linguistic theory to take. 
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VI i.   From much of what has been written here «t  should be 

clear that  we do not  think conventional 'i.i^uistic theories are 

going to reach the godii 'or linguistic theory we set out  in «.action 

6.   And that goas  for both TG and GS.   Vet it way be worth 

fnaki'-g quite clear why that is so, and in terms of a new arguwent. 

Ue  argued for ß;i ''understanding system", one that tries to understand 

and interpret input sentences in context, rather than assign them to 

one of  two heaps,  the acceptable and the unacceptable,  in the 

way that all conventional linguistic systems do, or rather, would do 

if they were re- ly designed and run.    Conventional linguistic 

systems haw- to act  in this way:  it  is part of thp.ir meta- 

mathematical heritige,  in which a language L is by definition a 

set of "acceptable" sentences. Yet. we would argue that a natural 

language cannot be viewed usefuMy as  a set of sentences in any 

sense of those words.   The reaso0 for  this, stated briefly and 

without tne cletai'ed treatment of  (17)  and QSJ  is that  for no 

sequence of words can ue kno« ..13t  it cannot be included  in the 

supposed set of meaningful  sentences that make  up  a natural 

language. 

This fact, if it is a tact as ue claim, has disastrous 

consequences for the metamathpmat ical view of natural language as a 

whole, for it follows that what one nught call an understanding 

system, an operating system of rules that wss prepared, in principle, 
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to analyze and interpret any input, couid only be represented in 

mstasiatheinatica! terms by a self-contradictory system of rules; 

since.   in  any  conventional  Tarskian axiomatization,  frora a 

self-contradictory set of axioms anything whatever can be deduced. 

tiG) and any set of 'axioms" fron which a randomly chosen sentence 

ran be deduced/produced must be itself a self-contradictory system of 

"axioss".   However, given that human beings do operate with their 

languages in the way oescribed. in that their main effort  is to 

understand and interpret whatever superficial(y unprcaising input 

they recstve. rather than to reject it,  it seems ciear that the 

Droper  dedurtinn frn"' the last paragraph  is that  it  is the 

metamatheraatical analogy for language that «utt give way, rather than 

the facts of language use. 

This point is rlosely reiatsd to another that has surfaced 

informal ly in the course of this paper. Ue argued the need for a 

linguistic theory to be able to make (possibly mistaken) inferences. 

By tnat ue intend to refer to the uhote area cf inferences that 

hunans «aKe on the basis cf unat they see. near. know, and rememo. 

but which ire not VALID inferences, in that they may well turn out to 

be wrong. For exaspie. if ue hear s «sone »ay "Please sit doun", ue 

may infer, as a matter of scc^al habit, such things as that there is 

a chair in the presence of the speaker; that whatever is spoken to is 

human; that, in obeying the request, if he does so, the hearer will 
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mov? dowriM^rds (thc'JCin he may already oe lying down). Any or al! of 

these inferences may be true, and may moreover be usually true, but 

may also be false on any iarticular occasion. These inferences are 

all inductive, habitual, empirical, but have no interesting logical 

content, because they a»e not valid inferences. 

Our v.ew is that such inductive ruies can only be a useful 

part of a merhanism which is able to FOLLOU UP these, possibly 

mistaken, inferences to see whether cr not they are justified by the 

information reaching the system later, and hence is also able to 

abandon erroneou? inference where possible. 

!t was pointed out above, in connection with LaRoff's work, 

that he does make use of such inductive inferences in his informal 

analyses all the time, but he is isistaken if he thinks he can do that 

and still stay '«ithin the overall derivational paradigm of TG. F-or a 

conventional derivation. TG or GS. cannot be "run again" if it makes 

art error, as it surely must if it uses »nductive inferences. 

Uork is actively proceeding on the construction of syste.ns 

that can do this, by the present authors among others <see (141 and 

(28]■ One main constraint on the form of their algorithas, is that 

their sub-algorithms are hierarchically organized, so at the 

derivations at !owe>- levels can be rejected if necessary. [The 

ahsfract form of r,np such system is given in [18JJ. This is never 

possible  Mithm  any  oni-ievel  system  such as a "cody of 
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transformational rules", which can reject only proferred sentences, 

but never its own "successfuT' derivations. 

flu! t i-levelled systeaia of the sort we advocate belong 

within the discipline usually referred to as "artificial 

intelligence", and the g^als for linguistics ue advocate would draw 

it inevitably in that direction, and away from the Tar ski-Post 

metamalheiratical paradigm of TG and GS, which has had a good run for 

its money but is due for a rest. 

It should be pointed out that one effect of this change of 

direction would be to bring the subject, in sone sense, back to its 

traditionell interests, Halliday has pointed out C5] that much of 

what usec to be called linguistics is nan reiegated to 

"sociolinguis*ics": the study of the relation of utterances to the 

physical contexts of their use and so on. There is no place for such 

things within the derivational paradigm, as we pointe.i out at length: 

for the modern conipieat linguist utterances are simply right or 

wrong, as they stand and in isolation from every thing else. 

The goals for linguistics we advocate, including the study of 

inference within and from context, and the hierarchical, intelligent, 

forma! systems we advocate for explicating them, would bring these 

traditional interests back to the center of linguistics. 
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