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I What s a inguistic tneory best considered to be a
theory cf? et us begin by asking uhat the original go3al of
modern linguigtics Was wuhen Chomsky began directing its course.
We can start profitably {-om Chomsky’s view that a linguistic
theory is a “theory of a largua,> L", and that such @ theory is
scientific in the normal sense of inat uei i

"A grammar of the lang.iage . i3 essentiaily a theory
of L. Any scientific theory is basid oria § -ite number of ob-
servations, end it seeks to relate the observed phenomena and to
prazdict neu phencmena hy constructing general laus ‘n  terms of
hypothetical constructs, . . Dimilarly a grammar of Enc'ish is
based on a finite corpus of utterances {observations}l, and it will
contain certain grammatical rules (lauws) stated :1 terms of the
particular phoiemes, bhrases, etc. , of Engliek (hypothetical
constructsl. These rules express structural relations among
the sentences of the corpus {(predictions;. "

Fairly straightforuard considerations tell against this way
of Jooking at trans’‘ormational g 3mmars, For, in the casa of
scientific theories cast in standard hupothetico-deductive form,
there 1s a well-understood notion of wuhat it 1s to discenfirm a
particular theory. There are d.fficulties about making tkis notion
of disconfirmation precise; nonetheless there is gensral agreement

about beth its form ond its  inportance. But Chomsky, in the
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guotation above, has formulated the theory of transformational
grammar so as to rule out the possihility of discenfirmation, When
describing what an ‘utterance’ ie for the purpose of inclusion in a
‘corpus’, Choms> .y makes clear that he is not gring to include what
appear to be utterances, but which zre strings containing
‘grammatical mistakes’ {1} . The nctic-~ of ‘graxmatical mistake’
is defined with respect to the grammar in question, so that thers can
never be a rejected gramnar,

Wnat we have shoun non-predictive, 2.d ‘arsfore not
scientific in the desired sense, are wuhat Chomsky cails ‘co petence
thex~ies’, so perhaps ue cen persist a lit'le with the question of
HWnat a linguistic ccmpetence theory is a theory of; give that it
canrnot, by definiticr for Chomsky, be brought intc diract .ontact
uwith human behavior (for that is the scope of ‘performance’), and is
not intended to be 2 brain mocdel sither (. . . "the desper abyurdi’y
of royarding the system of generative rules as a point-by-point model
for the actual construction of a sentence by a speaker” [2] , where
Wwe are taking the "point-by-poin: phrase to mean sorsthing that
could be no other than a brain madel.

The fact of the =matter is that linguistic theory. avart from
its traditiornai classificatory and comparative conce.ns, juet will

not fit into any acceptable form for “eina "gcientific”. The

classificatory concerns were and are scientivic, in exactly the way
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that Linnaeus’ plant cliassification was ccientific in its time. But
finguistics carnot be for:ed into sors otrer puradigm of science, at
the present time, such as ‘hat of the hypothetico-deductive theory.
If a Hlinguistic theory is not a scientific theory in the normal
sense, and is not 3 theory of human bebavior or of the brain, then
uhat ie 1t? UWhat could be meant by the orly repiy -7t open, "uwell,

then, it i1s a non-scientific theory of a lanpuage. Ue  would
maintain that Chomskiu's theories have always been, in 3 sensas,
theories of productive mechanisms or aigorithms, A perceptive
cepark of Putnam’s will iliustrate the point:

". . . . the reader. . . may go through a work |ike Chomsky's
fyntactic Structwres carefully. and rote that a8t no place is the
assunptron  enpicyed  that the corpus of utterances studied by the
vinguisr was prrdured bu @ conscious organism”.,  ([12]

e can bring this obsgrvaticn up to date by quoting & mora
recent statement of Chomsky's on the nature ang rcie of a yrawmar
‘that is to say a theory of competence):

“. . . . bya generative grammar | mean sitpiy a3 system of
rules that in some explicit ani well defined sense assigns structural
cascriptiors to sentences. . . . . The term ‘generate’ is familiar in
the sense intended here in logic, particulariy in Post's theory of

combinatorial systems". (2]

Thesz quotations are only to remind the reader that the
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algoritnmic, or device oriented, way of taiking about linguistic
theccies ic already familar, and is utterly diffsrent from eodel,
psychological entity, scientific theory, or reality in the brain,
modes of talk.

Chomsky's oun comparison with Fost's logic makes the point
precise: Post's lcgic was productive, or generative, in ‘the simnle
old-fachioned sence of those words. Such a logic consisted of
rules, written with short left-hand sides and long right-hand ones,
ar uroduced progressively longer otjects called theorems, and so, in
the linguistic case, correct sentencrs, Because of the progressive
obfuscation of the term “generate” i~ recert yo2cs., it is  important
to  make this simple point clear: that Chomskyan generative
tinguistics began as a system of rulee for producing sentences.

Chomsku's original ga. f-imposed task  than, was the
description of 2 mechanism tnat would generate all and only tne
language strings satisfying some criterion of correctnessa, That
remains the funcamental description of uhat Chomsky was aiming at.
even though 1t is now called "ueak generative capacity, " and the
criterion of correctness itse!f has uobbled ¢ bit over the years.

There seems tc  be a continuy , confusion in zurrant
Linguistics on this point, in that. in their ocagerness to disclaim

any intention to mode! the nmind, brain, cr other processes of an

actual speaker, some linguigts have gone too far and disavoued the

’
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original notion of sentence producticn ag weil. The task of the
linguist is then thought to te no more than assigning descrip..ons to
individual sentences, though bu methods which must remain wholly
mysterious if he has already rejected all actual analytic or
productive algorithms,

The weskast form of this dectring, if we turn now tn current
linguistics, is the informa! use of words like “blueprint" 1o
describe the function of competence: a grammar is than a biueprint
"referred tc in the construction of sentences'. Thie way of
speaking captures the worst of all possible uorids, in that it [acks
even the definite falseness of those who, wrongly, as ons of us has
arques eiseuhere, [13] speak of nodels in this context. To speak of
a model s to commit oneself, as it is *o a lesser degree to speak of
a  theory, ard, as we uili argue below at length, to to -seak of the
construction of precise bhodies of analytic cr generative rulee
commits oneself ir the mecst positive way 2t tnis stags of the
deve!opment the discipline of |inguistics, But the taik of
"wlueprints" commits one to nothing, and sesms 0 us to attach iteelf
te no precise activity at all,

A good place to leok, 1f we ask what is the goal of current

finguistic theoruy, is Yto the school of generative gemanticists.

Lakott [7) agescribes their enterprise 3s follous:

"Gensrative semantics  [GS] ciaims that the underlying
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grammatical structure of 2 sentence is the logical form of that
sentence, and consequently that the rules relating logical form to
surface form are exactly the rules of grammar, "

It may well be the case that certain of the rules to which
Lakoff has drsun attention in his paper do have a part to play in any
general language-te-logic translation AND in any reasonably gensral
grammar, cf whatever sort. But that is a far cry, of course, fronm
the burden of proof rejuired by the "exactly® in the last quotation.
i1t it is replied that the quotation expresses only a conjecture, then
it seems a false one, since it is not hard {o find ~---for tuwo such
prima facie different tasks as grammatical production, and
translation of language to logic---- examplee of rules that uill
certainly function in one enterprise and equaily certainly not in the
otrer, e do not helieve, for exemple, that the grammaticality of
sentences containing “possibly” can requirs a rule relating that word
1o some primitive sgmbol expressing the concept of certainty. Yet
translation of such sentences into modal logic wWill require some such
rule f{or the complement of it, where "certain” ~eplaces "possible"
mutatis mutandis), Surely Lakoff’s conjecture-assertion about
rule identity excludes this possibility?

With (S, as wuith all such theses, there are two wuays of
fooking at it: one is to take the uords as meaning what they 2ppear

tn me2n; the other is tc aseure that they mean something quite
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differeni, The first anproach gives us tha TRANGLATION view, or the
CONSEQUENCE view, depending on how we take the word 'relating” ir the
jast quotation. The second approach would give the RENAMING views
on uhich, whan Lakoff speake of logical ferm, ha doee not mean any
standard sensg of the phrase, but rather soma linguistic structurs,
either familiar or one of his oun devising, In either cass, on the
renaming view, G5 would not really bte about logic at all, and
disputes about the (S thesis would be wholly an internal matter for
linguistics, When Chomsky (3] writes of GS as "rotational variant®
of his oun uwork, he is taking what ue call the renaming view.

The consequence view is the most obvious possibility, namely
that the "relates" is by inference, vaiid or cthernise, and that the
ueli-formedness of sentences is settled by whether or not they can be
inferred from logical forms, Much o. the evidence for this
assumption is circumstantial becauss Lakoff rarely discusses GS in
general terms, But it is reinforced by his introduction of rules
of inference with "It is clear that thers is more to representing
meanings than simply providing logical forms of ssntences"[ibid].
That quotztion seems to us to rule out tha translation view: that
logicai forms are the meaning, or “"backbons", or sentences and can be
related to them by mere rules of transiation, The translation view
also becomes lezs plausible when one remembers houw much of Lakoff's

work is about inference: if GS uere really about transiation into
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fogical form, then inference wWould have no place a! all in a
discussion of natural logic. So then, the conssquence view must be
Lakoff's view, if he has a firm vieu. Tws clear and simdle

considerations tell against it:

{1) There is no cleer notion available of Inference that
gqoes from logical forme to  senternces. Rules that cross
the logical form-sanience boundary are rules of translation.

{2) There is the problem of "revirsa direction™ hou
could we analyse sentences with reverge inference rulee to produce
falsehoods, as in "if this ie not colored then it is not red. "
lhat possible interpretaion could ue attach to such a3 procedure in
the context nf G5?

This last is tne key point for the underiying question
we are discussing, The doubtful word in the de.inition of GS is
"relate": it has all the directional amhiguity of "generate".
However, in nailing his colors to the mast of legic, and to
a logic cof inferential relaticns at ti.2t, Lakoff hae also, perhaps
unknowingly, committed irimself to sentence prcduction as  the rea!
goal of his linguistic theory since, as wWe have shoun,
inference rules simply cannot be reversed to yield analysis routines.
Yet, nonetheless as we shall argus in the next section, infocrmal
seritence-by-sentence  analysis is what generative semanticists

actually do wuwhen they do linguistics, and this utter confusion
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betuween prociaimed 2~d actual goals iz one of the most vuinerable
spots in the armor of modern linguictics.

Furthermore, although iinguists insigt that what they are
doing is a direct.onless relating ct sound and meaning, it is, in
fact, extremely difficuit (o reiats sounde to meanings (in that
order) using transformationa! grammar, 1f daletion t-aneformations
are allowed, the tas: is wimply impossibie mathematical ly. 1{f not,
the nature of many-to-one mapping makss the probiem of fincing a path
from sound to meaning to be 89 mu-h one of trial and erro~ as to be
useiess as a basis for a precise theory,

Thus, we c'aim, that generative linguists are working on a
task to which they cannot proviu. any reasonat.e soiution , given
theivr initial assumgtions.

g In spite of what we argued in the iast section
about the theoretica! proplem o’ reversiing TG and GS ruies,
«t is th- proclaimed goal of most current iinguistic theory to
make explic.t the underlying competence of speakere of @ language by
assigning an  interpretation and structural description to
grammatical sentencas.

Let us fook at the process by uhich a generative linguist

actually decides wuhat the interpretaticn and structural description

of a ¢iven sentence s, First the linguist considers the
sentencn, and decides on its meaning in his own rind. He then
9
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urites, according to the rules for creating structural
diagrams, a siructural description for the meaning of that
sentence. l[f te is now to go further with this sentence he will
address himself principalliy to tuo issues. First, what would be
the form of the explicit rules that would trangform thig
structural diagram into a surface structure for this sertance?
Secor, ihow do the rules that wculd have to be created to do
the first task conflict with what tne same grammatical rules and
structural diagrams have been previousiy understood to be? That
ig, muet the rules for writing structural diagrams be modified, or
mu-* those used for assigning surface structure be emended in
order to nave 3 consistent th2c. y?

It this ic, in fact, a fair description nf the procedures of
geerative inguists, it is interesting to inqui  what is actually

»

beirq don>, 7> opposec 0 w7 the stated aims of generative

linguisi:Lts arw. A basic premise of generative theory ie that rul:s
g G y

W

are to be given that "relate” deep structures to surface structures
without regard to the direction of this relationship. Co
gererative linguists actually provide such rules?

The ansuer is that they mnst certainly do not. The actual
aramma- rules to be found in any generative grammar are uniformly

one-directional. They proceded from deep structures to surface

structures and that is all. We may assume that a generative grammar

18




is  not reaily intended to reiate surface structures > dasep
structures sirce nc hirt of o nossible procadure fo- doing *hic  has
ever been given by a linguistic theorigt warking oo nenerative
grammar, And, as ue argued in section 1 , thie omission i* no
accident because , on a “conseguence’ iriterpretation 27 GS, such
rules could not te given,

But, in fect, generative grammarians do not @actually write
granmmars uhizh map deep structure into surface structures either.
Although some few attempts have been made to write such a grammar,
there is actualiy no complete grammar available tc someone who might
nant to use it.

So what do generative grammarians uo after all? What they
actually do is work on a* informdl theory of semantic or syntactic
representation , and discuss the problems in voived in relatinglin
one direction) this ropresentation to what is conzidered a
grammatical structure,

Se. since generative grammarians actuslly work on producing
semantic ard suatactic representations of surface sentences, they are

in fact doing analysis rather than generation, although they are

making no attempt to spucity the nrocedure by which they do such an

analysis. Thus generative grammarians write structural diagrams
‘or sentences, yet they make no claim to know how they do this

analysis. Yet the fact that the ‘deep sti-uctures’ for sentences are

11




arrived at analyticaily implies nat the questio~ of analysis should
be cantral for generative linguists, even if it is only dealt wuith
info~matty,

This leads to the qguestion of what an analytic linguistic
theory would have in ceamon with a generative linguistic theory
ghould both exist, This problem uas tackled by computational
linguists in the early days of me:zhanical translation reesarch.
Often the approach was to use precisely the same rulsse for anglysis
as for generation, oy eimply revers.ng them, Others tried to have
separiate systems for each process with a system of transfer rules to
take the cut.ut of th= analytic routine into the base of the
generative routine. Ciearty linguists do this informa!iy when they
urite generative grammars. That is, they first unalyze into the

semantic representation { S.R. ), write it doun and use it to think

about generative oo mnars, It linguists do this, and more
importantly if =zakers of 3 language do thie, then the problem of
deciding unat is necessary for an S.R for a generative grammar,

ts at least partially dependeni on the spcaker’'s anaiytic procedure,
That is, if certain things are necessary for an S.R. in order for
it to be an adeguate analysis, then it is reasonable to assume that
this analytic base could also be used as an effective generative
base, and that it should be used 3as such. In other words, it is

possible to decide the adequacy of a particular base for a generative

12
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grammar on the adequacy of that base as an output from an analytic
procedure.

lLinguistic theory should be concerned with both analysis and
generation. Any really adequats theory should provide a base
component that is capaole of not only analyzing and generating but
also vcuanecting uwith a memory that could provide the input to the
generative procedure and operate nn the output of the analytic vne .

In providing a detailed, programmable base that is useful for
analysis and generation, problems arise that shed !ight on tr
question of the adequacy of curreni generative theories, For
example, @ good analysic of a senterce often contains references to
items that are nc. explicitly present in the surface structure of
that =csentence, uhich would indicate that representations containing
more information are to be preferred over less expressive
representations. (This will be discussed further 'n saction 7. )

it an analytic procedure is to add additional information it
must contain predictive mechanisms so that it is possible tu knou
when that information is n~eeded. Thue, the GS.R. used for
analysis must be explicit!y defined so that it can dirsct the
analysis by looking at either the sentance or its memory for
information that is pradicted from the context by the formal base
structure.

People who work with computers know that an analysis used in a

13
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conversation program that cannot make the likely inferences wil!
cause the program to function unintelligently. Furthermore, humans
1ho cannot make appropriate inferences do rather a bad job of
understanding things said to them., The fzct is that infer aces are
an important part of the linguistic process and iinguistic thieory hae
to deal with them. However, uhile some linguists would agree with
this point, feu uould ailsw their theory to make inferencer 'nat are
only possibly true, The fact tha! inferences can be Wrong should
not be a deterrent to making them within the contaxt of 5 linguistic
model, People misinfer ali the time;thay correct themselves uhen
they are wrong, vt that is the nature of convursation, It is
absolutely necessary that linguistic theory deal with this ability as
part of compeience, and not relegate it to the Siberia of
per formance. We shail arcue now that, although making :nferences is
essential to an adeguate linguistic theory, the current gsnerative
paradigm simpiy cannot accomadate this possikility in 3 serious way
and that is one of the main things wrong with it.

Il In this paper, our ma:n aim is to set out, in sketch
torm, what we feel the goals of an adequate linguistic theory shouldg
be at the preseni time. Here we would argue that it is a new sort
of linguistic theoru we need, and that it is & mistaken act of
desperaticn to look, as the generative semanticists do, to logic to

provide what linguistics cannot.

P
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Let us make this point by looking close at what Lakoff means
by a natural logic.

Lakoff writes 17]:

“livi We want a logic in which all the coicepts expressible
in natura! language can be expressed unambiguously, that is, in which
all ron-synonymous sentences, . . . nave different logical forms.

{v} We want a logic w.ich is capabie of accouhting for  all
cerrect inferences made in natural language and which rules out
incorrect ones., MWe will calli any logic meeting "he goals (above) o
"natural logic"".

Again [ibid. ]

"In natural legic, . . fegical equivalences could not just

be arbitrarily set douwn: rather they would be just those necessary to

#

characterize the notion “valid inference" for natural  language
ar guments”,

And ayain [inid, 1:

"Natural logic. taken together with iinguistics, is the
emyiricai study of the nature of human ‘anguage aad humar reasnning".

This all scunds 2 very nice ited, and generaliy a2 good thing,
but wha*  es it reaily come o7 These quotations, for example,
take: together, esnress a curisus arpivalence towards formal logic
that runce right through tnat paper (7], He writes of a natural

fogic in terms of the general study of human reasoning, but the fact
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is that wnst real human reasoning is of a sort that is of interest to
no one but psuchologists and sometimes psychiatrists. HReal people
argue much of the time along the lines of "That man has a squint,
therefor2 he probably wants to mug me". And, of course, sometimes
they are right in such infe-ences. The notion of inference, as
such, has ns real logica! zontent: i farcicel are just the inferences
that people actually maxe. Phiinscphers from loore [11] to Lakoff
lioid. ), have =zriticised the basic connective ">", of material
impl cation, in the Propotitional Calculus, on the arounds that it in
pe  way expressed the natural wusags of “if. . . then" in ordinary
language, hecause 't allows any statement to imaly any other, as as
teng as the firc ‘s ~ot true while the second is falze. In the
Prapositional Calculus one couid truly say that "The Apollo space
craft 1s nearirg the moon" implies "! have a head-ache coming on", if
indeeq | do. 3ut, more seriousiy, Lakoff a'so refers, in the

pzssages cuoted, o "valid" and "correct” inference uhen setting out

uhat a a natural logic is to bs. "Yalid" is a reasonabiy
neli-understond term and covers such interences 38 " | f's are g and
all g's are 1. therefere all f's are 1", as well 3= hose like "John

is a uounger son, therefore John has a brother”.

We can easily construct a sense of "correct" inference, too,
different from that of "valid inference” but etitl of intersst to
lngic. For exampie, ard to use an old logical favorite, we can

16
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infer from "This is 3 creature with a hea t" that "..is is a creature
with a tiver”, He can do this bhecause the missing premise i

universally true, since all creatures with hearts de as a matter of

fact have Llivers, thoogh this inference does not depend on the
neanings of words as does the “younger son” case. But such
inferences will be ror~rect in thzt they will (uhile the world stays

roughly the same as nui) aluways lead ‘from irue premises to true
conclusions, and sc¢ a "natura! logic” should probably te concerned
with them, But, and this is our point, what does Lakoff think
vagicians, traditional z.ad modern, have been up to for centuries, if
not the discussion and investigation of such v& !, a3 sometimes
correct, inferences?

To be precise does Lakoff present ary walid or correct
inferences i+ his paper, as parl ot a proposed natura! logic, that
nave not been extensively discussed by logicians in tha nermal course
of their job? Ue would think not, and this leaves vz puzzied asz to
uhat Lakoff intends the distinctive contribution of his natural logic
to be.

Now there are indeed inferences to be found in Pakoff's
peper, that are real world inferences, Lut uould rot be found in a
logic hook, Houever, they a!so have the drauback menticnec earlier,
that they are not valid, or even correct, in the sense defined above.

cakoff writes linid, J:
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"(346)a, fiixon refused to try  to shut Agnew up. . . . {(34a)
entails 3%5al, . . (3%5)a, Miwon didn': try to shut Agnew up®.

I'f Lakoff is using "entail" ip its normal  sensa to cover
valid inferences, those wuwhere the consequent must be true 1f the
antecedent is, then what he claims ic just not se. To refuse to do
something is to decline, to perform 2 verbal act, and is so described
i both American and British diztionaries. It i2 perfectly
nossible to refuse to do » and then do it, even though as a matter of
fact it may be usual nat to do x once o’ ve refused to.

Again [libid, ], Lakoff argues at leng'n that  the sentence
"One more teer, and ['1| leave" is derived from a sentence containing
"it" such as "1f | drirk one more beer then '} leav~", and ‘ihe
intended force af the example is to show a relation of consequence
betueen the tun santences in the derivati-a {(of one from the other),

i which case Lakoff is saying that "!f | have ons more beer then

1 [l

"11 teave” entails "One more teer and |'1] leave®, But that i¢ not
50, for one might neither have anothar besr nor leave, in which case
‘¥ 1 have anather beer then ['11 leave" is stifl true, hbut "1 (]
fave one wmore bheer and ['il  leave" {a natural meaning of the
consequent) is false, and o there can be o entailment, since the
antecedent uith "if" is true, and the consequent is false,

New, we way have interpreted the whole notion of GS wrengly

in that ths derivation relation here is not  intended to he

....
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consequential. But IF IT IS then here again is a very shaky form of
inference at the heart of the GS system: ons will just not fit into
the standard logical or linguistic derivational paradigms because it
is necessarily maxing truth claime about the course of events in the
real uorld, Such inferences can fit only into a paradigm that has
the capacity to find out that it has inferred wrongly and to try
4gain.

Note that we are not sauying for a moment that we are shedding
any light on difficult notions, like entailment, but only pointing
out tnat they are difficult and unclear, have vexed logicians and
thilosophers, and are not nice clean tools that Lakoff, or any other
linguist, can just pick up and get tc work uith, They need a lot
of conceptual cleaning up ‘hemse!ves, and Lakoff shois no sign of
being prepared to do that,

Lekoff's failu'e to provide any sort of system of rules,
nowever minialurised in scope, is an important one, as ue argued
eariier, For it leaves an important doubt as te just what a natural
logic, or indeed a generative semantics, 15 intended to accomplish
Lith regard to some bedy of sentences in a natural language. And it
is not possible for La2koff to take refuge here in  the

competence-perf mance distinction and to say that of course he is

not attemnting to mode! a speaker's perfornance etc, etec.
sreciseluy because that is not what he is being accused of. As we
13
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shall argue in section § belou, the request for determinateness and
precision is in no way ts be confused with a demand for psychological
explanation,

It is periectly true that lcgicians iuport structures into
their uork and inform thei~ readers that those structures represent
tertain naturai ianguage sentences, without ever giving a hint of a
determinate translation procedure that would take us  from the
sentences to the structures. But we do not think that Lakoff, or
any other linguist, could take shelter with the logicians here, for
there is an important differance betussn the logician's enterprise
and the |linguist’s, The logician is concerned above all with the
formal reiations hetueen the structuras he derives: the exact
relation, betueen the structures and the natural language they "hook
onta”, is secondary, even though vitally important. But Lakoff, on
the other hand, descrit s his task in terms of the productinn or
generation of sentences along with their structures. So, for hinm,
the missing determinateness is, and must be central,

v, What then is a reasonable fiels of endeavor for
linguistics? We wouid claim that the study of meaning is vitally
important but  that meaning must be studied in A new light, namely
Aith respect to the actual usage of speakers,

Enormous strides were made in linguistics  when theorists

realized that the methods devised for handling phonological and
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merphological  data uwe~e not necessarily the best way of studying
syntax. A similar mistake is presently being made by linguists
studuing semantics. Methods devised for studding syntax cloud the

issue more than they aid it. Consider fer example, MeCanley's (9)

o

sentence  ‘My buxom neighbor is the fa‘her of two’. MeCauley
considers the protlem of how not to generate this sentence, or houw ‘o
mark it as odd.

lle submit these ere tuo different problems, neither of

thich is helped by having to use the old syntactic notions to

soive the semantic problenm, As a2 problem for generation, it
Has  perhaps reasonabie to inquire how to nct generate
sentences that are  ‘syrtactically bad'. Syntacticians

extended the questiorn of grammaticality to include the blocking of
the generation of sentences that rere ‘semantically  bad’. But
the latter is not raal]g a prebiem at all, If upe gre truing to
account for the ability of humans engaged in the same process, ue
must recognize that humans generate thoughts that are meaningful
Within their oun systems, A genuine gensrative system that
concerned itself with generating <s=mantically correct sentences wosld
be dcing one ot two things, Either the gemeration would be in
response to some input, (i, e, a question or statement by another
person), in which case the semantics of concepts being  used would

already be included; or the generation would be in respense to an

(]
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internal  input and would wutilize the data hase memoy of the
sr2aker which presumably (if ths person is normal) would have
relationships betueen the data that uere in accord with the speaker’s
conceptual experience (o~ ‘semantics’), That is. rules for
generation of sentences in a3 competent speaker of a language are
depen-lent on  2n irput that is already semanticallu correct, It is
simply unnneces=ary to worry about blocking the generation cf
semantically deviant =entences. Semantical'y deviant sentences are
only gererated hy a speaker if they are beirg used to make some
meaningful statement in an vnusual way. No model ot generation that
addresses the vroblem of the blocking of semantically anomalous or
ambiguous senter. es can be seriously considered as either of mode! of

competence or performance.

Anather problem that generative linguists address is the
marking of a centence surh as thie as odd, Here again, from the
point of vieu of performance, this problem makes no  sense. But,

within an  analytic framework it is a prebiem and, as we have seen,
aqenerative semanticicts are really doing analysis, which is why they
consider the sentence a problem. An analytic sys*em : :st be able to
recognize this sentence as ond, But then it must do something
else, [t mus* interpret it anywey. iere then, we can have a notion
of an interpretive semantics, But this irterpretive semantics must

act as a true interpreter. That is, it must render an apparentiy

s
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anomalous sentence meaningful (by metaphor, mudification ot conceptua!
experience or whatever), This ig an ability that every competent
speaker has. He has it for the simple rec-on that nearly 108% of
what he hears is meaningtul, even if parts of it are in violation of
certain selectional restrictions. What he has is an ability to
operate on violations of selectional restrictions in such a way as to
solve the prcblem of ‘whst did he mzan by that?’ This ability is by
no means restricted to superficially anomalous utterances. Sentences
euch as ‘Fire’ must be interpreted in crder to understand what to o
in a dangerous situation.

What wWe have been adumbrating here is often made light of by
linguists by classing it as a "performance” theory. Let us now look
again at to what this elusive competence-performance distinction is
really all about.

V. Chemsky’ s ' ‘fundamental distinction’ betuesn
‘competence’ and ‘performance’ is fundamenta! only insofar as one
uants to develop 3 competence grammar in the first placs, and doing
that is cetainiy not the task we have set ourselves, Although
Chomsky may have done an adequate job of providing the basis of a
vcmpetence grammar, the question arises as to 4hat the point
0f such a grammar is. Chomsky states that linguistic theory is

mentalistic in that it is concerned uwith discovering a mental

reality underlying actual behaviour [2]. Hoaever, results have
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been largely negative when attempts to prove the psychological
validity of this competence gr2mmar have been made. Fodor and
Carrett (4] comment:

"What is one to make of such negative findings?

The simplest move uould be to deny the validity of

the experimental procedures, . . 1f one is to deny the

validity of such procedures in cases uhere they ap-

pear to fail, t seems one uill equally lave to deny

their validity in the cases where they appear toc fail

it seems one will equally have to deny their validity

in the cases where they appear to succesd. It is in

wny event nou conceivable that enough negative data

will eventually accumuliate to make ons uwonder uhether

it is the theory that is at fault rather than the ex-

periments. . . . . . it is a mistake to claim psychological

reality for the operations whereby grammars generate

structurai descriptions, "

Thus, some transformationalists recognize that the'r theory
does not make any ver:fiable psycho'cgica! claims. Nou, it is at
this point that many wui!l bring up the competence-performance
distinction and say:" but of course such grammars make no such
claims. If you think they do, you can enly have misunderstood the

competence-per formance distinction. vFor only a pertormance theory

&~
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could make such claims, and we do not advocate the construction of
such theories at this time. We advocate the construction of only
competence theories, and they come with no such "naive mechanistic"
claims attached". We questioners would then be referred 2 remark
of Chomsky's such as : "lo avoid uhat has been a continuing
misunderstanding, {t is perhaps uorthuhile to reiterate that a
cenerative yrammar is not a model for a speaker or a hearer. " But
the matter is not so simnle, for Chomsky himeelf writes in exacly
this "naive mechanistic” mode when discussing theoriss. He urites of
linguistic theories as making psychological claims, but does not
gpecifically aqualify what he wurites so as to anply only to
per formance theories. A particularly revealing example is the
following:

Obviously, every speaker of a language has mas-

tered and internalized the generative grammar that

expresses hic knouwlexge of his language. Tnis is

not to say that he is auare of the rules of the gram-

mar or even that he can become auare of them, or that

his statements about his intuitive knouledge of his

language are necessarily accuraie, [2}

Again, when Chomsky criticizes, for exarple, Yngve's phrase
structure grammar on the grounds that, whether or not it zan generate

sentences adquately, it could never be a produciion model for
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speakers [2], then it seemsz clear that he is again talking in the
‘naive-mechanistic’' mode.

But homsky cannpt  talk in this mode and take
the competence-performance distinction at its face value. For,
in a sense, the distinction was created precissly to exclude this
mode of talk. He do not see these exampies as mere siips of the
pen by Chomsky, but take them as indicative of a deep unesase
about ther distinction itself, A cynic might say that the real
function of the distinction in current linguistics is to
protect linguistic theories, all called "competence" theories of
course, from any suggestion of empirical test. This is quite
apparent when Chomsky defines what is to be data for a compatence
theory: it is, by definition, to be grammatical data (1]. Hence,
of course, the whcle process is circular: a competence theory cannot
be tested because it is defined only with res, .ct to data that
already confirms it. This adds to the difficulties ue pointed out,
in Section 1 above, of vieuing Chomsky's theories  as
scientitic theories in any ordinary sense of the word "scientific”.

I't is particulariy important for us to make this point about
the enormous overuse of the competerice-performance distinction in
modern linguistics, because we are advocating greater empiricism in
linguistic theories. The overuse we most object to is the

dismissal, by Chomskyans, of any theory oriented to tests,
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simulation, and real language data, as "mere performance”. As We
have shoun , the distinction itself is simply not ¢lrm or clear
enough to be wused to dismiss anything uhatever from consideration.
The criteria of judgemeni in lingauistics MUST be those common to
other sciences and intellectual disciplines: they cannot be simply
created by fiat to protect contenncrary orthudoxy.

There is some importance in pointing cut, as Chomsky did in
his early discussion of the competence-performance distinction, that
there is no need for a linauistic theory to take account of the
memory fimitaticns, inattentions, and distractions of actual
speakers. This is of course correct, but ithsn real billiard balle
uhen ‘hey roll pick up dust and fail to conform to the expected
"competence" ard perfermance of ideal billiard balls. Yet we do

not speak of the competence and performance of billiard Lali. nor is

.t clear *hat pe need to iniroduce into iinguistics a distinction

unknoun nd unneeded in other branches of science.

The structure of Chomsky's talk about ‘competence’ is highly
reminiscent of disputes about what it is to ‘have a concept®,
particularily in regard to the well-canvassed philcscphical
possibility that 3 man might have the concepl red, say, and never
succeed in correctly picking cut red stamps from 3 pile of
colour-assorted ones. The arguments about this situation are rather

like Chomsky's defence of the notion of an intrinsic competence, or




grammatical ability, if made in the case of a man who aluays split
his infinitives. The parallel can be seen most clearly in Chomsky's
discussion of the acquisition of grammar and the degree to which this
requires ‘specific innate abilities’ and ‘formal universals’ [2).
If our argument has been correct then the cash-value of the notion of
‘competence’ simply doesn't warrant all this investment in its
philesophic defence. Belief in ‘competence’ cannot be refuted, in
any strong sense, but the guestion arises ‘do we need to go on about

it?’

ki

Hence we claim, that , wultimately, *here can anly be
per formance models, and that when Chomsky talks of competence
models he is necessarily talking 2bout models for certain selections
3 from among possible performances.

5~ then, wue have argued thal Chomsky's distinction is a

contrived gne at best; and cectainiy not one with sufficient pouer or

] intrinsic clarity to dismiss <cerious neu proposals in linguistics

unread, If we must place the systems ue advocate » 1n terms of the

distinction, treating it for the purpose as no more than a heuristic

3 wivision , ue uwould describe what wue propose 33 “"simulative
per formance, "

There is a difference separating the simulation of knouiedgs
and linguistic processes from the modelling of actual verbal

behavior, O0f the former we can speak, as Chomsky does, of the ideal




speaker-hearer, Clearly the ideal speaker-hearer is not irattentive

or cistracted. He does, houever, have memory limita iens and
non-linguistic knouledge. This certainly must be included as part
of linguistic theory. The kind of theory of ‘performance’ of which

Chomsky speaxs may well be in the far distani fulure to which Chomsky
relegates it. However, a theory of the kind we have been discussing
is not far coff, One could argue that the construction of a
linguistic thecry, that both accounts for the data , and does it in
such a way conscrant uith the humn method for doing so, is not all
that remoie. Cleariy, such a theory must deal with non-linguistic
krowledge and problems of human memory as weil as the problems that
Chomsky reiegates to ‘compatence. In perticular, zfter elimination
of probiems such as distraction, we can expect to find a linguistic
theory that is neither one of ‘competence’ nor ‘performance’, but
something in batueen and partially inclusive of both,

Chomsky writes {2i:

The grammar does not, in itcelf, provide any

sensible procedure for finding the deep structure

of a given sentence., or for producing a given sen-

tence, just as it proviui-s no sensible procedure

for finding a paraphrase to & given sentence. It

merely defines these tasks in a precise way. A

per formance mode! must certainly incorporate a

grammar; it is not to be ccnfused with a grammar.
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Thus it would te uwiee 1o take the notion of a realizable
per formance wmudel as being somewhere between chomeky' nction of
comnetence and performance. Thus simulative performarce is
protected against the distractions and inattentions of real speech in
a uzy that Chomsky originally wanted, and uhich seems eminentiy
sensinie, What it is not protected against is comparison uWith
sentences produced bg'sgstemat'c application of a body of ruies in
the way that all too many "competence" theories now seem to be.
The effect of this use of "competence"” has been to make such wWork
irrefutable but ultimately pointiess.

vi. He have set out uhat ue feel is wrong with the current
thrust of linguistic theory. and it is perhaps time to make explicit
what we feel a linguistic theory should do: ). A linguistic
theory must provide rules equivalent to a mechanism  for the
acceptance and interpretation of normal as well as supposedly
anomalous sentences.

Ae ue pointed nut ahove, the central discussions in current
linguist:c theory dea! with the problem of vlocking the generation of

ag called "starred" sentences (see Lindsay (8] for a good discussion

of the ambiguitu of the use of the asterisk n linguistics). We
claim that linguistics must concern itseif more with the
interpretation, rather than the rejection, of odd sentences. 7o

return to fMcCauley's example:

(1) My buxom neighbor is the father of tuo.

32
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He claim that explicit procedures must be developed to explain
why most hearers could understand that ‘ie the father of’
here means ‘acts Ilike a father to’, rather than to mark this
sentence as ancmalous.

Likenise, sentences (2) and (3) must be analyzed by an
explicit procedure that would not refuse to accept them, but would
either change its oun knouiedge about possible events, of add the
information that something odd had happened, or that the speaker was
crazy.

(2) John ate a book.

{3) 1 sau an elephant walk doun Broadway.

i}, A linguistic theory must sncompass @ procedure for
making explicit the information that is implicit in certain
sentences,

In order to meet this requirement, ue throw ourseives opzn to
the probiem of beiné mistaken on occacion. It is our ciaim that
this is not unreasonable in a theory of this kind, that has recovery
after failure, and learning, capabilities, Specifically, we are
sugaesting that sentence (4} refers implicitly to transfer of of
possession and transfer of locatiun of its object,

(4) Fred wants a book,

Furthermore it should ba possibie to @lean from a semantic
representation of (4) tnat % is a possible inference that 15} is

true.
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(S) fFred intends to read a book.

Likewise sentence (B) Implies eating, both because of the use
of ‘have’ and the use of ‘dinner’.

(6) 1 had a steak for dirner.

Similarly a scemantic analysis must include the possibility
that some unknoun action is being reterred to in (7) and that this
action is guite likely ‘conking’ or something of that sort,

{7) Have you started the chicken yet?

Certainiy such an analysis can be wrong. (it is easy
enough to think of an alternative analysis for (7) although it would
be highiy involved. )} But what we are claiming is that this
possibiiity of making a mistake is sorely needed in linguistic
theories.

iii). S analysis procedure provided by a linguistic theory
should proceed in such 2 fashion as to make wuhat later turn out
to be mistakes, when that is warranted.

As exanpies of this we have the above sentences and also
certain syntectically ambiguous sentences such as (8},

(8) . sauw the Grana Canuyon flying to Neuw York.

This sentence is ambiguous but an gffective apalusis
procedure cannot disccver both meanings at once. Rather, in this
case, a good anaiysis procedure would, on finding the incorrsct

analysis first, decide that it disagreea with its semantic

(28
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information about what locations can do, and yo back and modify its

interpretation. That is, a Il.nguistic theory should provide a

I theory of backtracking in anaiysis that is used to choose among

' alternatives.
ivli. A linguistic theory must break down word meanings ir a
regular fashion so as to explicate the underiying aiements that are
' in common beiucen them.
Work on point iv  has been undertaken by some researchers
recently and ue commend this effert. In particuiar Miller [10) and
’ also Lakoff [7] have tackled this problenm.
Examples that illustrate this probiem are (3) and (18).
(S} John asked Mary to hit Bill.
t (16) John advised Mary to hit Bill.
These sentences are very similar. A good semantic theory
must point out that the e‘ements of communication and hitting are
3 both present in {9) and (18) and that the basic difference between
the sentences lies in the impiication that John believes that John
will derive benefit from the hitting in (3) and that Mary will derive
: benefit from the hitting in (18}.
v). Sentences that are identical in meaning should have
identical semantic representations, and those that are simil;r
L should have similar representation.
This can best be illustrated by sentences (i1) and (12) which
use quite different words but basically mean the same thing.
¥ 33
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(11} John prevented Maru from feaving the room by locking the
door.

(12) Mary couldn’t leave the room because John locked the
door.

A good linguistic theory must explain uhy the concept of
prevention can bhe referenced even in the absence of the word
‘prevent’, or else hor he uord"prevent' refers to a combination of
more basic concepts.

Similarly the old ‘buy-seli’ centroversy shout which slement
is more basic (i. e, see Katz {6]) is not to the point. For bot)
sentences (13) and (14) refer to the change of poesession of a book
and the change oi possession of money {using point 11 about implicit
information).

(13} John bought a book from Mary.

{14) Mary sold a book to John.

A linguistic theory need mark only focus differences on
identical serantic representations, if that is all that is called for
las is the case here).

vi)., A linguistic theory must account for metaphor in a non-
ad hoc way.

Corisider sentences (15) anc (16):

{1S) John saw Mary's point.

{16) Bill Kit upon the idea at worlk.

34




These  gentences Loth use metaphors that are easily
interpreted by analysis procedures. Each marks a change in the
possible object of the verb from physical *o mental and produces a
concomi tant charye in the meaning of the verb, For example, if

.

see’ is transfer of bhysical information to a mental being, then
‘see’ in (15} could he thy transfer ot mental informs*ion to a mental
being. Liksnise if ‘hit’ requires contact with a physical cbject
then ‘hit' in ‘1B) could be requiring contact with a mental object,

It should be ciear that point vi, is directly dependsnt upon
point iy,

viil,  linguistic  theory must account for sentences in a
diven context ratner than in isclation,

Almost all contzmpora -y linguictiic hapers (inc:uding this one
0 far),  deal uWith sentences only in isolation. The fact is that
sentences actually occur in contexts, and the sentences often mgan
different things because of the contexts. While others have pointed
this out before, we feel that it is important to do €0 8gain because
of the inferenze problenm, Consider sentence (17),

17} Queen Elizabeth ! had red hair,

Under &t circumstances this is a statement about Queen
tlizabetr's hair color. But, depending on the santence that praceded
it, additional statements are possibly being mage implicitly, 1I¢,
for example, (18) had preceded (17),

(18) All red head- are mean.
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then one of tuc possible additional statements ars being
made. Either the speaker, in responding to (18) with (17), is
saying that Queen Elizabeth 1 was mean, or he is stating that
{18) is false hecause as wuwe all know Queen Elizabeth | was quite
pleasant. Hhich ore of these statements is actually being
cannot be determined without regard to suppcsed common memory
structures betueen the speakers. The important point is that a
sentence can in fact have meaning apart from i1ts ouwn meaning
atructure that is derived frcm its opposition to , or elaboration
upon, some previous serterice.

viiil, A linguistic theory must lead to some precise and
explicit body of anal,tic rules, and preferabiy-on from there to
a body of equally precise and explicit generation rules.

e argued earlier that linguistics has moved in the last
fifteen years .from a goal of sentence production, for which bodies-of
rules were sometimes written but rarely operated, to the practice of
ad hoc sentence-by-sentence analysis, for which bodies of of rules
are no longer thought necessary. Empiricism in |inguistics has been
on the wane. to put it mifdly,

It is simply a fact of academic observation that the
descriptions {inguists provide for utterances are disputable, and
disputed. The production, or non-production, of string., by rules

expressed as an algorithm provides an indisputable rustitication for
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whatever  linguistic classification and description-hy-rule uas
initially imposec and programmed. The linguistic case is quite
different from logic; for 't is not usually necessary to operate a
logical system very far in order to see uhether or not it produces
the appropriate set of strings, the theorems, fi. ' trat can usually ve
seen by incpection. But the r_les of the linguists are generally so
much more numerous and complicated that inspection is not sufficie~t,
Furtnerrore, inspection in such cases is prey to the well-knoun
weakness of investigators of seeking what supports their case and

igne, g what does rot. If the strings are produced by algorithm,

noussibly cut of 3 machinz, it is more difficult to select
unco~scicusiu in that uay. However, a3 body of analysis rules only
. houever precise, still lzaves us w't  ==lu the inscrutadle

structure strings. There is no coubt they wuwere produced, but the
queg*iorn would remain as 6 what they were. Howaver, even that¢
situztion would he some advance on the pr-3ent one, where wuch wWork
is merely programmatic truyards the production of such algsriihms.

A much stronger test situation arises 'f the <ctrings prcduced
are ttemselves at the surface level, afte~ thz addition of a body of
generative rules. MWe would argue that therefore machine-translation
or -paraphrase remains, in some sense, the raicon d'etre cof modern
linguistics. For only within those enterprises can there te any

real test of tr. vast Lody of work in linguistics in the last fifteen
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years, Someone may argue at this point that the proposed
explication would, in some sense, reduce linguistics from a science
to a form of engineering. The criticism is basically correct,
yet its consequences are not as are not as fearsome as some might
suppose, The notion of engi-eering does not, of course, exclude
theory: Bridges built without «n adequate theoru of materiz!s simply
tall doun. The eariy attempts at machine translation failed, as
any linguist would point out, because they lacked any adequate theory
of linguistic structures. They were, in a sense, mere engineering.
Any serious machine translaticn reauires 5 classificatory theory of
the algorithms ‘o be employed. 1t would not be altogether wrong,
historically, to say that trancformational linguistics was an attempt
to provide such a thecry of a'gorithms in resnonse to the M7 debacle
of the fifties, even if, as nou appears likely, it was not a.
adequat. response.

The eight points above are really only a starting place for
linguistic theory. Certainly many more poinis could be added, M.
vwould like o point cut that we are not rerely presenting problems
here. for ue have also attempted to find sclutions. Both authors
have independent computer systems running at Stanford University (see
{137 and [18]) that do . *icfy at least some of these points. We
uish here merely to pcirt out that ue fesl this is the correct

direction for linguistic theory to take.




Vil. From much of uhat has been written here it  should be
clear that we do not think conventional “liguistic  thecries are
going to reach the goais ‘or linguistiz theury we set out in saction
b. And that go2s for both TG and GS. Yet it may be worth
maki~g quite clear why that is so, and 1in tarms of a new argument,
We argued for &n "understanding system”, one that tries to understand
and interpret input sentences in context. rather than assign them to
one of tuwo heaps, the acceptable and the unacceptable, in the
way that all conventional linguistic systems do, or rather, would do
if they were re.’ly designed and run. Corventional linguistic
systems hav: to agct in this way: it is part of their meta-
mathematical heritsge, in uhich a language L is by definition a
set of "acceptable" sentences. ‘Yfet, ue wouid argue that a naturail
language canrot be viewed usefu!ly as  a set of sentences in any
sense of those words. The reason for this, stated briefly ang
uithout the detailed treatment of (171 and [18] is that for no
sequence of words can ue hiow 3t it cannot be included in the
supposed set of meaningful sentences that make up  a natural
language.

This fact, if it is a fact as we claim, bhas disastrous
consequences for the metamathematical view of natural language as a
uhole, for it follous that what one might call an understanding

system, an operating system of rules that uas prepared. in principle,

39




‘o anaiyze and interpret any input, could only be represented in
metamathematical terms by a sel f-contradictory eystem of rules;
since, in any conveniional Tarskiar axiomatization, from 2
self-contradictory set of axions anything uhatever can be deduced,
(16] and anu set of "axioms" from which a randomly chosen sentence
can be deduced/produced must be itself a self-contradictory system of
"axioms", Houever, given that human beings do operate uith their
languages in the nay cescribed, in that their main effort is to
understand and interpret whatever supertficially unpremising input
they receive, rather than to reject %, it seems rlear that the
proper  deduction from the last zaragraph is  that it is the
metamatnematical analogy for language that must give way, rather than
the facts of language use.

This point is closely related to another that has surfaces
informaiiy in the course of this pager. He argued the need for a
linguistic theory to be anle to make [possibly mistaken) inferences.
By that ue intend to refer to the whole area of inferences that
human:  make orn the basis of uhat they see, hear. knou, and rememb. ,
but which 7re not VALID inferences, in that they may well turn out to
be urong.  For example, if ue hear s mesne s2u “Please sit down”, ue
mzy infer, as a matter of social nabit, such things as that there s
a chair in the presence of the speaker; that whatever is spoken to is

human; that, in oheying the reqguest, if he does 50, the hearer will
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move dounuards (thougih hc may already ve iying doun).  Any or all of
these inferences may be true, and may moreover be usually true, but
may also be false on any , rticular occasion, These inferences are
all inductive, habitual, empirical, but have no interesting logical
content, because they are not valid inferences.

Our view is that such inductive ruies c2n only be a useful
part cf a mechanism which is able to FOLLOW UP these, possibly
mistaken, nferences to see whether cr not they are justified by the
information reaching the system later, and hence is also able to
abandon erroneous inference uhere possible,

It wuas pointed out above, in connaction with lakoff's work,
that he does make use of such inductive inferences in his informal
anatusea all the time, but he is mistaken if he thinks he can do that
and still stay uithin the overall derivational paradigm of TG, For a

conventicnal derivation, 106 or GS, cannot be "run again" if it makes
an error, as it surefy must if it uses inductive inferences.

Work is activeiu proceeding on the construction of systeas
that can do this, by the present authors among cthers (see (147 and
{28}, One main ccnstraint on the form of their algorithms, is that
their sub-aigorithms are hierarchically crganized, so at  the
derivaticns at louer levels can be rejected i f necessary. [The

abstract form of one such system is given in (18)). This is pever

possibie within any on2-level system such as a ‘“pody of
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transformational rules", which can reject only proferred sentences,
but never its oun "successful” derivations,

Rulti-levelled systems of the sort we advocate belong
uithin the discipline usually referrad to as "artificial
intelligence", and the grals for linguistice ue advocate would drau
it inevitably in that direction, and auway from the Tarski-Post
metamatheratical paradigm of TG and GS, which nas had a good run for
its money but is due for a rest.

It should be pointed out that cne effect of this change of
direction Would be to bring the subject, in some s2nse, back to its
traditionai interests. Hallidau has gointed out [S] that much of
urat used to be called linguistics is nou relegated to
"sociolinguistics”:  the study of the relation of utterances to the
physical contexts of their use and so on. There is no place for such
things within the derivational paradigm, 3s we pointed cut at length:
tor the modern compleat Ilinguist wutterances are simply right or
urong, as they stand and in isolation from every thing elss,

The goals for linguistics wue advocate, including the study of
interence within and from context, and the higrarchical, intelligent,
formal systems we advocate for explicating them, would bring these

traditional interests back to the center of linguistics,
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