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I. INTRODUCTION

The interaction between computers and cormmunications has
steadily developed over the last two decades, While many
universities, goverrment agencies and business firms prefer to
make use of cheir own computers, an increasing nunber of people
are using communication facilities to access commercial computer
services [1l]. Time-sharing and batch processing services are
offered in most major U,S. cities or are accessible via
telephone circuits, and communication charges for local telephone
access to these services are, in general, substantiallv lower
than the computer charges. As the use of comnuter services
increases, the demand for reliable anrd 1low cost means of

communicating over wide geogravhic areas aisc increases.

For manv years, networks of interconnected computers have
been planned or under studv, and more recently several have been
under development [16,18,24]., A common objective underlying the
interest in these networks has been to demonstrate that economic
savings or increased capabilities are possible bv sharing
computer or communication resources. Proaram access to
specialized data bases 1s 4an important examnle o0f resource

sharing in a computer to comnuter network.

The growing usage of these data processing services and the
objective of sharing resources raises communication issues far
more extensive than those of achieving increased capability and

lower costs 1in the telephone network, or developing improved
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communication services [2]. They involve a number of complex
requlatory issues, the need for common methods of access to and
interchanqge ketween dato processing systems, the pooling of
computei resources for increased utilization and reliability, the
provision of specialized services, data conferencing and so
forth. A set of associated requlatory issues involving
telecormunications policy have been raised and are under
intensive study. Are separate common carrier data networks
desireable or not? What is the most effective wav to plan for
interconnection of data networks and how should their usage be

tariffed?

It is too early to accurately predict in what wav this
interaction of computers and cormunications is likelv to evolve.
The technoloqgy is changing rapidly, and regqulatory policies are
in flux. If communication costs are not to dominate the overall
cost of using rerote data processing services, tecknoloaical
advances must allow communications at substantially lower per bit
cocts than are possible with the current switched telephoune

plant.

In this paper, we present one view of corputer
communications network development and explore a numher of the
important issues in distributed conputation which have arisen.
Th 5 raper 1s neither a comnletely general treatrent of corputer
networks, nor a full case study, but rather it contains sclected

aspects of the two. The reader will, nrnn doult be atle to
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identify where general considerations give way to specific ones
derived primarily from the author's experience with the
development of the ARPAULT* (7,18], It is impossible for this to
be an exhaustive treatise, or even a comprehensive one, and no

such attempt is made.

*The Advanced Research Project Agencv Comruier Network.
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II. Distributed or Concentrated Resources

Many economic factors support the conclusion that geographic
"clustering" of computers is a desirable strategy for computer
service organizations [9]. One possihle advantaac 1is better
equipment utilization due to the pooling of resources,
Clustering implies that a single maintenance staff (which is
often underutilized) and scarce system personnel can support more
equipment, more reliably, and that space, auxiliary ecquipment and
overhead can be consolidated, In fact, several cormercial
time-~sharing firms have already chosen to concentrate their
computer resources in a small number of geogravhic areas, In
contrast, however, many indivicdual research or development
machines under private or government ownership are distributed
throughout tine U.S. The valuable resources on many c¢f these
machines provide a strong incentive for them to be made available

to users and computers dat many c¢ther locations ([1¢,11,33].

The location of computers at a few geographic locations
requires chat both 1local and reriote users be provided with an
economic and reliable way to acces; the service, The switched
teiephone network ocurrently appears to be a poor cardidate to
provide the long distance communications service, In addition to
being considerably more costly than 1local serv.ce, the error
performance on long distance circuits is degraded from shorter
circuits and is insufficient fcr many computer applications, In

addition, frequent disconnections, busy sicnals, etc, during

-4-
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peak traffic hours often make its usaae irconvenient. These
factors, coupled with user desires for incveased bandwidth, lower
set-up times, and more suitable tariffs have encouraged several

vendors to competitively enter the comnmon carrier market [238].

The tariffs and the technical characteristics of the circuit
switched telephone network. reflect the nature of voice
communication recuirements that are quite diiferent from tnose of
computer communications. Due to the bursty nature of comnuter
traffic and the extremely low utilization of a tvnical woice
grade circuit by 4 terminal, a substantial portion of che data
communications capacity in a circuit switched system 1is simply
not used. This results in inefficient utilization o€ telephone
company resources from ti:e user: point of view, Frecruency or
time division multiplexing techniques have been usefully applied
for deriving individual channels, but the statistical nature of
computer traffic makes fixed allocation strategies such as these

inefficient or unacceptable,

on the other hand, statistical nultiplexirag techriocues allow
these circuit resources to be more widely shared , at the
possible expense of occasional delays in transnission, Messaae
switching emplovs a gencralized rorm of multinlexing for a
network environment that allows all circuits to be shared among

all users in a statistical fashicn without being allocated in

advance,
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This has been the motivation for the development of new
communication systems as well as combined computer communication
networks. The construction of both comaon carrier data
communication systems and "private" networks (using leased ccmmon
carrier facilities) is a natural outcome of the need for economic
and .eliable communication between users and geodgraphically
distributed computers., 1In addition to rotential cost savings,
many of these networks provide error control, as well as
asynchronous operation, local echcing, speed and code conversion,
which are better suited to data communication with computers than
use of the telephone network alone. & reevaluation of the tariff
structures for data communication has recently been undertaken by
the F.C.C. and efforts are being made to provide the public with
data conmmunications service having lower error rates, smaller
service charging intervals, and faster set-up times than the

switched voice networx currently provides,
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III. Computer to Computer Cormunications

A computer network is a complex collection of many tymes of
resources, including data bases, proarams, operating systems, and
special purpose hardwere, all of which are capahle of being
accessed from any other resource 1in the net, Computer tc
computer cormunication is necessary to achieve effective resource
sharing, but the ahility to transfer information between machines
does not autcmatically result in wuseful machine to machine
interactions, Aroused by the exciting possibilities in using
multiple machines, system designers have recently bequn to
provide the major technical effort required to achicve effective
computer to computer cormunication. The existence of the ARPANET
is having precisely this effect, and as a result the extent of
computer to computer interactions is certain to grow

substantially in the next few years [6].

The ARPANET is one of the most advanced examples of a
computer communication network (8,16,18], It consists of a
geographically distributed set of different computers,
interconnected by a communication system based unon very fast
response (interactive) message switching. This network was
developed to wultimately allow economic and reliable sharing of
specialized computer resources. The ARPANET has demonstrated the
feasibility of messaage switching technoloqgy, illustrated its
advantages, and fosterad the development of techniques for

computer to computer cormmunication. It is interesting to note
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that the ARPANET was originally dJdesigned with the notion of
computer to computer cormmunication in mind., It has subsequently
been extended 1in capability to allow users wich terminal
equipment but no computer to connect to the net and cormunicate
with computers and other users., 1In this sense, t'ie ARPANLT has
taken the opposite approach from every other network designed

with user access originally in mind.

For many years, the National Physical Laboratory (NPL) in
England has experimented with the use of "single packet" messaaes
for switching in the "local area of a data communication network"
(31]. A  numb~r of terminal devices were successfully
interconnected into a i1ocal network at NPL and recently they have
been concerned with extending the 1local network into a
distributed netviork ([3(]. A computer to computer network s also
under development in France to allow data sharing without costly
duplica’i- . of files, and 1its attendant problems of control,
updating, security etc. Central files, each accessible via a
local computer, will be made accessible to other computers and
hence to an extended user community. This network is expected to
use a message switching technique similar to that used ia by tne
ARPANET in the U.S. In addition, networks are under desiqn or

development in other countries (e.g. Canada, Japan).

In general, the properties and structure of a computer
commuinications network must reflect the overall requirements for

which it was desianed, This mav consist of high speed

s
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(megabit,'second) circuits for rapid computer to conmputer
comnuanicaticn, or low speed (voice and telearaph grade) circuits
for terminal access or slow speed comnunications; it mav Le
circuit switched or messaae switched, etc., Whatever its detailed
structure the network contains a cormmunication svsier (private c.-
common carrier) and a set of computer svstem resources and  users
that interact via the communications svstem., This svstein is also
called a communication subret or simphlv a subnet for short. This
orqganization not onlv characterizes the oraanization of
geographicallv distributed networks, but can also serve as a
model for the local structure of a sinagle corputer complex [3].

Ite structure is therefore quite fundamental.

In operating a comnuter comnunications network as a
"markaetplace” for commucer related services, a number of
important issues arise [34]. We allude “o a few of them here.
What criteria are aopronriate to deterrine vhether a service mav
be removed fron thc svstem? When and where shouild additional
services be incormorated and what bprocedures are needed to
maintain effective competition? "That subnet changes arn
appropriate for changes 1in the distribution of resources? The
total operational procedure should alsc include a strateqwr for
utilization of the resonurces consistent with 1ts  irtended

functions (e.a, 1load sharina, data sharing etc.)

An overridina concern o€ the netwvork desian i1s  the overall

reliabilitv of the comrunications and conputer resources. For a
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user to entrust his computing to a network, hes must develon
confid2nce in its availability when he needs it. It must be
convenient to use and it must provide a believable quarantee to
maintain standard and expected grades of service. An investment
in time and energy to use a network resource can be negated bv
the failure to maintain a consistent service offering. Insuriing
that proper concern e:jists for the remote user of a computer
resource 1s an 1important administrative problem that affects

almost every phase of computer network development,

-10-
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IV, MESSAGE SWITCHED COMMUNICATIONS

Since the message switching technology 1is not as well
established as the circuit switched technology, the fundamentals

of its operation are reviewed in this section. Considerahle

L -

discussion on the nature of these two switchina doctrines is
taking place. Are they merely differéht ends of a common
spectrum (with a key variable such as packet'size), or are they
fundamentally different communication techniques? An araument in
favor of their similaritv is that both tvpés rely on store and
.
forwarding of data, whether a single bit is transientlv stored, a
byte sized envelone or a larger sized packet. The most
significant external characteristics that "évnear" to distinquish
the two systems are that 1) circuit switching svstens are better
equipped to mairtain a tire frame for wusers tanat reaquire
ceatinuity in  transmission, as in  speech, while 2) messaae
switching systems allow speec¢ anu code cenversion |, thus
nerm tting direct cornection of and cormnunication hetween devices
of widely varyina typc. But it is possible to mask ever these
"seeminqly" essential diffeiences bv the provisinn of a srall
amcunt of bufferina and "byte manipulation" capabilitv at the
periphery of eitner svstem, It is actually the marnner in whicn
internal systenm resources are nanaacd and utilized that provides

a useful measure of comrarison between then,

Brieflv, in a circnit switched network, the source and

destination are connected bv a dedicated ceommunication path that

-11-
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is established at the beginning of the connaction and broken at
the end, This tvoe of connection was specifically selected for
us2 in switched telephony, where subscribere require a continuity
in voice transmission and reception. Since the communication
path remains fixed for the duration of a ccnversation, the outnut
speech signal a~pears to be a time translate of the input speech
signal as far as the ear can tell. In addition, for most voice
conversations, the allocated analog voice channel is used in a

fashion that secems reasonably efficient to the averaae user,

To establish a connection, the subscriber provides the local
central office with an address which is used in setting up a
path, Central nffice equinment detects c¢ff-hook, provides a
Gial-tone, retains dialed digits, generates ringing, busy signals
etc., In the current telepnore piant, long haul circuits are
primarily nultiple; d analiog channels, Routing selection is
performed using a set of prespecified paths and usually based on
the first few dialed digits. Call set-up times generally take
hbetween 5 and 25 seconds depending upon the numher and tyvne of
central offices in the link and the amount of traffic. Recent
experience has alsos indicated that reliability and overload
problems are becoming increasingly prevalent in certain high

density population areas.

A message switching system accepts, transmits, and delivers
discrete entities called messaqes., In such a svstem, no physical

path is set up between the source and the destinatior and no
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resources (e.g. capacity, buffer storaqe etc.) are allocated to
its transmission in advance. Rather, the source includes a
destination address at the beaginning of each messace. The
message switching system then uses this address to gquide the
message through the network to its destination, provides error

control, and notifies the sender of its receipt [13].

A simple form of messaqge switching svstem emnloving a sinagle
central switching computer is commonly referred to as a "star"
confiquration and has all its 1lines connected to the central
message Switch. For many local awplications this configuration
can be quite practical. 7Three of its main disadvantaaes are 1)
the central switch mav be an unreliakle Iink which will disrunt
all communi-~ations if it fails, 2) the total circuit mileaae for
geoaraphically distributec usars to connect to the switch mav be
substantially laraer than necessarv, resultino 1in excessive
comriunications cost, and 3) every circuit failure can result in

some loss of user cornunications,

A distributer messaac switching svsten is onc ir which many
distributed switchina comnuters are employed and the network
control is decentralized in such a wav that the failure of ary
switching computer disrupts communications only for its local
customer. The distributed svstem is usu¢lly rnrore economic and

reliable than a star confiqgquration for handlina aeoaraphicallv

distributed users.
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The components of a messaqge switching svstem are dedicated
point to ypoint communication c:ircuits and switching nodes which
innerconnect the circuits in such a wav that a messaaqe arriving
on one circuit may be transmitted out another., Comrunication
over a message switched syvstem occurs via a seaquence of
transmit.ted messages , each consisting of its address followed by
text, The address is inspected by each node 1in routing the
message to the next node on the way to its destination. In the
ARPANET, one or more compu*ers mav be directly connected to a
node and are known as Host computers, or Hosts for short. Tae

nodes are called Interface Messaae Processors or I'"Ps for short.

A distributed messaqe switched network, such as the ARFA'I.T,
contains no mass storaqge, and as little bufferinag in the nodes as
necessary to utilize the full carnacity of the connunication
circuits*, The networ}k desiqn allows a messaqe to remain 1in the
net only as long as necessarv to transport it fronn source to
destination; no long term storagc is providea 1in he
communication system, Messaaes that cannot be delivered to the
destination are simplvy not accepted 1into the net and must be
retransmitted at a later time., Clearly, one or more lLosts on the
ret with 1low cost ner bit bulk storaqe could provide or even bhe
dedicated to providing 1long term storage of nessaces with

subsequent autoratic retransriiission,

* The Defense Departnents Autoain netwsrl, however, errlovs nass
storage 1in the cormrmuricacion networ: for deferreu retrieval and

delivery of messaaes,
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The combinatorial aspect of the intercornection of larqeoe
numbers of computers 1is an important consideratiorn in nctwork
desiqgn., Each computer in a messanqe swiiching system is connected
to the net via a single full duplex cnannel to its I!'P over which
messages are multinlexed. Tnis single connection to the networl
makes the conputina service accessible to all computers and all
users on the net. Furthermore, all users and alil combuters on
other digital networks can access this computer bv the simnle
expedient of a single interconnection between nets. Thus, not
only 1is complete digital access possible, it is achieveu in a
strikingly economic wuv tor each installation. This techinique
solves a massive corhinatorial access nroblem with a single

economic stroke,

In Figure 1, we show the cormunications portion of the
ARPAILY as of April, 1vy/< when it consisted of twentv-four nodes
and twenty-eiaght circuits. Since that tire it has grown to over
thirtv nodes. Each node is a possible scurce and destination of
nessaaqes, We assure (for the moment) that messaces nav bhe of
variable lernqth u» to a raxirur of 1ild" bits* and are krown as
packets while ir the necworx. The path taken bv a paclet
traversing the net from node 1 (UCLA) to nofde 6 (™I7) 1is
indicated by arrows in the ficure. The circles irdicate tne
nodal processors and the 1lires indicate svacihronous noint to
point circuits.

*In the ARPANLY, messaaes mav actually vary ur to 4.95 hLits in

length.




Report No. 2459 Bolt Beranek and Newman Inc.

The message enters the net at node 1, which examines 1ts
address and decides to transnit it out :tg circuit to node 7
(RAND) . Upon receipt, node 7 examines the address and decides to
send it to node 21 (TINKLR), which in turn sends it to node 5
(BBN) which sends it to node 6 (MIT). Node 6, discovering the
message is for itself, replaces the destination address bv the
source address (which is carried along by the message switching
systemn) and "delivers" the messaqge. The text of the messaae thus
appears at the destination exactly as iv was transmitted and the
address portion jdentifies the sender. After delivery, the
sender is notified of its receipt by a small messaae that goes

nack across tne network.

An important part of a computer network desian 1s the
specification of the location and capacity of all circuits in the
net. Fifty kilebit/second circuits are currently used 1n the
ARPANET to achieve an average delay of 4.2 seconds or less.
Programs have been developed that jterative.y analyse various
possible network  confiaurations and select reliable, high
throughput, low cost desians throuah the use of circuit exchanqge
heuristics {20,22]. Analvtical techniques have been developed
for estimating the average transit time delav under assuned
traffic loads. These techniques show that the delav remains
almost that of an unloaded net until the capacity of one or more

n"cutsets" begins to saturate [7].

An important design consideration is the me thod for

-16-
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dynamically selecting routes. (Wwe assume that routes are not
allocated in advance,) A central controller could provide the
routing information and distribute it to all the processors, or
the processors could collaborate 1in computing the routing
information directly. This 1is but onc of many instances of a
desiqn choice between distributed and centralized control. In
the initial ARPANIT design, the route selcction is performed
independently by each IMP according to a distributed routing
algorithm, Routing information 1is stored in a table and
individually maintained by each IMP for rapiu look-up. It
identifies the output line to select for cach destination and is
updated accordina to a rule evaluated periodicallv (e.q. everv
half second) . It could alsc be evaluated asynchronously
(whenever status chanqges occur) or a corbination of both, 1In the
simple algorithr used in Fiaure 1, 2acn IMP sends the messaqe on
its choice of a path with the fewest intermediate IMPs and, usina
the update procedure, each IMP adapts its routing to other IMP

and circuit failurves,

A simple method for implenenting this algorithm is for each
IMP to ke~p a tahle with the count of the numlter of I''Ps on the
shortest path to each destination which it frequently transmits
to its immeriiate neighbors. Each I!'P also announces to its
neiahbors that it is { I''Ps awav from itself. Upol: receint of
the routing information fror 1ts neiqghbors, the IMP incremcents
the neighbors counts ancd keens the lowest value for each

destination.

-17-
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Each IMP buffers a packet until receipt is acknowledged by
the adjacent IMP, A cyclic checksum, generated in hardware by
each IMP, 1is appended to <*“he transmitted packet for error
control. If an error is detected by the hardware at the adjacent
IMP , or nc buffer space exists, the packet is simnly discarded
and will shortly be retransmitted by the neighboring IMP when a
condition (such as a time-out) occurs and no acknowledgement is

received,

The design of an efficient network wihout mass storage
requires that the number of buffers be kept to a minimum, and
that they be used so that each IMP is able to wuse 1its circuits
efficiently and to their maximum capacity. This mears that the
minimum number of buffers must be at least as larqge as the number
of full sized packets which nust be stored from the tine one full
size packet is transmitted until 1its acknowledgment returns,
This number is determined by the circuit propacation delayv, the
packet size and the circuit data rates, as well as the total
number of circuits. To utilize these buffers efficiently, stored
packets must be quickly released upon receipt of their
acknowledgement or activated for retransmission, as appropriate,

in a timely way.

Each IMP contains only a small amount of buffering for
messages in transit and no mass storage, and a flow control
strateqy is needed to insure that the 1IMPs do not become

"congested® thus preventing useful data from being communicated.

-18-
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This situation is particularly apparent if the network design
allows the source or the destination to temporarily stop the
transmission or reception of data and then continue without a
lecss of messages. This is appropriate to time-sharing computers,
and is used in the ARPANET, because it allows occasional delays
to occur, for example, while a word is stored in merory, or a
procedure is activated by the processor. In practice, a Host can
neither guarantee to accept all messaqges at their instantaneous
arrival rate, guarantee not to <crash while receiving heavy
traffic, or expect the transmitting Host to buffer messages
should he prefer to discard them upon receipt. In particular,
flow control 1is necessarv to protect the network acainst the
sudden dispatch of a larager number of messaqes *o a sinqgle

destination than it is prepared to accept [13].

An often overlooked but important consideration ir the
network design 1is whether or not to keep the circuits fully
loaded even in the absence of maximun traffic. For instance,
should "test messages” be continuously transmitted or only
periodically transmitted to check circuits? Under 1light traffic
loads, 1is it desireable to transmit duplicate packets and accept
the first one with a wvalid checksum, in order to reduce
occasional retransmission delavs or to improve tne response time
on a very noisy circuit, For land bhased circuits, the extra
traffic during otherwise light loads arpears to to be acceptable
and desireable to reduce delays on noisy circuits, The extra

processor capacity 1is ordinarily available for heavv traffic in

-19-
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any event, For multi-access satellite circuits, however, the
extra traffic during 1liohbt 1loads mav interfere with other

processors sharing the same channel.

In an unloaded net, the transit time is determined prima:tily
by the number of IMPs encountered in the routing and the time for
the packet to pass from one IMP to the next. This, in turn, is
determined directly from the packet 1length, the circuit data
rate, and the speed of light propagation delay. Under increasing
traffic loads, the transit time also begins to increase due to
occasional delays in the IMPs, However, 1if the network is
designed to begir rejecting the further input of traffic as the
capacity limitation of the networl is aporoached, thesc delavs
can be kept to a few tines that of an unloaded net, Traffic is
thus queued outsicde the net (rather than allowed to enter and be
queued inside the net) so the nominal transit time durinjy peak
traffic is not verv different from that experienced in an
unloaded net., In these cases, an attempt rust be made to insure
that the effective bandwidth is shared "fairly" amona all the

competing sites.

lletwork usaage generally requires a ceomnhinavion of short
transit times for interactive usaae and high bandwidth for iile
transmission., These two objectives may be attained with single
packet messages. To achieve interactive transit times, no set-up
delay must be incurred. A simple way to achieve this is for the

source IMP to retain a copy of each packet which is nominally
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discarded after the delivery is made, but retransmitted when, for
lack of buffer sonace, the oriaqginal 1is discarded at the
destination IMP., To achieve high bandwidth, enough messages must
be allowed to enter the net between source and destination so as
to £ill the "pipeline", kut this flow must be akle to be readily
quenched at the source when the buffer space at the destination

IMP begins to fill,

The current ARPANET desian actually allows variahle lenqgth
messages with a maximum size just over 8I(f} bits. The messaae is
partitioned by the source IMP into separate 147! bit packets to
speed its transmission throuahi the network. Each nacket males
its way to tue destination independently where it may conceivably
arrive out of order. These packets could be reassembled into tne
proper order bv the destination Hest (using seauence numbers),
but when the assumption 1is made that the communications net
should preserve sequencing at least at the level of & single
process to process conversation, the IMPs are obliged to
reassemble the packets. The destination Host thus receives the
text of each message exactly as it was transmitted in a sinqgle

block transfer.

When these laroger messaaqes are used and the IMPs undertake
the responsibilitv for reassembly, yet another tvpe of congestion
phenomenon callerd reassembly lockup is introduced (13]. The flow
contrel mechanism which is used to prevent the backun of messaqges

in the net is also powerful enouah to prevent the lockup problem,
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But in its application, it :an subject long messages to set-up

delays and thus delay succeeding short messaces from its Host.

If "sufficient" buifer space were available fcr reassembly
at the destination IMP there would be no "a priori" compelling
reason for the =subnet to prei'lwde a Host from sending full §400
bit messages (or even somewha® larger ones). However, the
presence of 8yfff bit mnessages mavy nociceably delay shorter
messges from other Hosts 1) while it is being delivered to the
destination and 2) by tying up eight buffers rather than one
during reassembly. This provides one valid reason to restrict
the Hosts to sinale packet wessages, if these delays beccme
significant. However, as we indicate in section V, there mav be

other factors which favor rete.ition of the laraer size,

If there is a fundsrnental distinction between circuit
switching and messaage switching, it is undoubtedly in the way
internal resources dre managed., For example, <circuit switching
requires that network bandwidth as well as 1local control
equipment and storage be allocated to a qgiven transmission
circuit in advarce, whereas a message switciiing system does not.
Seccndly, the presence of cir-uit switch2d routes means that user
messages are identified by their circuit and no user control
signalling need accompany the transfer of infc -ration, In
message switching, however, all record of activi-y (except
accounting) associated with a message 1is contained in the

message, which vanishes when the mes:iaae leaves the svstem, This
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signalling information, in the forn of an address, must accompany
each message and the message must be exanined and processed at

each stage of the transmission process.

Two practical ccnseauences of the difference are that the
rirawit switched system usually recuires a non-trivial set-up
time to allocate rescurces. Message switched systems can avoid
set-up delays, but may introduce occassional variations 1in
transit time. These delays can generallv be maintained to within
a few times tiie delav of an unloaded net, but wider variations
may result fro.n queueing delavs outside ¢t net, particularly
under heavy traffic 1load. Under similar conditions, thouah, a
circuit switched user micht fail to obtain a circuit and would
iicur this probabilistic situation on subseaduent tries. Any
allocated but idle chanrels are sirnly unavailable at this tine

to handle these overluad conditioncs.
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V. NETWORK USF OF INDIVIDUAL COMPUTER SYSTEMS

The term network has been used and misused in a variety of
ways. Scme people have referred to thr use of dial-un facilities
to access a single computer as a network, Others have referred
to any interactinn between computers and a communication system
as a network capability. Several distributed networks were
developed to allow simple forms of communication between
identical machines wusing standard dial-up or 1leased voice
circuits, thus providing a convenient wav to transfer jobs and
files and to maintain and update the systems in the net. This
latter application exemplifies a true networkino activitv, even
though it only concertrates on selected aspccts of combuter

resource sharing [19,21].

In general, only a subset of the network sites possess
computing power, and certair of ther will offer regular service
to users via the network. Other sites may choose to offer
service only on a limitea basis, or to cooperatively interact via
the net with selected co-workers, but not offer general service,
This latter situation 1is more 1likely to occur for many
specialized research facilities, In addition, larac private
computer centers as well as commercial firms may welcome the
opportunity to connect their systems since it offers a large

potential: market for usaae of unused capacity.

liost service on the networ}l ouaht to ke as reliabhle as the

communications, although this objective is often difficult to
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achieve. For example, in the ARPA!ET, total uptime of the IMP ac
any site 1is currently on the order of 93 or 99%, while Host
availability is generally no higher than 90%. It is certainly
possible to improve on this score; some commercial firms claim to
provide over 99% availabilitv of service, and certain private and
government systems must obviously be operated with near perfect
reliability. The airline systems and the computers in the space

program provide two key examples.,

a. Jdetwor' Access

In a network that supports computer to computer
communication, user grouws with a local comnuter can access
another computer in the net bv first loageing irto their home
computer and then 1into the other computer, wusina the home
computer in a transparent mocde as a switch. Howeve:, this is an
expensive way to access another computer since it incurs charaes
in two computers and ties up jobs in bhoth. Furtnerrore, since
‘osts may be unreliable, the connection 1is more vulnerable than a

.1rect connectionr into the other machine.

Sites with exvensive computer installatiors nmniaght deem it
econonic to depart from their machine if "eaquivalent" service car
be economically obtained via the net, 1In general, such a site
requires the ability to service 1local wusers with a full

complerient of terminals and peripheral devices such as teletvnes,
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graphics displavs , line printers, magnetic tapes, and possibly
other mass storace. 1In addition, many sites with no corputer
will derive maxirnum benefit in connecting to a net if the full
range of peripherals car be provided locally. Other users,
however, may be satisi'cod witn a sinrler approach that provi.dcs
terminal access to remote comnputers but does not handle

peripheral devices other than line printers.

For this latter class of users, an addition mav be made to
the IMP which allows a sct of terninals to be directly cennected,
This addition consists of multiplexing equinnent that collects
characters from the termirals and pachagas  them in the forn
suitablie for deliverv to the I*'P, Likewise, it rceceives messaacs
from the IMP and sorts  tae  characters out e the varions
terminals. This addition rermires har-uare and softwore designed
to make the set of terrminals interface to tihe ncetweric as a

"mini-host", and this I!'P is re€ered to as a Terminal I!'P,

A more elaborate anproach is arpropriate for user sitas that
wish to support manv different tvpes of periphleral ecauinment.
Since their characteristics and operation can varv wilelv, device
dependent proqrarminag is mancdatorwv, and substarntial bLufforing mav
be required for the hiqgher sneedl devices, Furtherror~, sites
with mess storace will generallv wish it to be accessible freom
other computers in the net, which gererallv reauires the
irmplenentation of a full set of standard and specialized notwork

protocols. These considerations make it appropr.ate to provide a
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separate processor devoted to the handling of peripherals.

This latter avproach is particularlv desirable for a site
which is both a user site and a server site. Tie arclhiitecture of
such a site should be oraganized so that if the servins site cpu
is down, local users can access other network comnuters and local
mass storage can be be accessced by them over the net. Similarly,
if the 1local storage should fail, others across the net can
temporarily replace them. If the net fails, 1local wuscrs can
still obtain full access to the local svstem, Only if both the
local cpu and the network fail will the users be unable to obtain

computation,

Modularity anid 1locical reconficuration are conveniently
achievable in this way. Substantial progress in the design of
modular communication oriented arciaitectures can be expected from

innovative usaqge of intcrconnection ideas [3,4,5].

b. User Requirenrents

Let us now turn our attertion to the use of these facilities
by the user. We note three potential locations wheroe user
computation can be performed = in the terminel itself, 1in the
peripheral processor (or Terminal IP) or in the Host
computer (s). Although the bulk of the "pure computation" will
undoubtedly take place in the llost computers, some asnects of the

processing must, in general, be distributcd. For examnle, local
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echoing 1is required to obviate the otherwise noticeable effects
of speed of light prepagation delav as on satellite links. This
raises the important question of location of functions in a
distributed network. In other words, what intelliaence is needed

to allow distributed system usage and where should it be placed?

Let us concentrate on the echoing problem for the moment,
As a general rule, a remcte use:r should see the same output and
otherwise obtain service from a remote Host as if he were a local
user., To achieve this objective, the wusecrs 1local syvstem
(programmable terminal, "mini-host", etc.) nust have considerable
information available to it about each subsvster in use at the
remote Host. For exarple, a simole 1lccal echo/rornote echo
strateqy is generallv insufficient to handle echoing for users on
half duplex terminals, or users on full duplex terminals that
prefer to type ahead. A remote user editina the character string
ABCDEFG can delete the last three choracters by tvping successive
delete characters (echoed as ) and he sees the output
ABCDEFG G F E. Usina the svstem from a remote site with local

echoing and typeahecad he would see ABCDEFG GFL.

More strikina, perhaps, 1is the remote wuse of a debugaing
program DDT. To examine successive reagisters 12, - 123 a local
user would first tvpe 12{/ to print the contents of the first
register and then strike successive line feed cnaracters to
examine the successive reqisters. The system woula respond with

(say the contents are all zeroes):

$
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120/ 0
121/ ¢
122/ ¢
123/ ¢
and leave the cursor followina the last . A remote user with
typeahead and 1local echo would see one of several posible
responses (dependina on the remote systens response to a received
line feed). Assuninag the remote syvstem echioes only the formatted
data and the local system echoes linefced as lirefeed (no

carriage return), the outvut woulid look as follows:

124/

J121/ 4122/ 3123/ v
In general, the local echoing svsten should have full krowledac
of the time varvina svntactical operation of the subsystem in
use. This requires feedbach of information about subsysten break
and separator ciiaracters, control siqralling, special

conventions, etc,

Lach terminal has characteristics peculiar to it and a
convention 1is requireu for a comnuter syster. to initially
recognize a terminal. Althouah the remote computer could then
convert to the characteristics of the terminal, it is far nmore
manageable if each terminal could arpear to the networl as a
standard terminal emnlovina an aqgreced upon set of characters and
signalling conventions. One such standard (developed for the
ARPAIILT) 1is 7 bit USRSCII with the eighth bit s3et to 0. In that
scneme, the other 128 possible characters are rescrved for

special control characters. In adaition, mest terminals need
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attention to details such as carriage return, kevhoard locking
and unlocking, interrupt signallirng, and other peripherals
indicate out of paper, buffer full, and may require complete

two~-way channel control, etc,

Local computaticn is therefore needed for the users terminal
to interact properly with other remote systens and their
subsystems., At a minimum, his local computation must allow the
user to 1) identifv his terminal to the network, 2) seclect a
destination Host, 3) select a transmission mode, 4) perform
echoing and code convarsion, and 5) allow the remote lost to be

interrupted.

It seemns probable that, in the long run, manv terminals will
contain miri-processors and thus user proaqrammina in a separate
"mini-Host" will be unnecessarv. However, until this possibility
is a widespread reality rather than an expectation, users mav be
hindered if they are unable to provide local user code in one

place or the other.

C. Messaqge Processing

Before considering varicus examples of usage of a conputer
network, let us briefly indicate how messaages are processed
within the Host computers [15,32], Messages travel through
several layers of protocol ir the Host system. The first layer

cf protocol handles the IMMP, activating I/O buffers, fielding
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control messages, etc. The sccond layer interacts with the local
processes and remote Hosts monitor, allocating buffer storaac,
providing process identification, €ormattina control information
etc. Subsequent lavers correspond to specific user oriented
functions such as the standard network terminal, file

transmission, etc.

The ARPAULT Host protocol utilizes the notion of connections
over which messages are transmitted. A connecticr must first be
established before communication over it may occur. “he Hosts at
either end of the connection must keep full information about the
use of the connection (which is obtained during its
establishment) to hancle flow centrol. This strateov apnears to

be close in spirit to telephone circuit switchingqg,

A few limitations to this strateqv are apnarent [14]. An
important concern 1is that it requires ecach Host to maintain
resources in the foim of connection tables that can becone filled
thus preventing anv further communication with that host. 1In
particular, a sinqle process can attemnt to establish its maxir i
limit of connections althouagh it cannot , in general, maxe full
use of them at onc time. Entries in this connection table are
permanently allocated and thus only a fixed number of connections

can be established at any tirc.

A second limitation with the usc of a connection table is
that it can be vulnerable tu error conditions anu Host status,

particularly since both Hosts must qgenerallv aaqrae on its
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contents for flow control. Finally the strategv requires the
connection information to be used for termination which means
that information which otherwise would be nominally discarded by
Hosts with limited space, must be retained merely to close the
connection, These limitations , as wecll as others, may be

obviated witn a message switched liost protocol [14].

The desire:i size of Fost messeqes may have an  important
impact on the operatina systen as well as on the communication
system, The oriciral ARPANINT design specification  allowe:
individual nmessages to be as larac as 8192 bits, a desian choice

based largely on intuition.

As the desian spacification oricinnlly stated [29]):

"eee a packet is defined as the inter-INP unit  and
‘essage as the inter-lost unit. A pachket will not
exceed 124 bits in length. The I!'Ps must break all
longer messaces 1into multinle packets, Messaaes will
be limite.l to 8192 bits so as not to reauire excessive
buffer space.”

Undoubtedly, this latter reference is interpretted as referrina

to buffer space in tihie I'Ps, but it could equallv well apply to

buffer space in the Hosts., In particular, the araunent daefends

why the size is not laracr but does not entertain the possibility

that it ought to be kept smaller for any specific reascr,

If there is a convaenient maxinmum Host messaae size, it is

probably a maxinun sized page, which corresponds to 1K of 3uv bit
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( or possibly 48 bit) words. However, transmission of such larae
messages (say 50,030 bits) to the IMP and from the IMP to the
Host produces excessive delavs for short messaaes queued up
behind them, and provides a prirme reason for liosts to prefer that
these long messaqges be subdivided into shorter messaqges. Since
no experience with network software was available during the
initial design, it was intuitivelv concluded that a shorter 8192
bit messaqe was short enough. Interestinagly, we note that two
hardware paths between each Host and its IMP, one for short
messages and one for long messaaes, could remedy this problen at

some extra cost in hardware and buffer storaqge.

Since efficient transmission 1is possillle with 1324 bit
packets, it appears 1in retrospect that the sclection of the
larger message size mav be unnecessary, The Host overhead in
network cornmunication increases with the number ¢” messaaes, so
there is some incentive for making all Host messaqes sufficientlyv
large that a tvpical short transaction can occur in a single
messaqe. No evidence yet obtained bv us indicates that 1924 hit
Host messaages would impose a limitation that is significant, but
an increased demand for pace transfers or the prescence of higher
bandwidth circuits could tin the balance more strondgly in favor

of a larger size. The jurv secems to be still out on this issue.
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VIi. APPLICATIONS OF MULTI-COMPUTER INTLERACTION

Network utilization involving the combined use of two or
more computers 1ir 1a productive wav began during the initial
experimentation with the ARPANLT. It has provided experience 1in
the development of techniques for performing distributed
computation and allowed some simple application areas to be
identified. Some applications involving multiple computers have
been discussed for many years, partly as a result of their
inherent interest and ease of conceptualization. One important
example is the access to specialized data bases that are only
available from a rerote source. Several information banks have
already been developed or are under development, and their
expected usage 1is being projected upward. Another examnle is in
the use of "future" computer communication networks for handling
the disvribution and delivery of mail and other transient
information. However, these annlications are only beginning to
develop in any significant way. Much effort has alreadv beecn
devoted to the ¢ :udy of tonics such as concurrencv and parallel
processing which mav result 1in faster program execution and
otherwise make efficient usage of availalile resources., We expect
that computer networking will enhance these efforts, For other
applications, the sensation of dealing with one svstem rather
than two (or more) is overwhclmingly evident to the user and this
pleasant feelinqg often gereralizes to other rnulti-conputer

interactions as well.
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Three areas in which applications have already occurred are

briefly identified below:

i. File Transfer

The first application for combining two computer systems in
the ARPANLT in a non-trivial way involved the use of an XDS-Y4y
computer at SRI and a PDP-1l{ computer at UTA#. SRI, anticipating
the delivery of a PDP-1{, began to use the UTAl machine in the

~

development of PDP=-1:! software,

At first, a hiqgher level lancguage was developed, Source
code was generated on the 94J, converted to object code ana
executed on the 1, Patches were marle on the UTAIi machine durina
debuqqing ar.d, periodically, an updated source and binarv version
would be generated at SRI and sent over the net. Subsequently,

other higher level lanquaaes were sinilarly developed,

A simple protocol to handle file transfers was develo. od for
the TENEX operating svstem [1] and has proven useful for
transferring new subsvstems and syster revisions between TENEX
sites, In addition, it has been a useful initial sten to allow
cooperating processes in two TIHEX systems to share a single

file,

In this protocol, the network appears as a device to which a

file may be output or from which a file mav be input. The two
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ends of the transfer must coordinate by having one end execute
the irput.and the other erd xcwuce the output. This simple file
transfer protocol requires the intervention of the user to log
into both ends, assign a file name for the destination, invoke
the proper format, etc. Other experience in the transfer of
files has been re.;orded by the Univ2rsity of California at Santa

Rarbara, as well as by 18M, by Control Lata and others [19,21].

ii. Remote Job Service

A simple example cf a computer to computer interaction is
provided by users who write, dzgug, edit and store programs on an
interactive time-sharing facility and rvn them on a separa“:c
batch process.ng system, Wh.le time-charing has created an
interactive environment for programming and the development of
programming techniques, batch processing systems (and small
dedicated computers) have maintained a predominance for
performing extensive computations, The availability of both
kinds of service in a computer cormmunications network provides a
single user with convenient access to the best features of both.

See figure 3.

while a user can become accustomed to using both services
independently, he need not be required to physically collect time
sharing output on tape or punched cards for submission to the

batch system. The most convenient user option 1is for the
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interactive machine to submit his job to the batch processing
machine wunder wuser 1initiated control. He can then specify the
location for outpiit to be stored or printed, revise the program
in  the time sharing system and resvbmit it wunder fully
interactive procedures from a single location, with no need to

keep physical copies of files, program etc.

For over a year, the RAND Corporation had been using the
ARPAIET for remote Jjob service from an IBM 360/65 at RAND to a
368/91 at UCLA [26,47'. This facility was only accessible to
internal RAND asers urtil recertly when it was replaced by a
PDP-1¢, which allowed 1etwork users to create and submit jobs for

remste cervice e€loewhare.,

Both the program ind its relevant files must be transferred
to n2 360/9) L<fore a job can be run. They are typically
shivped t.vether as succesc.ve "card images". The remote job
service pruogram wili allow the users to start or stop the
execution of his prouram, cause the system output to be stored on
a designated file, or be output on a device such as a local
crinter. The user is also provided with options to check che
status of the execution, receive confirmation and error messages
that indicate its progress, and allow certain actions to be

taken.

These facillties are wused by RAND researchers in the

generation and processing of simulated weather data. Weather
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modelling programs <an be activated from a remote site, output
from these programs can be temporarily stored or shipped to a
renote site for preparation and display. This separation of the
computation into components is particularly appropriate when one
part may be devoted almost exclusively to extensive numerical or
symbolic  computation and another  part to user related

manipulation of or preparation of the output data.

A "complex®™ weather sinulation program requires many hours
of computation on the 360/91 and thus is not well suited to rapid
on-line activities such as the updating of a display. Rather,
pre-computed weather data (from the models) is retrieved from
360/91 disc packs (with operator assistance) and wused by the
PDP-1¢ for further -~rocessing and display. The availability of a
high speed parallel processing system such as the ILLIAC IV [33]
may eventually alilow real-time weather experimentation without

operator intervention,

iii, Multi-Process Opcration in Many machines

The combined use of two or more computers allows additional
processing capability over the use of a single system, One such
example is provided by the McRoss system {[12] that coordinates
the operaticn of two or more cooperating air traffic control
simulation programs running in one or more TENEX sys' »1s, Each

simulation program, called ROSS for Route Oriented Simulation
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System [23], models the airspace of one air traffic control
center in detail. To simulate the airspace of a Boston to New
York flight, four simulation programs would be activated; cne for
the Boston terminal area, one for the Boston enroute area, one
for the New York enroute area, and one for the New York terminal
area, The four Ross programs may be run simualataneously in as

many as four TENEX systems in the ARPANET.

When a single machine is used to house all the components of
a programming system, it has the disadvantage that comouting will
stop if that machine crashes. When one piece of a multi-computer
programming system becomes unavailabhle, the other parts can learn
to adjust to the change in configuration. A desireable objective
is to provide enough backup information to ec..able the
multi-computer programming system to be restarted in the event of
a single Host failure and to proceed from a recent point in

simulated time as if nothing had happened.

Other applications involving multiple computers are certaln
to arise for which simple examples are more difficult to
construct. For example, as special areas of expertise develop,
it 1is mnatural to expect that individual efforts by specialists
also trained in the use of computers, will produce new and useful
resources on different machines. These resources may represent
state of the art or proprietary developments that cannot be
conveniently transferred to other machines and must therefore be

used at the site of their creation or where they currently exist.
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An important application for distributed computation is thus
likely to involve the coordination of separate research projects
into combined efforts that wutilize these specialized or

proprietary and hence non-transferabl : resources.

A second major application of distributed computation is
likely to be the facilitation of interactive cooperation between
people at different locations. Interactive cooperation may be
regarded as an extension of normal voice communication to include
the ability for several persons at different locations to
"simultaneously"” observe, communicate about, and manipulate both
common data structures and pregrams, Since the people are
assumed not to be co-located, the programs which support the
interactive cooperation (such as display protocol routines) must

also be distributed.

A third major application for distributed computation ir 1in
providing for conveniently feasible demonstrations of prototype
systems to be performed from differeat locations. This technique
can allow new capabilities to be readily conveyed without the
inconvenience of moving the ohserver to a home site for the

demonstration.
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VII. A DISTRIBUTED OPERATING SYSTEM

2 network in which basic Jdifferences exist between thr-
computers at each installation is said to be inhomogeneous. It
is possible to develop a standard network protocol for an
inhomogeneous system that allows usage of various pieces ofi the
system to be coordinated in a uniform manner. However, this task
is one of substantial complexity that will probably require
changes in system architecture and program design techniques
before it can be fully realized. Even if it were a
straightforward matter, it would not be generally useful ¢to
transfer portions of any one system to another, and standard
oparations that involve systems at a remote site must typicallyv

be performed at that remote site.

A collection ot similar operating systems may also be
crganized into a virtual subnetwcrk of homogeneous computers that
interact with eoch other in a uniform wav. These systems are
more easily orgarized into a single distributed operating system
with common file systems, address space, naming conventions etc.
In general, every type of interaction between two systems in a
homogeneous network must be evaluated to determine what is to be
transmitted and what 1is to be remotely evaluated. No single
answer will suffice for all applications. As we noted above, it
is not generally possible to apply both alternatives in an
inhomogeneo 1s network. We consider some of the properties a

system like this ought to possess.
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The user accesses the distributed homogeneous network by
logging into a distributed system rather than into a specific
computer in the net. An appropriate machine is cselected for him
and he 1logs in with the standard login sequence for his home
computer, including password, account number and other
information as required. Upon completion of the login sequence,
the computer initiates a bri:® exchange with the wusers home
computer to notify it of the impending job which it then proceeds
to service. The home computer may then request that the job be
transferred, alter credit or accounting information, or merely

note the event.

Under conventional desiqgn constraints, the combined
operation of several Host computers will requiro a separate job
to be established in each macnine. In a distributed systemn,
though, it is important to allow access to each system without
the user logging into each systern individually. Furthermore, it
is also desireable to permit certain transient activ.ities to
occur, which do not tie wup valuable resources or otherwise
interfere with users on the system. The systemn merely performs
the transient activity and lcgs the transaction into a suitable
file for accounting purpecses. Once logged into one of the Hosts,
the user is able to acce.s and utilize any programs, files and
most other facilities on other computers in the system as if they

wer. all on one virtual machine.

The availability of many resources in this system makes it
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possible to achieve reliable operation when one or more resources
are disabled. The user can be affected by failure in several
ways, for example, his program or a piece of it may be aborted by
machine failure or he may lose part or all of his files. The
user may also find the local file storage to be unusable while
running his job. If l,.c-al storage is not initially available, he
can specifically designate another system to store his files.
Alternatively, he can allow the local system to store files 1in
other Hosts and expect them to be returned without his knowing
the identity of the ¢ ‘>mporary storage location. Obviously, a
small amount of local storage is needed for this application,
The distributed system thus not only makes resources more
available, it can use them to provide increased reli~bility to a

user.

A system designed to ope.ate stand alone may not be as
efficient 1is serving its network users as in serving its local
users. Certain performance improvements are obtainable by
streamlining of critical portions of the system code, attention
to organizational details and to carefully engineered
improvr.ments to scheduling, the file system etc. However, a
major improvement in speed and efficiency may require structural
overhaui of the system organization to allow for efficient
process to process communication at high bandwidths, ard for
efficient overall utilization of resources. In particular, the

portion of the system devoted to protocol and message handling

-43=-

£ Y : R—— b _ e ——
ﬁ_&‘;@-* i, S ¥ - . 5



Report No. 2459 Bolt Beranek and Newman Inc.

(byte manipulation) can consume a considerable amount of cpu time
at high bandwidth. 1In a time sharing system, particularly, these
functions, which appear to be communication functions, can be
usefully separated from the “computation" functions, This
decomposition also allows more human enqgineered network
interfacing since, a local cpu failure can usually be reported by
the communications portion of the system if it remains up. The
delegation of all protocol functions to a separate processor that
can directly deposit into and retrieve from process buffers makes
it possible for the operating system to communicate over the
network at speeds at least an order of magnitude faster than
before, This increase in capability is achieved by performing
the protocol operations on the fly in a separate processor and by
avoiding the unnecessarv overhead in moving real-+ire data around

in memcry.

Techniques for computer to computer communication are still
in their infancy and a greet deal of exploration and
experimentation is occuring in this area. low should proqrams be
written to run 1i: a network environment and what debugaing and
control techniques are suitable for distributed conmputation? What
operating syster architectures are appropriate to computer
communication? The efficient utilization of a distributed
operating system involves the sensible decomposition of a task
into components. This requires timely access to status
information and the ability to use this informaiton wisely in the

allocation of tasks to resources and in their scheduling. Just
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as the management of communi~Ltion resources was central to the
operation of a communication subnet, so will the management of
computer resources be to the overall utilization of a computer

network.
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VIII. CONCLUSIONS

A principal motive underlying computer network development
is to provide a convenient and economic method for a wide variety
of resources to be made available and to be shared. Such a
network provides mere than an increased collection of hardware
and software resources; it affords the capability for computers
as well as individuals to interact in the exchange and processing

of information,

It is not usually the case that a program written for one
computer can Dbe shipped to another computer and run there to
completion, correctly. It may be possibl: in a number of cases
where the machinus are nominally identical, but it is usually the
case that a proagram must ke run on the machine for which it was
written, It 1is thus desireable to stcrive for compatibility
between at least a subset of the system resources, including the
use of machine independent higher level languages, the use of
network wide standard protocols, ¢ the use of nominally

identical systems.

Tne development of communication subnets has been strongly
influenced by the regulatory climate and the need for reliable
and economic ways to achieve both remote terminal access and high
bandwidth switched computer to computer communication. Message
switching has emerged as a strong contender for computer o0
computer communications, It has been demonstrated to provide a

‘inghiv reliable, error-free method of achieving interactive
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switched commmunications. Although its technical feasibility has
been firmly established, its practical utility is under
evaluation, and under close scrutiny, it may prove to be a viable

economic alternative to conventional circuit switching.

It is important that a communication system not preclude the
possibility that separate or private data networks may be
accessed through it in a standard and convenient way. A digital
message switched network has this property while an analog
frequency based syst=m may not. Incompatible data networks are
clearly undesireable if all resources are to be mutually
accessible, If separate data networks are jointly planned before
development, at least at the interconnection level, they may be
connected at a later date and viewed together as a single network

that evolved by by way of separate networks.,

The great diversity of resources in a computer network may
initially hinder 1its growth. Users must familiarize themselves
with many different systems often without the aid of substantive
interaction with systems personnel or clear and complete
documentation. But the potential benefits of computer networks
are sufficiently great that, over time, this obstacle will surely
be surmounted and in the process may lead to superior standards

for system operation and documentation.

Computer networis provide a unique mechanism for increased
participation “cuwween individuals. Participation in research and

development using the distributed resources of a computer network
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can lead to the close cooperation between individuals who might
otherwise have 1little incentive to  work together, This
interaction can further cross fertilize the network commun:.ty and
encourage even higher levels of achievement through technical

cooperation,
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