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ABSTRACT

An adaptive receiving array for rejecting interference in a coded
communication system is described o3d computer simulations are presented
which illustrate basic properties of the array processor. The array
automatically forms a beam in the direction of a signal bearing the
proper code modulatior and forms nuils in the directions of signals
bearing improper modulation. The communication signal present at
the array input is assumed to be biphase (0°-1800) modulated by the
modulo-2 sum of a periodically-repeating code and a data sequence,

The code is assumed known at the receiving site and is the means by
which the array distinguishes between "desired" and "undesired" signals.

The adap.ive processor minimizes the mean-square difference (error)
between the array output signal and a reference signal, The reference
signal contains the dota and code modulations of the desired input signal
and is generated from the array outpvi signal by appropriate waveform
processing. The array weighting coefficients (and hence the pattern) are
adjusted by a feedback control system designed to provide a steepest-
descent minimization of the error,

Digital computer simulation results illustrating the performance
of a two-element array for the case of cw interference are presented.
The results show that sicnal carrier frequency and code bit timing
estimates are required at .the array and that the bandwidths of the
adaptive feedback loops within the processor must be restricted for
proper operation., The simulation results also sliow that the per-
formance of the array processor degrades gracefully as the errors in
the estimates increase.
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SECTION I
INTRODUCTION

Self-phased antenna arrays] have been considered for use in a
variety of applications in recent years. A self-phased array coherently
adds the signals received by the array elements regardless of the angular
position of the source. An arbitrary location of the elements on any
surface is acceptable provided shadowing or strong mutua]—coup11ng effects
are avoided. The ability of the self-phasec 2»ray to focus in the rresnel
region and to compensate for phase disturbances in the transmission
medium (wavefront distortion) are a]so significant features.

There are some performance limitations, howaver. For unequal
signal amplitudes at the element inputs (resulting from aperture blockage
or mutual coupling) or unequal element noise powers the SNR enhancement
at the array output may be less than that realizable by other combining
techniques.¢ The self-phased array is also more susceptible to external
noise or interfering signal sources than ordinary directive antenna
systems. Under strong interference conditions, the self-phased array
has the tendency to_"lock-on" and track the interference rather than
the desired signal.3

In this report, a more general type of adaptive array processing
is investigated in which both the amplitude and phase of the element
signals are adjusted prior to combining. Advantuges of this more
general approach include the potent1a1 for d%versity combining and for
interference rejection. App]ebaum and Shor® were among the first to
consider adaptive adjustment of element gain and phase as an optimal
control problem. They chose for an optimization criterion the maxi-
mization of the ratio of output signal power to total noise power.
Widrow, et a1® later analyzed adaptive array systems which minimize
the mean-square difference (w.rror) between the array output signal and
a reference signal. The angular position and medulation components of
the desired signal source were assumed known a priori at the receiving
array.

The processing technique discussed in this report follows that of
Widrow, et al with some important differences. Knowiedge of the angular
position of the desired siynal source is not assumed. In addition, the
desired signal received at the array is assumed tc have an unkncwn data
modulation impres<ed. Information regarding the desired signal's carrier
‘requency, code modulation, and code modulation time base is required at
the array, however. The most significant difference is the addition of
a waveform processor at the array output. The purpose of the waveform
processor is two-fold: 1) to discriminate between & properly coded
desired signal and undesired signals in the array output, and 2) te
provide an estimate of the unknown {data) modulation components. The
waveform processor generates the reguived reference signal for the
array.




This report is organized as foli..s: The adaptive array signal
processing technique is described in Sec. II. This section also contains
a discussion of the charac.eristics required of the reference signal and
a description of how the reference signal can be derived from the array
output. In Sec, IIl, the computer program used to evaluate the tran-
sient performance of the array processor is described. Computer
simulation results are given in Section IV. Analytical results which
augment the simulation results are included where they are available.

The results are summarized and conclusions drawn in Section V.




SECTION II
THE ADAPTIVE ARRAY SIGNAL PROCESSING TECHNIQUE

A. Basic Adaptive Array Configuration

The basic configuration of an N-element adaptive array is shown
in Fig. 1. Here, xy(t), xp(t), ---, xy(t) represent signals at tre
outputs of the array elements and y](t§, y3(t), ---, yon-1(t) represent
the processor inpui signals. The signal from each element is adjusted
in magnitude and phase prior to signal combining (summing). The output
signal from the kth element is applied to two channels: an "in-phase"
channel and a "quadrature" channel. The quadrature channel signal, y2k(.),
js delayed in phase by 900 with respect to the signal, ygk_](tg, in the
in-phase channel. The in-phase and quadrature signals associated with
the kth element are multiplied by weighting coefficients wpk.1(t) and
wok(t), respectively. The weighting coefficients are real valued and
can be positive, negative, or zero. Consequently, the contribution of
the kth element to the array output,

(1) Sk(') = Wzk_‘i(t) ka_](t) + W2k(t)yzk(t),

can have an arbitravyv amplitude and phase relationship with respect to
input signal x,(t). The array output signal, S(t), is subtracted from
a reference signal, R(t), to produce error signal E{t). The error
signal and signals yj(t), .-, yon(t) are applied as inputs to the
feedback circuitry. Control voltages generated by the feedback circuits
determine the values of weights wi(t).

The objective of the processing is to force the array output signal
S{t) to equal the reference signal R(t). One measure of performance is
the squared error given by

2 2N 2
(2) ES(t) = [R(t) - .Z] Wi(t) yi(t)l' > 0.
i=

At any given time, E2 is a quadratic function of the weights wj; there-
fore E %w], <o+, WoN) defines a "bowi-shaped" surface with a well-

defined mnimum. The error can be forced to assume this minimum by
appropriately designing the feedback circuitry. One approach is to adjust
the weights according to a steepest-descent minimization procedure,

i.e., the wj are moved in the maximum downhill direction on the squared-
error surface, Since this direction is given by the negative of the
gradient of E2 with respect to the w;, steepest-descent minimization
requires the W, to be changed as follows:
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Fig. 1. The basic adaptive array.
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(3) afl= k_ v.(E

th

The larger vi(Ez), the faster w component of the

gradient may be evaluated as

i changes. The i

(4) v,{e%)

i = 2E(viE) = - ZE y.i,

and the feedback rule (3) reduces to

dw, (t)
(5) —g— = -2k E(t) y;(t) ;
t
Wi (t) = fo E(t') v, (¢) dt' + w, (0)

where K = -2k is the (positive) integrator gain constant. A method
for implementing the feedback circuitry so that (5) is satisfied is
illustrated in Fig. 2 *

B. Reference Signal Requirements

As discussed in the previous section, one approach to optimizing
array performance is to minimize the mean-square error. This is equiva-
lent to forcing the array output signal S(t) to approximate the reference
signal R(t) as closely as possible in a mean-square sense. A component
of S(t) which is not contained in R(t) appears as an error signal, and
the feedback adjusts the weights to remove it from the array output.

The result, in pattern terminology, is the formation of a pattern null
in the direction from which this signal arrives. If a component of S(t)
js contained in R{t), the feedback retains this signal in the output and
adjusts its average amplitude and phase as closely as possible to that
of R(t). Equivalently, a pattern lobe is formed in the direction of
arrival of this signal. Output errors are minimized by "accepting"
signals with proper amplitude and phase modulation and by rejecting
signals with improper modulation. The characteristics of the reference
signal, therefore, determine the ability of the adaptive array to
discriminate between "desired" and "undesired" signals at the array
input. For proper operation, the veference signal waveform must be
highly correlated with the desired input signal waveform and have a low
correlation with the input interfarance waveform. These conditions must

*Tha signal precessing shown in Fig. 2 may be performed at IF frequencies
by down-converting the received signals in separate mixers using a
common local oscillator signal.
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Fig. 2. Feedback circuitry for each element of the array.

be satisfied when the time interval over which correlation is measured
is equal in duration to the response time of the feedback control loops
and is chosen arbitrarily in time. These latter restrictions are
necessary to ensure that the correlation properties of the input signals
are preserved at the array output. The weighting coefficients are time-
varying, in general, and are tEerefore capable of introducing amplitude
and phase modulations having rates determined by the bandwidth of the
feedback Toops. The possibility exists then that the processor may
alter the modulation characteristics of the input waveforms thereby
affecting their correlation with the reference signal. The important
point here is that although an undesired signal may be completely un-
correlated with the reference signal when the cross-correlation function
is evaluated over an infinite time interval, the response of the array
processor is determined by the correlation over a much smaller observation
interval --- in effect, a moving "window" of width equal to the response
time of the feedback ioops.




One approach to satisfying the reference signal requirements pre-
sented above is to employ wideband signalling techniques. If the band-
width occupied by the desired input and reference signals greatly exceeds
+he loop processing bandwidth, then these signals must possess significant
amplitude and/or phase fluctuations over any time interval comparable with
the response time of the loops. Undesired signals not containing the
reference modulation will not correlate with the reference signal. The
correlation cannot be significantly increased by weighting coefficient
modulation in this case; as a result, the feedback processing removes
these signals from the array output. The selection of a wideband modu-
lation technique js influenced by the signal environment in which the
array operates and by the synchronization requirement. The time base of
the reference signal modulation must be aligned with the time base of the
desired input signal (or vice-versa) for proper correlation. Timing
error results in a correlation loss and subsequent partial suppression of
the desired signal at the array output. The accuracy to which timing can
be established and maintained dictates an upper bound on the signal
bandwidth since the cross correlation function associated with the
reference and desired input signals becomes narrower (more sharply peaked)
as the bandwidth is increased. Other practical considerations influence
the choice of a wideband modulation waveform, e.g., the relative ease of
waveform generation and time-base adjustment, and the capability for
additional processing of the received signal to obtain timing error
information.

When random (data) modulation is impressed on the transmitted
signal in addition to the deterministic (bandspreading) modulation,
an additional problem is encountered in generating the reference signal
for the array. If the reference signal does not contain the data modu-
lation, a loss in correlation and pariial rejection of the received
data-carrying signal will necessarily occur. There are at least two
approaches to avoiding this problem:

1) A data-carrying signal and a -eterministic wideband beam-
steering signal might be transmitted sequentially; the
operation of the array processor would be correspondingly
time-multiplexed,

or

2) Techniques for estimating the unknown (data) modulation
components from the received signal itself might be in-
corporated into the processor. The estimates would then
be used in generating the reference signal.

The Tatter approach is pursued here. An adaptive receiving array which
employs a coded reference signal derived by waveform processing the array
output signal is described in the next section.




C. Description of the Adaptive Array/Waveform Processor

A block diagram of the system under study is shown in Fig. 3. The
"desired" signal at the array input is assumed to be a bi-phase modulated,
digital communication signal. The binary phase moduiation on this signal
is the modulo-two sum of a binary code sequence and a random binary data
sequence. The code is assumed known at the array and is the means by
which]the processor distinguishes the "desired" signal from "undesired"
signals.

Y ~———3=PROCESSOR OUTPUT
W,
} MIXER
. Stt) DATA BANDWIDTH
W H FILTER ‘L
W,,‘
L0 LIMI
[ ¥ ]
O i
5 FEEDBACK + “ ZONAL |
__+ | CIRCUITRY ) FILTER

REFERENCE SIGNAL

Fig. 3. Adaptive array processor with a
waveform-processed reference signal.

The reference signal is derived by ~aveform-processing array output
S(t). First, a local oscillator signal is bi-phase modulated with the
same code as the desired input signal code and then mixed with S(t).

The desired signal component of S?t) produces a signal at the mixer cut-
put containing only data modulation (assuming perfect synchronization of
input and local oscillator codes). Since the data rate is assumed to be
much less than the code rate, this signal occupies a smaller bandwidth
than S(t). The undesired signals in S(t), however, do not undergo this
reduction in bandwidth when multiplied by the reference code. Wideband
undesired signals remain wideband at the mixer output and narrowband un-
desired signals are spread in bandwidth by the local oscillator phase
switching. The data filter passes the data modulation and reduces the
power in the undesired portions of S(t) relative to the desired part.

h



To a rough wupproximation, the reduction in power is equal to the ratio
of the bandwidths. A bandpass limiter (i.e., an ideal Timiter and
wideband zonai filter) fixes the reference signal amplitude. Note that
without limiting the weighting coefficients would be driven to zero if
the reference network gain were less than unity since, in this case,
the reference signal magnitude would always be smaller than the array
output signal magnitude. If the reference network gain were greater
than unity, the weighting coefficients would eventually be forced to
their saturation limits. The use o7 a limiter circumvents the need

to maintain unity gain. The processed signal is mixed with the coded
local oscillator signal to reinsert the code modulation; only the
sideband centered on the operating frequency of the array appears at
the output of the second mixer (post-mixer filtering is not shown in
Fig. 3). This output, i.e., the reference signal R(t) for the array,
approximates the desired component in S(t). Slow phase variations of
the local osciliator carrier which are introduced at the first mixer
are removed in the second mixer.

In practice, the desired compoi.ents in the reference signal and
the array output signal will differ due to the delay introduced by the
bandpass filter and code synchronization error. Due to the delay, the
data transitions are not synchronized. Moreover, the phase shift
through the waveform processor is frequency dependent; thus, the desired
in-phase (mod. 2x) condition will not exist if the signal frequency is
offset or if the filter parameters change with time due to aging or
temperature variation. Imperfect code timing, i.e., synchronization
error, results in a reduction of the signal to noise ratio in the wave-
form processor, and the generation of a noise-1ike component in the
reference signal -- even when only desired signal is present at the array
output. When interfering signals are present in the array output, they
are reduced in strength and altered considerably in waveform and fre-
quency structure by the processing operations. However, they are not
eliminated completely from the reference signal. Fortunately, complete
suppression of interference in the reference signal is not a prerequisite
for satisfactory interference rejection by the array. The essential
requirement is that tne interference components in the reference signal
must be smaller than the interference components in the array output
signal, i.e., the effective gain of the reference waveform processor
with respect to interference must be less than unity. When this condition
is satisfied, the error signal contains an interference component equal
to the difference in interference levels, and the feedback processing
responds to this error to reduce the output interference. Reduction
of the output interference continues as long as the interference component
is present in the error signal, i.e., as long as interference is present
in the array output and the gain of the waveform processor to interference
is less than unity. The latter condition is expected to prevail even for
modest values of waveform pr-ocessing gain. Thus, the arvay processor is
potentially capable of eliminating large interfering signals even when the
waveform processing gain is relatively small.




-

The effects of waveform processing delay, synchronization error,
cw interference, and system parameters on the processor's transient
response were investigated by digital computer simulation. The simulation

is described in the following section.
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SECTION I1I
COMPUTER SIMULATION OF THE ADAPTIVE ARRAY/WAVEFORM PROCESSOR

A. Simulation of the Weighting Coefficient Loop Equations

A computer program was written to solve the set of 2N differential
equations (4) for the weighting coefficients. In sampled form these
equations are approximated by

dw.(ti) wi(tj+T) - wi(t.)

(6) -N‘Jd—t e = T 1 = K E(tJ) .Y-i (tJ)
or
(7) w'i(tj'*']) = W.‘(t‘]) + KT E(tj) y.; (tJ) 5

i=1,2, «++, 2N,
where

(8) E(t,) = R(t,) - S(t,) = R(t,) - 7§ w,
J J J =
is the sampled error signal and

(9) T=g=1t,,-t,;

1
F j+l A

is the sampling period corresponding to a sampling frequency F. The
time reference to = 0 was assumed so that

(10) b= 3T 35002,

The yi(t3;) are the sampled signals (including interference) at the inputs
to the weighting coefficients. The compt “er program performed the
following sequence of computacions given the values of the weighting
coefficients Wi(tj) at time tj:

a) Computation of the signal samples yi(t.), i=1,+++,2N from
appropriate analytical expressions,' 9

b) Computation of the array output signal sampie S(t.) from the
Wy () and y, (), L

11




¢} Computation of the reference signal sample R(t;) from S{t;)
by means of appropriate digital processing useﬁ to simu]a%e
the referer.ce generation network.

d) Computation of the error signal sample E(tj) from (8), and

e) Computation of subsequent values for the weighting coeffi-
cients wi(tj+1) from the recursion equations (7).

The signal equations yj(t) used in step (a) and the digital processing
used in step (c) are discussed in the following two sections.

E. Input Signal Simulation

A linear (one-dimensional) array composed of an even number N of
equispaced elements was assumed in formulating the e¢quations for signals
yi(t) at the weighting coefficient inputs. The elements and weighting coef-
ficients were numbered as shown in Fig. 4 with odd-numbered elements to
the right of the array phase center and even-numbered elements to the left.

9
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Fig. 4. Linear array geometry.
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Signal xp(t) which would be received by an element placed at the array

? phase center was assumed to be given by
N (11) X, (t) = s (t) + 5 (t],
with
= { i
(12) so(t) As C(t) D{t) sin {21r(fC + Afs)t + aso}
(13) no(t) = An Sin{21r(':°c + Afn)t + ano}
where
AS = desired signal amplitude
An = interference signal amplitude
fc = array center frequency
Afs = desired-signal freguency offset
Afn = interference-signal frequency ofiset
o, = desived-signal initial (t=0) phase
%0 = interference-signal initial phase
C(t) = desired-signal bi-phase code (+1, -1 amplitude)
modulation

D(t) = desired-signal bi-phase data (+1, -1 amplitude)
modulation.

The signal received by the kth element, xk(t), was expressed as

(14) xk(ysz sk(t) 4+ nk(t)
sO(t + g‘%-sin es) + no(t + %-% sin en)
k=1, 3, s N=1
so(t - E%l %- sin es) tng (t - Eil- g- sin en)




where

g-= propagation time delay between elements
o = desired-signal arrival angle
8, = interfering-signal arrival angle.

The propagation time delay across the array was assumed negligibly small
compared to the code and data bit periods of the desired signal modulation,
i.e.s

d -1 -1
(15) N2 << fq<fy
where
fcd = desired-signal code bit rate

fd desired-signal data bit rate.

This assumption of an "array bandwidth" much larger than the input signal
modulation bandwidth justified the approximations

(16) Clt + g-g- sin o ) = C(t),
k

17) Nttf%

sin es) = D(t).

The array elements were assumed to be ideal (noise-free) point receptors. Ac-
cordingly, the output signal from the kth element, ka_](t), was expressed as

(]8) .ka_'l (t) =

. Afs Afs ‘
AS C(t)D(t) sin {21\’(‘ + -TF;' fct + kn d>‘c (1 + -'.F-(-:- sm GS + aSO}

_ Afn Afn )
+ An sin {21[(] + 'F;- f(_t + k"d)\c (l + ','f‘c—") sin On + Gno}

When k = ],3,5,'.‘; N".l

14




and

(19)  yyq(t) =

, ) Afs Afs ]
ASC\t)D(t) sin {27 1 + -i— fct - (k—])‘n' dxc 1+ -‘f?- Sin es+aso}
_ Afn _ Afn )
¢ An sin {2n 1 + ?-C— 'Fct - (k-l)'n‘ dxc 1+ -fz— sin On + ano}

when k=2,4,"",N
d d
where d, = —-= (—) f
A Ac c c

is the element spacing in wavelengths at the array center frequency. The
quadrature channel inputs, yo2k(t), were assumed to be given by expressions
identical to (18) and (19) except for the addition of quadrature phase shifts
to the sine arguments of the desired and interfering signal terms.*

: The desired signal code modulation C(t) consisted of a length-127

’f pseudo random sequence generated by a seven-stage feedback shift register

g - having the configuration shown in Fig. 5. The initial contents of the
register were chosen to provide a representative switching pattern** over
the first twenty bits of the sequence.

The data modulation, D(t), was assumed to consist of an alternating
(+1, -1) sequence. This "square-wave" pattern maximizes the number of bi-
phase data transitions which occur during the initial transient period thus
allowing the effects of data modulation delay in the reference processing
network to be readily observed.

*The simulation program actually introduced time delays of 1/4f¢ seconds
whick gave rise to phase shifts of 900(1 + Af/f;) where af is the input
signal freguency offset from center frequency. However, the frequency
offsets employed in the simulation were small in compar1son with f SO
that the phase shifts were approximately equal to 909,

**Such a pattern is considered to have approximately equal occurrence of
“T"s and "0"s and no long consecutive runs of either symbol.
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C. Simulation of the Reference Network Signal Processing

The digital processing used to simulate the reference network is
illustrated in Fig. 6. Mixer simulation consisted of multiplication of the
1nput samples by +1 or -1 depending on the value of the refereace code

The up/down frequency conversions performed by the mixers were
om1tged for simplicity. The reference code was a delayed version of the
input code

(20)  clt)) = clty - <)

where delay parameter ¢ could be varied to si mu:ﬁte syn hfon.zau1on offsets
¢ having values from zero to one code bit pericd {epax: ? 1). Lerner,
d1g1ta] bandpass filters were chosen to simulate %he analuq bandpass filters
in the reference network because of their excellent phasse :inearity and
reasonably selective passbands. The fourth-order Lerner filters used in

the simulation are characterized by the z-transform

3. [V - (e'“/2 BT cos biT) Z"]]

4
(21) H(z) = § - -

where ay = -3y = 0.5
"'a2=a3=]
_ _ B
b1,4 = on (fc + 2')

by 3= 2n(f, % ’zBT )

= Bandwidth, Hz.

The above transfer function was obtuined by using the criteria of impulse

invariance: the impulse response of the digital filter equals the

sampled impulse response of the Lerner analog filter. Details of the

design procedure are available in Reference 7. Figure 7 shows the pole-

zero configurations of the Lerner filter in both the analog (s-plane)

and d1glta1 (z-plane) domains. The sampled output of the filter at time
= nT is #iven by a sum of four sub-outputs:

4

(22) V(nT) = ] a; V. (nT),
i=i
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where the sub-outputs are expressed by

(23) V. (nT) = e ™2 BT o6 b.T 2V, (nT-T) - U(nT-T)]
”"8T V, (nT-2T) + u(nT).

Function U(nT) represents the sampled input at time t = nT. The frequency
response of the Lerner filter was calculated from (21) with z = exp(juT)
and is shown in Fig. 8. Important characteristics to be noted are the
ninety degree phase shift at center frequency and the change in phase
shift over the bandwidth B of nominally 360 degrees. At the bandedge,
ji.e., at f = f; + B/2, the amplitude response is 5.32 dB smaller than the
mid-band 3 sponse and the phase shift differs 12.5 degrees from linear.
Envelopes of the 1mpu1se response, the step amplitude response, and the
response to a 1800 step in the carrier phase are illustrated in Figs. 9,
10, and 11, respectively. The latter figure shows that the transition

in the output signal's phase occurs approximately 1/B seconds after the
phase step is applied to the input signal.

The bandpass limiter in the reference network was simulated by an
ideal limiter characteristic followed by a Lerner digital filter having a
passband centered on the carrier frequency and a bandwidth By much larger
than the data filter bandwidth Bq. The purpose of this second filter was
to reject frequency components outside the first zone from the output wave-
form. The changes in amp11tude experienced by the signal at the data filter's
output following a 180° phase step due to the data modulation (see Fig. 11)
are "squared-up" by the limiter and the zonal filter introduces a relatively
small additional delay of 1/By seconds. The zonal filter's output is multi-
plied by a constant to result in a Timited reference signal having the
desired value: A negative constant is employed for the scaling factor
so that the two n1&ety degree phase advances introduced by the digital filters
(at the center frequency) are effectively cancelled. This forces the
desired signal components at the waveform processor and array outputs to
be in phase alignment when the frequency offset equals zero. When the
frequency o¥fset, f-f;, is sufficiently small so that the filter phase
characteristics are approximately linear, the total phase shift through
the reference network is given approximately by

-2n( f"-f )
(24) y(f) = -2 ;)(f £)

comnos1te

The scaled output of the zonal filter is multiplied by the reference code
to simulate the second mixer. This completes the digital simulation of
the waveform processing network.
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D. Sampling Rate Considerations

The selection of a sampling rate, F, was influenced by several
factors. Adequate representation of the input (bandpass) signals in
sampled form required that the sampling rate exceed 2fc: the Nyquist
sampling criterion. Another factor to consider was the cumulative
truncation errors resulting from the approximate integration in (7) of
the weighting coefficient differential equations. These errors cause
the computer solutions to differ from the correct analog solutions. They
are dependent upon the rate-of-change of the weighting coefficients and
therefore, from (6), are related to input signal magnitude. Approximation
errors are reduced by increasing the sampling rate. Another factor arose
from the Timiter nenlinearity in the reference network which produced fre-
quency components in zones centered about odd harmonics of f.. The fre-
quency response of the second digital filter is periodic, as illustrated
in Fig. 12, with bandpass repetitions centered on the frequencies

(25) f=nfFz fc

where n is any integer. To ensure rejection of frequency components outside
the fundamental zone (fc), i.e., to minimize frequency aliasing effects in
the second digital filter, the sampling rate was chosen as an odd multiple
of fc as in Fig. 12. The responses to components having frequencies around
twice the sampling frequency (2F) are expected tr be negligibly small when
the sampling rate is sufficiently large. The ccibination of the limiter
non-linearity and a finite sampling rate also resulted in reference signal
phase quantization as will be discussed in the next section. All of these
factors suggest that the sampling rate should be made much larger than fc.

| ~— LIMITER CHARACTERISTIC

4~ OUTPUT SPECTRUM

i

! )

|

i3

' $

| !5 17

Lo o \ 7 19
ﬁ\m: i 1/;\|./:\{“ 113 115 /T\I/T\,,
-t 0 f 8i, 9fc 10f, 17t 18t 19t

Fsgfc f

Fig. 12. Second digital filter input spectrum and periodic
frequency response characteristics.
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In practice, the sampling rate which can be utilized is restricted
by the length of time required to execute the computer program. In the
study, the transient decay times encountered were generally on the order of
a few thousand carrier cycles for realistic values of the parameters.
Program run time considerations limited the total number of samples processed
to a few ten thousand. As a result, it was necessary to restrict the sampling
rate to nine times the carrier frequency: = 9fc.

E. Reference-Signal Phase Quantization

The phase of the sampied reference signal was restricted to a
discrete set of values as a result of using a finite sampling rate and
an ideal limiter characteristic. This phase quantization is perhaps
best illustrated by an example. Figure 13 illustrates the sampled wave-
forms at various points in the reference processing network of Fig. 6
when the array output signal is given by

. 0

(26) S(tj) sm(wctj +0°).

The ninety degree phase advance in the data filter output waveform (b)
results in a limiter output waveform (c) composed of five positive and
four negative samples per cycle. The fundamental component (d) of this
sampled square wave at the second filter output is changed in sign and
amplitude-scaled in (e) to form the sampled reference waveform. Shifting
the phase of the input sinusoid in (a) by any amount up to plus or minus
ten degrees changes the values, but not the signs, of the samples in (b).
Therefore, the sampled waveforms in {(c), (d), and (e) are unchanged. The
reference signal phase is constant at zero degrees for this case. For
input phase angles between ten and thirty degrees, the polarity of one
sample (per cycle) wiil change in (b) leading to a four positive, five
negative repetitive sample "pattern" in (c) and a reference phase of 20
More generally, when the phase of the input signal lies in the interval
[{n - 200 - 100), (n - 200 + 100)] where n is an integer or zero, the phase
of the reference signal equals n . 200, Mote that the five positive, four
negative sample pattern in {c) or its negative - a five negative, four
positive pattern - is the only sample pattern possible when the input to
the reference generation network is a sinusoid having a frequency fp. All
discrete values of the reference signal's phase are obtained from the
response shown in (d) and its negative by shifting the time origin in
increments equal to the sampling interval. The sample values listed below
(e) apply for a unit amplitude reference signal and were obtained from
simulation results.

0

When the array output signal is a sinusoid and its frequency is
offset from the center frequency, the phase of the Timited signal (c) at
the second filter's input increments in discrete 200 jumps forming a
stairstep pattern in time. The second fiiter responds very rapidly to
these phase steps -- on the order of six carrier cycles -- due to this
filter's wide bandwidth. As a result, the phase of the reference signal
is essentially a stairstep function of time also.
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F. Performance Measure: CW Pattern

The performance measure selected for evaluating the simulation results
was the cw power pattern of the array. The power pattern was computed at
selected instants of time during adaption from the set of weighting coeffi-
cients which occured at those instants. The power pattern at a frequency
fc + Af was defined as the array output response (magnitude squared in dB
and phase) to a unit ampli*ude cw signal of frequency offset Af and variable
arrival angle o:

(27) P, (0,4%) = 10 1og1O|VX(e,Af)|2 expld Arg T, (6,4f)]

where Fé(e,af) = cw power pattern phasar

V&(e,Af) = array output (voltage) phasor.

The expression for the array output phasor in terms of the set of
weighting coefficients is given in Appendix 1. The computer simulation
program is listed in Appendix II; subroutine REFRN performs the reference
network digital processing.
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SECTION IV
COMPUTER SIMULATION RESULTS

A. Introduction

The simulation parameters described in the previous section were
assigned values as shown in Table I. The parameters are listed in columns;
each Tine in the table represents a different simulation run. The parameters
listed under the heading "Modifications" apply to modified computer simulation
models and will be discussed in context as the modifications are introduced.
A11 parameters having dimensions of frequency (or time) are normalized to
the array center frequency f. (or its reciprocal T¢). 1In all cases the
weighting coefficients were initially set to unity to establish a broad-
side pattern. Because of processing time restrictions, it was necessary
to 1imit the simulation to the case of a two-element array. The important
response characteristics - especially those attributed to the reference wave-
form processor - do not appear to be dependent on the number of array
elements. These response characteristics are presented in the following
sections.

B, Effect of Reference Network Time Delay

When the code and data rates are fixed, the selection of the data
filter bandwidth involves a tradeoff between the processing gain and the
time delay introduced by the reference network. Figure 14 shows the effect
of time delay when the data filter has a bandwidth equal to four times the
data rate. The pattern magnitude in the desired signal direction (0°) and
in the interference direction (400) versus adaption time in carrier periods
(Tc) are illustrated. The time delay results in a 1800 phase difference
between the desired components in the array output and reference signals for
the first fifty carrier periods (50 T¢) of each data bit period (200 T¢)
since the data is an alternating (worst-case) sequence. After the initial
adaptive transient reduces the desired signal's output level to the correct
value (0 dB pattern magnitude), the character of the signal response changes.
The feedback system attempts to reverse the sign of the weighting coeffi-
cients during the delay error periods as shown in Fig. 15. As the weights
decrease in the process of sign reversal the pattern magnitude in the signal
direction decreases. During the remaining three-quarters of each data bit
the phasing is correct and the feedback system attempts to recover the gain
loss in the signal direction. The pattern gain variations in the desired
signal direction can be reduced by decreasing the gain (bandwidth) of the
feedback Toops as shown in Figs. 16 and 17. The loop gain factor K has been
reduced by a factor of five here. If the loop gain is reduced even further
to the point where the response time of the loops is much larger than the
data bit period, then the output signal amplitude is essentially constant
in the steady-state. The steady-state amplitude can be calculated as shown
in Appendix IIT as the value which minimizes the mean-square error.
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This steady-state amplitude becomes smaller as the percentage of time when
bi-phase errors are present increases, i.e. as the reference processor time
delay is increased. For delays of one-eighth, two-eighths, and three-eighths
the data bit period, the suppression of the desired output signal below the
constant amplitude (0 dB) reference signal is 2.5 dB, 6 dB, and 12 dB
respectively. These figures apply for the worst-case (square-wave) data
sequence, For a random data sequence the rate of occurence of bi-phase
errors is less by a factor of two and the corresponding values of sup-
pression are 1.16 dB, 2.5 dB, and 4.1 dB, respectively. Pattern adaption
in the interference direction in Figs. 14 and 16 is very erratic as a
result of the corrections caused by the desired signal.

It is possible to equalize the reference processor delay by
employing wideband delay lines to delay 1) the signal inputs to the error
by signal multipliers, 2) the array output signal applied to the subtractor
which forms the error signal, and 3) the local osciilator signal at the input
to the second mixer in the reference processor (or the corresponding PN
sequence could be delayed). This approach allows other types of data
modulation to be accommodated, however, it complicates the task of maintaining
proper phasing conditions in the feedback l1oops of the processor. An
alternative to equalization which is applicable for the case of bi-phase data
modulation is simply to inhibit processing (i.e., hold the weights constant)
during periods when the error signal is incorrect. Figure 18 illustrates
the effect of holding the weights constant for the first three-tenths of
each data bit period (T, = 60 T¢). This was accomplished in the simulation
program by setting the error signal samples equal to zero at the appropriate
times:

1 1

0 : nfd <t < nfd + 60 Tc

(28) E(t) = n=0,1,2,°"
R(t)-S(t); elsewhere,

where fq is the data rate. The pattern adapts smoothly in the desired
signal direction to the proper magnitude and the rejection of inter-
ference is considerably improved compared to the result shown in Fig. 14.

C. Effects of Code Synchronization Errer

When the received signal code in S(t) and the reference code are
not properly aligned in time, the signal at the output of the first mixer
in the reference network is distorted. For small timing errors, the
smoothed signal at the data filter output may be represented by two com-
ponent signals: a data-carrying signal identical to that obtained when
no timing errors are present except for a reduction in amplitude and a
low-level, noiselike signal resulting from the distortion components of
the codes. The bandpass lTimiter removes the amplitude fluctuations of the
composite signal; the phase fluctuations due the noiselike component, how-
ever, are retained at the limiter output and therefore appear on the
reference signal. In the computer simulation, the phase of the reference
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signal was quantized so these small phase variations were also removed.*
Consequently, the reference signal in the simulation differed from the
desired component of S{t) only in code timing (and data modulation delay,
of course).

The degradations caused by imperfect code timing and a non-zero
delay in the reference processing network are expected to be similar
since the reference signal is out of phase by 1800 with respect to the
desired reference signal over discrete time intervals in both cases.
However, the intervals are distributed differcntly in time and their
durations are different in the two cases. When code timing is in error,
the intervals over which the reference signal is inverted must be much
shorter than the reference network processing delay -- i.e., on the order
of one~-half of a code bit period or less -- if the adaptive array processor
is to operate as intended. The rate at which the inversions occur has an
average value equal to one-half the code rate when the code is a (pseudo)
random sequence. The reference signal inversions caused by reference
network processing delay occur at a much slower rate: one-half the data
rate on the average when the data bit str2am is a random sequence., Code
timing errors equaling one-quarter and one-half of a code bit period
cause the responses to change from those shown in Fig. 18 to the responses
shown in Fig. 19. When the error equals one-half the code bit period, the
reference signal is inverted approximately one-fourth of the time. This
is approximately the same percentage of time the reference signal is
inverted as a result of the delay introduced by the reference processing
network. Thus, it is appropriate to compare the signal responses shown
in Fig. 14 and in Fig. 19 for the cine-half code bit timing error case.
The signal response in Fig. 19 is more erratic because the reference
signal inversions are distributed randomly. It is apparent from Fig.
19 that the feedback circuitry cannot change the weights (pattern)
significantly over the short inversion intervals. Nevertheless the
amplitude of the desired signal at the array output is reduced relative to
the reference Tevel by nominally the same amount in the two cases.

Comparing the interference responses in Figs. 18 and 19 shows that
the interference is suppressed less when the code timing is in error --
at least for times t less than 4000 T.. In concept, the weights could
be held constant from an instant preceding each transition of the code
generated in the array processor to an instant following each transition
to reduce the degradation in response caused by code timing error. How-
ever, switching speed Timitations of practical integrate/hold circuits
restricts the usefulness of such an approach to cases where the code rate
is relatively Tow., In many applications, the code timing error should be
maintainable at less than one-fourth of a code bit length and the array
performance will be acceptable without resorting to holding the weights
constant during the inversion intervals.

*This minor defect of the simulation model is expected to result in only
second-order effects since the distortion components are usually small.
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D. Effect of Desired-Signal Frequency Offset

- As discussed previously, phase alignment between the desired signals
in S(t) and R(t) occurs when the phase shift through the reference network
is a multiple of 360”. This condition is not satisfied, in general, when
the carrier frequency of the desired signal is offset from the center
frequency since the reference network phase shift is frequency dependent.*
An analysis of the effects of small frequency offsets is presented below and
is followed by results of the computer simulation.

A few assumptions were made to simplify the analysis:

a) C(t) =D(t) =1 (cw desired signal)

b) An =0 (No interference)
Afs

c) = << 1 (small frequency offset).
c

The signals at the input to the weignting coefficients were expressed as

. (i
(29) yop_ 1) = A sm[wct + bugt + ¢y - (1-8) —2-}

i

k

1,2,°++,N 3 §=0,]

where inphase and quadrature signals from the kth element correspond to
6 equaling one and zero, respectively. Signal phase angle bk is an
arbitrary constant.

The first step in the analysis was to hypothesize that the array

output signal and the reference signal can be represented in the steady-
state as

(30) s(t) = Az sin(wct + Amzt + ¢z); t > o
and

(31) R(t) = A‘le sinfugt + Bogt + 6o + v(Bug)]l 5 t» e

*If delay equalization is employed as discussed in Section IVB, then signals
at the error subtractor may be maintained in phase over a range of input
frequencies.
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where

sz

b

Y(Amz) = reference network phase shift, (y(0) = 0)

array output signal frequency offset

array output signal phase

and

*
Auw # Aws.

The steady-state error signal, given by (31) minus (30), is processed by
the feedback Toops to produce steady-state weighting coefficient variations
given by

(32) wy o(6) = [ KE(E') ypy gLt )t

= KAS

i kil
2(aw -bw {Ar S]n[(ANS-sz)t T4y - Y(sz) + ¢k'(1~5) 7 |
S

) .

. i
- AZ sin [(Aws -sz)t - 65 + ¢k - (1-8) é']}

t"'w; k=]’2’ "',N;6=0,]-

The weighting coefficients modulate the input signals (29) resulting in
the steady-state output signal

)
(33) s(t) = kZ] 6§0 W2k_5(t) ka_G(t)

KA§ N1
S —_— Z Z {1}
2(Aws-sz) k=16=0

where

*Note that Awy and Awg are equal prior to adaption (t < 0) but are assumed
here to be unequal in the steady-state (t+=).
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{ 1= %- Arg cos[wct + szt + by + y(AwE)]
]
-5 Arg cos[wct + (2 Ams - sz)t - ¢Z 'Y(sz) + 2¢k - (1-8)7 ]
1 .
- i'AZ cos [wct + szt + ¢X]
+ l-A cosfw t + (280 -Aw )t - ¢, + 2¢, - (1-8)n]
2% c S z z k

When this bracketed expression is summed over the two values of &, the
second and fourth tevms cancel leaving

1
(34) 620 {1} = Arz cos[w t +awy t + oo + v(du)]

- AZ cos [mct + szt +¢2]-

The expression (34) represents the contribution of the kth element to

the array output signal. It is independent of the index k; therefore,
the element output signals are all aligned in phase, i.e., they are
phase-coherent in the steady-state. The cancellation of terms in-
volving the input phase angles ¢y does not occur if the quadrature
channel phase shifts are different from ninety degrees. A more

general analysis is necessary in this case with anticipated results

being a degradation in signal coherence and the existence, in the steady-
state, of additional frequency components in the array output signal.

In the present case the expression in {33) reduces to the form

(35) s(t) W AE (Aw_)
35) S(t) = ——=—— {-A_ sin y(Aw_ ) sinfw t + Aw_t + ¢.]
2(Bug-bu) e z ¢ z z
+ [Arz cos Y(sz) - AZ] cos [wct + Amzt + ¢Z]}

by use of a trigonometric identity in (34). The conditions that must be
imposed in order that (35) agree with the original hypothesis (30) are

(36) A, = Arg cos v(dw,)
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and

(37) A2 =

2 .
- NK As Arz,51n Y(sz)

Z(Aws -sz)

The first condition shows that the amplitude of the output signal is
reduced below the reference signal amplitude by a factor equal to the
cosine of the steady-state phase error. The two conditions may be com-
bined to obtain a transcendental equation for the output signal fre-
quency offset:

Z(Aws - sz)
(38) tan [- y(dug)] = + ————
NK As

The two sides of this equation are graphed in Fig. 20. The straight line
representing the right side of (38) has a slope inversely related to

loop gain factors and shifts with constant slope as the input frequency
offset is varied. The equation is satisfied, i.e., the curves intersect,

at a value of output frequency offset which is smaller than the input
frequency offset (Awg<aws). The frequency offset of the array output signal
cannot be reduced to zero since the feedback loops require a steady-state
errov signal to maintain the cyclic variations of the weighting coefficients.
If the loop gain is small, the line in Fig. 20 is nearly vertical and

the reduction in frequency offset is small. For increasing input fre-
quency offset, the point of intersection moves up the tangent curve,

the steady-state phase error increases toward ninety degrees, and the
output signal amplitude approaches zero.

The computer simulation results given in Figs. 21 and 22 confirm
the analysis. The significant parameters obtained from these figures are
the following:

1) A2 = (.886 (~1.06 dB)
2) M - af = 0.00085 f, (weight oscillation frequency).

These results agree almost exactly with those computed analytically from
(24), (36), and (38) using the parameter values for this run, listed in
Table I. The phase shift of the reference network is 280 as computed

from (36). Note that the assumptions of the analysis are not completely
satisfied here since the desired signal contains bi-phase PN coding and
Tow-rate data modulation. The weighting coefficients are held constant
for a period of time after the data bit bi-phase transition at t = 2000 Tc‘
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PRI A 48 1 o

. tan [-—y(Afz)]

47Afg

> 4W(Af. Af )
NKAZ

NKA‘

Bcoupom': Af b
T 4
INPUT FREQUENCY
OFFSET (Afg=Afy)

OUTPUT

FREQUENCY
OFFSET

Fig. 20. Results of desired signal frequency offset analysis.
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During this hold period, the signal input and output frequencies are
identical. Upon resuming processing, the cyclic variation of the weighting
coefficients is restored as shown in Fig. 22. When the loop gain (K) was
reduced by a factor of four, the results obtained were as expected: a
Tower output amplitude (-1.95 dB), a smaller weight oscillation frequency
(0.00022 f.), and a larger phase error in steady-state (37°). Figure 23
shows simulation results for three values of desired signal frequency
offset: zero, 0.0005 f., and 0.0025 fc. In this result, cw interference
has been added, and the data rate has been increased significantly. The
pattern response in the desired signal direction is essentially unaffected
by small offsets in frequency and is reduced 3 to 4 dB when the frequency
offset equals 0.0025 fc: one-half the data rate. The addition of equal
amplitude cw interference at center frequency in this case did not sig-
nificantly alter the response to desired signal. The amount of inter-
ference suppression, however, does appear in Fig. 23 to be dependent on
the desired-signal frequency offset. The 0.0025 f¢ offset case in Fig.
23 was repeated with data modulation removed from the desired signal

and with continuous loop processing (i.e., no data "hold" intervals).

No significant changes in performance were observed. The code rate was
increased from 0.05 f¢ to 0.20 f¢ in a third run and again there was no
appreciable change in interference rejection over the initial 4000 T
adaption period.

E Effect of Reference-Network Processing Gain

The effect of waveform processing gain in the reference network
was assessed by comparing results for different code rates with the data
filter bandwidth held fixed at 0.02 fc. Figure 24 illustrates performance
for code rates equaling 0.01 f., 0.05 f., and 0.20 f.: (one-half, five-
halves, and ten times the data filter bandwidth, respectively). The
pattern response in the interference direction has been sketched in between
values computed at the hold instants to make the three cases more distin-
guishable. The essential features to be noted in Fig. 24 are the following:
1) for very small processing gain (the .01 f¢ case), the rejection of inter-
ference is very erratic, 2) for moderate processing gains (foq = .05 f¢
and 0.20 fg), the response to interference is much smoother with slightly
better rejection at the higher code rate. The erratic performance for
very low code rates is to be expected since the data filter does not
average the bi-phase coded interference over several bits of the code.
The resporse to interference in this case is strongly dependent on the
detailed structure of the code sequence being used. Initial (transient)
behavior, in particular, is influenced by the starting point in the code,
i.e. by the number and distribution of transitions in the first several
bits of the code. The starting point for the code employed in the simu-
lation (see Fig. 5) produced the rather surprising result of a faster
response and more rejection with the 0.01 f. code rate than for the higher
code rates in the time interval t < 4000 T.. However, it is believed that
different code starting points would resu]% in dramatically different
initial responses for the 0.01 fc code rate case, some of which would be
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much less desirable than the response shown.* In addition, it is believed
that the response for f¢d = 0.01 f¢ is not uniformly better than the
responses shown for higher code rates for t > 4000 Tc. Thus, although

the information presented is incomplete due to limits on computation time,
it appears that the ratio of the code rate to the data filter bandwidth
must exceed approximately three in a practical system.

F. Performance for Large Input Interference

The simulation results presented to this point have been limited to
the case where the desired and interfering signals are equal in magnitude.
The performance of the processor for larger levels of input interference
will now be examined. Before proceeding with the results, it is desirable
to discuss the characteristics of the processor which affect its speed
of response. The gain of the feedback Toops (and thus their response time)
is dependent upon the amplitude(s) of signal(s) present at the array inputs.
This dependence can be shown from the defining equations (5) for the
weighting coefficients:

) 2N
(39) wy = K {y;(t) R(t) - .21 45(t) ¥5(t) gacenand
J Terms
Upon rearrangement, these equations become
‘ 2 2N
(40) Wy + K 5(6)} pagepang i * §=] "58) ©56) Y500} gasepand
J#H

= K {yi(t) R(t)}Baseband-

The coefficient multiplying ith weight w; in (40) is proportional to the
square of (i.e., the power of) the signal yj(t) at the input to the ith
feedback loop. By analogy with the simple, constant-coefficient equation

(81) w+2aw=y; A,y constants,
whose solution ic of exponential type, exp [-At], it is to be expected

that the response time of the ith feedback loop is strongly dependent on
this coefficient.

*Variation in the response wi*h code starting point is also expected at
higher code rates, although the amount ot variation should decrease as
the code rate is increased.
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The system of equations (40) can be solved analytically for the
special case of a single cw signal incident upon the array and a cw
reference signal. This is, of course, the constant coefficient case;
however the system of equations is still coupled. Details of the solution
are given in Appendix IV. The weighting coefficients decay exponentially
in this case with a time constant inversely proportional to signal power:

a2y
(42) T = [Nk(éi)]

This time constant also appears in the result which shows the effects
of frequency offset (38).

When interfering signals are present and a processed reference
signal is used, the weighting coefficient responses are not necessarily
given by simple exponentials. Consequently, the notion of a single time
constant as a measure of convergence may not be appropriate. The above
results, however, indicate that the weighting coefficients become more
responsive as the power level of either the desired signal or interfering
signals increases. This does not imply that the rates of change of the
various signals in the array output are uniformly affected by some measure
of the total input power. On the contrary, the different output signals,
or equivalently, the array pattern in different directions, may change
at differing rates. A possible interpretation here is that the rate of
response of the array to a given input signal is primarily determined by
the power contained in that signal and to a much lesser extent by the
characteristics of the other input signals. That is, there is some evidence*
which supports the conjectura that the array responds to each signal more
or less independently except whcn 1) the number of interfering sources
exceed the number of independent paitern nulls (the overconstrained-array
case), 2) the angular separation between two or more sources is very
small or zero, and 3) an interfering source is sufficiently large so as
to produce non-linear effects (saturation and limiting) in the array
circuitry. Another situation leading to non-independence of desired and
interfering signal responses occurs when the response times of the feed-
back loops are decreased - as a result of increased interference power -
to values less than a code bit period. The simulation resuits which follow
illustrate this case.

Pattern adaption results for a 20 dB interference-to-signal ratio at
the array inputs are shown in Fig. 25. The element spacing was increased
to ten wavelengths here to illustrate the increase in angular resolution
with wider spacing. The initial (broadside) pattern is maximum (+9 dB) in
the interference direction (0°) and nearly zero (-32 dB) in the desired
signal direction (2.859). Corresponding initial output levels are +29 dB

*Results obtained by experimental testing with a four-element adaptive
array processor lend support to this interpretation.
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for interference and -32 dB for desired signal: a 61 dB interference-to-
signal ratio. The frequency offsets of both signals are zero. The processor
adapts quickly to reduce the large output interference level to approximately
-3 dB (note the -23 dB pattern response in the interference direction.
Simultaneously, the desired output signal increases from -32 dB to ap-
proximately -13 dB. Thereafter, the pattern magnitude in the desired

signal direction increases slowly with a corresponding slow decrease in

the maximum value of the pattern in the interference direction. The pattern
variations in the interference direction and the small changes in the
weighting coefficients in Fig. 26 represent the response of the processor

to errors produced by bi-phase code transitions of the desired signal.

The essential characteristics of this response are illustrated by phasor
diagrams of the array output signals in Fig. 27. The desired signal and
interference phasors are approximately equal in magnitude (-6 dB) at a

time near t = 2400 T, as evidenced by the 20 dB pattern differential in

the two directions. Before a code transition, the sum of output desired
signal and interference (nearly) equals the reference signal and the error
signal is (nearly) zero. This condition is represented by the dotted
phasors of Fig. 27a. Immediately after a code transition, an error results
which is removad primarily by a (near) bi-phase transition of the output
interference phasor as shown in Fig. 27b. As the output interference

phasor undergoes this transition, its magnitude first decreases and then
increases as the transition is completed. The "up-and-down" pattern
magnitude variations in Fig. 25 in the interference direction illustrate
this behavior over many code tvansitions. Only a very small change occurs
in the desired signal phasor of Fig. 27. Changes in the array output
interference dominate over desired signal changes for two reasons:

1) the error x input interference components at the outputs of the
ervor multipliers in all the feedback Toops are much larger
(collectively) than the errvor x input signal components, and

2) only small weight changes are reguired to produce large changes
in %he output interference component when the input interference
is large.

Thus, an error signal can be eliminated more rapidly by changing the in-
terference at the array output rather than the desired signal. Full 180°
phase transitions in the output interference phasor are completed only when
several code bits of the same sign follow a code bit transition. Since this
code structure seldom occurs in pseudorandom codes, the error signal is not
completely nulled between code transitions. Processing of the residual
error signal over many code transitions results in the cummulative effects
observed: a steady increase in the desired signal phasor and a cor-
responding decrease in the interference phasor (see Fig. 27b). The rate

at which the changes occur in Fig. 25 is strongly influenced by the ratio
of the feedback-loop bandwidths to the code modulation bandwidth, The
behavior of the phasor diagrams with time in this example indicate that
this ratio is approximately equal to one.
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Fig. 27. Array output conditions: (a) immediafely after
a code transition and (b) after processing.

A 40 dB interference-to-desired signal input ratio produces the
pattern response shown in Fig. 28. A1l parameters except interference
level are unchanged from the previous case.* For the present case, the 0
phase of the interference at the array output is switched rapidly by 180
as a result of changes in the weights following a 180° transition in the
reference signal's phase. Initially, the processor responds rapidly to
reduce the output interference level to approximately 0 dB (note the
-40 dB pattern response). After the decay of this initial transient,
there is no tendency for the processor to increase the Tevel of the desired
signal at its output to the desired value. The loops respond, i.e., the
weights are changed, so that the cw interference at the processor inputs
js bi-phase modulated by the reference code. As a result, the error signal
can be made small on the average even though the level of the desired signal
at the output is much smaller than the desired value. The "coded" output
jnterference in S(t) is processed by the reference network to produce a
"clean" coded reference signal. Since the desired signal component at the
output is down approximately 30 dB the data modulation produces only small
ampiitude and phase changes on the composite output signal S(t), i.e., the

*This level of interference (A,=100) is close to the maximum permissible
value for the chosen gain constant and sampling rate. Larger levels of
interference produce instability in the digital feedback loops of the
simulation (see Sec. III.D).
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data is essentially removed in this case. To determine if this behavior

is unique to the case where the frequency of the cw interference equals the
center frequency of the processer, the frequency of the interference was
offset by 0.01 f. and the simulation repeated.* The pattern magnitude
responses remained essentially unchanged; however, the pattern phase angle
in the interference direction decreased linearly except at code transition
instants where a 1800 step change was observed. This result implies that
the processor tends to remove the frequency offset of the interfering signal
in addition to bi-phase modulating it with the code rather than responding
properly to the much smaller desired signal.

The pattern response when the initial pattern is broadside, the
desired signal arrives at an angle of 00, and the interference at 400 is
shown in Fig. 29. The element spacing here is one-half wavelength. The
pattern response in the direction of the desired signal reduces from 9 dB to
6 dB as a 40 dB null is formed in the interference direction. At the array
output, the desired and interfering signals have steady-state magnitudes of
two and one, respectively. They are 1800 put-of-phase except during data
hold intervals when processing is interrupted. Bi-phase coding of the
output interference component occurs as in the previous example. In this
case, however, the bi-phase data modulation is retained on the composite
array output signal since the desired signal component at the output is
larger than the interference.

It is apparent from the results shown in Figs. 28 and 29 that the
bandwidths of the processing loops have increased to the point where they
greatly exceed the code modulation bandwidth as a result of increasing the
power in the interfering signal. This condition occurs in the simulation
because the analytically-derived feedback loops of Fig. 2 contain no band-
Timited elements** to 1imit loop response time as the levels of the input
signals are increased. An unlimited bandwidth in the ideal processor is,
of course, consistent with the theoretical objective: to minimize the
squared error. As the processor becomes more responsive with higher
signal levels, the composite array output signal is changed more gquickly
to make it conform to the reference signal and smaller errors occur as a
result. The responses shown in Figs. 28 and 29 confirmm this behavior:
the error signal is maintained at a very small value throughout the
processing interval. It should be noted from these figures, however, that
the output interference is not reduced to a small value; also, the amplitude
error of the desired signal is not reduced to zero. The important conclusion

*The phase shift through the reference network at this frequency (1.01 fg)
is agproximate]y 2000, The phase shift equals 00 when the frequency offset
equals zero.

**The ith error multiplier output is the product E(t) y;(t) rather than the
convolution of this product with a Jow-pass impulse response as would be
the case for an error multiplier having a limited output bandwidth.
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to be drawn from these results is that minimization of the error signal is
equivalent to minimization of interference and proper adjustment of desired
signal at the array output only when the loop bandwidths are less than the
code modulation bandwidth. “This conclusion is consistent with the discussion
in Sec. IIB regarding the correlation properties of the input and reference
signals required for the array to operate properly. It was noted there that
the spectral width of the reference signal should greatly exceed loop band-
widths so that the correlation between the reference signal and the inter-
ference over time intervals having a duration equal to the reciprocal of

the loop bandwidth is small.

The fact that loop bandwidths in the simulation become excessively
large as the interference level is increased does not necessarily imply
that such will be the case in practical array processors. A fairly large
value was used for Toop gain constant K in the simulation to restrict
program vrun time; this value may not be achievable in a practical processor.
Moreover, a non-zero error multiplier rise time and integrator slew-rate
limitations may well impose upper Timits on processing (Toop) bandwidths
which are less than the code modulation bandwidth. The simulation results
for high-level interference would not apply in this case since the simu-
Tation model is incomplete. The limitations in dynamic range of practical
array processors must also be considered if an extreme interference con-
dition is to be tolerated. The occurrence of amplifier saturation, inter-
modulation product generation, and non-linearities in the feedback circuits
will undoubtedly alter the responses from those given in the simuiation.

The simulation results, however, do illustrate the performance characteristics
expected from an array processor ideally implemented in the minimum mean-
square error configuration. In the following section, the possibility of
modifying the processor's configuration to restrict the loop bandwidth in

the simulation for the high-level interference case is examined.

G. Results for Modified Simulation Models

1. Loop Gain Control (AGC)

A time-varying loop gain factor G(t) was introduced into each
feedback loop in the simulation to determine the feasibility of automatic
gain control (AGC). Factor G(t) had an 1n1t1a1 (t=0) value of unity and
decayed exponentially to a final valu %a1 to the ratio of desired
signal power to total input power: Figure 30 shows the results
for 40 dB input interference to 51gna7 ra%1o and a G(t) decay time constant
of 250 Te. The response for t < 400 T is, as expected, very similar to
the response shown in Fig. 29. As the 1oop bandwidths become smaller than
the code bandwidth due to the decay of G(t), the interference is increasingly
rejected at the array output. However, the pattern magnitude in the de-
sired s1gna1 direction does not change significantly indicating that a 40 dB
1nop gain reduction to achieve satisfactory interference rejection results
in an unsat1sfactory (slow) response to desired signal. This result is to
be expected since both desired and interference components at the error
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multiplier outputs are reduced equally by G(t). Although the gain control
is in the feedback paths here, essentially equivalent results are anticipated
with input (array element) AGC methods since the gain reduction is again
common to both desired signal and interference. The results in Fig. 30 sug-
gest that AGC methods might be effective provided 1) the initial level of
desired signal in the array output is adequate, i.e., the pattern does not
have a null in the direction of desired signal initially, and 2) the rapid
changes in the pattern occuring initially when the interference null is
formed do not produce a null in the direction of the desired signal. The
use of a moderate amount of gain control in the array element input cir-
cuitry might be desirable to prevent non-linearities (saturation) in the
weighting coefficient multipliers when the input signal levels are large.

2. Error-Multiplier Output Non-linearity

The effect of amplitude-limiting (saturation) in the error multinliers
under high-level interference conditions was investigated in the simulation.
The output samples E(tj)yj(tj) of the error multipliers were adjusted in
amplitude in accordance with the non-linear characteristic shown in Fig. 31,

AAO INTEGRATOR INPUT
SIGNAL AMPLITUDE

('+£ﬂ Al) ; A' >{

>
A

ERROR MULTIPLIER
© OUTPUT SIGNAL

AMPLITUDE
—
—-[l“‘ﬂnlA;']
Ai<-1

Fig. 31. Simulation characteristic for error multiplier
outpul amplitude saturation.
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For small inputs, the characteristic is linear and the gain equals one.

For large inputs, the output amplitudes are compressed according to a
logarithmic function. Simulation results for a 40 dB input interference to
signal ratio are shown in Fig. 32. These results show that the non-
linearity effectively reduces loop gain initially when the output inter-
ference (and thus the error signal) is very large. The rates of pattern
response shown for t < 200 T¢ are considerably smaller than those without
the non-linearity (see Fig. 29). As the output ervor becomes small, how-
ever, and Tinear operating conditions are restored, the gains (and bandwidths)
of the feedback loops increase. For t > 200 T¢, the character of the
response is identical to that obtained previously, i.e., bi-phase switching
of the interference occurs to remove errors resulting from the reference-
code phase transitions. The responsiveness of the feedback loops when the
error is small is not affected by the non-linearity.
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SECTION VI
SUMMARY

A receiving array capable of adaptive pattern shaping has been
described. The signals at the outputs of the array elements are
(effectively) adjusted in amplitude and phase by a feedback control
system designed to minimize the difference between the array output signal
and a reference signal. The reference signal is derived from the array out-
put signal by a waveform processing network. The particular waveform processor
employed accepts digital communication signals which are bi-phase modulated
with the modulo-2 sum of a code and a randum data sequence.

The initial (transient) adaption performance of a two-element adaptive
array processor has been simulated on a digital computer for the case of cw
input interference. The simulation results show that the waveform processor's
time delay {or equivalently, its bandwidth) is a significant parameter af-
fecting performance. The waveform processor delays the desired signal's data
modulation and, in addition, shifts its carrier phase by an amount dependent
on the carrier frequency. These alterations reduce the correlation between
the reference signal and the desired signal at the array output. As a con-
sequence, the desired signal is reduced in amplitude (i.e., partially sup-
pressed) at the array output to a level below that of the constant-amplitude
reference signal. The worst-case suppression due to data modulation delay
is shown to be approximately 2.5 dB, 6 dB, and 12 dB for time delays of one-
eighth, two-eighths, and three-eighths of the data bit period, respectively.
The suppression factor due to waveform processor phase shift (with no data
modulation present on the desirved signal) is equal to the cosine of the phase
shift. The simulation results show that the weighting coefficients undergo
periodic variations in the steady-state in an attempt to shift the carrier
frequency of the desired signal to © “alue where the waveform processor's
phase shift is a multiple of 36C%. '.ne phase error is reduced by an amount
dependent on the gain of the fieavack loops. Complete elimination of phase
error is not possible sirc: a residual error signal is necessary to force
the weighting coefficicsts to exhibit & periodic behavior.

The delay i'stvodiced by the waveform processor also influences the
interference rejeutiun capabilities of the array. The simulation results
show that suppression of desired signal during the initial adaption period
is accompanied by a decrease in interference rejection. A technique which
compensates for data delay errors by processing only during appropriate
time intervals was described and its effectiveness demonstrated. A delay
equalization technique which could be used to improve the processor's
performance was also described.
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The correlation between the reference signal and desired signal is
also reduced by imperfect synchronization of the code generated within the
processor. The simulation results show that timing errors of one-quarter
and one-half a code bit period result in approximately 3 dB and 6 dB signal
suppression, respectively. The results indicate that the "steady-state"
performance of the array processor is relatively independent of the wave-
form processor's processing gain - provided reasonable processing gains
(code rates) are employed. Increasing the code rate does improve the
initial rate of interference rejection, however.

The simulation results show that the bandwidths of the feedback
loops in the array processor increase as the power in the input signals
is increased. Unsatisfactory performance was observed when the input
interference power levels were increased to the point where processing
loop bandwidths exceeded the bandwidth of the pseudonoise code modu-
lation. The array processor responds only to the interfering signal
in this case and alters its amplitude and phase modulation to match
the reference signal. The level of the desired signal at the array
output under these conditions is shown to depend on the initial values of
the weighting coefficients. The performance of practical array processors
under high-level interference conditions is expected to differ from the
simulation results because of limitations in the bandwidth and dynamic
range of components used in the implementation.

The introduction of automatic gain control into the feedback loops
of the simulation model resulted in smaller processing bandwidths and
satisfactory interference rejection but unsatisfactory (slow) response to
desired signal. It was shown that amplitude limiting in the error muiti-
pliers under large (initial) error signal conditions reduces the processing
bandwidths only until the error becomes small.

The simulation results presented in this report provide basic in-
formation regarding the transient performance of adaptive array processors
having a waveform-processed reference signal. The coverage, however, is
incomplete in several respects. Further investigation is required to de-
termine how processor performance degrades as the angular separation be-
tween the sources of the desired and interfering signals is reduced to
small values, i.e., to determine the spatial resolution properties of the
array. Processor performance when receiver noise is non-negligible and
when the interfering signal has a non-zero spectral width should also be
determined. Currently, experiments are being conducted to obtain in-
formation to augment the simulation results contained in this report.

An experimental four-element adaptive array processor has been instrumented
and initial feasibility tests performed. The data to be obtained from the
experiments will provide a more complete basis for designing practical
adaptive array processors.
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APPENDIX I
CW PATTERN COMPUTATION

The array geometry and notation of Fig. 4 were used in computing
the cw pattern. Antenna elements having ideal (isotropic) patterns were
assumed; the received signal from each element was assumed to be a unit
amplitude sinusoid of frequency fc + Af. The array output signal was
represented as

_ j(mc+Aw)t
(46) Vz(t,e,Af) = Re{ Vz(e,Af) e }

where the array output (sum) phasor is expressed as

o T
W, e

Js, (e) -j¢n(e))

_ N/2
(47) Vz(e,Af) = ng1 (Wb e

Each term in the summation corresponds to the phasor contribution of a pair

of elements spaced equidistant from the array phase center. Coefficient

Wn is the complex weighting coefficient at frequency fc + Af of the nth element
to the right of the array phase center; phase 4¢n(s) represents the phase shift
due to path delay to that element. When (47) is expressed in the notation

used in Sec. IIIB the result is as follows:

oN-2 r Af m Af
CRACUES N [wz_] <, sin (f ?—)-j W, cos( ﬂ_)] X
9,'-: 20, ,oc.
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APPENDIX 11
COMPUTER SIMULATION PROGRAM

N»BsL>T )
CODED ADAPTIVE ARRAY SIMULATION

-}

SPC=\. DF SAMPLES PER CYCLE OF CARRIER AT CENTER FREQ.

###ARRAY PROCESSIR PARAMETERSS

NU¥=Ne OF ELEMENTS (RVEN INTEGER)
DIS=ELEMENT SEPARATIAN IV WAVELENGTHS AT CENTER FREQ.
GAIN=RATIN 9F LJOP GAIN (£) TO ARRAY CENTER FREQ.
WCId=CHANNEL I WEIGHTING COEFFICIENT

### ]NVPUT SIGNAL PARAMETERS:

THS=SIGVAL ARRIVAL ANGLE FROM BROADSIDE (SPATIAL DEGe)
THM=INTERFERENCE ARRIVAL ANGLE

AS=SIGNAL AMPLITUDE

AM=INTERFERENCE AMPLITUDE

FFS=SIGNAL FRACTINNAL FREQUENCY DFFSET
FFM=INTERFERENCE FRACTIOVAL FREQUENCY OFFSET
ALSO=SIGVAL INITIAL PYASE AT ARRAY PHASE CENTER (DEG.)
ALMN=INTERFERFVCE INVITIAL PHASE AT ARRAY PHASE CENTFR
CIDR=RATIN IF CODE CLICK FREQ. TO ARRAY CENTER FREQ.
DATR=RATI JF DATA CLOICK FREQes TO ARRAY CENTER FREQ.

### REFERENCE SIGNAL/NETWORK PARAMETERSS

INDREF=TYPE JF REFERENCE SIGNAL GENERATION DESIRED
1« FIXED
2+ LINEAR WJAVEFJRM PRICESSING
3¢« LIMITED WAVEFORM PRICESSING

BYF1=RATIO OF 5.3~-DB BAVDWIDTH OF FILTER 1 TO CENe FREQ.
BYF2=RATIO JF 5.3~DB BANDWIDTH JF FILTER 2 T CENe. FREQ.
CDOFF=RATIJ JF LICAL CJIDE TIME DELAY TJ) CODE CLX. PERIOD
HOLD=NION=-PRIOCESSING INTERVAL DURATIIN IN CARRIER CYCLES

AR=REFERFNCF AMPL.ITUDE (IDREF=1)

FFR=REFFERENCE FRACTIONAL FREQ. OFFSET

ALRO=REFERFNCFK INITIAL PHASE (DEG.)

GREF=TNTAL REFERENCE VETWIRK GAIN (IDREF=2)

ARL=LIMITED RFFERENCF AMPLITUDE (IDREF=3)

##EPROGRAM COVTROL PARAMETERS:

JWEHT=NTe IF SAMPLES PFR WEIGHTING COEFF. PRINTIUT
JCNT=V0. JOF SAMPLES PER STOP/CINTINUE CONTROLS

JPTRN=NYe OF SAMPLES PER PATTERN PRINTOUT

PFF=FRACTIINAL FREQ. JIFFSET FIR PATTERN COMPUTATION
PTYIN=PATTERNY MINIMUM ANGL®

PTMAX=PATTERN MAXIMUM ANGL%

PTIVC=PATTERV INCRFMENT ANGLE

tEcsErNeoNoNsNoNeRoRvNoReoRoRe ReRoNoNoNoRe Re o N Re o RrNvReNoReoNoNoNeNoNoNoNoNeoNoNyNoNoNoNoNoRoRoReNeo Ro No NP e I’

Preceding page blank




PROGRAM CAAS

DIMENSIDNY WC16)sYC16)FRK(163,PHSG(3),PHM(B)» 1CC10)D
COMMON FJs» IDREFsJHLDs JDLAYS € 2Cs P11, CODR

COMMIN ARs ARC» CODLO, SUMs REFs ERR

900 WRITE(1,10)

10 FORMAT(24H ENTER SPC NUM DIS GAIND
READC 1, #) SPC, NIIM» DI S5 GAIN
NUMi=NIM=-

NJM2=2# yv
TK=CGAIN/SPC
WRITEC1, 14

14 FORMAT(23H ENTER INITIAL WEIGHTS)
READCI¥)(WCID)» I=1,NUMR)

WRITE(1,16)

16 FORMAT(214 ENTER AS a¥M THS THW)
READC1,#*)AS,s AM» THS, THM
WRITE(1,18)

18 FORMAT(25H ENTER FFS FFM ALSO ALMO)
READ(C1,*)FFSy» FFMs AL S0, ALMO
PI=341415926
PDI=PI*(1++FFS)*DIS*SINCTHS#*P1/180.)
PD2=PI®(1++FFM)#DIS*SINCTHM*P1/180.)
D3 20 XK=1,NU11,2
Z8=X
PHSG(A)=7Z4*PD1+ALSO*PI /180,
PHSG(K+1)==ZK#PDI+ALSO*PI/180.
PHM(X)=ZK*PD2+ALMO*PI /180,

20 PHM(X+1)==ZK*PD2+ALMO*PI /7150
QI=PI®(1.+FF3)/2,

Q2=PI*(1«+FFM) /2.
PSI=Q3«%PI#(1.+FFS)/SPC
PMI=2.#PI#* (1« +FFM)/ SPC
WRITEC(1,22)

22 FORMATC(174 ENTER CODR DATR)
READ(1,#3CODRs DATR
JCMAX=SPC/CIDR+5
JDMAX=SPC/DATR+«5
JCODE=JCMAX
JDATA=JDMAX
DO 24 I=154
ICCIN=1

24 ICCI+4)=0
IDATA= -

IDT=-1
ICONL=1
70 WRITEC(1, 72)
72 FORMAT( 244 ENTER JUEYT JCNT JPTRN)
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- READC1,#)JWGHT» JCNT» JPTRN
WRITECL, 74)

74 FORMAT(29d ENTER PFF PTMIN PTMAX PTINC)
READCI#)PFFs PTMIN, PTMAX,PTINC
PPO=PI*DIS*(1.+PFF)
ESN=SIN(PI*PFF/2:)
ECS=COS(PI*PFF/2,)
AAM=C(PTMAX~PTMINY/PTINCY+1.5
Ju=0
JCN=0
JPAT=0
FJ==1.

CALL REFRY
CALL PHS(Z2,12)
WRITE(1:-80)SPCoNUM» DI Ss GAIN, THS. THM» AS, AM, FFS» FFM, AL SO
CALMOs CODR> JCMAX s DATRs JDMAX, PFF

80 FORMATC4HSPC=3F5¢ 15 /5 4HNUM=,125 10X» 4HDI S=5 F 7+ 35 5¥%5 SHGAIN=,
CE1O0eds /75 4HTHS=0 FTe 35 5X5 4HTHM=3 F 735 /s 3HAS=5 FR+ 45 5X» 3HAM=,
CFB8e4s /5 4HFFS=0E10e45 2% 4HFFM=,E1 0«4, /5 SHALSO=3F 7+ 3,5 4%,
CSHALMO=»F 735/, 5HCODR=»E10e 4,5 1 TX» ABHJCMAX=5165 /5 SHDATR=,
CE1Oe4,5 L TXs 6HIDMAK=2 165 /5 AHPFF=,E10e 45 /7//, *INITIAL WEIGHTS: _™)
CaLL PHS(2,NUM2)
WRITECII0)(WCI)»I=1,NUM2)

90 FORMATC(32CE12¢55/517X))

118 CaLL PHS(4.0)
CALL PHS(2,3)
WRITEC1,100)

100 FORMATC16Xs 6HW(J+ 1) 8Xs 6HSUMCJI»9¥%» 6HREF(J)» 3Xs 6HERRC )5 /7))

C .

C***ﬂ“**ﬁ***START :)F‘ L-’_)Op L{ERE***&**Q*“**“*#*#**QQ*

C

120 IF(JCODE-JCMAX)1A0,125

125 JCODE=0
JDL=0
ICIODE=ICC(RI+IC(T)

PO 130 1=2,7
11=9~1

130 ICCII)=ICCII=-1)
IFCICODE~1>140,140,135

135 ICODE=0

140 I1ICC1>)>=1CODE
IFCJDATA-JIDMAX) 150, 1 45

145 JDATA=0
JHL D=0
IDATASIDATA+IDT
IDT=-1DT

150 IMID=1CODE+IDATA
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IFCIMON-1)155,1575155
155 4SC=A4S
G9 T) €(15651605160), IDREF
156 ARC=AR
G) TO 199 '
157 ASC=-AS
GO TO €158,1A0,160)5 1DREF
158 ARC=-AR
GH TO 190
160 IFC(JDLAY=-JDL)Y 170,165,170
165 ICODL=ICHDE
170 IFCICONLY 175,175,180
175 CIDLN=1.
GN TO 196
180 CODLO==1.
190 DO 200 K=1,NUM
I=2%4
Y(I-1)=ASC¥ SINCPHSG(X) ) +AM¥* SIN(PHM(K))
YCI)=ASC* SINC(PHSG(K)~01)+AM#* SIN(PHM(X) -02)
PHSG(K)=PHSG(K)+PSI
IF(PHSG(X)=6.2831853)1955192
192 PHSG(K)=PHSG(X)-6.2831853
195 PHM (X)) =PHM(K) +PM1
IF(PHM(K)~6+2831853)200,193
198 PHM(K)=PHM(K)-6+2831853
200 CONTINUE
SUM=0.
DO 205 I=1,NUM2
205 SUM=SUM+Y (I *W(L)
CALL REFRN
320 DO 330 I=1,\N(M2
FBK(1)=Y(I)*ERR
330 WCIDI=WC L)+ TLHFBKCID)
IFCJW=-JWGHT) 350, 340
340 Ju=0
CALL PHS(2, 1)
WRITE(1, 342)FJ, W(1)» SUM, REF, ERR
342 FORMATC(2HJ=,F640s4(3%X5E12.5))
DO 344 [=2,NUM2
CALL PHS(2s1)
WRITEC1,3462WCI)
344 CONTINUE
346 FORMATC11X»1E12¢5)
350 IFCJPAT=-JPTRY) 3705500
370 IFCJCN=-JCNT) 4005 380
380 CALL PHS(2,1)
WRITEC(1,334)
384 FORMATC*CONTINUE? ENTER 1=YES 0=NO 2
READC1,#*)JDEC
IFCJDEC) 7995 7995 390

¥
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u 390 JCN=0
WRITE(1, 72)
READ(1, #) JWGHT» JCNT» JPTRN
- 400 FJ=FJ+1le
JCODE=JCODE+1
JDATA=JDATA+1
JDL=JDL+1

JHL D=JHLD+1
Ju=.Juw+1
JCON=JCN+1
JPAT=JPAT+1
GD TO 120

C
CrafrandiataniiprantgyD IF LOIP HERE? PATTERN PROGe BELOW####x
C
500 JPAT=0
PTH=PTMIN
CALL PHS(352)
CaLL PHS(2, 1)
WRITE(1,502)FJ
502 FORMAT( 24 J=5,F6. 05 3X» 7THPATTERN)
DO 530 KK=1,KXM
SMR=0.
SMI=0.
NUMA=N{M2~2
DO 510 K=2,N1jM4, 4
I=(K=~2)/2+1
DD 510 L=1,3,2
LL=2-L
Z72K=1%*L1L
Z21=727K%PPO* SINC(PTH*PI/180.)
Z1R=CASC(Z 1)
Z1Q=SIN(7Z 1)
LX=K-LL
RR=WC(LK)=W(LK+1)*ESN
QA=W{LK+1)*ECS
SMR=SMR+7 | R*RR+7 10%QAQ
510 SMI=SMI+7 1N*RR-7 1R* QO
POWR=4.34295*AL0G(SMR* SMR+SMI * GMI )
ARGU=SMI/SMR
ANGH=57 2958 ATAN (ARG
caLl. PHS(2, 1)
WRITEC(Ll,» 525)PTH, POURs ANGH
525 FORMOT(RXsFT7e2,5X0FO0ls SXsFIe &)
530 PTH=PTH+PTINC
CaLi, PHS(3,2)
GO TO 370
739 CalLL, PHS(S5,0)
WRITE(1,300)
800 FORMAT(32H AVOTHER ROLN ENTER 1=YES 0=N9)
READC1,#®).JG9

IF{JG0)Y999,999,900
999 STOP
END
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aaaqaaf

30
32

40
42

44

JSE ©1TH PROGRAM CAAS: CODED ADAPTIVE ARRAY SIMULATINN

SURRGUTINE REFRN

DIMENSION 01(4):01T(4):01TT(4):81(4):EXCOI(4)
DIMENSION 02(4):02T(4);02TT(4):82(&),EX002(4)
COMMON FJ)IDREF:JHLD:JDLAY:SPC:PI:CODR
COMMON AR»s ARC» CODLO» SUMs REF, ERR
1F(FJ) 25,207

WRITEC1, 26)

FORMATC134 ENTER IDREF)
READ( 1, #) 1 DREF

G) TO (30,40,40), IDREF
WRITEC(1,32)

FORMATC19H ENTER AR FFR ALRO)D
READC 15 %) AR> FFR» ALRO
PHR=ALRO*PI/180.
PRI=2.#PI#(l«+FFR)/SPC

GO 10 97

WRITE( 1, 42)

FORMAT(28H ENTER BWF1 BWF2 HOLD CDOFF)
READ(lp*)BWFl:BWF2:HOLD:CDOFF
TAUl=1./BUF1

TAU2=1+./BWF2
BT1=PI#BWF1/(2.%SPC)
BT2=PI#RWF2/(2.*SPC)
B1¢1)=( 4% TAUL=2)¥*BT]
B1C2)=C 4+ # TAUL-1+)¥BT1
B1¢3)=(4+%TAUL+1+)*BT!
B1CAY=C A4 * TAUL+26)¥BT]
B2¢1)=C4.# TAU2-24)#BT2
R2(2)=(4s*TAU2=1.)*BT2
B2(3)=(4.%TAU2+1+)¥BT2
B2C4)=( 4. # TAU2+2+)*RBT2
EX1=EXP(~2+*BT1)
EX2=EXP(=2.%#8T2)

DO 44 1=1,4
EXCOI(I)=EXP(-BT1)*COS(BI(I))
EXCOQ(I)=EXP(“BT2)*COS(B2(I))
01TCI)=0.

JITTCI)>=0.

02TC1)=0.

02TTCII=0o

DINT=0.

VINT=0.

JHOLD=HOLD¥* SPC+«5

JHL D=0

JDLAY=C(CDNFF# SPC/CODRI+¢5
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) IFCIDREF-2)97, 50,60

S0 VRITEC1,52)
52 FORMAT(12H ENTER GREF)
* READC( 1, %) GREF ]
SLOPE=GREF#PI*PI*BWF1®*BYF2/(0. 36% S5PC* SPC)
GO TO 97

60 WRITE(]l, 622
62 FORMATC(11H ENTER ARL)
READ(C 1, #) ORI,
GLIM=ARL#*PI#PI*BYUF2/(2.4%*SPC)
97 FJ=0.
CALL TTYLF(5S)
CALL PHSC(1,0)
GO TO (33,1045,110),IDREF
98 CALL PHS(2,2)
WRITECl»100)IDREF,ARs FFRs, ALRO
100 FORMAT(6HIDREF=,12,8X, : SHFIXED REFERENCE, /> 3HAR=,FBe 4, 5X>»
C4HFFR=,E10+4, 2Xs SHLLRO=5F74 3)
G) TO 118
104 CaLL PHS(2,5)
WRITECl,10A) I DREF, GREF
106 FORMATCAHIDREF=,12,8%, 16HLINEAR REFERENCFs /s SHGREF=»F8.4)
GD TO 114
110 CaLL PHS(2,%)
WRITE(1,112)IDREFs ARL
112 FORMATC(AHIDREF=»12,8%X> 1 THLIMITED REFERENCE, /s 4HARL=»F8.4)
114 WRITE(1,116)BWF1,BWF2, CDOFF, JDLAY,HOLD, JYOLD
1 15 FORMAT(SHBWF1=0E10e45 1 7X» SHBUWF2=3E1Qe 45 /5 6HCDOFF=,FBe 4,
C2X, 6HJIDLAY=»165 /s SHHOLD=5F84+ 45 3X» 6HJHOL D=5 1 6)
118 caLL PHS(3,10)
GD TO 315
207 GO TH (310,210,210),IDREF
210 DIN=CODLO®* SUM
DO 220 I=1,4
220 O1CII=FXCOICII*(R«*#0ITCI)-DINTY~-EXI#D1ITTCI)+DIN
QUTEI=0e5%(01C¢1)=01C4))~-01(2)+01(3)
DINT=DIN
DI 230 1=1,4
OITTCIY=01TCI)
230 OITCIY=N1C(CI
G) TO (310,240,250), IDREF
240 VIN=SLOPE®#QUT!
GO TO 280
250 VIN=SIGVC(GLIM,OQUT!1)
280 DO 290 I=1,4
290 N02(I)=EXCO2CIY#(2.%02TCI)~VINT)=-EX2%02TT(I1)+VIN
QUT2=05%¢02¢1)-02¢4))~-02(2)+02(3)
VINT=VIN
PO 300 I=1s4
O2TTCI)=02TC1)
300 N2TCIY=22C1)
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302

310

312

313
315

REF==C3 OLu*0UT2
ERR=REF-5UM
IF(JHLD-JHILD)Y 302, 315
ERR=0.

GO TO 315
REF=ARC#*SIN(PHR)
PH{R=PHR+PRI
IF(PHR~=6.2631853)313, 312
PHR=PHR-6.2531853
ERR=REF=~ SIM

RETURN

END

END$S
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APPENDIX III

In this appendix, the steady-state amplitude of the array output
signal which minimizes the mean-square error when the reference signal is
inverted for a fraction of the time is calculated. The steady-state array
output signal is assumed to be of the form

(49) S(t) = q M(t) sin (wct +¢)

where constant o is to be calculated and M(t) represents a +1, -10
amplitude modulation which is equivalent to the actual bi-phase (0°,180°)
modulation. The reference signal is assumed to have unity amplitude and
(+1,-1) amplitude coding M(t):

(50) R(t) = M(t) sin (o t + ).

The error and squared-error are therefore given by

(51) E(t) = (A(t) - q M(t)] sin (ut + o)

E2(t) = (A(t) - q M(t)1° sin(u t + 4). |

The sine-squared factor has a constant time-average value of one-half
independent of q. To proceed further, the modulations A(t) and M(t) will

be assumed to differ in sign a fraction & of the time. Figure 33 i%iuntrates
one possible distribution of the reference signal inversion periods con-
tributing to the fraction 6; the distribution does not affect the average
square error which is given by

1

(52 E =3 -00+ 1% - (1-)? (180

L4 qs + (1-)%) .

o}

The value of g which minimizes the mean-square error is found from the
equation
5—2

(83)  Z=0= il - 20 - q )1

qmse=‘l-26.
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The application of this result is illustrated by the following three
examples.

Example 1. Square-wave Data Modulation

Assume that M{t) is an alternating +1, -1 (square-wave data sequence
which occurs at a rate fg and that the data fi]ter delay equals one-fourth
the data bit period. The delayed sequence is M(t). The signs of M(t) and
M(t) differ during the first quarter of each data bit; therefere, &§ = 0.25
and Use = 0.5. The suppression is 6 dB.

Example 2. Random Data Modulation

Assume that M(t) and M(t) are random binary data sequences and that
the data filter delay is the same as in Example 1: one-fourth a date bit
period. Since the rate of occurrence of the sign differences is one-half
the data rate, it follows that 6 = (0.5)(0.25) = 0.125. Therefore,

Unse = 0.75 which corresponds to a 2.5 dB suppression.

Example 3. Random Code Timing Errer

Assume that M(t) and M(t) are random binary code sequences which
are identical except for a misaljgnment of their time bases by one-h21f
of a code bit period: ¢ = 0.5 fei. Now, & = (0.5 fZ3)(0.5 fcg) = 1/4 since
the rate at which the reference signal is inverted equals one-half the

code rate. Therefore, Use = 1/2; a 6 dB reduction.
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Fig. 33. Example waveforms for calculating n;ean—square error.
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APPENDIX IV
ADAPTIVE ARRAY RESPONSE FOR A CW INPUT SIGNAL AND (i REFERENCE

For the special case of cw input and reference signals, i.e.,
when signals yi(t) and R(t) are expressible as

(54) yi(t) = A, cos(u t +0)s 1 =1, <= .2N

(55) R(t) = Ar cos(wct + er)

the system of Eqs. (39) can be written in matrix form as

)
(56) {Qﬂi&l] = é. A A E " - é‘AE [Cik] [N(tﬂ

dt sr

cos(er -0

cos(er - eszN)

Vector [W(t)] is a column vector composed of the 2N weighting coefficients
and [cik] is a 2N x 2N matrix with elements given by

(57) Cik = cos(esi - esk) .

If the incident signal arrives broadside to the linear array then

(58) 0 i-o0dd
8) 6., =
S1 j-even

Noj=

and the matirix Cik is degenerate:

(101010 -

01 01 01 -
(59) Cd= |1 01010

0101 61
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Clearly, from (56)

(60) =g = e =y
y = Wy = oo = Uy

so that

(61) H(t) = W (t) - Wy (0) + Uy(0) My(t) = Wy(t) - U,y(0) + W, (0)
Hy(t) =ty (£) - W (0) + U5(0) H(t) = U(£) = Uy(0) + Hg(0)
etc. . etc.

Substitution of (61) into (56) gives the two equations of interest:

: " K 2 2N-1
(62) W (t) =5 AA. cos e -5 AN W (t)-N W (0) + Z W, (0)}
k-odd
: K m K 2 2N
wz(t) =5 AA, cos(er + 2) - 5 AN wz(t)-N NZ(O) + zéz wz(O)}
L-even

These equations have solutions given by

. Ay A 2
(63) W, (t) =[m-s- cos 6, +x I W) e

k~-odd

N
+ NI;' cos o, - %— Z Nk(o) + w](O)

and
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NKA§
- 2N - -t
(64) wz(t) =[.NAZ cos(er+ g-, + %- 222 wz(O)} e ¢

g-even

Ar T 1 2N .

tgecos(er ) - I W (0) + Uy(0)
S 2=2

g-even

Equatjons (61), (63), and (64) represent the complete solution when the
signal arrives broadside to the array.

Difficulty is encountered in attempting to obtain solutions applicable
for arbitrary angle of incidence due to dependencies among the weighting
coefficient derivatives. However, solutions have been obtained for off-
broadside incidence at angles corresponding to 450 phase shift/element
and 900 phase shift/element. The matrix Cjx is different from (59) in
each of the two cases, but it is again degenerate of rank two. Relationships
between the weighting coefficient derivatives can again be found and system
(56) reduced to two equations. Their exponential solutions contain the
same time constant as in (63) and (64) above. It would appear that the time
constant is independent of the angle-of-incidence from these results.
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