
AD-743 342

AN ADAPTIVE ARRAY FOR INTERFERENCE REJEC-
TION IN A CODED COMMUNICATION SYSTEM

K. L. Reinhard

Ohio State University
Columbus, Ohio

May 1972

DISTRIBUTED BY:

National Technical Information Service
U. S. DEPARTMENT OF COMMERCE
5285 Port Royal Road, Springfield Va. 22151

Tids docwment has been approved for public release and sale.



i RADC-TR-72-91
•,j Technical Report
OJMay 1972

AN ADAPTIVE ARRAY FOR INTERFERENCE REJECTION IN A
CODED COMMUNICATION SYSTEM

Ohio State University Research Foundation

Approved for public release;
distribution unlimited.

Rome Air Development Center -
Air Force Systems Command

Griffiss Air Force Base, New York

NATIONAL TECHNICAL
INFORMATION SERVICE



N 0 T I C 1ý

THIS DOCUMENT HAS BEEN REPRODUCED FROM THE

BEST COPY FURNISHED US BY THE SPONSORING

AGENCY. ALTHOUGH IT IS RECOGNIZED THAT CER-

TAIN PORTIONS ARE ILLEGIBLE, IT IS BEING RE-

LEASED IN THE INTEREST OF MAKING AVAILABLE

AS MUCH INFORMATION AS POSSIBLE.



UNCLASSIFIED
Security Classification

DOCUMENT CONTROL DATA - R & D
(Security classification of title, body of abstract and indexing annotation must be entered when the overall report is classified)

1. ORIGINATING ACTIVITY (Corporate author) I2a. REPORT SECURITY CLASSIFICATION

Ohio State University Research Foundation Unclassified
1320 Kinnear Rd 2b. GROUP

Columbus, OH 43212
3. REPORT TITLE

AN ADAPTIVE ARRAY FOR INTERFERENCE REJECTION IN A CODED COM4MUNTCAT:ON SYSTEM

4. DESCRIPTIVE NOTES (Typa o[le-oof an*d Inclusive dates)

Technical Report (6th Interim)
5. AUTHOR(S) (First name. niddle Initial, leatfnlame)

Reinhard, K. L.

6. REPOHT DATE 7A. TOTAL NO. OF P ' r3 |7b. NO. OF REPS

May 1972 81 1 7
$a. CONTRACT OR GRANT NO. 9a. ORIGINATOR'S Rr''- RT NUMBER(S)

F30602-69-C-0112
b. ElectroScie. :e Laboratory 2738-6
Job Order No.
45190000 Ob. OTHER REPO' '.0(5) (Any other number that may be asignedthis m'port)

d. RADC-TR-7; -.;.
10. DISTRIBUTION STATEMENT

Approved for public release; distribution unlimited,
It. SUPPLEMENTARY NOTES 1(2. SPONSOHR 'MILITARY ACTIVITY

Rome A:*-, Development Center (CORC)
Griffi, AFB, New York 13440

13. A7TRACT

An adaptive receiving array for rejecting interference in a coded communication
system is described and computer simulations are presented which illustrate basic
properties of the array processor. The array autoAtically forms a beam in the
direction of a signal bearing the proper code -oodulation and forms nulls in the
directions of signals bearing improper modulat.un. The communication signal present
at the array input is assumed to be biphase (0°-1800) modulated by the modulo-2 sum
of a periodically-repeating code and a data bequence. The code is assumed known at
the receiving site and is the means by which uhe array distinguishes between "tdesiredtk
ana "undesired" signals. /

The adaptive processor minimizes the mean-square difference (error) between the
array output signal and a reference signal. The reference signal contains the data
and code modulations of the desired input signal and is generated from the array
output signal by appr:opriate waveform processing. The array weighting coefficients
(and hence the pattern) are adjusted 1j a feedback control system designed to provide
a steepest-descent minimization of the error.

Digital computer simulation results illustrating the performance of a two-element
array for the case of cw interference are presented. The results show that signal
carrier frequency and code bit timing estimates are required at the array and that the
bandwidths of the adaptive feedback loops within the processor must be restricted for
proper operation. The simulation results also show that the performance of the
array processor degrades gracefully as the errors in the estimates increase,

D OD IoV0014 73 UNCLASSIFIED
Security Classification



UNCLASSIFIED
Security Classification

14. LINK A LINK a LINK C

KYWRsROLEJ V T jROLE WT ROLE WT

Adaptive array
Null-steering
Digital signalling
Reference signal generation
Rms error minimization
Transient performance
Computer simulation

SAC--Griffiss AFB NY UNCLASSIFIED
Security Classification



AN ADAPTIVE ARRAY FOR INTERFERENCE REJECTION IiN A

CODED COMMUNICATION SYSTEM

K. L. Reinhard

Ohio State University Research Foundation

Approved for public release;
distribution unlimited.



FOREWORD

This report was prepared by the ElectroScience Laboratory, Department

of Electrical Engineering, The Ohio State University at Columbus, •I.io.

Research was conducted under Contract F30602-69-C-011 2 , Job Order Number

45190000. Mr. John Patti (CORC) was the RADC Program Monitor. Secondary

report number is ElectroScience Laboratory 2738-6.

This document has been reviewed by the Office of Information (01) and

is releasable to the National Technical Information Service (NTIS).

This technical report has been reviewed and is approved.

Approved: i -

APr J':O11N J•. PATTI

Project Engineer

Approved:
J S . McFEE, Chief

Communications Techniques !ranch
Communications & Navigation Division

-i



ABSTRACT

An adaptive receiving array for rejecting interference in a coded
communication system is described aid computer simulations are presented
which illustrate basic properties of the array processor. The array
automatically forms a beam in the direction of a signal bearing the
proper code modulation and forms nulls in the directions of signals
bearing improper modulation. The communication signal present at
the array input is assumed to be biphase (0o-180o) modulated by the
modulo-2 sum of a periodically-repeating code and a data sequence.
The code is assumed known at the receiving site and is the means by
which the array distinguishes between "desired" and "undesired" signals.

The adapt.ive processor minimizes the mean-square difference (error)
between the array output signal and a reference signal. The reference
signal contains the deta and code modulations of the desired input signal
and is generated from the array output sInal by appropriate waveform
processing. The array weighting coefficients (and hence the pattern) are
adjusted by a feedback control system desigoied to provide a steepest-
descent minimization of the error,

Digital computer simulation results illustrating the performance
of a two-element array for the case of cw interference are presented.
The results show that signal carrier frequency and code bit timing
estimates are required at.the array and that the bandwidths of the
adaptive feedback loops within the processor must be restricted for
proper operation. The simulation results also shlow that the per-
formance of the array processor degrades gracefully as the errors in
the estimates increase.
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SECTION I
INTRODUCTION

Self-phased antenna arrays have been considered for use in a
variety of applications in recent years. A self-phased array coherently
adds the signals received by the array elements regardless of the angular
position of the source. An arbitrary location of the elements on any
surface is acceptable provided shadowing or strong mutual-coupling effects
are avoided. The ability of the self-phast.J '.array to focus in the Fresnel
region and to compensate for phase d.,sturbances in the transmission
medium (wavefront distortion) are also significant features,

There are some performance limitations, however. For unequal
signal amplitudes at the element inputs (resulting from aperture blockage
or mutual coupling) or unequal element noise powers the SNR enhancement
at the array output may be less than that realizable by other combining
techniques. The self-phased array is also more susceptible to external
noise or interfering signal sources than ordinary directive antenna
systems. Under strong interference conditions, the self-phased array
has the tendency to "lock-.on" and track the interference rather than
the desired signal. 3

In this report, a more general type of adaptive array processing
is investigated in which both the amplitude and phase of the element
signals are adjusted prior to combining. Advantages of this more
general approach include the potential for d versity combining and for
interference rejection. Applebaum4 and Shor° were among the first to
consider adaptive adjustment of element gain and phase as an optimal
control problem. They chose for an optimization criterion the maxi-
mization of the ratio of output signal power to total noise power.
Widrow, et a1 6 later analyzed adaptive array systems which minimize
the mean-square difference (L.rror) between the array output signal and
a reference signal. The angular position and modulation components of
the desired signal source were assumed knowrn a priori at the receiving
array.

The processing technique discussed in this report follows that of
Widrow, et al with some important differences. Knowledge of the angular
position of the desired signal source is not assumed. In addition, the
desired signal received at the array is assumed to have an unknown data
modulation impressed. Information regarding the desired signal's carrier
,'requency, code modulation, and code modulation time base is required at
the array, however. The most significant difference is the addition of
a waveform processor at the array output. The purpose of the waveform
processor is two-fold: 1) to discriminate between a properly coded
desired signal and undesired signals in the array output, and 2) to
provide an estimate of the unknown (data) modulation components. The
waveform processor generates the required reference signal for the
array.

I



This report is organized as foli•i.s: The adaptive array signal
processing technique is described in Sec. II. This section also contains
a discussion of the characteristics required of the reference signal and
a description of how the reference signal can be derived from the array
output. In Sec. III, the computer program used to evaluate the tran-
sient performance of the array processor is described. Computer
simulation results are given in Section IV. Analytical results which
augment the simulation results are included where they are available.
The results are summarized and conclusions drawn in Section V.
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SECTION II
THE ADAPTIVE ARRAY SIGNAL PROCESSING TECHNIQUE

A. Basic AdaptivL Array Configuration

The basic configuration of an N-element adaptive array is shown
in Fig. 1. Here, xl(t), x2 (t), ... , xN(t) represent signals at t'e
outputs of the array elements and y1(t), y3(t), •., Y2N-l(t) represent
the processor input signals. The signal from each element is adjusted
in magnitude and phase prior to signal combining (summiing). The output
signal from the kth element is applied to two channels: an "in-phase"
channel and a `quadrature" channel. The quadrature channel signal, Y2k(M),
is delayed in phase by 900 with respect to the signal, Y2k-l (t), in the
in-phase channel. The in-phase and quadrature signals associated with
the kth element are multiplied by weighting coefficients w2k1l(t) and
w2k(t), respectively. The weighting coefficients are real valued and
can be positive, negative, or zero. Consequently, the contribution of
the kth element to the array output,

(1) Sk(•) = W2k-l(t) Y2k-l(t) + W2k(t)y2k(t),

can have an arbitrary amplitude and phase relationship with respect to
input signal xk(t). The array output signal, S(t), is subtracted from
a reference signal, R(t), to produce error signal E(t). The errorsignal and signals Yl(t), ... , _Y(t) are applied as inputs to the
feedback circuitry. Control voltages generated by the feedback circuits
determine the values of weights wi(t).

The objective of the processing is to force the array output signal
S(t) to equal the reference signal R(t). One measure of performance is
the squared error given by

2 2N(2) E2(t) = [R(t) - i wi(t) Yi(t)] > 0.
i=l 1

At any given time, E2 is a quadratic function of the weights wi; there-
fore E2 (w, ... , W2N) defines a "bow'-shaped" surface with a well-
defined minimum. The error can be forced to assume this minimum by
appiopriately designing the feedback circuitry. One approach is to adjust
the weights according to a steepest-descent minimization procedure, 6

bie., the wi are nmved in the maximum downhill direction on the squared-
error surface. Since this direction is given by the negative of the
gradient of E2 with respect to the wi, steepest-descent minimization
requires the wi to be changed as follows:

3
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Fig. 1. The basic adaptive array.
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dw. 2(3) t ks vi(E2 ; s<O

2th4The larger vi(E2), the faster wi changes. The i component of the
gradient may be evaluated as

(4) vi E2) 2E(viE) = - 2E Yi'

and the feedback rule (3) reduces to

5)dwi.(t)
(5) 1 = -2k E(t) yi(t)

dt S1

wi(t) = K E(t') yi(t') dt' + wi(O)
o11

where K = -2k$ is the (positive) integrator gain constant. A method
for implementing the feedback circuitry so that (5) is satisfied is
illustrated in Fig. 2 *

B. Reference Signal Requirements

As discussed in the previous section, one approach to optimizing
array performance is to minimize the mean-square error. This is equiva-
lent to forcing the array output signal S(t) to approximate the reference
signal R(t) as closely as possible in a mean-square sense. A component
of S(t) which is not contained in R(t) appears as an error signal, and
the feedback adjusts the weights to remove it from the array output.
The result, in pattern terminology, is the formation of a pattern null
in the direction from which this signal arrives. If a component of S(t)
is contained in R(t), the feedback retains this signal in the output and
ajusts its average amplitude and phase as closely as possible to that
of R(t). Equivalently, a pattern lobe is formed in the direction of
arrival of this signal. Output errors are minimized by "accepting"
signals with proper amplitude and phase modulation and by rejecting
signals with improper modulation. The characteristics of the reference
signal, therefore, determine the ability of the adaptive array to
discriminate between "desired" and "undesired" signals at the array
input. For proper opcration, t1i1 reference signal waveform must be
highly correlated with the desired input signal waveform and have a low
correlation with the input interference waveform. These conditions must

*•The signal processing shown in Fig. 2 may be performed at IF frequencies
by down-converting the received signals in separate mixers using a
common local oscillator signal.

5



IN -PHASE OUTPUTS OF
CHANNEL W1 OTHER WEIGHTS

•, i+,t)INTEGRATOR S :t.

DELAY •W+.

S~~~dW I +,_.. I

QUADRATURE dt
CHANNEL

K EMt t •

REFERENCE SIGNAL

Fig. 2. Feedback circuitry for each element of the array.

be satisfied when the time interval over which correlation is measured
is equal in duration to the response time of the feedback control loops
and is chosen arbitrarily in time. These latter restrictions are
necessary to ensure that the correlation properties of the input signals
are preserved at the array output. The weighting coefficients are time-
varying, in general, and are therefore capable of introducing amplitude
and phase modulations having rates determined by the bandwidth of the
feedback loops. The possibility exists then that the processor may
alter the modulation characteristics of the input waveforms thereby
affecting their correlation with the reference signal. The important
point here is that although an undesired signal may be completely un-
correlated with the reference signal when the cross-correlation function
is evaluated over an infinite time interval, the response of the array
processor is determined by the correlation over a much smaller observation
interval --- in effect, a moving "window" of width equal to the response
time of the feedback loops.

6



One approach to satisfying the reference signal requirements pre-
sented above is to employ wideband signalling techniques. If the band-
width occupied by the desired input and reference signals greatly exceeds
+he loop processing bandwidth, then these signals must possess significant
amplitude and/or phase fluctuations over any time interval comparable with
the response time of the loops. Undesired signals not containing the
reference modulation will not correlate with the reference signal. The
correlation cannot be significantly increased by weighting coefficient
modulation in this case; as a result, the feedback processing removes
these signals from the array output. The selection of a wideband modu-
lation technique is influenced by the signal environment in which the
array operates and by the synchronization requirement. The time base of
the reference signal modulation must be aligned with the time base of the
desired input signal (or vice-versa) for proper correlation. Timing
error results in a correlation loss and subsequent partial suppression of
the desired signal at the array output. The accuracy to which timing can
be established and maintained dictates an upper bound on the signal
bandwidth since the cross correlation function associated with the
reference and desired input signals becomes narrower (more sharply peaked)
as the bandwidth is increased. Other practical considerations influence
the choice of a wideband modulation waveform, e.g., the relative ease of
waveform generation and time-base adjustment, and the capability for
additional processing of the received signal to obtain timing error
information.

When random (data) modulation is impressed on the transmitted
signal in addition to the deterministic (bandspreading) modulation,
an additional problem is encountered in generating the reference signal
for the array. If the reference signal does not contain the data modu-
lation, a loss in correlation and partial rejection of the received
data-carrying signal will necessarily occur. There are at least two
approaches to avoiding this problem:

1) A data-carrying signal and a .4.eterministic wideband beam-
steering signal might be transmitted sequentially; the
operation of the array processor would be correspondingly
time-multiplexed,

or

2) Techniques for estimating the unknown (data) modulation
components from the received signal itself might be in-
corporated into the processor. The estimates would then
be used in generating the reference signal.

The latter approach is pursued here. An adaptive receiving array which
employs a coded reference signal derived by waveform processing the array
output signal is described in the next section.

7



C. Description of the Adaptive Array/Waveform Processor

A block diagram of the system under study is shown in Fig. 3. The
"desired" signal at the array input is assumed to be a bi-phase modulated,
digital communication signal. The binary phase modulation on this signal
is the modulo-two sum of a binary code sequence and a random binary data
sequence. The code is assumed known at the array and is the means by
which the processor distinguishes the "desired" signal from "undesired"
signals.

A- PROCESSOR OUTPUT

1 S n MIXER DAABANDWIDTH

i ; FILTER

"- FE'-"EDBACK -,+ZONAL

SCIRCUITRY FILTER

REFERENCE SIGNAL

Fig. 3. Adaptive array processor with a
waveform-processed reference signal.

The reference signal is derived by qa%,eform-processing array output
S(t). First, a local oscillator signal is bi-phase modulated with the
same code as the desired input signal code and then mixed with S(t).
The desired signal component of S(t) produces a signal at the mixer out-
put containing only data modulation (assuming perfect synchronization of
input and local oscillator codes). Since the data rate is assumed to be
much less than the code rate, this signal occupies a smaller bandwidth
than S(t). The undesired signals in S(t), however, do not undergo this
reduction in bandwidth when multiplied by the reference code. Wideband
undesired signals remain wideband at the mixer output and narrowband un-
desired signals are spread in bandwidth by the local oscillator phase
switching. The data filter passes the data modulation and reduces the
power in the undesired portions of S(t) relative to the desired part.

8



To a rough zpproximation, the reduction in power is equal to the ratio
of the bandwidths. A bandpass limiter (i.e., an ideal limiter and
wideband zonai filter) fixes the reference signal amplitude. Note that
without li-miting the weighting coefficients would be driven to zero if
the reference network gain were less than unity since, in this case,
the reference signal magnitude would always be smaller than the array
output signal magnitude. If the reference network gain were greater
than unity, the weighting coefficiepts would eventually be forced to
their saturation limits. The use o7 a limiter circumvents the need
to maintain unity gain. The processed signal is mixed with the coded
local oscillator signal to reinsert the code modulation; only the
sideband centered on the operating frequency of the array appears at
the output of the second mixer (post-mixer filtering is not shown in
Fig. 3). This output, i.e., the reference signal R(t) for the array,
approximates the desired component in S(t). Slow phase variations of
the local oscillator carrier which are introduced at the first mixer
are removed in the second mixer.

In practice, the desired compoi.ents in the reference signal and
the array output signal will differ due to the delay introduced by the
bandpass filter and code synchronization error. Due to the delay, the
data transitions are not synchronized. Moreover, the phase shift
through the waveform processor is frequency dependent; thus, the desired
in-phase (mod. 2ar) condition will not exist if the signal frequency is
offset or if the filter parameters change with time due to aging or
temperature variation. Imperfect code timing, i.e., synchronization
error, results in a reduction of the signal to noise ratio in the wave-
form processor, and the generation of a noise-like component in the
reference signal -- even when only desired signal is present at the array
output. When interfering signals are present in the array output, they
are reduced in strength and altered considerably in waveform and fre-
quency structure by the processing operations. However, they are not
eliminated completely from the reference signal. Fortunately, complete
suppression of interference in the reference signal is not a prerequisite
for satisfactory interference rejection by the array. The essential
requirement is that the interference components in the reference signal
must be smaller than the interference components in the array output
signal, i.e., the effective gain of the reference waveform processor
with respect to interference must be less than unity. When this condition
is satisfied, the error signal contains an interference component equal
to the difference in interference levels, and the feedback processing
responds to this error to reduce the output interference. Reduction
of the output interference continues as long as the interference component
is present in the error signal, i.e., as long as interference is present
in the array output and the gain of the waveform processor to interferencP
is less than unity. The latter condition is expected to prevail even for
modest values of waveform p."ocessing gain. Thus, the array processor is
potentially capable of eliminating large interfering signals even when the
waveform processing gain is relatively small.

9



The effects of waveform processing delay, synchronization error,
cw interference, and system parameters on the processor's transient
response were investigated by digital computer simulation. The simulation
is described in the following section.

10



SECTION III
COMPUTER SIU4JLATION OF THE ADAPTIVE ARRAY/WAVEFORM PROCESSOR

A. Simulation of the Weighting Coefficient Loop Equations

A computer program was written to solve the set of 2N differential
equations (4) for the weighting coefficients. In sampled form these
equations are approximated by

dw.(t.) w.(t.+T) - w (t-)(6)t•_) wi.tL :-I K E(t) Yi(t)

dt T

or

(7) wi(t +l) = wi.(tj) + KT E(tj) Yi(t);

i = 1, 2, ... , 2N,

where
2N(8) E(t)= Rit)- S(t)= R(t) - i w(t j)Yi(t )

3 3 3 ~~i=l 13*

is the sampled error signal and

(9) T l -
F =j+l

is the sampling period corresponding to a sampling frequency F. The
time reference t0 = 0 was assumed so that

(10) t. = jT j = 0,1,2,....J

The yi(tj) are the sampled signals (including interference) at the inputs
to the weighting coefficients. The compý'*,er program performed the
following sequence of computat.ions given the values of the weighting
coefficients wi(tj) at time tY:

a) Computation of the signal samples Yi(t.), i=l,...,2N from
appropriate analytical expressions,

b) Computation of the array output signal sample S(tj) from the
wi(tj) and yi(tj),|1

11



c) Computation of the reference signal sample R(ti) from S(ti)
by means of appropriate digital processing uses to simulaie
the referer.ce generation network.

d) Computation of the error signal sample E(t.) from (8), and

e) Computation of subsequent values for the weighting coeffi-
cients wi(tj+l) from the recursion equations (7).

The signal equations yi(t) used in step (a) and the digital processing
used in step (c) are discussed in the following two sections.

B. Input Signal Simulationi

A linear (one-dimensional) array composed of an even number N of
equispaced elements was assumed in formulating the equations for signals
yi(t) at the weighting coefficient inputs. The elements and weighting coef-
ficients were numbered as shown in Fig. 4 with odd-numbered elements to
the right of the array phase center and even-numbered elements to the left.

HdH
x4 (t) x2(t) xo(t) X1(t) x3 (t)

I I I ~ TIME **
4f 4fC 74fc 4c DELAY

YT(t) Y8(t) YP() Y4 t) Y,(t) Y2(t) Y5(t) Y6()

WEIGHTING COEFFICIENT INPUTS

Fig. 4. Linear array geometry.
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Signal xo(t) which would be received by an element placed at the array

phase center was assumed to be given by

(11) X0 (t) = s0(t) + no(t),

with

(12) s0 (t) = As C(t) D(t) sin {2 ff(fc + Afs )t + cso

(13) no(t) = An sin{21(fc + Afn)t + ano}

where

As = desired signal amplitude

An = interference signal amplitude

fc = array center frequency

Afls = desired-sigrnal frequency offset

Afn = interference-signal frequency offset

aso = desired-signal initial (t=O) phase

ano= interference-signal initial phase

C(t) = desired-signal bi-phase code (+1, -l amplitude)
modul ati on

D(t) = desired-signal bi-phase data (+l, -l amplitude)
modulation.

The signal received by the kth element, xk(t), was expressed as

(14) X k(t), Sk(t) + nk(t)

so(t + kdsin e) + no(t + kd sin

k = 1, 3, .-- , N-l

so(t - k sin )+ no (t kl d sin-

k = 2, 4, ... , N.

13



R7i

where

d = propagation time delay between elements

as = desired-signal arrival angle

al = interfering-signal arrival angle.

The propagation time delay across the array was assumed negligibly small
compared to the code and data bit periods of the desired signal modulation,
i.e.,

(15) N f1<f1c c

where

fcd = desired-signal code bit rate

fd = desired-signal data bit rate.

This assumption of an "array bandwidth" much larger than the input signal
modulation bandwidth justified the approximations

(16) C(t ± sin es)
k d

(17) D(t ± -dsin os) D(t).

The array elements were assumed to be ideal (noise-free) point receptors. Ac-
cordingly, the output signal from the kth element, Y2k-(t), was expressed as

(18) Y2k-l(t) =

A C(t)D(t) sin {2n'l + ] fct + kw 1 d si nds fc si fs + so}

(I~ fn) (I Afn~~c) ~ +~ "n) si n + i + at
+ An sin {27l + A f t + kwdx( + sin en + ano}

when k = 1,3,5,..., N-l

14



and

(19) Y2k-l(t) :

A'S Afs
A C(tD) sin {27 1 +- fct - (k-l)n d 1 + - sin s+co
s ft s { l f f d c

Afn Afn
SAn sin {27r 1 + - fct - (k-i)7rdc 1 + fc sin on + ano)

when k =2,4,'",N

where d d = *(- F

is the element spacing in wavelengths at the array center frequency. The
quadrature channel inputs, Y2k(t), were assumed to be given by expressions
identical to (18) and ('19) except for the addition of quadrature phase shifts
to the sine arguments of the desired and interfering signal terms.*

The desired signal code modulation C(t) consisted of a length-127
pseudo random sequence generated by a seven-stage feedback shift register
having the configuration shown in Fig. 5. The initial contents of the
register were chosen to provide a representative switching pattern** over
the first twenty bits of the sequence.

The data modulation, D(t), was assumed to consist of an alternating
(+1, -1) sequence. This "square-wave" pattern maximizes the number of bi-
phase data transitions which occur during the initial transient period thus
allowing the effects of data modulation delay in the reference processing
network to be readily observed.

*The simulation program actually introduced time delays of I/4fc seconds
which gave rise to phase shifts of 900(l + Af/fc) where Af is the input
signal frequency offset from center frequency. However, the frequency
offsets employed in the simulation were small in comparison with fc so
that the phase shifts were approximately equal to 900.

"**Such a pattern is considered to have approximately equal occurrence of
"111"s and "0"s and no long consecutive runs of either symbol.

15
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Fig. 5. Pseudorandom code modulation generation.
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C. Simulation of the Reference Network Signal Processing

The digital processing used to simulate the reference network is
illustrated in Fig. 6. Mixer simulation consisted of multiplication of the
input samples by +1 or -I depending on the value of the reference code
Cr(ti) The up/down frequency conversions performed by the mixers were
omitied for simplicity. The reference code was a delayed version of the
input code

(20) Cr(tj) : C(tj -

where delay parameter c could be varied to simulate synchronization offsets
c having values from zero to one code bit period ýcmax fcd I). Lerner,
digital bandpass filters were chosen to simulate the analog bandpass filters
in the reference network because of their excellernz ohasc inearity and
reasonably selective passbands. The fourth-order Lerner filters used in
the simulation are characterized by the z-transform

4 a. [I - (e-7r/2 BT cos b iT) Z"I]

(21) H(z) Y 1 2[-(e/2 BT Cos Z- -BT - 2
"i=l 1 - cos bT) + Z

where a, =- a4  0.5

-a 2 : a3 =1

b1,4 = 2r (f 2 -

b2,3= 2T(f T B)

B = Bandwidth, Hz.

The above transfer function was obtained by using the criteria of impulse
invariance: the impulse response of the digital filter equals the
sampled impulse response of the Lerner analog filter. Details of the
design procedure are available in Reference 7. Figure 7 shows the pole-
zero configurations of the Lerner filter in both the analog (s-plane)
and digital (z-plane) domains. The sampled output of the filter at time
t = nT is ,iven by a sum of four sub-outputs:

4
(22) V(nT) : ] ai Vi(nT),

i=i

17



BANDWIDTH Bd

CYr (1)t1

D 2

~~~B S(t)i)-2 LERNERLENE

R(t.) DIGIT L

• •-----xi BANDPAS

/FILTTR

BANDWIDTH = Bt

- A rB

(4 0.6

Fig. 6. Reference network digital processing.
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where the sub-outputs are expressed by

(23) Vi(nT) = e'/2 BT cos b1T [2Vi(nT-T) - U(nT-T)]

-e"•BT Vi(nT-2T) + U(nT).

Function U(nT) represents the sampled input at time t = nT. The frequency
response of the Lerner filter was calculated from (21) with z = exp(jwT)
and is shown in Fig. 8. Important characteristics to be noted are the
ninety degree phase shift at center frequency and the change in phase
shift over the bandwidth B of nominally 360 degrees. At the bandedge,
i.e., at f = fc + B/2, the amplitude response is 5.32 dB smaller than the
mid-band response and the phase shift differs 12.5 degrees from linear.
Envelopes of the impulse response, the step amplitude response, and the
response to a 1800 step in the carrier phase are illustrated in Figs. 9,
10, and 11, respectively. The latter figure shows that the transition
in the output signal's phase occurs approximately 1/B seconds after the
phase step is applied to the input signal.

The bandpass limiter in the reference network was simulated by an
ideal limiter characteristic followed by a Lerner digital filter having a
passband centered on the carrier frequency and a bandwidth Bk much larger
than the data filter bandwidth Bd. The purpose of this second filter was
to reject frequency components outside the first zone from the output wave-
form. The changes in amplitude experienced by the signal at the data filter's
output following a 1800 phase step due to the data modulation (see Fig. 11)
are "squared-up" by the limiter and the zonal filter introduces a relatively
small additional delay of I/Bt seconds. The zonal filter's output is multi-
plied by a constant to result in a limited reference signal having the
desired value: Aro. A negative constant is employed for the scaling factor
so that the two nilety degree phase advances introduced by the digital filters
(at the center frequency) are effectively cancelled. This forces the
desired signal components at the waveform processor and array outputs to
be in phase alignment when the frequency offset equals zero. When the
frequency offset, f-fc, is sufficiently small so that the filter phase
characteristics are approximately linear, the total phase shift through
the reference network is given approximately byI~ ~ 27 l-2( F_-f)

(24) y(f) -27a + B-c(f-fc)
\ B d IF) c B composite

The scaled output of the zonal filter is multiplied by the reference code
to sirmulate the second mixer. This completes the digital simulation of
the waveform processing network.
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D. Sampling Rate Considerations

The selection of a sampling rate, F, was influenced by several
factors. Adequate representation of the input (bandpass) signals in
sampled form required that the sampling rate exceed 2 fc: the Nyquist
sampling criterion. Another factor to consider was the cumulative
truncation errors resulting from the approximate integration in (7) of
the weighting coefficient differential equations. These errors cause
the computer solutions to differ from the correct analog solutions. They
are dependent upon the rate-of-change of the weighting coefficients and
therefore, from (6), are related to input signal magnitude. Approximation
errors are reduced by increasing the sampling rate. Another factor arose
from the limiter nonlinearity in the reference network which produced fre-
quency components in zones centered about odd harmonics of fc. The fre-
quency response of the second digital filter is periodic, as illustrated
in Fig. 12, with bandpass repetitions centered on the frequencies

(25) f = nF ± fc

where n is any integer. To ensure rejection of frequency components outside
the fundamental zone (fc), i.e., to minimize frequency aliasing effects in
the second digital filter, the sampling rate was chosen as an odd multiple
of fc as in Fig. 12. The responses to components having frequ-encies around
twice the sampling frequency (2F) are expected tr be negligibly small when
the sampling rate is sufficiently large. The coitbination of the limiter
non-linearity and a finite sampling rate also resulted in reference signal
phase quantization as will be discussed in the next section. All of these
factors suggest that the sampling rate should be made much larger than fc

ii ' LIMITER CHARACTERISTIC
OUTPUT SPECTRUMI,3

9 1571
1R 1 A 1A 1I :1 13 115 1 1/ 9.. I I I -J 9 • •%

fc 0 fc 8fc 9 fc IOfc ITfc I8fc 19fc

F = 9fc f

Fig. 12. Second digital filter input spectrum and periodic
frequency response characteristics.
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In practice, the sampling rate which can be utilized is restricted
by the length of time required to execute the computer program. In the
study, the transient decay times encountered were generally on the order of
a few thousand carrier cycles for realistic values of the parameters.
Program run time considerations limited the total number of samples processed
to a few ten thousand. As a result, it was necessary to restrict the sampling
rate to nine times the carrier frequency: F = 9fc

E. Reference-Signal Phase Quantization

The phase of the sampled reference signal was restricted to a
discrete set of values as a result of using a finite sampling rate and
an ideal limiter characteristic. This phase quantization is perhaps
best illustrated by an example. Figure 13 illustrates the sampled wave-
forms at Various points in the reference processing network of Fig. 6
when the array output signal is given by

(26) S(t.) = sin(wct. + 00).

The ninety degree phase advance in the data filter output vwaveform (b)
results in a limiter output waveform (c) composed of five positive and
four negative samples per cycle. The fundamental component (d) of this
sampled square wave at the second filter output is changed in sign and
amplitude-scaled in (e) to form the sampled reference waveform. Shifting
the phase of the input sinusoid in (a) by any amount up to plus or minus
ten degrees changes the values, but not the signs, of the samples in (b).
Therefore, the sampled waveforms in (c), (d), and (e) are unchanged. The
reference signal phase is constant at zero degrees for this case. For
input phase angles between ten and thirty degrees, the polarity of one
sample (per cycle) will change in (b) leading to a four positive, five
negative repetitive sample "pattern" in (c) and a reference phase of 20
More generally, when the phase of the input signal lies in the interval
[(n • 200 - 100), (n • 200 + 100)] where n is an integer or zero, the phase
of the reference signal equals n • 200. Note that the five positive, four
negative sample pattern in (c) or its negative - a five negative, four
positive pattern - is the only sample pattern possible when the input to
the reference generation network is a sinusoid having a frequency fc. All
discrete values of the reference signal's phase are obtained from the
response shown in (d) and its negative by shifting the time origin in
increments equal to thF-sampling interval. The sample values listed below
(e) apply for a unit amplitude reference signal and were obtained from
simulation results.

When the array output signal is a sinusoid and its frequency is
offset from the center frequency, the phase of the limited signal (c) at
the second filter's input increments in discrete 200 jumps forming a
stairstep pattern in time. The second filter responds very rapidly to
these phase steps -- on the order of six carrier cycles -- due to this
filter's wide bandwidth. As a result, the phase of the reference signal
is essentially a stairstep function of time also.
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F. Performance Measure: CW Pattern

The perfonr.ance measure selected for evaluating the simulation results
was the cw power pattern of the array. The power pattern was computed at
selected instants of time during adaption from the set of weighting coeffi-
cients which occured at those instants. The power pattern at a frequency
fc + Af was defined as the array output response (magnitude squared in dB
and phase) to a unit ampliiude cw signal of frequency offset Af and variable
arrival angle e:

(27) PFz(e,Af) = 10 loglo0 E(e,Af)I 2 exp[j Arg V-(e,Af)]

where P (e,Of) = cw power pattern phas'r

V-(e,Af) = array output (voltage) phasor.

The expression for the array output phasor in terms of the set of
weighting coefficients is given in Appendix I. The computer simulation
program is listed in Appendix II; subroutine REFRN performs the reference
network digital processing.
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SECTION IV
COMPUTER SIMULATION RESULTS

A. Introduction

The simulation parameters described in the previous section were
assigned values as shown in Table I. The parameters are listed in columns;
each line in the table represents a different simulation run. The parameters
listed under the heading "Modifications" apply to modified computer simulation
models and will be discussed in context as the modifications are introduced.
All parameters having dimensions of frequency (or time) are normalized to
the array center frequency fc (or its reciprocal Tc). In all cases the
weighting coefficients were initially set to unity to establish a broad-
side pattern. Because of processing time restrictions, it was necessary
to limit the simulation to the case of a two-element array. The important
response characteristics - especially those attributed to the reference wave-
form processor - do not appear to be dependent on the number of array
elements. These response characteristics are presented in the following
sections.

B. Effect of Reference Network Time Delay

When the code and data rates are fixed, the selection of the data
filter bandwidth involves a tradeoff between the processing gain and the
time delay introduced by the reference network. Figure 14 shows the effect
of time delay when the data filter has a bandwidth equal to four times the
data rate. The pattern magnitude in the desired signal direction (00) and
in the interference direction (400) versus adaption time in carrier periods
(Tc) are illustrated. The time delay results in a 1800 phase difference
between the desired components in the array output and reference signals for
the first fifty carrier periods (50 Tc) of each data bit period (200 Tc)
since the data is an alternating (worst-cas-e)sequence. After the initial
adaptive transient reduces the desired signal's output level to the correct
value (0 dB pattern magnitude), the character of the signal response changes.
The feedback system attempts to reverse the sign of the weighting coeffi-
cients during the delay error periods as shown in Fig. 15. As the weights
decrease in the process of sign reversal the pattern magnitude in the signal
direction decreases. During the remaining three-quarters of each data bit
the phasing is correct and the feedback system attempts to recover the gain
loss in the signal direction. The pattern gain variations in the desired
signal direction can be reduced by decreasing the gain (bandwidth) of the
feedback loops as shown in Figs. 16 and 17. The loop gain factor K has been
reduced by a factor of five here. If the loop gain is reduced even further
to the point where the response time of the loops is much larger than the
data bit period, then the output signal amplitude is essentially constant
in the steady-state. The steady-state amplitude can be calculated as shown
in Appendix III as the value which minimizes the mean-square error.
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This steady-state amplitude becomes smaller as the percentage of time when
bi-phase errors are present increases, i.e. as the reference processor time
delay is increased. For delays of one-eighth, two-eighths, and three-eighths
the data bit period, the suppression of the desired output signal below the
constant amplitude (0 dB) reference signal is 2.5 dB, 6 dB, and 12 dB
respectively. These figures apply for the worst-case (square-wave) data
sequence. For a random data sequence the rate of occurence of bi-phase
errors is less by a factor of two and the corresponding values of sup-
pression are 1.16 dB, 2.5 dB, and 4.1 dB, respectively. Pattern adaption
in the interference direction in Figs. 14 and 16 is very erratic as a
result of the corrections caused by the desired signal.

It is possible to equalize the reference processor delay by
employing wideband delay lines to delay 1) the signal inputs to the error
by signal multipliers, 2) the array output signal applied to the subtractor
which forms the error signal, and 3) the local oscillator signal at the input
to the second mixer in the reference processor (or the corresponding PN
sequence could be delayed). This approach allows other types of data
modulation to be accommodated, however, it complicates the task of maintaining
proper phasing conditions in the feedback loops of the processor. An
alternative to equalization which is applicable for the case of bi-phase data
modulation is simply to inhibit processing (i.e., hold the weights constant)
during periods when the error signal is incorrect. Figure 18 illustrates
the effect of holding the weights constant for the first three-tenths of
each data bit period (Th = 60 Tc). This was accomplished in the simulation
program by setting the error signal samples equal to zero at the appropriate
times:

0 nfdl <t < nfdI + 60Tc

(28) E(t) = n = 0,1,2,-
R(t)-S(t); elsewhere,

where fd is the data rate. The pattern adapts smoothly in the desired
signal direction to the proper magnitude and the rejection of inter-
ference is considerably improved compared to the result shown in Fig. 14.

C. Effects of Code Synchronization Error

When the received signal code in S(t) and the reference code are
not properly aligned in time, the signal at the output of the first mixer
in the reference network is distorted. For small timing errors, the
smoothed signal at the data filter output may be represented by two com-
ponent signals: a data-carrying signal identical to that obtained when
no timing errors are present except for a reduction in amplitude and a
low-level, noiselike signal resulting from the distortion components of
the codes. The bandpass limiter removes the amplitude fluctuations of the
composite signal; the phase fluctuations due the noiselike component, how-
ever, are retained at the limiter output and therefore appear on the
reference signal. In the computer simulation, the phase of the reference
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signal was quantized so these small phase variations were also removed.*
Consequently, the reference signal in the simulation differed from the
desired component of S(t) only in code timing (and data modulation delay,
of course).

The degradations caused by imperfect code timing and a non-zero
delay in the reference processing network are expected to be similar
since the reference signal is out of phase by 1800 with respect to the
desired reference signal over discrete time i~itervals in both cases.
However, the intervals are distributed differuntly in time and their
durations are different in the two cases. When code timing is in error,
the intervals over which the reference signal is inverted must be much
shorter than the reference network processing delay -- i.e., on the order
of one-half of a code bit period or less -- if the adaptive array processor
is to operate as intended. The rate at which the inversions occur has an
average value equal to one-half the code rate when the code is a (pseudo)
random sequence. The reference signal inversions caused by reference
network processing delay occur at a much slower rate: one-half the data
rate on the average when the data bit stream is a random sequence. Code
timing errors equaling one..quarter and one-half of a code bit period
cause the responses to change from those shown in Fig. 18 to the responses
shown in Fig. 19. When the error equals one-half the code bit period, the
reference signal is inverted approximately one-fourth of the time. This
is approximately the same percentage of time the reference signal is
inverted as a result of the delay introduced by the reference processing
network. Thus, it is appropriate to compare the signal responses shown
in Fig. 14 and in Fig. 19 for the sine-half code bit timing error case.
The signal response in Fig. 19 is more erratic because the reference
signal inversions are distributed randomly. It is apparent from Fig.
19 that the feedback circuitry cannot change the weights (pattern)
significantly over the short inversion intervals. Nevertheless the
amplitude of the desired signal at the array output is reduced relative to
the reference level by nominally the same amount in the two cases.

Comparing the interference responses in Figs. 18 and 19 shows that
the interference is suppressed less when the code timing is in error --
at least for times t less than 4000 Tc. In concept, the weights could
be held constant from an instant preceding each transition of the code
generated in the array processor to an instant following each transition
to reduce the degradation in response caused by code timing error. How-
ever, switching speed limitations of practical integrate/hold circuits
restricts the usefulness of such an approach to cases where the code rate
is relatively low. In many applications, the code timing error should be
maintainable at less than one-fourth of a code bit length and the array
performance will be acceptable without resorting to holding the weights
constant during the inversion intervals.

*This minor defect of the simulation model is expected to result in only
second-order effects since the distortion components are usually small.
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D. Effect of Desired-Signal Frequency Offset

As discussed previously, phase alignment between the desired signals
in S(t) and R(t) occ~rs when the phase shift through the reference network
is a multiple of 360'. This condition is not satisfied, in general, when
the carrier frequency of the desired signal is offset from the center
frequency since the reference network phase shift is frequency dependent.*
An analysis of the effects of small frequency offsets is presented below and
is followed by results of the computer simulation.

A few assumptions were made to simplify the analysis:

a) C(t) = D(t) = 1 (cw desired signal)

b) An = 0 (No interference)

C) -- << 1 (small frequency offset).f c

The signals at the input to the weigiting coefficients were expressed as

(29) Y2k_ 6(t) =As sin [•t + Ast + k - (-6) a

k = 1,2,...,N ; 6 = 0,1

where inphase and quadrature signals from the kth element correspond to
6 equaling one and zero, respectively. Signal phase angle ýk is an
arbitrary constant.

The first step in the analysis was to hypothesize that the array
output signal and the reference signal can be represented in the steady-
state as

(30) S(t) = As sin(wct + AW rt + Z); t -- CO

and

(31) R(t) = Ark sin[wct + AWE.t + + y(AmW)) ; t ÷

*If delay equalization is employed as discussed in Section IVB, then signals
at the error subtractor may be maintained in phase over a range of input
frequencies.
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where

AWE = array output signal frequency offset

= array output signal phase

y(Aw•) = reference network phase shift, (y(O) = 0)

and

AWE ý AW s.*

The steady-state error signal, given by (31) minus (30), is processed by
the feedback loops to produce steady-state weighting coefficient variations
given by

(32) w2k.S(t)= J K E(t') Y2k6 (t')dti

-KA {Ar sin[(AWs-_ Ws )t - ýz - y(A w ) + Y(l-6) I

- As sin [(Aws -AW )t - + -k (1-) - ]}

t CO; k = 1 , 2, *.*, N; 6=0,1.

The weighting coefficients modulate the input signals (29) resulting in
the steady-state output signal

N 1
(33) S(t) Z Z w2k' 6 (t) Y2 -6 (t)

k=l 6=0

KA2 N 1

- 5 Y

2(AW s-Aw ) k=l 6= 0

where

*Note that AWE and Aws are equal prior to adaption (t < 0) but are assumed

here to be unequal in the steady-state (t-).
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AI ArcoS[w t + LAW t + + Y(A ]2 r2 z

2 Ar2 coS[ ct + (2 As - A)t - y(AW) + 2 (1-6)•r

1
-- AzCS 1Wcs [t + Aw Et + ý ,]

+ A cos[Ect + (2as -Aw )t - + 2 @k -
2 z cS E ý

When this bracketed expression is summed over the two values of 6, the
second and fourth terms cancel leaving

1
(34) 1 { I = Ar• cos[wct +AW t + + Y(AWZ)]

- AE cos [, ct + AWEt +E].

The expression (34) represents the contribution of the kth element to
the array output signal. It is independent of the index k; therefore,
the element output signals are all aligned in phase, i.e., they are
phase-coherent in the steady-state. The cancellation of terms in-
volving the input phase angles 4k does not occur if the quadrature
channel phase shifts are different from ninety degrees. A more
general analysis is necessary in this case with anticipated results
being a degradation in signal coherence and the existence, in the steady-
state, of additional frequency components in the array output signal.
In the present case the expression in (33) reduces to the form

NK A2

(35) S(t) = s {-A r sin y(AE) sin[wct + AwEt + @]l
2(Aw -_AW Z) k

+ [Ar9 cos y(AWE) - AI cos [W ct + AWEt +

by use of a trigonometric identity in (34). The conditions that must be
imposed in order that (35) agree with the original hypothesis (30) are

(36) AE = Ar cos y(AWs)
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and 2 )
- NK As Ar

(37) As - K s Ar. i '

2 (Aws -Aw )

The first condition shows that the amplitude of the output signal is
reduced below the reference signal amplitude by a factor equal to the
cosine of the steady-state phase error. The two conditions may be com-
bined to obtain a transcendental equation for the output signal fre-
quency offset:

2(Aws - Ac~ )
(38) tan [- y(Aw)d = + S 2

NK As

The two sides of this equation are graphed in Fig. 20. The straight line
representing the right side of (38) has a slope inversely related to
loop gain factors and shifts with constant slope as the input frequency
offset is varied. The equation is satisfied, i.e., the curves intersect,
at a value of output frequency offset which is smaller than the input
frequency offset (AwE<Aws). The frequency offset of the array output signal
cannot be reduced to zero since the feedback loops require a steady-state
error signal to maintain the cyclic variations of the weighting coefficients.
If the loop gain is small, the line in Fig. 20 is nearly vertical and
the reduction in frequency offset is small. For increasing input fre-
quency offset, the point of intersection moves up the tangent curve,
the steady-state phase error increases toward ninety degrees, and the
output signal amplitude approaches zero.

The computer simulation results given in Figs. 21 and 22 confirm
the analysis. The significant parameters obtained from these figures are
the following:

1) A = 0.886 (-1.06 dB)

2) Afs - AfZ = 0.00085 fc (weight oscillation frequency).

These results agree almost exactly with those computed analytically from
(24), (36), and (38) using the parameter values for this run, listed in
Table I. The phase shift of the reference network is 280 as computed
from (36). Note that the assumptions of the analysis are not completely
satisfied here since the desired signal contains bi-phase PN coding and
low-rate data modulation. The weighting coefficients are held constant
for a period of time after the data bit bi-phase transition at t = 2000 Tc.
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During this hold period, the signal input and output frequencies are
identical. Upon resuming processing, the cyclic variation of the weighting
coefficients is restored as shown in Fig. 22. When the loop gain (K) was
reduced by a factor of four, the results obtained were as expected: a
lower output amplitude (-1.95 dB), a smaller weight oscillation frequency
(0.00022 fc), and a larger phase error in steady-state (370). Figure 23
shows simulation results for three values of desired signal frequency
offset: zero, 0.0005 fc, and 0.0025 fc. In this result, cw interference
has been added, and the data rate has been increased significantly. The
pattern response in the desired signal direction is essentially unaffected
by small offsets in frequency and is reduced 3 to 4 dB when the frequency
offset equals 0.0025 fc: one-half the data rate. The addition of equal
amplitude cw interference at center frequency in this case did not sig-
nificantly alter the response to desired signal. The amount of inter-
ference suppression, however, does appear in Fig. 23 to be dependent on
the desired-signal frequency offset. The 0.0025 fc offset case in Fig.
23 was repeated with data modulation removed from the desired signal
and with continuous loop processing (i.e., no data "hold" intervals).
No significant changes in performance were observed. The code rate was
increased from 0.05 fc to 0.20 fc in a third run and again there was no
appreciable change in interference rejection over the initial 4000 Tc
adaption period.

E Effect of Reference-Network Processing Gain

The effect of waveform processing gain in the reference network
was assessed by comparing results for different code rates with the data
filter bandwidth held fixed at 0.02 fc. Figure 24 illustrates performance
for code rates equaling 0.01 fc, 0.05 fc, and 0.20 fc: (one-half, five-
halves, and ten times the data filter bandwidth, respectively). The
pattern response in the interference direction has been sketched in between
values computed at the hold instants to make the three cases more distin-
guishable. The essential features to be noted in Fig. 24 are the following:
1) for very small processing gain (the .01 fc case), the rejection of inter-
ference is very erratic, 2) for moderate processing gains (fcý = .05 fc
and 0.20 fc), the response to interference is much smoother with slightly
better rejection at the higher code rate. The erratic performance for
very low code rates is to be expected since the data filter does not
average the bi-phase coded interference over several bits of the code.
The response to interference in this case is strongly dependent on the
detailed structure of the code sequence being used. Initial (transient)
behavior, in particular, is influenced by the starting point in the code,
i .e. by the number and distribution of transitions in the first several
bits of the code. The starting point for the code employed in the simu-
lation (see Fig. 5) produced the rather surprising result of a faster
response and more rejection with the 0.01 fc code rate than for the higher
code rates in the time interval t < 4000 T However, it is believed that
different code starting points would resuli in dramatically different
initial responses for the 0.01 fc code rate case, some of which would be
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much less desirable than the response shown.* In addition, it is believed
that the response for fcd = 0.01 fc is not uniformly better than the
responses shown for higher code rates for t > 4000 Tc. Thus, although
the information presented is incomplete due to limits on computation time,
it appears that the ratio of the code rate to the data filter bandwidth
must exceed approximately three in a practical system.

F. Performance for Large Input Interference

The simulation results presented to this point have been limited to
the case where the desired and interfering signals are equal in magnitude.
The performance of the processor for larger levels of input interference
will now be examined. Before proceeding with the results, it is desirable
to discuss the characteristics of the processor which affect its speed
of response. The gain of the feedback loops (and thus their response time)
is dependent upon the amplitude(s) of signal(s) present at the array inputs.
This dependence can be shown from the defining equations (5) for the
weighting coefficients:

2N
(39) wi = K {yi(t) [R(t) - Z 'i(t) A

1 1 Terms

Upon rearrangement, these equations become
2N

(40) ~,+ K{w w + K2
w1 Baseband K w.(t) {yi(t) yj(t)} Baseband

140) wi K{y (j=l joi

K {yi(t) R(t) }Baseband.

The coefficient multiplying ith weight wi in (40) is proportional to the
square of (i.e., the power of) the signal yi(t) at the input to the ith
feedback loop. By analogy with the simple, constant-coefficient equation

(41) w + xw = y ; x, y constants,

whose solution is of exponential type, exp [-Xt], it is to be expected
that the response time of the ith feedback loop is strongly dependent on
this coefficient.

*Variation in the response with code starting point is also expected at
higher code rates, although the amount ot variation should decrease as
the code rate is increased.
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The system of equations (40) can be solved analytically for the
special case of a single cw signal incident upon the array and a cw
reference signal. This is, of course, the constant coefficient case;
however the system of equations is still coupled. Details of the solution
are given in Appendix IV. The weighting coefficients decay exponentially
in this case with a time constant inversely proportional to signal power:

2 -

(42) T ~NK()

This time constant also appears in the result which shows the effects
of frequency offset (38).

When interfering signals are present and a processed reference
signal is used, the weighting coefficient responses are not necessarily
given by simple exponentials. Consequently, the notion of a single time
constant as a measure of convergence may not be appropriate. The above
results, however, indicate that the weighting coefficients become more
responsive as the power level of either the desired signal or interfering
signals increases. This does not imply that the rates of change of the
various signals in the array output are uniformly affected by some measure
of the total input power. On the contrary, the different output signals,
or equivalently, the array pattern irn different directions, may change
at differing rates. A• possible interpretation here is that the rate of
response of the array to a given input signal is primarily determined by
the power contained in that signal and to a much lesser extent by the
characteristics of the other input signals. That is, there is some evidence*
which supports the conjecture that the array responds to each signal more
or less independently except whcn 1) the number of interfering sources
exceed the number of independent pattern nulls (the overconstrained-array
case), 2) the angular separation between two or more sources is very
small or zero, and 3) an interfering source is sufficiently large so as
to produce non-linear effects (saturation and limiting) in the array
circuicry. Another situation leading to non-independence of desired and
interfering signal responses occurs when the response times of the feed-
back loops are decreased - as a result of increased interference power -
to values less than a code bit period. The simulation results which follow
illustrate this case.

Pattern adaption results for a 20 dB interference-to-signal ratio at
the array inputs are shown in Fig. 25. The element spacing was increased
to ten wavelengths here to illustrate the increase in angular resolution
with wider spacing. The initial (broadside) pattern is maximum (+9i dB) in
the interference direction (00) and nearly zero (-32 dB) in the desired
signal direction (2.850). Corresponding initial output levels are +29 dB

*Results obtained by experimental testing with a four-element adaptive
array processor lend support to this interpretation.
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for interference and -32 dB for desired signal: a 61 dB interference-to-
signal ratio. The frequency offsets of both signals are zero. The processor
adapts quickly to reduce the large output interference level to approximately
-3 dB (note the -23 dB pattern response in the interference direction.
Simultaneously, the desired output signal increases from -32 dB to ap-
proximately -13 dB. Thereafter, the pattern magnitude in the desired
signal direction increases slowly with a corresponding slow decrease in
the maximum value of the pattern in the interference direction. The pattern
variations in the interference direction and the small changes in the
weighting coefficients in Fig. 26 represent the response of the processor
to errors produced by bi-phase code transitions of the desired signal.
The essential characteristics of this response are illustrated by phasor
diagrams of the array output signals in Fig. 27. The desired signal and
interference phasors are approximately equal in magnitude (-6 dB) at a
time near t = 2400 Tc as evidenced by the 20 dB pattern differential in
the two directions. Before a code transition, the sum of output desired
signal and interference (nearly) equals the reference signal and the error
signal is (nearly) zero. This condition is represented by the dotted
phasors of Fig. 27a. Immediately after a code transition, an error results
which is removed primarily by a (near) bi-phase transition of the output
interference phasor as shown in Fig. 27b. As the output interference
phasor undergoes this transition, its magnitude first decreases and then
increases as the transition is completed. The "up-and-down" pattern
magnitude variations in Fig. 25 in the interference direction illustrate
this behavior over many code tr'ansitions. Only a very small change occurs
in the desired signal phasor of Fig. 27. Changes in the array output
interference dominate over desired signal changes for two reasons:

1) the error x input interference components at the outputs of the
error multipliers in all the feedback loops are much larger
(collectively) than the error x input signal components, and

2) only small weight changes are required to produce large changes
in the output interference component when the input interference
is large.

Thus, an error signal can be eliminated more rapidly by changing the in-
terference at the array output rather than the desired signal. Full 1800
phase transitions in the output interference phasor are completed only when
several code bits of the same sign follow a code bit transition. Since this
code structure seldom occurs in pseudorandom codes, the error signal is not
completely nulled between code transitions. Processing of the residual
error signal over many code transitions results in the cummulative effects
observed: a steady increase in the desired signal phasor and a cor-
responding decrease in the interference phasor (see Fig. 27b). The rate
at which the changes occur in Fig. 25 is strongly influenced by the ratio
of the feedback-loop bandwidths to the code modulation bandwidth, The
behavior of the phasor diagrams with time in this example indicate that
this ratio is approximately equal to one.

52



0
0
0

(0

c.r-
0)

0

clU,

V)
(00

42)

- cii

(0 4-
S 4-a

z z 0
- - 0

4. 0.

00

0183vinN

53o



Sn

Sn
S S d

S.%~ ka.•----REFERENCE R

DESIRED •t•
COMPONENT

Sd I NTERFERENCE
COMPONENT Sn
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Fig. 27. Array output conditions: (a) immediately after
a code transition and (b) after processing.

A 40 dB interference-to-desired signal input ratio produces the
pattern response shown in Fig. 28. All parameters except interference
level are unchanged from the previous case.* For the present case, the
phase of the interference at the array output is switched rapidly by 1800
as a result of changes in the weights following a 1800 transition in the
reference signal's phase. Initially, the processor responds rapidly to
reduce the output interference level to approximately 0 dB (note the
-40 dB pattern response). After the decay of this initial transient,
there is no tendency for the processor to increase the level of the desired
signal at its output to the desired value. The loops respond, i.e., the
weights are changed, so that the cw interference at the processor inputs
is bi-phase modulated by the reference code. As a result, the error signal
can be made small on the average even though the level of the desired signal
at the output is much smaller than the desired value. The "coded" output
interference in S(t) is processed by the reference network to produce a
"clean" coded reference signal. Since the desired signal component at the
output is down approximately 30 dB the data modulation produces only small
amplitude and phase changes on the composite output signal S(t), i.e., the

*This 'level of interference (An=lO0) is close to the maximum permissible
value for the chosen gain constant and sampling rate. Larger levels of
interference produce instability in the digital feedback loops of the
simulation (see Sec. III.D).
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data is essentially removed in this case. To determine if this behavior
is unique to the case where the frequency of the cw interference equals the
center frequency of the processor, the frequency of the interference was
offset by 0.01 fc and the simulation repeated.* The pattern magnitude
responses remained essentially unchanged; however, the pattern phase angle
in the interference direction decreased linearly except at code transition
instants where a 1800 step change was observed. This result implies that
the processor tends to remove the frequency offset of the interfering signal
in addition to bi-phase modulating it with the code rather than responding
properly to the much smaller desired signal.

The pattern response when the initial pattern is broadside, the
desired signal arrives at an angle of 00, and the interference at 400 is
shown in Fig. 29. The element spacing here is one-half wavelength. The
pattern response in the direction of the desired signal reduces from 9 dB to
6 dB as a 40 dB null is formed in the interference direction. At the array
output, the desired and interfering signals have steady-state magnitudes of
two and one, respectively. They are 1800 out-of-phase except during data
hold intervals when processing is interrupted. Bi-phase coding of the
output interference component occurs as in the previous example. In this
case, however, the bi-phase data modulation is retained on the composite
array output signal since the desired sig'aal component at the output is
larger than the interference.

It is apparent from the results shown in Figs. 28 and 29 that the
bandwidths of the processing loops have increased to the point where they
greatly exceed the code modulation bandwidth as a result of increasing the
power in the interfering signal. This condition occurs in the simulation
because the analytically-derived feedback loops of Fig. 2 contain no band-
limited elements** to limit loop response time as the levels of the input
signals are increased. An unlimited bandwidth in the ideal processor is,
of course, consistent with the theoretical objective: to minimize the
squared error. As the processor becomes more responsive with higher
signal levels, the composite array output signal is changed more quickly
to make it conform to the reference signal and smaller errors occur as a
result. The responses shown in Figs. 28 and 29 confirm this behavior:
the error signal is maintained at a very small value throughout the
processing interval. It should be noted from these figures, however, that
the output interference is not reduced to a small value; also, the amplitude
error of the desired signal is not reduced to zero. The important conclusion

*The phase shift through the reference network at this frequency (1.01 fc)
is approximately 2000. The phase shift equals 0O when the frequency offset
equals zero.

**The ith error multiplier output is the product E(t) yi(t) rather than the
convolution of this product with a low-pass impulse response as would be
the case for an error multiplier having a limited output bandwidth.
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to be drawn from these results is that minimization of the error signal is
equivalent to minimization of interference and proper adjustment of desired
signal at the array output only when the loop bandwidths are less than the
code modulation bandwidth. This conclusion is consistent with the discussion
in Sec. IIB regarding the correlation properties of the input an.d reference
signals required for the array to operate properly. It was noted there that
the spectral width of the reference signal should greatly exceed loop band-
widths so that the correlation between the reference signal and the inter-
ference over time intervals having a duration equal to the reciprocal of
the loop bandwidth is small.

The fact that loop bandwidths in the simulation become excessively
large as the interference level is increased does not necessarily imply
that such will be the case in practical array processors. A fairly large
value was used for loop gain constant K in the simulation to restrict
program run time; this value may not be achievable in a practical processor.
Moreover, a non-zero error multiplier rise time and integrator slew-rate
limitations may well impose upper limits on processing (loop) bandwidths
which are less than the code modulation bandwidth. The simulation results
for high-level interference would not apply in this case since the simu-
lation model is incomplete. The limitations in dynamic range of practical
array processors must also be considered if an extreme interference con-
dition is to be tolerated. The occurrence of amplifier saturation, inter-
modulation product generation, and non-linearities in the feedback circuits
will undoubtedly alter the responses from those given in the simulation.
The simulation results, however, do illustrate the performance characteristics
expected from an array processor ideally implemented in the minimum mean-
square error configuration. In the following section, the possibility of
modifying the processor's configuration to restrict the loop bandwidth in
the simulation for the high-level interference case is examined.

G. Results for Modified Simulation Models

1. Loop Gain Control (AGC)

A time-varying loop gain factor G(t) was introduced into each
feedback loop in the simulation to determine the feasibility of automatic
gain control (AGC). Factor G(t) had an initial (t=O) value of unity and
decayed exponentially to a final value equal to the ratio of desired
signal power to total input power: A1/2(A+An). Figure 30 shows the results
for 40 dB input interference to signaý raiio and a G(t) decay time constant
of 250 Tc. The response for t < 400 Tc is, as expected, very similar to
the response shown in Fig. 29. As the loop bandwidths become smaller than
the code bandwidth due to the decay of G(t), the interference is increasingly
rejected at the array output. However, the pattern magnitude in the de-
sired signal direction does not change significantly indicating that a 40 dB
Inop gain reduction to achieve satisfactory interference rejection results
in an unsatisfactory (slow) response to desired signal. This result is to
be expected since both desired and interference components at the error
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multiplier outputs are reduced equally by G(t). Although the gain control
is in the feedback paths here, essentially equivalent results are anticipated
with input (array element) AGC methods since the gain reduction is again
common to both desired signal and interference. The results in F'g. 30 sug-
gest that AGC methods might be effective provided 1) the initial level of
desired signal in the array output is adequate, i.e., the pattern does not
have a null in the direction of desired signal initially, and 2) the rapid
changes in the pattern occuring initially when the interference null is
formed do not produce a null in the direction of the desired signal. The
use of a moderate amount of gain control in the array element input cir-
cuitry might be desirable to prevent non-linearities (saturation) in the
weighting coefficient multipliers when the input signal levels are large.

2. Error-Multiplier Output Non-linearity

The effect of amplitude-limiting (saturation) in the error multinliers
under high-level interference conditions was investigated in the simulation.
The output samples E(ti)yi(ti) of the error multipliers were adjusted in
amplitude in accordance with the non-linear characteristic shown in Fig. 31.

SAo INTEGRATOR INPUT
SIGNAL AMPLITUDE

I +gn Aý) ; AI >1

Al

ERROR MULTIPLIER
OUTPUT SIGNAL

AMPLITUDE

Ai <

Fig. 31. Simulation characteristic for error multiplier
output amplitude saturation.

60



For small inputs, the characteristic is linear and the gain equals one.
For large inputs, the output amplitudes are compressed according to a
logarithmic function. Simulation results for a 40 dB input interference to
signal ratio are shown in Fig. 32. These results show that the non-
linearity effectively reduces loop gain initially when the output inter-
ference (and thus the error signal) is very large. The rates of pattern
response shown for t < 200 Tc are considerably smaller than those without
the non-linearity (see Fig. 29). As the output error becomes small, how-
ever, and linear operating conditions are restored, the gains (and bandwidths)
of the feedback loops increase. For t > 200 Tc, the character of the
response is identical to that obtained previously, i.e., bi-phase switching
of the interference occurs to remove errors resulting from the reference-
code phase transitions. The responsiveness of the feedback loops when the
error is small is not affected by the non-linearity.
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SECTION VI
SUMMARY

A receiving array capable of adaptive pattern shaping has been
described. The signals at the outputs of the array elements are
(effectively) adjusted in amplitude and phase by a feedback control
system designed to minimize the difference between the array output signal
and a reference signal. The reference signal is derived from the array out-
put signal by a waveform processing network. The particular waveform processor
employed accepts digital communication signals which are bi-phase modulated
with the modulo-2 sum of a code and a randum data sequence.

The initial (transient) adaption performance of a two-element adaptive
array processor has been simulated on a digital computer for the case of cw
input interference. The simulation results show that the waveform processor's
time delay (or equivalently, its bandwidth) is a significant parameter af-
fecting performance. The waveform processor delays the desired signal's data
modulation and, in addition, shifts its carrier phase by an amount dependent
on the carrier frequency. These alterations reduce the correlation between
the reference signal and the desired signal at the array output. As a con-
sequence, the desired signal is reduced in amplitude (i.e., partially sup-
pressed) at the array output to a level below that of the constant-amplitude
reference signal. The worst-case suppression due to data modulation delay
is shown to be approximately 2.5 dB, 6 dB, and 12 dB for time delays of one-
eighth, two-eighths, and three-eighths of the data bit period, respectively.
The i.jppression factor due to waveform processor phase shift (with no data
modulation present on the desired signal) is equal to the cosine of the phase
shift. The simulation results show that the weighting coefficients undergo
periodic variations in the steady-state in an attempt to shift the carrier
frequency of the desired signal tn • "alue where the waveform processor's
phase shift is a multiple of 36C,, ',ne phase error is reduced by an amount
dependent on the gain of the foeo'ack loops. Complete elimination of phase
error is not possible sire. a residual error signal is necessary to force
the weighting coefficlc:.ts to exhibit a periodic behavior.

The delay i'tr'3d jced by the waveform processor also influences the
interference reje,*)za capabilities of the array. The simulation results
show that suppression of desired signal during the initial adaption period
is accompanied by a decrease in interference rejection. A technique which
compensates for data delay errors by processing only during appropriate
time intervals was described and its effectiveness demonstrated. A delay
equalization technique which could be used to improve the processor's
performance was also described.
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The correlation between the reference signal and desired signal is
also reduced by imperfect synchronization of the code generated within the
processor. The simulation results show that timing errors of one-quarter
and one-half a code bit period result in approximately 3 dB and 6 dB signal
suppression, respectively. The results indicate that the "steady-state"
performance of the array processor is relatively independent of the wave-
form processor's processing gain - provided reasonable processing gains
(code rates) are employed. Increasing the code rate does improve the
initial rate of interference rejection, however.

The simulation results show that the bandwidths of the feedback
loops in the array processor increase as the power in the input signals
is increased. Unsatisfactory performance was observed when the input
interference power levels were increased to the point where processing
loop bandwidths exceeded the bandwidth of the pseudonoise code modu-
lation. The array processor responds only to the interfering signal
in this case and alters its amplitude and phase modulation to match
the reference signal. The level of the desired signal at the array
output under these conditions is shown to depend on the initial values of
the weighting coefficients. The performance of practical array processors
under high-level interference conditions is expected to differ from the
simulation results because of limitations in the bandwidth and dynamic
range of components used in the implementation.

The introduction of automatic gain control into the feedback loops
of the simulation model resulted in smaller processing bandwidths and
satisfactory interference rejection but unsatisfactory (slow) response to
desired signal. It was shown that amplitude limiting in the error muiti-
pliers under large (initial) error signal conditions reduces the processing
bandwidths only until the error becomes small.

The simulation results presented in this report provide basic in-
formation regarding the transient performance of adaptive array processors
having a waveform-processed reference signal. The coverage, however, is
incomplete in several respects. Further investigation is required to de-
termine how processor performance degrades as the angular separation be-
tween the sources of the desired and interfering signals is reduced to
small values, i.e., to determine the spatial resolution properties of the
array. Processor performance when receiver noise is non-negligible and
when the interfering signal has a non-zero spectral width should also be
determined. Currently, experiments are being conducted to obtain in-
formation to augment the simulation results contained in this report.
An experimental four-element adaptive array processor has been instrumented
and initial feasibility tests performed. The data to be obtained from the
experiments will provide a more complete basis for designing practical
adaptive array processors.
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APPENDIX I
"* CW PATTERN COMPUTATION

The array geometry and notation of Fig. 4 were usedin computing
the cw pattern. Antenna elements having ideal (isotropic) patterns were
assumed; the received signal from each element was assumed to be a unit
amplitude sinusoid of frequency fc + Af. The array output signal was
represented as

Jw (•+aw)t
(46) VE(to,Af) = Re{ V7(e,Af) e C

where the array output (sum) phasor is expressed as

N/2 ( n(e) - neN )
(47) VE(O,Af) = n=Vl + 9n e(e

n=l n -
Each term in the summation corresponds to the phasor contribution of a pair
of elements spaced equidistant from the erray phase center. Coefficient
iTn is the complex weighting coefficient at frequency fc + Af of the nth element
to the right of the array phase center; phase We(O) represents the phase shift
due to path delay to that element. When (47) is expressed in the notation
used in Sec. IIIB the result is as follows:

*2N-2 (~t w i 1 fC s 1 Af<(48) (e,Af) = I - w• sin -if_ w• cos af x
9L=2,6,l1O,**. • •c/

j( +1)1TdA ( 1 +'f) sine

si (1 A-)f

+ [wz÷1  ~wp+ 2 si ( f. J) W,+2 cos (12 f-~)j

S+z-2 1T dc1 + i-f ) sin e}.
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APPENDIX II
COMPUTER SIMULATION PROGRAM

FTN,E3,v Lj, T _____

C CODED ADAPTIVE ARRAY SIMtJL.TI04
C
C
C SPC=VO. OF SAMPLES PER CYCLE OF CARRIER AT CENTER FREQ.
C
C Reproduce
C***ARRAY' PROCESSOR PARAMETERS; bestaalbl
c 9 ae copy.
C 9UM=:'fl OF ELE14ENTS (EVFN IN-TEGER)
C DIS=ELEMENT SEPARATION I\N i4AVFELENG-TRS AT CENTER FREO.
C GAIN=RATIO OF LOOP GAIN\ (K{) TO ARRAY CENTER FRED.
C W(I)=C.L.N\1FL I WEIGHTIIG COEFFICIENVT
C
C***I'JPUT SIG.NAL PARAMIETERS;
C
C THS=SIGNJAL ARRIVAL ANJGLE FROM BROADSIDE (SPATIAL DEG*)
C THM=INTERFERF.NCE ARRIVAL ANGLE
C AS=SIG'NAL AMPLITUDE
C AM=INTERFERE'ýCE AMPLITUDE
C FFS=cSIGN\AL FRACTIONA4L FREQUE'NCY OFFSET
C FFM=INTERFEREVCE FR4CTION\AL FREOUENCY )FFSET
C ALSO=SIG'IAI INITIAL PHaSE AT ARRAY PHASE CENTER (DEG-)
C ALM 0= INTERFIFR.-qCE INITIAL PHASE (AT ARRAY P-4ASE CE\ITER
C CIDR=RATIO OWý CODE CLOC{ý FREQ. TO ARRAY CENTER FREO.
C DATR=RATIOl IF DAr4 CLOCrK FRE0. TO ARRAY CENTER FREO.
C
C***REFEREN~CE SIGNA\JL/\1ETWO.RK( PARAMETERS;
C
C IDREF=TYPE OF' REFERENqCE SIGNAL GENERATIO\N DESIRED
C I- FIXED
C 2. LIN\EAR d4AVEFORM PROCEESSING
C 3. LIMITED WAVEFORM PPOCESSING
C
C 9WFI=RATIO OF 5.3-DR BANDWIDTH OF FILTER I TO CFLN. FRED.
C T3WF;)=RATI0 O)F 5.3-D13 BANDWIDTH 'OF FILTER 2 TO CE43. FRE0.
C CDOEFRATwio OF LICAL CO)DE TIME DELAY nO CODE CLL(. PERIOD
C HiOLD=\NO\-PR9CESSI'NJG INTERVAL DIJRATI-ON IN3 CARRIER CYCLES
C AR=REFERF.NCF AMVPI.ITUD)E (I DREF= 1)
C FFR=RF.FEREqCE FRACTION)\AL FRE0. OFFSET
C ALR=REF7ERFNCF INITIAL PHASE (DEG.)
C GREF=TOTAL REFERENCE NETWORK GAIN (IDREF=P.)
C ARL=LPIITF.D REFERENCE AMPLITUDE (IDREFv3)
C
C***PROGR4M1 CO'9TRIT PARA-METERS;
C
C JWGHT=VO* OF SAMPLES PER WEIGHTING CIEFF. PRINTOUT
C JCNT=qo* OF SAMPLES PER STOP/ CON)TINIJE CONTROLS
C JPTRN=VI. OF SAMPLES PER PATTERN PRIVTOUT
C PFF=FRACri'ONAL FREC). OFFSET FO)R PATTERN COMPUTATIOI
C PT~IIINPATTEP\N MINIMUM ANG1,7
C, PTMAX=PATTFRN MAXIMOM ANGLE;
C PTIIC=PATTER\J INCRFME4T A1WLE
C
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C
C
C

PROG'RAMI C'AS

COMM1ON FJ, IDREFJHILD,,JDL.A.f, '"CPI, C)DRI
CO-MMf'JV AR* ARC, CODLO,, SUM, REF, ERR.

900 WRITE(1,10)
10 FORNIATC244 E'JTER SPC VUIM DIS GAINJ)

REA D( 1, *) SPC,-\11JiM, DISp GA 1\
%J~rI1=\IiUm-I
VUIM2=2*\JU'ý
TK=GAIV>/SPC
WRITEC 1,14)

14 FORCIAT(234 EN\TER INJITIAL WEIGHTS)
RE4D(1,v.*) (W( I), 1= 1NUM2)
WRITE(l1,16)

16 FORMATC214T E'JTER AS AM THS TH"I)

ISFORMAT(25H EN~TER FFS FFM ALSO ALM40)
READ( 1, *) FFS, FFM, ALSO, ALMO
P1=3.1415926
PD1=PI*(1. +FFS)* DIS* SI ýTHS*PI/ 180. )
PD2=PI * (1I.+FF..)*DI S* SlPCTHM*1PI 180..
DO 2() K(=1,\JLT71,2
ZK~= ..
PHSG(K)=7.(*PDl+ALSO*PI /V3O
PHSCG(K(+ 1)=-Z*PD1+ALSO*PI /180.
Pq{M()=ZK*PD2+ALMO*P1 /180.

20 PHMK+vIC:+=-7*PDP+ALM~O*PI,1siO.
01=PI*( 1.+FFS)/P.
02=P1*C 1 +IFM)/2.
PSI=4.*PI*C 1.+FFS)/SPC
P'MII2.*PI*( 1.-WFM)/SPC
WRITEC 1,P.2)

2p FORMAT(17.q E\JTER CODR DATR)
READC 1,*)CODR, OATR
,JCM\AX= SPC/CO'DR+9*5
JDM4X= SPC/D4iTR+ *5
JCODE=~JC,1AX
JDATAe=,JDMAX
DO P4 1=1,4
IC(I)1l

24 IC(I+4)=0
IDATA=1-
I DT=- 1
ICODL=l

70 WRITEC1,72)
72 FORIATC2/HL E\JTER? *31WPLT ~JC\JT JPTR'q)
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READ( I., * ) JWGHTY .]C,\Tv JPTRNJ

74 FORMATC29H{ ElJTER PFF PTMI:N PTMAXC PTIŽNC)
READ( lP*)PFF.,PTNII.\hPTIAX.,PTIPIC
PPO=PI*DI S*( 1 +PFF)
ESN=SI NJ(P1 *DF/2. )
ECS=COS(PI*PFF/2* )
KKM{C=C(PTMAX-PTM1J) /PTIV'C)+ 1.*5

JC\J=Oe;
JPAT=0
FJ=- I c
CALL RE1FR\
CALL PHiS(P.,12)
WJRI TE( 1., 80) SPCP JVUM, DI Ss GAT' VP THS.- TIHl, ASP AM., FFSP FFMv ALSOP

CALMiOs C')DR.,JC.\AX., DATRP .JDMAXP PFF
80 FORM4AT( 4HSPC=,*F5* .,/ if41-N)JM=,12.- 1 OX 44DI S=j,F79 3P5X,, 5HAI-\J::,

CE10 94P,/P4HTHF=, F7- 3, 5X, 4,-THM=, F7 .p /* 3HAS=, F9 *4j,5X, 3RAM=.,
CF8. 4P /i 4FFS= E 10 -4s Vp,4H-FFM=, El10O.4P/P5HALSO=, F7- .3, 4X
C5K{AL-M0=. F7. 3.v1, SqC-3DR=,- ElO.* 4.,1 7Xp 6HJCMAX=. 16s /, 5H-DATR=.p
CE 10*4.91 7X 6-iJ DAAX=P 16,-/P4H PFF=, E 10 -4P//,I N I TrAL WE I GH TS
CALL PliSC2,'\JUJ?)

90 F9)Rt"AT(lP.(E12.5P/sl7X))
119 CALL PHS(4PO)

CALL PHS(2.,3)
WRITE( 1,9100)

100 FRMvA TC 16Xt 6HW(J+ I)P 9K.6HSUM( J), 9X,6fREFCJ).,9X 6HERR< J),/
C
C***********START O)F LOO0P qERE**********~********
C
120 IF(JCODE-JCMAX) 160, 125
125 JCODE=0

.JDL= 0
I C')lE=ICC 6)+ ICC7)
DO) 130 t2,P7
II=9-1

130 IC( I I)=ICC 11-1)
I F( ICODE-1I) 140P 140s 135

135 ICODE=O
140 IC(1)=ICODE

IF(J3DATA-JDMIAX) 150, 145
145 JD4TA=O

JH-L D= 0
I DAT4 i D[ATA+ IDT
IDT=-IDT

150 1 M0 D= ICO DE+ IDA'fA
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IF(CIMOD- 1)155P 157, 155

155 ASC=AS
00. TO) (156, 160.p160),v 1DREF

156 ARC=-AR
GOJ TO 190

157 ASC=-AS
GO TO ( 158, 1 60.v160).vI1DREF

159 ARC=-AR
GO TO 190

160 IFCJ;LAY'-JDL)170.,165,p170
165 1ICO Lf,,-1.CO)DE
170 IF(ICOflL)l75,179,193O
17.5 CO)DL9)=1I.

GO TO 196
180 CODLO1-.
190 DO P00 K1l,\JIJM

'(C -i )=SC*SIýV(PHSG(K))+A..*SI>(PHtl(K))

PqSG(K<)=PqiSG(K) +PSI
IFCPHSG(K)-6.2F31 8 53 ) 195, 192-

192 PHSG(t{)=PHSGC({)-6*2831953
195 PHM(K)PHMI(K)+PMI

IF(PHMC({)-6*P831853 )2 OO' 198

199 PH-M({)=PHMINIC-6.2831
8 53

200 CONJTINULE
SUJM=0.
DO 205 I=1,\JUM2

205 SLTMvP-SlJM+Y( I)*W(I)
CALL REF'RM'

320 DO 330 I1=,V1N12
FBK(I )=Y(I )*ERR

330 W(T)=W(L)+T!{*FBKC(I)
IF(,JW-JWGRT)350,3140

3140 Jw=0
CALL PHS(2,1)
WRI TE( 1, 342-) FJ; W( I), SUM, REF, ERR

342 FORMATCPH1J=,F6.0,'4(3X)ElP-5))
DO 344 1=2,NJJM2
CALL PH1S( 2,1 )
WRITEC 1, 346)WCI)

344 CO-N TI -qUE
'346 FORMAT( 1 IX, Ell 2.o5)
350 IF(JPAT-JPTR\1)370' 500
370 IF(,JC-.J-JC'qT) 400, 380
380 CALL PHStP~l)

WRITEC 1,384)
39~4 FORMAT(UCSOJTMJE? EV4TER 1=YES 0O=NO~

READ( 1, *)1 JDFC
I F(.JDFC) 799, 799., 390
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390 JC*YJ0
WRITE( 1, 72)
P.EAD( I, p) .JWGHTt JCJT2 .JPTRNJ 6

*400 FXJFJ+ 1.ý
JCODE=JCODE+ 1
,JDATA=JDATA+ 1
JDL=JDL+ 1
JHL D= JHL D+ 1
j W=JW+ 1
JCNY=JC'B~1
~JP AT= JP AT+ 1
GO TO 120

C
C**************~****E\JD ')F LOOP 4{ERE; PATTERNI PP.0G. REL0W*****
C
500 JPAT=O

PTH=~PT-MI'
CALL PHfS(3 32P)
CALL P.H-SC2p1)
WR I T( lo 50P) FJ

502 FORMAT( 21-{J=s F6. 0, 3Xv 7H{PATTERN')
Do 530 KK(lpKK{M
SMR=O.
S-11 =0.
NU LM/4 = \J l 2-2P
DO 510 K=Pý.,'JEJM4,4

DO 510 L~1,3o2
LL=2-L
ZZK=I{*LL
7. 1=77(-*PPO*.SIV(PTH*PI/180.)
7. 1R=CO ,SC ?'1)

L K= K- LL
RR=W(LK)-WJ(LK+ I)*ESN
QQ=WC(I,+l)*ECS
SMF=SMR+Z 1R*RR+7.10*00

510 SMI=SMI+7.10*RR-7.lR*O.(
POWR=4.342-95*AL)G(S>2R*Sr-1R+SM'II*StMI)
ARGU=SMI /S.\R
4.\JGH=57P. 958*ATA\3(ARGU)
CALL PHS(P2.1)
WRI TI( 1, 5P 5) PT4.9POWIRv A.JGH

525 FORMATC8X(,F72.25X.,F9.4, 5X.,F9.4)
530 PTH=PTK+PTI \JC

CALL PHS(3p2)
GO TO 370

799 CALL PHS1(5,0O)
WRITE( I 8o 0)

800 FORMAT( 3PH A'JOTHER RUMJ E'VTER 1=YES 0="Jl)
REA( I.,*),JG)
I F(JGO)999,* 999, 900

999 STOP
EN D
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C
C USE WITH- PROGRA41 CA.4S: CODED ADAPTIVE ARRAY' SIMMLLATION3

C

C
C

SUJ3R')UTIME REFRN

DIMEISION' 01( 4 ),OlT(4)j,O1)TT(4),B1(4).PEXC,
3 1C 4 )

COM*MON FJ .I DREFs JHLP' .iJDL4Y. SPCs PI.,CODR

COM'MON AR, ARCv CODLO., SI~j', REF* ERR

IFCFJ)25j,P-7
9-5 WRI TE( Lv26)
2 6 FORMAT(~134 E4TER IDREF)

'RE4D( I ,*) IDREF
G3 TO (3 Q,-40,940),PIDREF

30 WPITE(1.,32)
32, FORMIAT( 19H ENTER AR FFR ALRO)

READ I.,*) AR.,FFRALRO
PHR=ALRO*PI /190.
PR1=2.*PI*C I.+FFR)/SPC
GO TO 97

40 WRITE(Ij,42.)
4P FORM~AT(28H ENJTER SWFI B'W'F2 HOLD CDOFF)

READ(l1.*)RWFI1,BW~F2,PHOLD,-CDOFF
TAUI I. /BWF1
TAUS= I # /BWF2,
BTI=PI*BWFI/( 2**SPC)
BT2=Pt F3WF2/( 2. *SPC)

Bil(P1)=C4*TAU1l2)*BT1

BIC 3)=(4.*TAUI+1 . *T
B3IC4)=( 4.,* TAU 1+ 2. ) *BT I

B2( 1)C4.*TAU2-?.)*BT2,
R2(2)=(4.*TAU21 .*9T

92( 3)=(4**T4U2+1 .)*8T2

82(4) =(4. *TAIJ2+ 2- )T2

EX=EKCPC-2.*BTI)
EXe=EXPCP.-*BTP

2 )

DO 44 1 =1#1,4
EXCO1(I)=EXP(BST1)*COS(Bl(I))
EXC02(1 )=EXKP(F3TP.)*COS(B32(I)
O1T( I )0.

0ITT( I)=0.
02.T( I)=0.

44 O2TT(I)=0.
DI NT= 0
VINT=0.
JHKL D=140L DO SP C+ - 5

JHL D=O
JfDlAY= ( CDo ~FF* SP C/ CO DR) + *5
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I FC I DPEF- 2)9 7s 50.p60
50 WRITE(1.,9P)
550 FORMAT(1H E14TER GREF)

REAN I.-,*) GREF
SLOPE=GREF*PI*PI*BWFI*BWF2/(O.36*SPC*SPC)
GO TO 97

60 WRITE(1j,62)
62 FOR44ATC11H EN1TER ARL)

READ( 1,*)ARL
GLIM=ARL*PI*PI*R8WFP2/( 2.4*SPC)

97 F1J=0
CALL TTYLF(5)
CALL PHS(1,90)
GO TO (93.v104.,110) oI DREF

98, CALL PH-S(2j,2)
WRITE( 1, 10O)IDREF,PAR.*FFR.,ALR0

100 FORM1ATC6HIDREF=,12j,8X, S5HFIXED REFERE'JCE*/, 3HAR-.F8.4, 5X.,
C4H-FFR=, E10.4s 2., 5HP1.ýRO=,oF7. 3)

GO TO 118
104 CALL Ph'S(P2,5)

TPRITEMP1, 10)DREFoGREF
106 F0RmATr(6'11DREF=.F,12j-gX. 6HLIC'JEAR REFERE-.\CF,./,*5!-GREF=.P,F84)

GO TO 11/4
110 CALL Pq-S(P2p5)

WR TEC 1,1I 12)I1DREF, ARL
112 FO RM AT (6q IDR EF=,12, 8X , I 7HLI M ITE D REFEREV C Ev /,4HA RL =,8.v S4)
114 W R IT E ( I.II6)B3W F1.9BW FP2,C DOFF J DL AY HOLDUPJ'-IOL D
1 16 FO RM T ( SHBW F1I= , E10 -4 1 7X , 54 BWF2= aE 10 4.4,/ p6H CDOFF=.,F8 4,

C 2X, 6H J DL 4Y=.- 16,1 51IOL D=., F8.- 4., 3X., 6HJiJIOLD= , 16)
118 CALL PH-S( 3j,10)

GO TO 315
207 GO TO (310,2.10, 210),vIDREF
2 10 Dllq=CODLO*SLJ-1

DO 220 I=1.,4
p220 01M )=F.XCJ1I(I)*(2.*O1T(I)-DItJT)-EX1*O1TTCI )+DIN

OUT1=0. 5* (01(1) -01(4) ) -QC2) +O1(3)
DINJT=DIN
DO 230 1=1.4
0ITT(I)=OIT(I)

230 O1TCI)=01(I)
GO TO (310.-P40.PP50).,IDREF

240 VI,%JSLOPE*OUTI
GO TO 280

250 VI-.J=S1G'I(GLIM1,OUT1)
280 DO 290 1=1,.4
290 021=K0()(-*PTI-IV)E20T()Vt

OUT2=0. 5*(02-( 1)-02,(4) )-02(2.)+0'2(3)
VINT=VPJ
DO 300 1=1.,4
OPTT( I) =02T( 1)

300 02T(I)=')2(I)
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REF=-C§ JL,.*OUT2,
ERR=REF-SUZYIl
IFCJH-LD-JH0LD)3O2,v315

30P ERR=0. ~
GO TO 315-

310 REF=ARC*SIDJCPHR)D
PiiR=PHR+PRI
I F(PHR-6.?)F;31J953) 313, 312

312 PH{R=PHR-6. 2931953
313 ERR=REF'-SINh
315 RETURNJ

E--\J D
ENJDS
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APPENDIX III

In this appendix, the steady-state ampl)tude of the array output
signal which minimizes the mean-square error when the reference signal is
inverted for a fraction of the tinie is calculated. The steady-state array
output signal is assumed to be of the form

(49) SM = q M(t) sin (w c t + ý)

where constant q is to be calculated and M(t) represents a +1, -1 0 0)amplitude modulation which is equivalent to the actual bi-phase (0 '180
modulation. 1he reference signal is assumed to have unity amplitude and
(+I,-l) amplitude coding A(t):

(50) R(t) = MM sin (w c t +

The error and squared-error are therefore given by

(51) E(t) [A(t) q M(t)] sin (wct + 0)

E 2 M (A(t) q MMI 2 sin 2 (W t + 0).c

The sine-squared factor has a constant time-average value of one-half
independent of q. To proceed further, the modulitions A(t) and M(t) will
be assumed to differ in sign a fraction 6 of the time. Figure 33 illustrates
one possible distributimi of Oe reference signal inversion periods con-
tributing to the fraction 6; the distribution does not affect the average
square error which is given by

E2 + q)]26 )2 (1_6))_

(52) 2 (I-q

1 [4 q6 + (I-q) 2
T

The value of q which minimizes the mean-square error is found from the
equation

ý53) aE = 0 = L((46 2(l - qaq 2 mse

q mse 1 - 26.
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The application of this result is illustrated by the following three
examples.

Example I. Square-wave Data Modulation

Assume that M(t) is an alternating +1, -l (square-wave'. data sequence
which occurs at a rate fd and that the data filter delay equals one-fourth
the data bit period. The delayed sequence is M(t). The signs of M(t) and
A(t) differ during the first quarter of each data bit; therefore, 6 = 0.25
and qmse = 0.5. The suppression is 6 dB.

Example 2. Random Data Modulation

Assume that M(t) and A(t) are random binary data sequences and that
the data filter delay is the same as in Example 1: one-fourth a data bit
period. Since the rate of occurrence of the sign differences is one-half
the data rate, it follows that 6 = (0.5)(0.25) = 0.125. Therefore,
qmse = 0.75 which corresponds to a 2.5 dB suppression.

Example 3. Random Code Timing Error

Assume that M(t) and A(t) are random binary code sequences which
are identical except for a misalignment of their time bases by one-hlf
of a code bit period: c = 0.5 fE. Now, 6 = (0.5 fl)(0.5 fcd) = 1/4 since
the rate at which the reference signal is inverted equals one-half the
code rate. Therefore, qmse = 1/2; a 6 dB reduction.
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4j M(t)
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M(t) _ _ _ _ _ _ _ _

o -i

A

I--

0,

-1

K•_ NORMALIZED

TIME INTERVAL

Fig. 33. Example waveforms for calculating mean-square error.
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APPENDIX IV
ADAPTIVE ARRAY RESPONSE FOR A CW INPUT SIGNAL AND CW REFERENCE

For the special case of cw inIput and reference signals, i.e.,
when signals yi(t) and R(t) are expressible as

(54) yi(t) As cos(W ct + esi); i = 1, .-- ,2N

(55) R(t) =Ar cos(Wct + or)

the system of Eqs. (39) can be written in matrix form as

cos(e r - eSO) ]

(56) [ Ar --As [cik] [W.t

cos(er - es2N)

Vector [W(t)] is a column vector composed of the 2N weighting coefficients
and [Cik] is a 2N x 2N matrix with elements given by

(57) Cik = cos(Osi - 0sk)

If the incident signal arrives broadside to the linear array then

f0 i-odd
(58) Osi = i-even

and the matrix Cik is degenerate:

1 0 1 0 1 0
0 1 0 1 0 1

(59) [Cik]= 1 0 1 0 1 0
0 0 1 0 1 ...
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Clearly, from (56)

(60) 1= 13 = " = 2N-

w2 =4 = ' 2N

so that

(61) W3 (t) = w1(t) - W1 (0) + W 3(0) W4(t) = w2(t) - W2(0) + W4(0)

W5(t) = WI(t) - WI(0) + W5(0) W6(t) = w2(t) - W2(0) + W6(0)

etc. etc.

Substitution of (61) into (56) gives the two equations of interest:

(6)W _K os 0  A2  22 2N-1

(62) W(t) 2 AsAr Cos r L As {N Wl(t)-N WI(0) + I Wk(0)}k=l
k-odd

K2 2N
W2(t) KAsA r cos(Or + A- s A{N W2 (t)-N W20 + 14()9,:2

Z-even

These equations have solutions given by
N2

(63) wMt-) CosAr N 2N-1 eI(0s 2 t

1 NA s r N k=l WO) e

k-odd

+Ar- Cos - 1 2N-1 ( + w (0)U~S co r N J kI Wk(0 I 1°

k-odd

and
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NK2

(64) W 2 (t) N Cos(Or+ ( 6 +r 22 Wj(0) e

L-even

Ar 2N
+ Cos (0 ) -+ 12 w 9(o) + w2(o).

2-even
Equations (61), (63), and (64) represent the complete solution when the
signal arrives broadside to the array.

Pifficulty is encountered in attempting to obtain solutions applicable
for arbitrary ahgle of incidence due to dependencies among the weighting
coefficient derivatives. However, solutions have been obtained for off-
broadside incidence at angles corresponding to 450 phase shift/element
and 900 phase shift/element. The matrix Cik is different from (59) in
each of the two cases, but it is again degenerate of rank two. Relationships
between the weighting coefficient derivatives can again be found and system
(56) reduced to two equations. Their exponential solutions contain the
same time constant as in (63) and (64) above. It would appear that the time
constant is independent of the angle-of-incidence from these results.
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