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•f 

In the present vork we will examine estimates of the equivalent 

perturbation of roundoff errors in the solution of a system of condi- 

tional equations by the method of least squares (Method A) and by a 

method which was proposed by D. K. Faddeev, V. N. Faddeeva, and V. N. 

Kublanovskaya in a Joint report at a conference on numerical methods 

in Kiev in 1966 (Method B). 

Let us examine the system of conditional equations: 

Ax . f 

with a rectangular matrix A having N rows and n columns, where 

generally N » n. Method A leads to the system of normal equations 

T    T 
A^Ax . A1f 

>!. 

(1) 

(2) 

with a symmetric positive definite matrix A A of rank n. We will 

assume that the solution of (2) Is found by the method of square roots, 

always taking advantage of the accumulation of scalar products, independ- 

ently of how one computes the elements of system (2). 

Method B leads to a left orthogonal transformation of (l) into 

Px - i (2') 

The term "equivalent perturbation" seems to refer to inverse roundoff 
analysis. 



where P • QA, l • Qf, matrix P has non-null elements only in the right 

upper triangle P of rank n. Let l be the vector whose components are 

the first n components of the vector Qf. The triangular system 

Px = J, 

is equivalent to system (2). 

'!be total error in both methods is composed of the roundoff error 

in reading in the coefficients and the right-hand terms of (2) and (3) 

and the roundoff error during the solving of these systems. Since 

triangular system~ may be solved very exactly ([1, Chapter 4]), we can 

neglect the roundoff error in the solution of {3) and in the back

solution part of the me thod of square roots in the aolution of (2). 

Because of the equivalence of (2) and {3) it does not matter whether 

one calculates the equivalent perturbation of roundoff errors of Jl!thods 

A and B in terms of (2) or (3). We will do the calculations in terms of 

system (2) since this is more convenient. Everywhere below, if it is not 

speci fically stated, we will use the symbols adopted in [1] and the 

Euclidean norm of the matrices and vectors. 

1) Let us examine in the first place the errors of Method A. 

Because of the roundoff in the calculation of the scalar products, the 

elements of the matrix ATA and the vector ATf will be obtained with 

a certain error; i.e., instead of (2) we obtain 

(3) 

Bx == k (4) 

2 
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T T 
The norms of the error matrix A(A A) and the error vector A(A f) 

essentially depend on the method of calculating of scalar products in 

the machine. 

In the carrying out of all operations in a machine with a t-digit 

T T accuracy,  the elements of   A(A A)    and   A(A f), which we will designate 

respectively by   Ab. ,    and   Ak. ,    may be estimated on the basis of [1, 

Chapter 3] as 

lAb^l KM*1  HaJI  llajl   ,   1^ | < NS^1  jjaj   ||f||   , 

if the calculations are executed with floating point    (fl).     Here and 

later    t,   - t - 0.08^06,    and    a.     is the i-th column of the matrix A. 

Hence, we obtain 

||A(ATA)|| < IcTN  Z||a  ||2   ||a  ll2)1/2 (5) 
i,J J 

-le'N z||a ||2   s HaJI2)1/2 . HS"*1 ||A||2 , 
i J      J 

l|A(ATf||    <N2"  :L  ||A|| jlftl. 

If the calculations are executed in fixed point    (fi),    we get 

correspondingly 

lb(ATA)|| < Nn2-t-1,   |b(ATf)|| < Nn1/2 S"1"1  . (6) 

Here it is assumed    HaJI < l-Iß"*"1,     ||f|| < I-IE'*"1,    which guarantees 

the possibility of calculating in fixed point. 

If the scalar products are calculated with double precision,  then 

the estimate imder consideration is practically independent of   N.    In 



particular, in the case of floating point    (f£p),  according to [1, 

Chapter 3], 

Ab. .     < 2       (a.   a.)    + * N2 \\a. 1     ij'  - v  1    j'        2 " 1' 

Assuming   j N2      < 0.1,    we obtain 

lAb^l  <2-t (a^a.)    +0.11-2^  Uajl   1^1 

m 

Using the relation     |(a.   a,)|  <  ||a. ||   i|a.||, ve  find 

||A(ATA)     <  l,ll-2"t   |1A:2   . (7) 

In the same way. 

||A(ATf)||< 1.11-2^  ||A||   ||f| (8) 

In the case of fixed point (fip)j we have 

||A(ATA)1| < n2-t-1,   ||A(ATf)|| < n1/2 2-t"1 

with the assumption that     ||a  || < l-S-*"  ,   ||f|| < l-a"*-1. 

Let us now estimate the equivalent perturbation due to the roundoff 

error in the application of the forward step in the method of square 

roots, i.e., in the decomposition of the matrix of system (k) into the 

product of two triangular matrices.    It is known that the triangular 

T factors    S    and    S    of the matrix   B    that are really obtained in the 

machine are  the exact factors of a certain matrix    B+E,    that is 

(9) 

B + E = SS (10) 
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The following estimates are verifiable for the elements   e,    of matrix E: 

leii^\ 18^8^12-*,     i<J (11) 

s2    2"* sii ^ J 

-2t 
with an accuracy up to terms of    0(2      )    in calculations with floating 

point and 

,    i > J 

,   i < J (12) 

0-58ii 2 

SiJ^     0-58JJ2 

1.0000lBil 2    , J 

in calculations with fixed point.   In the latter case, if    |h. . | < 

l-l.OOOOl^"*   for all   i,J    and if matrix B is not very badly condi- 

tioned, then    js.. | < 1    for all   i,J. 

Considering (U) and (10), we get that the numerical decomposition 

T T is exactly the decomposition of a perturbed matrix, i.e.,   A A + C ■ SS , 

where 

C - A(ATA) + E. (13) 

The norm of   C   is indeed of interest to us as the norm of the total error 

T in the coefficients of system (2), while the norm of the vector   A(A f) 

is the norm of the error in the right-hand side of the system. 

From (ll) in calculations with floating point, neglecting terms 

-2t of order   2      ,    we have 



n     P P+   n   i-l   ja     P k 
n     2     2 

Z   ef    <2 ^    E (  Z   s^    s^T    + kaZ   +      Z   B^    s    ) 
i,j=l   1J 1=1  j=l     1J      JJ 11 Jai+1  ^ 

<2-2-2t(      Zs?    s^    +      Z    s2    s2 ) 
i,j=l 1J    JJ      l,j»l J1 

' -- .1^ ^ 
<l4.2'2tmax s2 Z    s2    = U.2"2t|ls||\ 

j      JJ    i,j=l    1J 

Considering that 

n i N    2 
La...»    Z s. , » b..  + e . ■    Z a ,  + Aa .  + e . 

i-1 ij      J-l lJ        ii        ii      j=l Ji ii        ii 

N 
»    Z a2  [1 + OdC-*)] - ||a   ||2 [1 + G(N2_t)], 

J=l J 

we obtain    ||s|| .  ||A||[1 + 0(N2"t)],    where 

||E|l<2.2-t  |1A||2(1 + 0(N2-t)). (Ik) 

As V. V. Voyevodln observed,  these considerations permit us 

to obtain an estimate of the equivalent perturbation for the method 

of square roots which is    n    times better than that suggested in [2], 

without the assumption of accumulation. 

Actually    from the above explanation    it follows that with an 

-2t 
accuracy up to quantities of order    0(2      ) 
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||E||<2.2-t  [HLsl.)2]1^<2'2mt ||STS| 
j    i    iJ 

= a-s"11 |ISST|| =2-2^ llBl 

Passing from the Euclidean norm to the spectral norm, we ohtajn 

llEil < 2-2"t(Sp B)1//2 max s      < 2-2"t(n max X2)1/2 

i i      1 

= 2-2^ n1''2  llBr "2  ' 

This estimate is    n    times better than the one obtained in [?.],  for 

example.    For fixed point, an estimate analogous to (ih), derived from 

(12) with the assumption that    |s. .|  < 1,    has the form 

||E|| < r^-^d + 0(i))  . (15) 

Using the relations (5)-(l5), ve obtain finally 

||C|| < M*1 ||A||2(1 + 0(|)),   |h(ATf)|| < N2" 1  ||A|| ||f|| ; (f£) 

HOb <2.71-2_t  llAI^IWA^)!! < 1.11-2**  HAU  ||f|l ; (f^) 

IICIl < Nn2-t-1(l + 0(i)),  HATt)\\ < Nn1/2 2-t-1 ; (fi) 

IICI, < n2-t(l + 0(i)),   |WATf)|| < nl/2 Z^'1 , (fi2) 

T T respectively, for the calculation of the elements of   A A   and   A f 

in the cases of   tl, ti^, fi, fi  . 



2)    We will now estimate  the equivalent perturbation for the errors 

in Method B, which is equivalently an estimate of the errors in the elements 

of the  system 

PTPX   m   PTji (16) 

which w^re obtained because of the inaccurate calculation of    P   and   i. 

Let,   is denote by    AP    and   M,  respectively,  the matrix and the vector 

orrar.    Because of these errors,  instead of (l6) we obtain the perturbed 

system    (P + AP)T(P + AP)x = (P + AP)T(je + Ai).    Neglecting the products 

T T 
'J AP    and    (AP) A£,    we obtain for the perturbations the approximate 

equalities 

A(PTP) = PTAP + (AP^P,     A(PTJe) = PTA£ + (AP)'r£, 

from which 

||A(PTP)1| <2||P||   11APII   ,   |lA(FTl)|| < 1|P||   IM +  llAPil   |U|1   . 

Because of the orthogonality of the matrix of transformation    Q, 

we have 

||P|| .  llQAll =  ||A||      and      p|| = llQf|| -  ||fii  , 

whence 

1|A(PTP)|| <2||All  ||AP|i   ,   ilA(PTX)|| < ||A||  llAiji +  ||ii|   ||AP||  . (l?) 

In order to obtain final results it is necessary to estimate the norms 

of AP and Ai. These estimates essentially depend on the actual method 

cf obtaining P, i.e., the method of transforming the system of simultan- 

eous equations into system (2'). To obtain the matrix P we will eliminate 

8 
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the elements a  of matrix A for which i > j. We will perform the 

elimination with the help of a matrix of rotation or reflection [3]. 

Moreover, we will designate "by OL,OL,...    constants, which depend on the 

actual method of rounding in the machiae. According to the assumptions 

of [1], these constants are not more than a few units or 1-2 tens. 

(l) The transformation of matrix A is accomplished with the 

help of a succession of elementary rotation matrices T. . in a cyclic 
■^ J 

i 

order (Method B-,).    Each of these rotations eliminates the element standing 

in the (i,j)-th position. 

The roundoff error during the corresponding process of eliminating 

the subdiagonal elements of the square matrix was investigated in [1, 

Chapter 3],where elimination by columns was examined.    In our case it 

is more convenient and necessary to eliminate elements by rows, i.e., in 

the order    (2,1),  (3,1),  (3,2),  (^,l),...,(n,n-l),  (n+l,l)....,(n+l,n),..., 

(N,n).    It can be shown that the roundoff error in the elimination of 

elements by rows and columns is the  same. 

Without stating the calculations, which are like those examined in 

[1, Chapter 3], hut which are even more cumbersome, let us write the final 

result for the i-th column    &,    of the error matrix   A?: 

ÜAji < a^WN-n) + ^]1/2(N+n.2)l/' (i^-V'^Kl, (13) 

in the case of computing with floating point.    In the same way an estimate, 

with the substitution of    Hf |i    for    ||a, ||,    is verifiable for the error of 

transforming the column of -the right-hand side.    Here the calculation of 

scalar products with double precision has not been assumed.    This cannot 



essentially change the estimate since, In the process under conalderation, 

we do not encounter the calculation of scalar products of a vector of 

more than the second order. 

In computing with fixed point 

||Ail|<^2-t[n(N-n)+2^lI] ; (19) 

moreover,  for it to be possible to compute with fixed point it is suf- 

ficient that 

ii V - < 1 - «, 2-t[n(N-n) + B^ii]  . 
^ 

The same estimate Is correct for the error of rotating the right-hand side. 

The estimate obtained is exactly like that given in [1, Chapter 3], 

where actually the fact that the transfonned matrix Is square is not used. 
n 3 l/2 

Considering that    |lAP|| - ( Z ||A \\  )'   ,    we obtain from (l8) 
1-1 

llAPlI < c^ Nn1/2 2-t ||A|| ,   IMll < (^ Nn1/2 2"* ||f || 

for floating point.    In the same way from (19) we obtain 

||Z*|| < a, Nn1/2 2-t|iA||,     ||A£|| < a> Nn2-t 

for fixed point. 

(2)    Errors can be reduced essentially if one uses rotation matrices 

with the order of elimination of the unknowns that Is suggested In [k] 

(Method B2). 

Let us denote by   M    the number of cycles required for the transforma- 

tion of   A    into triangular form.    The estimate computed in [1^] for our 

3ase takes on the form 

10 

r 



for floating point, and 

(21) 

for fixed point. 

For an estimate of the value of M let us note that the number of 

cycles is independent of the actual realization of the process suggested 

in [4] if one does not consider zero elements of the initial matrix or 

auy elements accidentally zeroed in one elementary transformation. For 

the elimination of the m-1 elements of the matrix consisting of m 

rows and one column, [loS2(m-l)] + 1 cycles are required. Here the 

square brackets denote the integer part. 

Let the matrix have N ro~s and n columns. For the elimination 

of all the elements of the first column except the first element, one 

requires [loS2(N-l) ] + 1 cycles. With these it could happen that some 

of the elements of other columnG are eliminated. However, even if one 

disregards the last situation for the elimination of elements of the 

second column, [loS2(N-2)] + 1 cycles are required, etc. 

Finally, we obtain 

n 
M ~ E [loS2(N-k) + n ~ n([loS2(N-l)] + 1) • 

k=l 

11 



This estimate is a little excessive, "but not by more than k-5 times for 

N < 100000. 

Using this estimate for    M,    we find from. (20) and (2l) 

llAPil < a3 n logg N-a'Vll  >  INll < c^ n logg N^'^fH 

for floating point and 

INI < o^ n3/2(N loggN)1/2,     IJAAll < Q^ n(N log2 N)l/2 

for fixed point. 

(3)    Using a matrix of rotation (Method B_) for the elimination of the 

Clements of    A    appears most expedient in that case where the scalar 

products are calculated with double precision.    Moreover,   the estimates for 

AP    and   A£    are practically independent of    N.    Let as assume here that 

the calculation is carried out in floating point.    The results obtained in 

[1,  Chapter 3]  8° for rectangular matrices    A    and give 

M < a5(n-l)2-t||All, Ml < a5(n-l)2-tllfll. 

Having substituted the estimate received for    AP   and   Aji    into (l?)» 

T we oh tain a final estimate of the norm of the error matrix   A(P P)    and 

T the error vector    A(P i);    namely, 

for method B,: 

ilACP^)!! < c^Nn^-VH2,  1|A(PT£)11 < c^Nn^^^llAll  \\f\ 

!|A(PTP)li < a>NnVfc,  llA(PTJl|| < c^Nn3/22"t ; 

in) 

(fi) 

12 
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Method 

A 

tl 

N 

1/2», n '   N 

B2      j n loggN 

B-      inN 

Type of Computation 

"2 
const 

l/2„ n '   N 

n log-N 

fi 

nN 

n2N 

n2N 

fi. 

n2N 
2 1/2 ' 2 1/? 

n (N loggN) ' n (N loggN) ' 

aV/2 

for method B«: 

1KPTP)|| < OJ n loggH-a-Wi IKPTA)|| < a3n lo^N-a^HAH l|fll 

llA(PTP)|| < V
2(N loggN)1/2,  llA(PT4)ll < V

3/2(N loggN)1/2; 

for method B.: 

•tii.ii2 1KPTP)1| < a5(n.l)2-t|lAf,   HPTi)ll < 05(^1)2-^1 l|fl|   . 

Comparing the obtained results, \e see that the estimates of the 

equivalent perturbations for the matrix of system 2 have the form 

2"ttp(N,n)l|All2    and   2-S(N,n), respectively, for the different methods 

of calculation.    In the table the order of magnitude of the functions 

cp(N,n)    and   ^(N,n)    are set forth    (N » n). 

in) 

(fi) 

V 

(fA2)- 

In this table it is seen that a comparison of Methods A and £, in 

the sense of majorizing the estimate, goes as a rule in favor of Method A. 

Method Bp is the elimination method. 

13 



Let us go now from the equivalent perturbations to the error in 

the solution of the system. It is not difficult to construct an example 

in which with Method B1 one obtains an order of the norm of the error in 

the solution which is equal to the largest estimate of Method A without 

accumulation. Let u., examine, for example, the system with a matrix of 

coefficients and a right-hand vector, respec tively, of the form 

\ :· 5 

i = j, • 1/n 
I 

aij = i ~ j, i ~ n, f. = l. 
I 

i ~ n; 

I I 

\ El i > n, • O 
' '· \ 

i > n; 

where E << 1, so that n(N-n) E < 1. 

Let us consider that computations are carried out with fixed point, 

and that the elementary matrix rotations dre computed exactly. Assume 

that multiplication by these matrices is equally exact. After each 

multiplication by an elementary matrix of rotation, one rounds off the 

elements obtained up to a t digit number with fixed point, which gives 

c1.n error of -t-1 2 . It is possible to assume that in this situation the 

elements of 6P, which stand on the main diag nal and above,· have the 

form (N-n)2- t -l + O{n(N-n) e 2-t). AJ_so, the cumponents of the vector 

M have this form wi t.' 1 numbers which are not larger than n. 

Let us designate by 6x the vector of the error of the solution. 

When ( P + 6P)(x + 6x) = J, + 6l, then, neglecting the product 6P6x., we 

--1 - - --1 
obtain 6x = P (6l - 6Px). Having computed P and x, we obtain 

\16x \l = 0( (N-n)1/ 22- t ). The same order f~~ .l\6x!1\ d~ obtalned in· Method 

A if one uses the i -dentity 6x • (ATA.r1(6(ATr)- Cx) and the maximum 

estimates for .6(AT.t) and C. 

14 
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In conclusion, let us take note of a fact which is connected to the 

practical application of the methods under consideration.    The application 

of Methods B„ and B. requires storage in memory of all the elements of the 

matrix   A,    while the application of Methods A and B,  permits a row-by-row 

introduction of the information.    The latter allows one a practically limit- 

less way to increase the values of    N.    In the row-hy-row introduction of 

information in Method A with accumulation of scalar products, one demands 

2 
in addition    n + n   work cells for the storage of intermediate values 

T      T during the calculation of the elements of A A and A f. Actually, in 

this case the coefficients (and the right-hand side) of system (2) can he 

considered in a parallel fashioii and each of these intermediate values, 

written down in 2t digits, can he stored in 2 cells of memory. 

The author wishes to thank V. V. Voyevodin for posing the problem 

and for guidance. 
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