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ABSTRACT

This report describes a model for the general structure of
human long term memory. In this model, information about such
things as the meanings of words 1s stored in a complex network,
which then displays some of the desirable properties of a human's
semantic memory. Most lmportant of these properties is the
capabllity of the memory to be used inferentially; i.e., to
allow for the answering of questions pesides those specifically
anticipated at the time the information is stored in the memory.
8 computer program ls described which 1llustrates this property
by using the memory model inferentially to simulate human per-
formance on a basic semantic task.

When the meaning of some segment of natural language text
1s represented in the format of the model, relat.onshlps and

featurns of thls meaning must be made explicit which were not
explicit in the text itself. This becomes a methodological ad-

vantage 1n an experiment in which a person reads text and repre-
sents 1ts meaning in the model's format, for then certain parts
of his otherwise covert "understanding" of the text become
externalized, and available for study. A verbal protocol re-
corded 1n such an experiment 1s analyzed. From this analysis

a theoretical plcture 1s developed of how text understanding may
proceed on the basis of selective interaction between the text
and the reader's overall store of prior information.
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CHAPTER I

THE ROLE OF SEMANTIC MEMORY

The central question asked in this research has been:
what constltutes a reasonable view of how semantic int'ormation
is organized wlthin a person's memory. In other words, what
sort of representational format can permit the "meanings" of
words to be stored, so that human-like use of these meanings
is possible. In the next chapter an answer to this question
is proposed in the form of a complicated, but precisely speci-
fied, model of such a memory structure. The test of this model
is lts ablility to shed 1light on the various types of behavior
dependent on semantic memory, preferably both by accounting
for known phenomena and by generating new ressarch data. The
model's use 1in explicating various memory-dependent behaviors
will be considered.

The first of these memory-dependent tasks is relatively
stralghtforward: to compare and contrast the meanings of two
familiar English words. The first half of the dissertrtion
wlll show that a computer memory containing information organ-
ized as the model dictates can provide a reasonable simulation
of some aspects of human capability at thils task. One program
is described that, glven palrs of English words, locates rele-
vant semantic information within the model memory, draws in-
ferences on the basls of this, and thereby discovers various
relationships between the meanings of the two words. Finally,




it creates English text to express 1ts conclusions. The design
principles embodied in the memory model, togzther with some of
the methods used by the program, constitute one theoretical
view of how human memory for semantic and perhaps other con-
ceptual material may be represented, organized, and used.

The second benavior investigated in the light of the same
theoretical framework is very much more complex: the processing
of English text that is done by a person during careful reading,
and which will lead that person to report that he has to 3ome
extent "understood" the text. The second part of the disser-
tavlon 1s devoted to showing how the representaticnal format
and memory model developed and used in the computer program
can also serve, first as a methodological innovation to énable
collection of new data about the process by which text 1s
understood, and second as part of a theoretical explanation of
how that process occurs. This section of the dissertation
consists primarily of an analysis of one subject's "thinking
alougd" protocol, collected as sne performed a complex linguistic
task.

A. PRIOR LITERATURE: WHAT IS TO BE STORED IN SEMANTIC MEMORY

Literature relevant to the question o1 what semantic in-
formation 1s and how 1t may be stored and used in a person's
brain !ncludes a sizable portion of philosophy, & good part of
psychology, some of lingulstics, and much of the computer pro-
gramming literature that deals with natural language processing,
list processing, or heuristic programs. Rather than attempt
to survey all of this now, it will be easier to mention related
works at tuat point in the dissertation where their ideas are
elther incorporated into, or rejected from the present model.

In this chapter, therefore, prior works will be mentioned
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only as they help to clarify whav the memory model is, or is nct,
intended to accomplish.

One 1issue facing the investigator of semantic memory is:
exactly what is it about word meanings that is to be considered,
First, the memory model here is designed to deal with exactly
complementary kinds of meaning to that involved in Osgood's
"semantic differential" (Osgood, et al, 1957). While the
semantic differential 1s concerned with people's feelings in
regard to words, or the words' possible emotive impact on
others, thlis model i1s explicitely designed to represent the
non-emotive, relatively "objective" part of meaning.

The next relevant distinction is between learning and
verformance. As a theory, this model does not deal directly
with the acquisition of semantic information, but only with
what eventually results aiter a long period of such acquisition.
The problem of how humans acquire long-term semantic concepts
is simply finessed by having a trained adult (a "coder") build
the memory model primarily by hand.

The model 1s designed to enable representation and storage
of any and all of the non-emotive parts of word meanings, of
the sort presumably responsible for the fact that a conditioned
response to a word generalizes more readily to words close to
it in meaning than to words close in sownd. (For example,
from "style" to "fashion" more readily than from "style" to
"stile." Razran, 1939; for a recent survey see Creelman, 1966.)
More important, the model sesks to represent the memory that a
person continuously calls upon in his everyday language behavior.

The memory most generally involved in language is what one

might call "recognition memory," to distinguish it from




"recall memory." For exauple, if a reader is told that the
word "the" can mean "her," he may not immediately recall how
thls can be so. However, 1f he encounters text which says,

"I took my wife by the hand," he will have no hesitation in
recognizing what "the" means. It is this sort of recognition
capability, not I general recall, that a store of semantic
information must support, and that 1s the exclusive concern of
this paper. Since one ready source of such semantic informaticn
is an ordinary dictionary,; a coder building this memory model
takes much of his information from the dictionary. No less
important, however, the coder will at the same time use common
kKnowledge which he himself possesses and must use to read the
dictionary material intelligently: the fund of knowledge that
constitutes his own semantic memory.

B. SEMANTIC MEMORY IN PSYCHOLOGY AND SIMULATION PROGRAMS

Another historically important issue for imemory 1is what
use 1t makes of associative links. Early philosophical psy-
chology, most current experimental work on "verbal learning,"
as well as behavioristic accounts of performance such as
Skinner's (1957), all make the assumption, to one degree or
another, that cognitive and memory structure consists of noth-
ing more than an aggregate oi associated elements. At the same
time, another tradition and body of work is based on the astump-
tion that attributes and (often) "plans," make up the repre-
sentational medium in which cognitive processes occur. The
notion that attributes (labeled associations) are a key part
of the thought medium apparently was first recognized and in-
corporated into a comprehensive theory by Otto Selz (see
de Groot, 1965.) This notion can be found well stated for
clinical psychologlsts by George Kelly (1955), for psycholo-
gists concerned with concept formation by Bruner, et al.,
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(1956), and in regard to emotive word meanings by Osgood,

et al., (1957). The idea that plans form the key part of
memory 1s classically expressed in the work of BRartlett (1932),
Piaget (1950), Newell, Shaw and Simon (1958), and Miller,
Galanter and Pribram (1960). In this tradition, a "schema"

is typically a combination of a plan and denotative data re-
lated to that plan. (For attempts to extend some of these
approaches and to relate them to computer programs, see Relss,
1961 (re classical association psychology), Olney, 1962, (re
Bartlett), and Quillian, Wortman and Baylor, 1965, (re Piaget.))

It might be felt that the two assumptions above are con-
tradictory, that the cognitive medium must elther be associa-
tive links, or attributes and plans, (e.g., compare Chomsky's
review of Skinner, 1959) However, Newell, Shaw and Simon,
attempting to model cognitive processing in a computer, devel-
oped a "language" (IPL) in which associative links, attributes,
and plans are all representable homogeneously as data. IPL
and the later 1list processing languages provide these, re-
spectively, in the form of lists (items connected by undifrier-
entiated associations), description lists (items connected by
labelled associations, thereby forming attributes with values),
and routines (equi.alent to plans). (For a description of 1PL
see Newell et al, 1963). By constructing a memory model and
program in one of these computer languages, it is possible,
taking advantage of the substantial foundation of design and
development existing in that language, to use assoclations,
attributes and plans freely as bullding blocks. Thus, 1n the
programs called BASEBALL (Green, 1961), SAD SAM (Lindsay, 1963),
and STUDENT (Bobrow, 1964) the meanings of certain English
words were in part stored as factual information, in part as
plans. That this same flexibility prevalls in human cognitive
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structure 1s also affirmed by sophisticated learning theorilsts.
(See Osgood, 1965).

Therefore, the 1issue with which a semantic model has to
come to grips 1s not waether to use plans, attributes, or
simply associations, but rather what particular sorts of these *
are to be used to represent word meanings, and exactly how all
of them are to be interlinked.

However, while computer programs allow elaborate data
structures, very few programs have been much concerned with
the structure of long term memory as such. There are exceptions:
part of Simmons' "Synthex" project (1963) constituted a thorough
exploration of a stralgrtfcrward approach: namely, a memory con-
sisting of verbatim text (bolstered by a complete word-index).
Simmons demonstrated that such a memory can be used to retrieve
possibly relevant statements, but not 1In general to answer
questions by inference. Questions formulated within a cognitive
orientation different from the one which the input text itself
employed are difficult to answer reliably with such a memory.
This points up a major goal for a model of semantic memory: the
ability to use iInformation input in onesframe of reference to
answer questions in another frame of reference, or, what is the
same thing, to lnfer from the memory as well as to retrieve parts
of 1t verbatim.

Programs by Green (1961), and by Lindsay (1961), explored
the 1dea of using & memory organized as a single predefined
hierarchy. Green's program showed that such a memory can be
interrogated with natural language questions, and Lindsay's
demonstrated that this kind of memory organization can provide
certain inference-making properties, as long as information is
confined to a single subject like a famlily tree. However, this
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kind of organization becomes uncomfortably rigid as larger
amounts of material are consldered, and is clearly not a general
enough organization for the diverse knowledge people know and

utilize.

Actually, most simulation programs (including thos. of
Green and Lindsay) have not been primarily concerned with long-
term memory at all, but rather with cognitive processing. (For
surveys of simulation programs see Felgenbaum and Feldman, 1963,
and especially Reitman, 1965. See also Minsky, 1961, 1963,
Baylor and Simcn, 1965, Bobrow, op cit, Raphael, 1964, and
Simon and Kotovsky, 1963,. One of these programs, Raphael's
SIR, creates a small sreclalized memory from input English
sentences, but, again, is not primarily concerned with memory
per se. Thus, the problems of what 1s to be contalned in an
overall, human-like permanent memory, what format this 1s to be
in, and how this memory 1s to be organized have not been dealt
with 1n great generality in prior simulation programs. (Reitman‘s
investigations of certain features of such memory structures con-
stitute something of an exception, see Chapter 8, op cit. For
a good survey of data bases used in question-answering programs,
see Simmons, 1964).

In sum, relatively little work has been done toward simu-
lating really general and large memory structures, especially
structures in which newly input symbolic material would typl-
cally be put in relation to large quantities of previously
stored information about the same kinds of tnings.

Further advances in simulating problem-solving and game
playing (see Reitman, 1965), as well as language performance,
willl surely require programs that develop and interact with

large memories.




C. MEMORY IN LINGUISTIC THEORY

Even more than simulation programs, current linguistic
theories have minimized the role of a permanent memory. Trans-
formational, and more generally, all "generation grammar"
linguistics analyze 1language as the application of formal
rules. These rules draw minimally on a lexicon (which amounts
to a memory for various properties of words.) In Chomsky's
recent work (1965, pg. 120 £f,), as well as in the recent thesis
of Lakoff (1965), there are several proposals for expanding the
role of such a lexicon, and Katz and his co-authors have sugges-
ted how a lexicon couid be expanded to include semantic informa-
tion. Also, Lamb (1964, see also Reich, 1965, 1966), allocates
cne "level"” in his "stratificational" view of language to
semantic units (sememes), and asserts that these should be
discovered by the same procedures that lingulsts have used to
isolate phonemes.

However, in none of these cases has any real effort been
maGe actually to set up a quantity of semantic material and see
if 1t can be used. Thils 1s partly because linguists feel that
what a person actually does with language is outside their
Jurisdiction., Chomsky, for instance, specifically divorces
his theoretical model from considerations of how people actually

deal with language, by 1lnsisting that he is modeling a completely

abstract linguistic "competence,"”

not the concrete performance
of any one person, even an ideal one. Thus, "a generative
grammar 1s not a model for a speaker or a hearer. It attempts
to characterize in the most neutral possible terms the know-
ledge of the language that provides the basls for actual use of
language by a speaker-hearer." However, this disclaimer is
generally followed by an assertion to the effect that: "No

doubt, a reasonable model of language use will ircorporate,
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as a basic component, the generative grammar that expresses
the speaker-hearer's knowledge of the language..."{both quotes
are from Chomsky, op c¢it, pg. 9. For an expliclit attempt to
clarify the relation of Chomsky's work to actual language per-

formance, see the important paper by Miller and Chomsky, 1963).

Since transformational grammar is a powerful and relatively
well-developed body of theory, Chomsky's assertlion that such
a grammar will be a "basic component" of a "reasonable model"
is a strong one, and one that 1s now generating considerable
psycholinguistic research. (Cf. the survey of last year's work
at the Harvard Center for Cognitive Studies, 1965, and recent
papers such as that of Lane, 1964,)

Assuming a familiarity with Chomsky's theoretical frame-
work, it will be useful to ask how a model of memory should
relate to it. The answer depends on whether or not a person's
memory for semantic information, as ccnceived by linguilsts, is
separate from his memory for other sorts of things, such as
visually perceived facts, or, in contrast, is part of a gen-
eral memory which includes these.

If one assumes that semantic memory is strictly limited
and separate from other memory, then the former may be allo-
cated to the position expressed by Katz and Postal (1964), who
say: ’

"The syntactic component is fundamental in the sense
that the other two components both operate on its out-
put. That 1s, the syntactic component 1s the generative
source in the linguistic description. This component
generates the abstract formal structures underlying
actual sentences...."In such a tripartite theory of
linguistic descriptions, certain psychological claims

are made about the speaker's capacity to communicate
1'luently. The fundamentzl claim is that the fluent




speaker's abllity to use and understand speech involves
a basic mechanlism that enables him to construct the
formal syntactlc structures underlylng the sentences
which these utterances represent, and two subsidiary
mechanisms: one that associlates a set of meanings with
each formal syntactic structure and another that maps
such structures into phonetic representations, which
are, in turn, the input to his speech apparatus.”

(pp. 1-2, italics mine.)

Several computer programs have been written that minimize or
by-pass the role of semantic knowledge in language. These
programs generate sentences that are syntactically grammatical,
but whose meanings are elther random (Yngve, 1960), or random
permutations of the "dependency" constraints imposed by an input
text (Klein and Simmons, 1963, and Klein, 1964).

On the other hand, of one assumes that memory for semantic
material is no different from memory for any other kind of con-
ceptual material, then this memory must take on a much more im-
portant role in language. Here it will be assumed that humans,
in using language, draw upon and interart with the same memory
in which thelr non-lingulstic information 1s stored.

Under this assumption semantic memory is simply general
memory, and hence must be flexible enough to hold anything that
can be stated 1n language, sensed in perception, or otherwise
known and remembered. In particular, this includes facts and
assertlions as well as just cobjects and properties,

Under thls assumption also, the semantic component becomes
the primary factor in language, rather than a "secondary" one
subordinate to a separate syntactic component. To consider
language production in thils light is to put the intended message
of the language 1in control of its format. And, it 1s to see the
reading of text as a continuous interactlion between concepts the

10
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text 1s currently discussing, the reader's general knowledge
about the same concepts (part of which has been acquired through
nonlinguist’c sources), and what has already been stated about
those concepts in the same text (or elsewhere by the same
author). Making this kind of three-way interaction natural is,
therefore, a chief aim of the model to be developed here.

This means that the memory model will correspond less to
the proposed semantic lexicons of transformational theory than
to what is called "deep structure." Thus, when this memory
model is used in a preogram simulating language production, the
program will contain something corresponding to transformational
rules, but nothing corresponding to phrase structure rules. The
reason for this is that the correspondents to phrase structure
rules have been incorporated into the conventions specifying
the structure of the memory itself (and there broadened almost
to triviality). What remains of such rules would be relevant
to a learning program, since this would involve building up
new parts of the memory, but is not relevant to a program de-
signed simply to use the memory and to express facts it implles
in English text.

In other words, it is being proposed that, in peopile,
language is never torn down into the "immediate constituents"
utilized in rules of the familiar S - NP + VP sort. Instead,
language is remembered, dealt with in thought, and united to
non-linguistic concepts in a form which looks like the result
of phrase structure rules - what Chomsky calls the "base phrase
marker" or "basis" of a sentence (op cit, Pg. 17). The memory
structure will differ from such a basis, or set of them, in
that 1t will not be divided up into small structures each of
which is assoclated with one sentence, but rather will be all
one enormous interlinked net. When part of this net is to be

11




expressed in English text, division into sentences will be made

by the text producer as convenient, rather than before this
text producer begins to work.

While the memory model to be described corresponds best to
the deep structures in transformational theory, it must at the
same time serve the role that transformationalists allocate to
a lexicon. The same memory structure to which language adds
information during intake and from which it retrieves 1t during
output, 1s also used to interpret language that is read or heard.

The foregoing indicates generally the relation of the
semantic memory model to linguistic theory, to other simulation
programs, and to some common semantic notions. The next chapter
explains the model itself as 1t is presently formalized in a
computer program. The third chapter describes this program and
its results. The fourth discusses a method for using the memory
model to 5Utudy how people understand sentences, and introduces
a set of dala gathered in this way. The fifth, sixth, and
seventh analyze these data, again relying primarily on the
memory model, and the final chapter considers changes of the
model that now seem indicated, as well as some implications of
the model for a theory of human memory.
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CHAPTER II

THE MEMORY MODEL

A, OVERVIEW OF THE MODEL

The memory model consists, basically, of a mass of nodes,
interconnected by different kinds of assoclative links. Each
node may for the moment be thought of as named by an English
word, but by far the most important feature of the model is that
a node may be related to the meaning {concept) of its name wordG
in one of two different ways. The first 1s directly, 1.e., its
assoclative links may lead directly into a configuration of
other nodes that represents the meaning of its name word. *#
node that does this 1s called a type node. In contrast, the
second kind of node in the memory refers indirectly to a word

et el s S EGER O MR R AR

concept, by having one speclal kind of assoclative link that
. points to that concept's type node. Such a node 1s referred
to as a token node, or simply token, although thlis usage implies

I more than 1s generally m=ant by a "token," since, within the
memory model, a token 1s a permanent node. For any one word
I meaning there can be exactly one and only one type node 1in the
memory, but there wlll in general be many token nodes for 1t
I scattered throughout the memory, each with a polnter to the same
unique type node for the concept. To see the reason for postu-
: lating both type and token nodes within the memory, it will be
1 useful to reflect briefly on the way words are defined in an
ordinary dictionary.

|

|

I
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For defining one word, the dictionary buil!der always util-
lzes tokens of other words. However, it i1s not sufficient for
2 reader of such a dictionary to conside~ the meaning of the
de .ned word to be simply an unordered aggregation of pointers
to the other word concepts used in its definition. The parti-
cular configuration of these word concepts is crucial; it both
modifies the meanings of the individual word concepts that make
up its parts and creates a new gestalt with them, which repre-
sents the meanir , of the word being defined. In the memory
model, ingredients used to build up a concept are represented
by the token nodes naming cther concepts, while the configura-
tional meaning of the concept 1s represented by the particular
structure of interlinkages connecting those token nodes to each
other. It will be useful to think of Che configuration of inter-
linked token nodes which represents a single concept as com-
prising one plane in the memory. Each and every token node in
the entire memory lies in some such plane, and has both its
special associative 1link pointing "out of the plane'" to its
type node and other asscciative 1’ ks pcinting on within the
plane to other token nodes comprising the configuration. In
short, token nodes make it possible for a word's meaning both to
be bullt up from other word meanings as ingredients, and at the
same time to modify and recombine these ingredients into a new
configuration. Although we will not describe the detailed
structure of a plane until Section B, it will be useful for

understanding the model's overall organization to examine Fig. 1
at this point.

Figure 1-a 1llustrates the planes of three word concepts,
corresponding to three meanings of 'plant." The three circled
words, "plant,” "plant2," and "plant3," placed 2t the hLeads
(upper left-hand corners) of tne three planes, represent type
nodes; every other word shown in the Figure 1-a planes represents

14
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Key to Figure 1

Associative Link (type-to-token, and token-to-token, used within a piane)

1.
v
B
A
2.
B

OR

AND

A B
A
5. B
and
6.
C

( oniy where A is a type node) B names
a ciass of which A is & subciass,

( oniy where A is a token node) B modifies A,

A,B, and C form a disju -ctive set.

A,B and C form a conjunctive set.

B, a subject, is reiated to C, an
object, in the manner specified by
A, the reiation., Either the iink

to B or to C may be omitted in a
piane, which implies that A's normai
subject or object is to be assumed,

Associative Link { token-to-type, used oniy between planes)

®

Q ; A,B, and C are token nodes,
\\ / for, respectiveiy, A, B, and C.
/
\ 1

®

FIG.1 SAMPLE PLANES FROM THE MEMORY
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a token noce. The nonterminated arrows from tokens indicate
that each rhas its special pointer leading out of its plane to
its type definition, l.e., to a type node standing at the head
of 1ts own plane somewhere else in the memory. Each of these

planes, in turn, is itself entirely made up of tokens, except
for the type word which heads 1t. Figure 1-b illustrates one
of these planes. Therefore, the overall structure of the com-
plete memory forms an enormous aggregation of planes, each con-
sisting entirely of token nodes except for its "head" node,
which 1s always a type node.

Now, what 1s the full content of a word concept in such a
memory? Let us define a full word concept, as distingulshed
from its plane or "immediate definition,"” so 2s to include all

the type and token nodes one can get to by starting at the
initlal type node, or patriarch, and moving first within 1ts
imm=diate definition plane to all the token nodes found there,
then on "through" to the type nodes named by each of these
nodes, then on to all the token nodes in each of thelr immediate
definltion planes, and so on untll every token and type node
that can be reached by thls process has been traced through at
least once.

Thus one may think of a full concept analogically as con-
sisting of ail the information one would have if he looked
up what will be called the "patriarch" word in a dictionary,
then looked up every word in each of its definitions, then
looked up every word found in each of these, and sc on, con-
tinually branching outward until every word he could reach by
this process had been looked up once. However, since a word
meaning includes structure as well as ingredients, one must
think of the person dolng the looking up as also keeping account
of all the relationships in which each word he encountered had

18
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been placed by all earlier definitions.

To summarize, a word's full concept is defined in the

memory model to be all the nodes that can be reached by an

exhaustive tracing process, originating at 1ts inltlal,

patriarchical type node, together with the total sum of rela-

tionships among these nodes specified by within-plane, »
token-to-token links.

Our thesis is that such a memory organization both will
be useful in performing semantic tasks, and constitutes a
reasonable description of the general organization of human
memory for semantic material.

To illustrate the latter point immediately: suppose, for
example, that a subject were asled to state everything he
knows about the concept "machine." Each statement he makes
in answer is recorded, and when he declides he is finlshed, he
1s asked to elaborate further on each thing he has said. As
he does so, these statements in turn are recorded, and upon
his "completion" he is asked if he cannot elaborate further
on each of these. In this way the subject ciearly can be kept
talking for several days, if not months, producing a volumin-
ous body of Information. This information will start off with
the more "compelling" facts about machines, such as that they
are usually man-made, involve moving parts, and so on, and will
proceed ‘'down" to less and less inclusive facts, such as the
fact that typewriters are machines, and then eventually will
get to much more remote information about machines, such as the
fact that a typewriter has a stop which prevents its carriage
from flying off each time it is returned. We are suggesting that
this Information can all usefully be viewed as part of the sub-
ject's concept of "machine." The order in which such a concept

19




tends to be brought forth, from general, inclusive facts to
obscure or less and less closely related ones, suggests that
the information comprising a word concept in the subject's
memory 1s differentially accessible, forming something that may
be viewed as a hierarchy beneath the patriarch word. Our memory
model's general organization is designed to make a full concept
exactly this sort of hierarchically ordered, extensive body of
information. The model differs from the memory involved in
this example in that we primarily wish to model recognition
memory, not recall. Thus, we should actually present the sub-
Ject with yes-no questions about facts pertaining to machines,
rather than have him produce them. However, this could only
increase the amount of information involved in a concept and
wouldn't change the subject's feeling that some facts are
"closer to the top" in the full concept of "machine" than are
others.

Clearly a subject has hierarchical concepts similar to
that for "machine" for innumerable other word-concepts: "war,"

"family," "government," etc., so that the overall amount of
information in his memory seems almost unlimited. The sheer
amount of information involved in such concepts argues strongly
that both the human subject's memory, and our model of this,

contain as little redundancy as possible, and that it only
contain stored facts when these cannot otherwise be generated
or inferred. In this regard we note that the information a
subject has as the meaning of "machine" will include all the

" among other

information he has as the meaning of "typewrite.,
things, and there is no need to restate the information con-
stituting his concept of "typewriter" each time it occurs as
part of the concept named by some other word, such as "machine,"
"office," and so on. In short, a word concept like "machine"
seems to be made up, in large part, of a particular, ordered
arrangement of other word concepts, such as "typewriter," "drill

press," etc.

20
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Again, a large memory structured as we have outlined above
capltalizes on this redundancy by running the pointer from each
and every token node for a word meaning to the same type node.
Recall that in such a memory any given type node will have many
token nodes, located in various other planes, all pointing to
i€, and 1ts full concept may well contaln token nodes pointing
back to the type node that heads one of these planes. In -
other words, there 1s no restriction to prevent re-entries or
loops within a full concept, so that all routines that search
through or process concepts in the memory must take account of
these possibilities.

Viewed most abstractly, the memory model forms simply a
iarge, very complex network of nodes and one-way assoclations
between them. Most important, in such a model of semantic
memory, there 1s no predetermined hierarchy of superclasses
and subclasses; every word 1s the patriarch of 1ts own sepa-
rate hierarchy when some search p..ocess starts with it.

Simllarly, every word lies at various places down within the
hierarchies of (i.e., is an ingredient in) a great many other
word concepts, when processing starts with them. Moreover,
there are no word concepts as such that are "primitive." Every-
thing is simply defined in terms of some ordered configuration
of other things in the memory.

A memory organized in this fashion i1s incomplete, in that
other kinds of human information storage and processing —
spatio-visual imagery and reasoning, for example — would
seem to require other sorts of stored information. It is con-
ceivable that spatio-visual memory is stored in some completely
different kind of structure from semantic information. How-
ever, 1t seems at least as reasonable to suppose that a single
store of information underlies both "semantic" memory and

21
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"spatio-visual" memory; theilr difference being not in the
structure of the information store, but rather in the way that
the static information of that store i1s used. For example,
suppose that a verson's visual information is stored in the
same interlinked network of nodes that we suggest underlies
his language processing, but that he also has the abllity to
generate visual imagery to directly represent this information,

in order to reason spatially. (Cf. Gelernter, 1959). Con-
celving of spatial reasoning in this way, with propertiles

abstracted out of actual visual images for purposes of storage,
would seem necessary to provide for the flexibllity and freedom
with which people are able to visually remember, imagine, etc.

Similarly, the ability to recognize objects which are per-
celved through the senses would require at least some addi-
tional kinds of linkages within a general network memory like
that we are discussing. But, a network containing one-way
assoclative links from an object's name to the set of properties
of that object (as ours does now) would seem already to contain
all the nodes needed to recognize a particular object given
1ts sensed properties. What would additionally be required to
perform perceptual recognition would be reverse links in the
memory, plus a processor able to utlilize these links for de-
ciding which otject a given stimulus array represented. (cf.
Feigenbaumn, 1959). A very close interaction between exposure
to words and perceptual functioning in people has been thorough-
ly established (see, for example, Bruner, 1957, Creelman, 1966).
Thus, again, it seems logical to suppose that the same static
store of information that underlies semantic reasoning may
underlle perception, rather than supposing ‘hat these rely on
separate memory structures, even though, such a memory would

then have to be richer in interlinkages than that we shall util-
ize here.

22
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These and other possible additional functions with a net-
work memory are purely speculative at the present time, and will
not be discussed further in the present work. (On a possible
relation of the present program to the phenomena of perceptual
"set," see Quillian, 1965, pp. 34-36. On the use of spatio-
visual imagery in reasoning, see, for example, Palge and Simon,

1966) .
B. DETAILS OF 14E MEMORY MODEL

Having established the general structure of the memory
model as consisting of '"planes," each made up of one type node
and a number of token nodes, it is further necessary to deter-
mine the format of the nodes themselves and the specific vari-
eties of associative links between nodes to be used within a
plane.

The most lmportant constraint determining this arises
from our assumption that, in order to continue to parallel
the properties of human semantic memory, the model must be
able to link nodes together into configurations that are at
least as varied and rich as the ideas expressed in natural
language. Hence, simply attempting to represent natural
language definitions accurately in the model becomes a very
powerful constraint dictating the model's structural proper-
ties. Over a considerable period of attempting to encode
English text into such network representations, it has always
been found necessary to have available several different kinds
of assoclative links, rather than the simple undifferentiated
associations assumed in most classical psychiologlcal studies
of word assoclation. At the same time, the model must repre-
sent all information in a form that is sufficiently standardized
to allow processing by rules that can be specified explicitly,
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or 1t will be no more manageable as a theory of memory than

is English itself. (See Simmons, 1963, for the most thorough
attempt to use English text itself as a computer's store of
information on which to base the performance of complex tasks.)
The representation now used in the memory model, therefore,
lies at a level somewhere between the freedom of English 1tself
and the standardization of, say, symbolic lcgic. In the memory
model, complex configurations of labeled associlations must be
built up to represent the meaning inherent in dictionary def-
initions adequately. These are the structures we have called
planes.

The attempt to get the meaning of English definitions
accurately represented as planes of nodes within the memory
model constitutes one major constraint on its structure., A
second 1s provided by the attempt to write programs that can
do something interesting by using thls memory. To some degree
these two constraints on the model balance one another: the
first urges elaboration and complexity to represent the meaning
of definitions accurately, while the second urges that the
model be as simple and standardized as possible to make pro-
cessing feasible.

As stated above, the relational complexity built up in
an English definition 1s always represented in the memory by
a configuration of token nodes linked together to form one
"plane." Each token in a plane is linked to its type node
(which 1ies out of the plane) by a kind of association that
we show in Figure 1 as a dotted line, while it is related to
other token nodes (in the plane) by ore or more of the six
distinct kinds of assoclative link listed in the Key to Figure 1.
In encoding dictionary definitions, these intra-plane links are
used, respectively, as follows:
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Link

(1) Dictionary definitions require the use of the sub-
class~-to-superclass poinfter whenever they define a
word by stating the name of sowe larger class of
which 1t i1s a subclass. For example, in the dic-
tionary definition of "plant" shown in Figure 1-a,
the word's tnird meaning is said to be a subelass of
the class of "putting."

(2) Any word or phrase used adjectively or adverbially
dictates use of the modification pointer.

(3) The multiple meanings of a word, and any phrase
such as "air, earth, or water," require the forma-
tion of a disjunctive set.

(4) Any phrase like "old, red house" or "old house with
a red porch" requires that the modifiers of "house"
be fermed into a conjunctive set.

(5—6) Together these two links form the open-ended category,
by means of which all the remaining kinds of relation-
ships are encoded, This is necessary because in
natural language text almost anything car be con-
sidered as a relationship, so that there is no way
to specify in advance what relationships are to be
needed (cf. Raphael, 1964). This means that a
memory model must provide a way to take any two
tokens and relate them by any third token, which by
virtue of this use becomes a relationship.

Stated this way, it appears that the semantic model amounts
in structure to a kind of parsing system, and that encoding
dictionary definitions into it is in part, at least, similar
to parsing these definitions.

This is true, and what appears on one plane of the memory
model has many points of correspondence with what Chomsky (1965)
calls a "deep structure." In particular, the ternary relations
formed by our subject-object links resemble the structure of
what used to be called "kernel" sentences. However, our use of

terms like "subject," "object," and "modifier" dozs not always




correspond to that of lingulstics, and, also, a plane encodes
the meaning of a number of sentences, whereas a deep structure
is explicitly limited to the representation of what can be
represenced in a single sentence (Ekiéf’ p. 138f). Also notice
that the correspondence, in as far as 1t exists, is between one
of our planes and one of Chomsky's deep structures, not between
a plane and a generative grammar. A generative grammar is an
attempt to state explicitly when and how structral information

can be related to senterices. whereas the job of a person en-
coding dictionary definitions into cur memory model is simply
to get 2 representation of thelr structures, 1.e., to go ahead

—  Gumx AN AR AR R s

and use hls language processing abllities, rather than to des-
cribe these. Hence our coder does transformations, rather than
describing them.

As to the nature of the nodes themselves, 1t will be assumed
that these correspond not in fact to words, nor to sentences,
nor to visual pictures; but instead to what we ordinarily call
"properties." As indicated earlier this assumption 1s now
common 1n work on concepts (see, e.g., Hunt, 1962), since
propertlies provide a more elemental and, hence, more flexible
medium than visual pictures or words, and since either a men-
tal plcture or a language concept may be thought of ac some
bundle of properties (attribute values) and associations among
them.

Thus, the nodes of the memory model actually correspond
more to properties than to words, although they may be expressed
wilth words. Representing a property requires the name of some-
thing that 3s variable, an attribute, plus some value or range
of values of that attribute. This feature i1s achieved in the
n .mory model by the fact that every token 1s considered to have
appended tc 1t a specification of its appropriate amount or
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intensity in the particular concept being defined. Omitting
this specification from a tcken, which is generally what 1s done,
means that no restriction is placed on the total range of varili-
ation in amount of intensity open to the attribute. On the
other hand, whenever such specification does appear overtly with
a tuken node, 1t consists principally of numerical values,
stating how the node's total possible range of amount of inten-
slty is restricted. These values allow encoding restrictions

to a fineness of nine gradations, i.e., permit nine degrees of
"absolute discrimination" to be represented (cf. Miller, 1956).
The exact rationale for this kind of specification "tag" has
been described elsewhere (Quillian, 1962-b, 1963), along with
that of the other two tags (representing the "number" and the
"eriteriality" of a token; cf. Bruner, et al., 1956) that are
avallable in the model. Here it will only be noted that in
encoding dictionary definitions all grammatical inflections,
along with all words like "a," "six," "much," "very," "probably,"
"not," "perhaps," and others of similar meaning, do not become
nodes themselves rYut instead dictate that various range-
restricting tags be appended to the token nodes of certain

other words. Removing all inflectlons during encoding permits
all nodes in the memory model to represent canonical forms of
words, which 1is of importance both in reducing the model's
overall size, and in locating conceptual similarities within

it (see Chapnter III).

Certain other words besides those mentioned above are also
dropped during the encoding process; e.g., "and," "or," "is,"
"which," "there," and "that," these being interpreted either
directly as relationships that are basic structural aspects of
the model or else as directions tc the coder about how he is

to form the plane structure; i.e., as specifications for how
the configurations of tokens on a plane are to be structured.
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?unctuation sirdlarly shows up only in the assoclative structure
of the model.

All pronouns, as well as all words used to refer agaln to
something mentioned previously in the definition, are replaced
in the model by explicit references to the earlier nodes.

(In Fig. 1 such referencing is being done by =A and =B, where
some higher tcken node in the plane has been designated to
temporarily be A or B by glving it a prefix of =A or =B. A
more recent version of the lcading program also allows refer-
ring to any token node in any plane, by a sort of "indirect
addressing" feature.) This abllity“to, in essence, reuse
tokens repeatedly in a plane, perhaps modifyling them slightly
each time, 1ls extremely important in making the model corres-
pon¢ to human-like merory. In the course of coding a great
many words into the current and earlier network representa-
tions, I have come to bellieve that the greatest difference
between dictionary entrles and the corresponding semantic
concepts that people have in their heads 1s that, while dic-
tionary makers try hard to specify all the distinctions be-

tween separate meanings of a word, they make only a very
haphazard effort to indicate what these various meanings

have 1n common conceptually. Although they may not be aware
of i1t, there 1s a very good reason for this seeming oversight:
the best the dictionary maker has available for showing
common elements of meaning 1s an outline-like format, in
which meanings wilth something in common are brought together
under the same heading. However, as any one who has ever
reorganized a paper several times will realize, an outline
organization 1s only adequate for one hierarchical grouping,
when 1in fact the common elements existing between various
meanings of a word call for a complex cross classification.
That is, the common elements within and between various mean-
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ings of a word are many, and any one outl.ine designed to get
some of these together under common headings must at t .. same
time necessarily separate other common elements, equally valild
from some other point of view. By making the present memory
network a general graph, rather than a tree (the network
equivalent of an outline), and by setting up tokens as dis-
tinct nodes, 1t becomes possible to loop as many points as
necessary back into any single nocde, and hence 1n effect

to show any and every common element within and between the
meaning of a word. The =A notatlion causes the network builld-
ing program to create such a link.

In all this, 1t is clear that not only dictionary definitions
but also much of the everyday knowledge of the person doing the
coding are being tapped and represented in the memory model
being bullt up. For 1nstance, the reader will already have
notliced that a numeral 1s suffixed to the end of some words
(a "1" is to be assumed whenever no such numeral appears).

This 1s simply because it is convenient to have each sense of
a word named distinctly within the memory, in order to be able
to use these in bullding other configurations. Thls means
that a person bullding such configurations for input to the
model must always decide which possible sense is intended for
every token, and use the appropriate suffix.

C. THE PARAMETER SYMBOLS S, D, AND M

In attempting to encode dictionary definitions it was
found that the memory must provlide a mechanlsm for stating that
certaln nodes in the immediate definltion plane of a type node
are variable parameters. A value for one of these parameters
will be provided only when the word in whose concept the para-
meter symbol appears 1s used In text. Other words within that
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surrounding text will then form certain parts of The current
word's concept; the parameter symbols tell how. To accomplish
this, parameter symbols are of chree kinds, corresponding to
certain ways that other words in text may be related to the
word to which the parameter symbols belong. S is the parameter
symbol whose value is to be any word related to the present
word as its subject; D is the parameter symbol whose value 1is

to be any word related to the present word as its direct object;
and M 1s the parameter symbol whose value is to be any word

that the present word directly modifie;.

Therefore, tc include a parameter symbol in a word's
definition plane is to state where within that concept related
subjects, objects, and modificands are to be placed, if cne
or more of these 1s provided by text in which the present word
is used. For example, when the verb "to comb" is defined by
the phrase, "to put a comb through (hair), to get in order,"
this definition is saying that, when used in text, the verb
"to comb" is likely to have an object, which i1s then to be
integrated into its meaning in a certain place, vis., as the
object of the node "through." In coding the above definition
of "to comb," the object parameter symbol, D, would be used
as a sort of "slot" to hold a place for this object until "comb"
is actually used 1n text. It is important not to confuse the
sense in which D refers to some object of "comb" and the sense

in which there are object links within a plane. D always refers

to an object of the word in whose defining plane 1t appears,
while its placement in that plane — indicated by the kind of
1ink from some other token node to it — 1s another matter.

For example, notice in Figure 1l-a, in the plane for "plant3,"
the symbol D (which happens also to have been labeled by =B).
This D symbol has been placed as the subject of "ing,"

but it is still a D, because it refers to any direct object of
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the verb "to plant." The symbol D specifies that any such
object of "plant" is to be integrated into the meaning of
"plant3" at the place where the D is placed.

A dictlonary definition, in addition to stating where
within a concept particular sorts of parameter value .informa-
tion is to be "placed," may offer one or more clue words about
what such information 1s likely to be. Thus, in the definition
of "to comb" quoted above we are told that its direct object
is 1likely to be "hair."

Clue words play several roles iin the memory model, one of
which corresponds approximately to the role transformational
linguists ascribe to "selectional restrictions." In other
words, the material comprising a full word concept in the
memory model can be viewed as consisting of two sorts of in-
formation. On the one hand, there 1is information about the
coentent of the concept itself, on the other there is informa-
tion about what that concept 1s likely to combine with when
the word 1s used in text. This latter information is repre-
sented by the clue words associated with its parameter symbols.
It is significant that this same distinction has been identified
in verbal assoclation studies, the assoclations subjects glve
to words being divided into paradigmatic (content information),
and syntagmatic (parameter clue information) (see, e.g.,

Deese, 1962). Erwin (1961) has shown that the number of
content assoclations, relative to syntagmatic associations,
given by young children steadily increases with age.

In the vercions of the memory model used in the programs
to be described in this paper, clue words have been sought
and coded only reluctantly; both they and the parameter symbols
having initially been included only because the sort of infor-
mation comurlsing them was embarrassingly present in some
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dictlonary definitions. However, 1t turns out that parameter
symbols of some kind play a very cruclal role in any such
memory, because they make 1t posslble to recognize that two
different ways of stating the same thing are 1n fact synonymous.
(Examples of thls are given in Appendix III, but they will be
difficult to follow until S, D, and M, and thelr relgted clue
words, have been discussed further 1in Chapters V, VI}.and VII.)

As a final point, we note that the model's range readings
on tags, together with i1ts ability to form disjunctive sets
of attributes, provide 1t with a ready facllity for represent-
ing information having a great deal of vagueness. This 1s
essential. It 1s the very vagueness of the meaning of most
language terms that makes them useful — indeed, speech as we
know 1t would be completely impossible 1f, for 1nstance, one
had to specify exactly which machlnes he had reference to every
time he sald "machine," and similarly, for every other term
whose meaning contalns some amblguity.

To summarize, the memory model, together wlth the process
by which dictionary information 1s encoded into 1t, are such
that what begins as the English definition of a word seems
better viewed after encoding as a comnlexly-structured bundle
of attribute-values — a full concept, as defined above —
whose total content typically extends to an enormous slze and
complexity throughout the memory. Over all, the memory is a
complex network of attribute-value nodes and labeled associlations
between them. These assoclatlons create both within-plane and‘
between-plane tles, with several links emanating out from the
typical token node, and many links coming into almost every
type node,
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CHAPTER III

USE OF THE MEMORY MODEL IN A SIMULATION PROGRAM

A, THE TASK OF THE PROGRAM

In selecting a task to perform with a model memory, one
thinks first of the abllity to understand unfamiliar sentences.
1t seems reasonable to suppose that people must necessarily
understand new sentences by retrieving stored information about
the meaning of 1solated words and phrases, and then combining
and perhaps altering these.retrieved word meanings to bulld up
the meanings of sentences. Accordingly, one should be able to
take a model of stored semantic knowledge and formulate rules
of combination (cf. the "projection rules" of Katz and Postal,
1964) that would describe how sentence meanings get built up
from stored word meanings.

It further seems likely that 1f one could manage to get
even a few word meanings adequately encoded and stored in a
computer memory, and a workable set of combination rules for-
malized as a computer program, he could then bootstrap his
store of encoded word meanings by having the computer itself
"understand" sentences that he had written to constitute the
definitions of other singlz words (Quillian, 1962-b). That is,
whenever a new as yet uncoded word could be defined by a sen-
tence using only words whose meanings had already been encoded,

then the representation of this sentence's meaning — which




the machine could build by using its previous knowledge to-
gether with 1ts combinatlon rules — would be the appropriate
representation to add to 1ts memory as the meaning of the new

word. Unfortunately, two years of work on this problem led

to the conclusion that the task is much too difficult to exe-
cute at our present stage of knowledge. The processing that
goes on in a person's head when he "understands" a sentence
and Incorporates 1ts meaning into his memory is very large
indeed, practically all of it being done without his consclous
knowledge.

As one example, consider the sentence, "After the strike,
the president sent him away." One understands this sentence
easlly, probably without reallzing that he has had to look
into his stored knowledge of "president" to resolve a multiple
meaning of the word "strike." (Consider, e.g., the same
sentence with the word "umpire" substituted for "president."
Such a decislon 1n favor of one meanlng of a word that has
more than one possible meaning will hereafter be referred to
as "disambiguation" of that word. See, e.g., Rubenstein, 1965.)
Just what subconscious processing 1s involved in unearthing

and using the fact that presidents more typlcally have some-
thing to do with labor strikes than with strikes of the base-
ball variety 1s by no means obvious, and a good part of this
paper 1s devoted to stating one way that this can be accom-
plished, given that it has been declded that "president" is

the correct word to attend to. Sentence understanding involves
a great number of such, at present, poorly understood processes,
and the second half of this dissertation wlll be devoted to
developing and using a method of studying how people perform
that process, preliminary, we hope, to an eventual simulation
program to do so, Meanwhile, the two language functions that
the present program performs are considerably humbler than




sentence understandlng, although, as will be apparent in the
second half, one of them 1s a cruclial part of sentence under-
standing.

The flrst of these functions 1s to compare and contrast
two word concepts: glven any two words whose meanings are en-
coded 1n the memory model, the program must find the more
compelling conceptual similarities and contrasts between thelr
meanings. Since, in the usual case, each of the two words to
be compared will have several possible meanings, the program
1s also to specify, for each semantic similarity or contrast it
finds, Jjust which meaning of each word 1s involved. This 1is
one step toward the disambiguation of semantic ambiguity in
text. The second major task of the program is to express all
the similarlties and contrasts found between the two compared
words 1n terms of understandable, though not necessarily
grammatically perfect, sentences.

The above tasks are only a part of what apparently is
involved 1n sentence understanding, yet, their performance in
a fashion comparable to human performance still calls for a
baslc degree of semantic horse-sense, in which, heretofore,
computers have been consplcuously lacking, and which, appar-
ently. must be based on an extenslve and expressively rich
store of :onceptual knowledge. Thus, being able to get a
computer to perform these tasks indicates to some degree the
plausibllity of the semantic memory model used,

In brlefest form, the program that 1s presently running
is used as follows:

l. The experimenter selects a group of words whose
definitions are to provide the total store of information
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in the memory model during a gilven scrlies of tests.

2. He looks up each of these words in some ordlnary
dictlonary.

3. He encodes each of the definitions given for each
word into the specified format, and loads them into the machilne
with a program that combines them into a single network of
token and type nodes and assoclative links, the machilne's
model of a human memory.

4, The experimenter is then free to select arbitrarily
any palr of words in the store and to ask the program to com-
pare and contrast the meanings of those two words (requiring
that 1ts answers be expressed in sentences).

5. He may then give some fluent speaker the same pair
of words, asking him also to compare and contrast them.

6. He compares the sentences the program generates to
those the human has produced and, more importantly, considers
whether or not the machine's output 1s one that might reason-
ably have been produced by a subject.

If the above procedure reveals any changes the experimenter
would like to see in the program's performance, he must then
revise elther some part of the program, or some part of the
memory structure or content, or all of these, and test further
on new examples to see 1f the program now operates in a manner
closer to what he desires. Repetitions of this kind of test-
correct-retest cycle constitute the essence of the simulation
method; however, 1t 1s lmportant to realize that for the purpose
of developling a theory of memory, the result of this development
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process should not be thought of as the computer output tne
program wlll now produce, but rather as what now may or may
not have become clear about the characteristics of workable
concept-like memories. Most of the characteristics of which
we are aware are incorporated in the model as already des-
cribed; alterations of this which now seem indicated will be
discussed in Chapter VIII.

The present program 1s designed to compare and contrast
the meaning of any two word-concepts in the memory store, and
then to generate English text to express each of its findings.
Notice that thils 1s not the same task as merely using the two
words in sentences, a vastly simpler Job, for which one need
not even consider the semantic concepts assoclated wlth the
words (Yngve, 1960).

B. LOCATING INTERSECTION NODES

The actual processing system 1s made up of three separate
programs. The first of these transforms input data (defini-
tions which have been encoded as described in the last sec-
ticn) into IPL form and interlinks these to form the total
memory model. This program will not be considered further
here. The second program compares and contrasts the two given
word concepts., It outputs anything found, but in a form ex-
pressed in the memory model's own internal language ol nodes
and links. The third program takes these findings one at a
time, and for each generates English text sufficlent to express
its meaning. Thus, this third program states {in a sort of
"me Tarzan, you Jane'" style of English) each similarity or
contrast of meaning that the second program has found between
the two glven words,
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It is 1ln the cperation of the second program, the compar-
ing and contrasting of two concepts, that the interlccking,
token-type structure of the overall memory begins to pay off.
For, in order to do this job, 1t 1s no lon_er necessary in
such a memory to line up some representation of each cf the
two concepts side by side and try to compare them. Instead,
the entire 1lnvestigation is simply a matter of searching for
points in the memory at which the two full concepts intersect
(recall how a full concept was defined in Chapter II above).
To see how this 1s accomplished, recall that the entire memory
is a network of nodes and connecting links. Reginning with
the two nodes that the program is given to compare (tho two
patriarch words), this program works alternately on one full
word concept and then the other, moving out node by node along
the various tokens and types within each. While i1t will be
convenient to vlsualize thic as creating two slowly expanding
spheres of activated nodes around cach patriarch, actually
there 1s no spatial significance to the expansion of a concept;
the rivd2s in one concept may be located anywhere in the memory
model.

The program simulates the gradual activation of each con-
cept outward through the vast proliferation of associations
originating from each patriarch, by moving out along these
l1liuiks, tagging each node encountered .'ith a special two-part
tag, the "activation tag." Part of this tag always names
the patriarch from which the search began, i.e., the name of
the concept within which the current node has been reached.
Now, the program detects any intersection of meaning between
the two concepts sinply by askiag, every time a node is
reached, whether or not it already contains an activation
tag naming the other patriarch; i.e., showlng that this node
has previously been reached in the tracing out of the other
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concept. If there is no such tag, the program next checks

to see if there 1s already an actlvation tag naming the current
patriarch; i.e., indicating that this node has been reached
previously in tracing out this same concept. If so, the pro-
gram must take account of this, to inhibit retracing out from
the node again and hence repeating its effort, perhaps getting
into a loop. Only 1f nelther such tag is found is the node
tagged, and further search leading to the nodes it points to
considered legitimate.

The second part of each activation tag 1s the name of
the "immediate parent'" of the current node, i.e., the node at
which the assoclative 1link leading directly to 1t originated.
Thus, the "activated" areas of the memory are turned from a
one-way network into a two-way network, and, whenever a tag
from the opposite patriarch is found, these "immediate parent"
parts of activation tags permit the program to trace back
"up" from the intersection node to the two patriarchs. This
produces two paths, except in the case where the intersection
node 1s one of the patriarchs, in which case only a single
path 1s needed, leading from one patriarch directly to the
other.

Examples of such paths and palirs of paths occur in Figures
2-a and 2-b, respectively. The paths from a patriarch to an
intersection node produced by the second program should not be
cenfused with the "activation" it makes Crom each patrlarch.
While this activation is equivalent to an expanding "sphere,”
a path is only one particular "line" from the center of the
sphere to some point within it, one at vhich it intersects
the other full concept's "sphere."
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Expanding the two concepts alternately 1s extremely 1im-
portant; in effect this makes both concepts into searchers for
each other, and gives both the maximal number of targets to
look for at any glven stage of the search.

C. MAKING INFERENCES AND EXPRESSING FINDINGS IN ENGLISH

The third program, which generates a plece of text to
express each path given it by the second program, produces
output of the sort illustrated in Table I. (In this table
the paths the third program has been given to work on are
omitted, although the paths for Examples 1 and 2 are those
o1 Figure 2.)

The most lmportant point about the sentence producer 1s
that there would seem to be conslderable justification for
considering 1t, when taken in conjunction with the first two
programs, an lnference maker rather than just a retriever of
information. From a relatively small amount of input data,
the overall program will derive a very large number of Implicit
assertions indeed (see calculations below), and make each such
assertion expliclt in the form of English text. As an example
of 1ts most interesting type of "inferential" behavior to date,
the reader's attention 1s directed to the output shown in
Table I as Example 2-B. The path that this output expresses
is the longer of those shown in Flgure 2-a. As can be seen
from a study of Figure 2-b, this kind of performance is made
possible by the fact that the memory model interconnects related
information which has been input from a great many different
definitions, so that, 1n order to answer some particular ques-
tion, the search program can trace out a "plane-hopping" path.
While path lying completely within one plane (except for its
teri al points) amounts only to a representation of some




TABLE I

Example Qutput from the Current Program
(Paths have been omitted, but see Figure 2)

Example 1. Compare: CRY, COMFORT

A. Intersect: SAD

(1; CRY2 IS AMONG OTHER THINGS TO MAKE A SAD SOUND.l

(2) TO COMFORT3 CAN BE TO MAKE2 SOMETHING LESS2 SAD.
{Note that the program has selected particular
meanings of "cry" and "comfort" as appropriate
for this intersection. The path on which this
output is baseC is shown in Figure 2-b, page 24.)
Example 2. Compare: FLANT, LIVE
A. 1st Intersect: LIVE
(1) PLANT IS A LIVE STRUCTURE.
B. 2nd Intersect: LIVE
(1) PLANT IS STRUCTURE WHICH GET3 FOOD FROM AIR.
THIS FOOD IS THING WHICH BEINGZ2 HAS-TO TAKE
INTO ITSELF O7 KEEP LIVE. 4

(The paths which these two rep}ies express are
shown in Figure 2-a, page 23.)

luAMONG OTHER THINGS" and "CAN BE" are canned phrases the program
inserts when the next thing it is going to mention is one out of a
set of things recorded in its memory. At one point, the program
was programmed to insert "AMONG OTHER THINGS" whenever it was about
to assert one fact out of such a set. We expected this to make its
output have a proper, scientifically cautious ring. However, where
it had been saying, (rather clodishly, we felt) "TO CRY IS TO MAKE
A SAD SOUND," it now said: TO CRY, AMONG OTHER THINGS, IS, AMONG
OTHER THINGS, TO MAKE, AMONG OTHEFR THINGS, A, AMONG OTHER THINGS,
SAD SOUND." (!) In short, it turns out that if the program is really
made to hedge whenever it knows more than it Is going to say, one
sits around the console all day wait'ng for it to get arouncé to
saying anything. This may not be such a bad simulation of certain
individuals, but wasn't what we had had in mind. Thus, the program
is now severely restricted as to just when it can hedge. Science
marches on.
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TABLE I (Cont'd)

Example 3. Compare: PLANT, AN
A. 1st Intersect: ANIMAL

1 PLANT IS NOT A& ANIMAL STRUCTURE.
MAN IS ANIMAL,

B. 2nd Intersect: PERSON
(l) TO PLANT3 IS FFOR A PERSON SOMEONE TO PUT SOMETHING
INTO EARTH.
(2) MAN3 IS PERSON,

(Here the program is treating '"person” as an
adjective modifier of "someone.")

Example 4. Compare: PLANT, INDUSTRY
A. 1st Intersect: INDUSTRY

(1) PLANT2 IS APPARATUS WHICH PERSON USE FOR5 PROCESS
IN INDUSTRY.

A = == E—

Example 5. Compare: EARTH, LIVE
A. 1st Intersect: ANIMAL
1) EARTH IS PLANET OF7 ANIMAL,
§2; TO LIVE IS TO HAVE EXISTENCE AS7 ANIMAL,
Example 6. Compare: FRIEND, COMFORT
A. 1st Intersect: PERSON
§1; FRIEND IS PERSON,
2) COMFORT CAN BE WORD TO4 PERSCN.
4y
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Example 7.

Exaaplec 8.

Example 3.

Compare:
A. 1st
(1)
BR. 2nd
(1)
C 3rad
(1)
compare
A. 1st
1
2
B 2nd
1
2
Compare:
A. 1st
(2}
2
R. 2nd

TASLE I (Cont'd)

FIRE, BURN
Intersect: LURN

FIRE I3 CONDITION WHICH BURMN,
Intersect: FIRE

TO BRURN2 CAN BE TO DE3TROY2 SOMETHING BY4 FIRE,

i Intcrsect: RURN

FIRE IS5 A FLAME CONDITION, THIS FLAME CAN BE
A GAS TONGUE4, THIS GAS IS GAS WHICH BURN,

(The sentence producer starts a new sentence
whenever it needs to say something more about
something 1t has used adjectively.)

BUSINESS, COMFORT
Intersect: PERGSON

BUSINESSS IS ACT3 WHICH PERSON DO,
COMFORT2 IS CONDITION3 WHICH PERSON HAVE NEEDA4.

(The code contains information indicating that
"person' shouldé be plural here, but the sentence

producer does not yet make use of this infor-
mation.)

Intersect: PERSON

BUSINESS5 IS ACT3 WHICH PERSON DO.
COMFORT CAN BE WORD TO4 PERSON,

MAN, BUSINESS
Intersect: PERSON
MAN3 IS PERSON,
BUSINESS CAN RBRE ACTIVITY WHICH PERSON MUST DO
WORK?2.

(Something wrong here. I believe a miscoding
in the input data.)

Intersect: GROUP

MAN2 IS MAN AS9 GROUP,
BUSINESS2 IS QUESTION3 FOR ATTENTION OF GROUP,




TABLE I (Cont'd)

Example 10. Compare: MAN, LIVE
A. 1st Intersect: ANIMAL

1 MAN IS ANIMAL.
2) TO LIVE IS TO HAVE EXISVsNCE

B. 2nd Intersect: LIVE
(l) AN IS A LIVE +BEING?2.

ke

»

AST ANIMAL,




sy el BEER TS REEE MRR TEERR e e

Ea

F ] o Sty —

piece of the information put into the memory, a "plane-hopping"
path represents an idea that was implied by, but by no means
directly expressed in, the data that were input.

By analogy, suppose we fed a machine "A is greater than
B," and "B 1s greater than C." 1If then, in answer to the ques-
tion "what is A greater ‘than?'" the machine responded "B,"
we would not want to call this an inference, but only a
"retrieval." However, if it went on to say, "A is also
gre .ter than C," then we would say that it had made a simple
inf rence. The kind of path that we have been calling "plane-
hopping" is exactly the representation of such an inference,
since it combines information input in one definition with
that input 1in another. But the fact that our planes are not
simple propositions, but rather sizable configurations, every
node of which provides the possibility of branching off to
another plane, means that the number of "inferential'" paths
becomes very large as paths of any appreclable length are
considered., Moreover, the possibility that a path may contain
fragments from several planes, would seem to clearly indicate
that the inferences need not be at all simple, although we
do not as yet have actual computer output with which to demon-
strate this very conclusively.

Assuming a "complete" semantic memory — one in which every

word used in any definifion also has a definition encoded —

a concept fans out very rapidly from its patriarch. It appears
that in such a full memory model the average node would branch
to at least three other nodes, consldering both its ties to
tokens and to 1ts type, 1f it 1s itself a token. This means
that the average number of paths of, say, up to ten nodes in
length emanating from any type node would be over 88,000, each
of which would require at least one unique sentence to express.
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This 1s to be compared to 2,046 paths emanating from such a type
node 1f no token-to-type links are avaliable.

Another way to look at the potential of a memory store
such as the theory specifies 1s to compute what the present
programs could generate i1f one could get, say, 850 words'
definitions encoded and stored in a memory model. There would
then be 360,000 word palrs to ask it about. Since at a con-
servative estimate a memory model this size would provide ten
nontrivial semantic connections, and hence sentences or
sentence sets, between the average word palr, the present
programs would have the capability to generate well over
three-and-one-half million short batches of text to express
this total conceptual knowledge, ignoring all that information
present only in longer paths. Eight hundred and fifty words'
definitions comprise considerably more Information than one
could model in the core of today's computers (even though an
efficient packing scheme might considerably increase the amount
one could store). Nevertheless, calculatlions such as these
seem relevant in evaluating the potential of the model as a
general theory of long-term conceptual memory.

While a path represents an 1dea, it is up to the sentence-
producling program to get that l1dea expressed in English.
Thus this program must check a path for restriction tags and
other features which make 1t necessary to lnsert words such
as "not" or "among other things" into the senternce generated
to express its meaning.

In attempting to express the meaning of a path, this pro-
gram also deletes, rearranges, and adds words to those given
in the path. It works not only with nodes mentioned in the
path 1tself but sometlmes looks around these nodes in the
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memory model to retrieve additional information and to check on
things it considers sayire, (For example, in Example 2-b the
word "air," altl.ough not in the path being expressed, was
retrieved to produce legitimate English.)

In expressing a complex path such as that of Figure 2-a,
this text-producing program realizes when the capability of its
sentence grammar 1s being exceeded and starts a new sentence,
(See, e.g., 7.C.1l of Table I.) Unfortunately, it does this
rather often, and a more powerful program clearly would be
one which instead of the two sentences shown in Table I as
Examples 3.A.1 and 3.A.2 would output the single sentence:

"A plant is not an animal but a man is." Some of the minor
improvements of this sentence over the two the program now
produces would not be difficult to program, but the unifica-
tion of the two paths into one 1s a bit more complicated.
Clearly, the sentence generation program involves something
very close to what Chomsky calls transformations.

In summary, the operation of the sentence producer has
little in common with other sentence generation programs, and,
in fact, its whole philosophy is contradictory to a good part of
the spirit of modern linguistics, inasmuch as this attempts
to treat syntactic facts in isolation from semantic ones. As
stated earlier, other sentence generation programs produce
sentences that, in syntax, are grammatical, but which are in
meaning either completely random (Yngve, 1960), or random
permutations of the "dependency' constraints imposed by an
input text (Klein and Simmons, 1963). The program is also
designed in complete contradiction to the subordinate place
for semantic information that the formulation of Katz and
Postal (quoted on page 9 above) would seem to imply for a per-
formance model. As a theory, the program implies that a
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person first has something to say, expressed someh.w in his own
conceptual terms (which is what a " ath" is to the program),

: and that all his decisions about the syntactic form a generated
sentence 1s to take are then made in the service of this inten-
tion. The sentence producer works entirely in this fashion,
figuring out grammatical properties of sentences only as these

TR,

are needed to solve the problem of expressing a path given to
it by the search program. (For further details on operation
of such a sentence production program, see Anpendix IV.)

T

Thus far, the programs have only been tested on very
small memory models, built from no more than 50 or 60 defini-
tions (about 5,000 IPL cells), and on only a few such memories
(see Table II below).

A small total memory means that most branches of the
proliferating search of a concept are always getting cut short
by reaching a type node for which no definition has yet been

1 encoded., One of the most surprising findings from running
the program has been that even with this relative paucity
of overall information, the program almost always succeeds
in finding some inrtersections of meaning. Actually, Table I
lists only a selected sample of the program's output for each
compared palr of words; there are usually five or six pairs
of sentences generated for each problem pair given to it,
although most of these are only trivial variations of a couple
of basic sentences such as those we have selected for Table I.
The larger the memory model, the greater the number of search
branches that remain active, so that the search program becomes

bl MR U R L

able to unearth a great many more semantic connections at a
relatively shallow depth beneath any two patriarchs. This
ultimately can only lmprove the program's performance, although
it may also require that more concern be given to directing
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TABLE II

Words with Definitions Encoded for Use in Model Memories

(Note: Space limitations have so far required that definitions of
no more than twenty of these words be used to constitute & model
memory during a given series of word comparisons, Jsince this paper
was written, almost all of the 850 words of basic English have

been encoded, tut not yet run in the program.)

instrument flame country leather
insurance experience desire land
invent fact sex kiss
interest comfort plant Know
iron cloth family laugh
ice cause meal light
idea attack animal language
friend argue food law
develop business man lead
event burn live Jjelly
earth build level Journey
exist bread 1ift Jump
drink behave letter judge
fire cry learn
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searches than 1s so far the case. At present, but for one
exception, a search just "progressively proliferates" along
i11 possible branches from the two ratrilarchs (ur.til it has
covered a given number of nodes, e.g., 400).

The one exception to this blind, "breadth first," search
occurs whenever two concepts are found to intersect on a word
used prepositionally, such as "for5" in the concept "plant2."
Instead of treating this as a substantive semantic intersection,
the search program merely concentrates an immediate burst of
search activity out from the two tokens of the preposition.

The reasoning here is simply that, while a match on such a

word 1s not in itself sufficient to be treated as a significant
conceptual similarity, it is a good bet to examine 1mmediately
the subjects, objects, and modifiers of such prepositions,
rather than continue the usual search schedule, which normally
would not get to these nodes for some time. Unfortunately there
is not yet enough evidence avallable to assess the value f this
search heuristic, since its effectiveness, if any, will not

show up until the memory model is relatively large.

Another circumstance in which the activation of a concept
could be directed is discussed in Chapters VII and VITT.
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CHAPTER IV

THE MODEL AS A METHODCLOGICAL TOOL

A, PROCEDURE FOR THE REMAINDER OF THE STUDY

The previous chapter showed that the memory model, once
bullt, can support simulation of a relatively simple type of
language behavior. This chapter will propose that the way
in which a person takes English text and encodes it into the
data format of the memory model is itself worthy of study.

Thlis is because, as stated earlier, such encoding of text is
not a procedure for which algorithmic rules are avallable, but,
rather, 1s one that depends upon the coder developing his own
understanding of what the text means.

What does 1t m2ar to say that a coder "understands" a
definition? It seems generally agreed that understanding text
includes recognizing the structure of relations between words
of the text (as in parsing it), recognizing the referent words
of pronouns and of other words used anaphorically, and recog-
nizlng the appropriate sense intended for all words with
multiple meanings. I take it that the overall effect of these
processes 1s to encode the text's meaning into some form more
or less parallel to that in which the subject's general know-
ledge 1s stored, so that its meaning may be compared to that
knowledge, and perhaps added to 1t. All thils is exactly what
a coder has to do to text in order to encode it. Undeniably,
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what the coder writes down as his encoding of definitional
text will not be a wholly complete cr accurate representation

of thue cog-.cive material that constitutes his actual under-
standing of that text. Nevertheless, what he writes down does
result from some kind of internal language processing,
processing which makes all the decisions mentioned above as
elements of "understanding." For lack of a more precise term,
therefore, we shall continue to refer to this internal pro-
cessing that a coder does as his "understanding" the text he
encodes.,

One might think that this is complicating the problem
unnecessarily, that the encoding of text such as dictionary
definitions for inclusion in a memory model could be done more

s A [ N .

simply, without the use of anything as poorly understood as
"understanding." Programs such as Bobrow's (1964) have been
able to set up the equations corresponding to certain algebra
word problems by an almost entirely "syntactic" procedure,

and Paige and Simon (1966), studying human solving of the same
sort of algebra word problems, found at least some subjects
who set up egiations for these in a primarily syntactic way.

However, 1f one attempts to extend the range of language
that such a program can handle, it becomes necessary to in-
corporate increasing numbers of semantic facts. Paige and
Simon show how semantic knowledge of various types must be
introduced before it is possible tc¢ set up the equations for
more complex word problems. This semantic knowledge includes
assumptions about particular physical situations, about the
intentions of the writer of the problem, and certain "conser-
vation assumptions" such as Pilaget (1950) has described.
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In general, a human introduces and employs such semantic
information with little awareness that he is doing so. (For
example, Pailge and Simon presented thelr subjects with some
problems which, as literally stated, imp® ed physical impossi-
bilities — like a board of negative length. In setting up
equations ror these problems some subjects simply altered the
problems such that they became physically reasonable, without
being aware of making such changes. Also, Palge and Simon's
subjects often seem to have made use of semantic facts by
generating something equivalent to mental images., As stated
above this is a step we shall not be concerned with here. See
Gelernter, 1960.)

If semantic facts are necessary even for setting up al-
gebra word problems, where most "content" words and phrases
can be treated merely as varlable names without particular
attention to what they refer to, one would think that, in
order to interpret English for a less abstract purpose, more
use of semantic knowledge might well be necessary. And, in
fact, once really sizeable segments of English are considered,
the problems, even of parsing sentences correctly, become
formidable. Some indication of this 1is given in Appendix II,
which summarizes the results of glving seven sentences to
what 1s probably the best of the automatic parsing programs

now working.1

These seven sentences were written to correspond as
closely as possible to those which we shall deal with below,

. I am very much inda2bted to Professor Susumu Kuno of Harvard
Universlty for analyzing these sentences automatically with
his Multiple-Path Syntactic Analyzer (Kuno, 1963, 1965).
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and were not speclally chosen to provide partlcular difficulties
for a parsing program. (In fact, they all were adapted from an
entry in the Basic Engliish Dictionary, which 1s supposed to em-
ploy only a very simple grammar.) Nevertheless, Kuno's program

produced 120 parsings for one sentence, and 1,066 for another.®

One cannot sweep all these parsings under the rug as just
"linguistic addities." Many of them are, and in fact all
parsings save one or two are, in any real appearance of a
sentence in text, "oddities." But, saying this merely begs
the question, which is: how to decide which parsing 1is appro-

priate in each given case where the sentence appears.2 It should

1 This gives some indication of the amount of ambiguity that
remains after unaided syntactlc analysis, although even this
grossly underestimates the situation. (See note in Appendix II).

2 Professor Simon has raised the folliowing obJjection: The
clearest way to determine whether such sentences can be

coded by purely syntactic means, and without use of meaning
is to replace all but the syntactic "function" words by non-
sense syllables and then test whether human subjects can code
them unambiguously. Existing mechanical analysis schemes,
even the best, may fall far short of using all the syntactic
cues that are available to humans, hence may underestimate
the extent of the syntactic information that is present. A
prelininary study by the method Prcfessor Simon suggests in-
dicates that human performance with syntactic clues alone
may, lndeed, be better than a parsing program's performance
might lead us to believe., An interesting project would be
to determine exactly the extent to which parsings so obtained
would be correct for representative samples of various kinds
of naturally occurring text.
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be noticed 1n Appendix II that parsings increase multiplica-
tively, so that it takes only three two-way ambiguities and
one three-way ambigulty to generate 24 separate parsings of

sentence numbecr 2.

Therefore, resolving just one of the 2-way ambiguities
would in this case eliminate half of the total parsings for
the sentence. Although how to eliminate these amblguitiles
automatically is not known (but see Chapter VI below), it
certalnly would appear that they should, as much as possible,
be resolved before any parser labours to generate them.,

One might concelvably argue that the fact that no one
has yet been able to develop a completely successful parser,
or an anaphora recognizer, or a word disambiguation program,
does not prove that someone may not in the future do so, and
do so without using any semantic information in his programs.
However, I think few of those now 1In the field would belileve
that this is likely.

In view of the above, 1t seems to me that any general
program able to encode the text of dictionary definitions
for inclusion in a memcry model 1s going to have to develop
somethling quite close to what we call an "understanding" of
such text. To do this, the program will have to integrate
its use of syntactlic and semantic facts, rather than complete
one type of analysis before beglnning the other.

This chapter, then, will consider the use of the encoding
process to collect data about a very complex type of human
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behavior, namely, the processing of English text people do
during reading. The aim of the remai.iing chapters will be
to discover as much as possible about exactly how this pro--
cessing can be explained.

Ideally, our explanation of how this processing occurs
would be so explicit that we could state it as a computer pro-
gram that would simulate the process. We will not be able to
achleve this level of success. Understanding text invclves
a great deal of information processing. The Harvard Center

for Cognitive Studies Report for 1965, summarizing a year of
experimental research on language processing, states:

Taken all together, such investigations have given con-
siderable credibility to the claim that the way people
percelve, remember, and understand sentences cannot be
explained...(with any simple model). Devising a perfor-
mance model that does all this - and in a single pass
from left to right in real time - will be no easy

task." (page 20)

This paper will merely attempt to lay some of the ground-
work for an eventuval performance model of text understanding

and remembering, by analyzing and interpreting data gathered
as a coder encodcs text.

This analysis will proceed by assuming that the coder's
own internal memory 1s of the same general form as that of our
model. At this point the procedure begins to sound, in the
apt term of Professor Newell, incestuous. Isn't there some
logical circularity involved in collecting data from a sub ject
as he encodes text into the notation of a memory model, and
then analyzing his performance by assuming that his own memory
is 1like that of the model 1tself? This suspicicn grows when
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we note, further, that our coder-subject has been very care-
fully trained in the coding procedure. It will be necessary
to consider the logic of this procedure very carefully.

First, what a coder is taight is only a notation with
which to express his understanding of some particular texv,
not how to attain that understanding. Specifically, the
coder is presented with the links available in the model,
as enumerated in the Key to Figure 1. Then he is shown
(with examples like Figures 1-3 and 1-b, and an explanation
like that on page 25) how the meaning of text may be repre-
sented by writing down the words of the text, appropriat-ly
interconnected by the available links. Then the new coder
1s glven other text to encode into the model's notation.
(The coder does not put in the links shown as dotted lines
in Figure 1, since these are added automatically by the load-
ing program.) For the first few hours the new coder will
make many errors., Sore of these are trivial, involving such
things as spacing correctly in order to provide acceptable
input for the loading program. Other errors involve a mis-
representation cf what the coder intends. (The instructor's
comments on this early coding often take the form, "Well,
what you've represented here means that X modifies Y, is
that what you meant to say?" To which the student coder may
either assent, or reply something like, "Oh, no, I meant
that X modifies Z, so......this 1link should have been like
thig, right?") As such drill proceeds, the number of
errors by the new coder declines, until he learns to use the
notation accurately to say what he means.
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Teachling someone the encoding process thus is like teach-
ing a very good chess player a new notation with which he can
express, say, the chess moves he considers in the course of
analyzing some positlion. Thils notaticn will not determine how
the player analyzes any particular position, nor does our en-
coding procedure determine how our subject understands any
particular stretch of text. It is true that teaching anyone
a language to describe some action will affect the way he
performs that action, but, in this case, even more than in that
of the chess player, understanding of text is a process that an
adult has s0 thoroughly overlearned that 1t is doubtful that our
providing him with a representation can affect this process very
significantly. Our faith in this assertion is strengthened by
the fact that at some points we have tried to get coders to
make certain discriminations, or represent things in certain
ways, which tney have resisted mightily. The coder would usually
acquiesce temporarily, but very soon go back to the kind of
procedure he found natural; several clear instances of this
will be pointed out in the next two chapters.

Second, during encoding, all the subject is given to work
on and with 1s the siretch of text defining a word. This hes
been takcn from a dicticnary. Part A of Appendix I shows the
data glvern fo the subject in the case we will be primarily
concerned with for the remainder of this paper. This subject,
AX, had never previously seen this text. Part B of Appendix I
shows what she then produced as her encoded representation of
what she understood Part A to mean.

In order to study ti.. process by which AX produced Part B
from Part A, a "thinking aloud" protocol of her thought process
was collected as she performed the encoding. (See deGroot,
1965, and Newell and Simon, 1964, onthis methodology.)
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Part C or Appendix I shows thils verbal rrotocol that was given
by subject aAX as she did thls encoding, along with (down the
right hail of the page) our categorizaliun of the steps she
took, and a running courentary on her codinz, At the beginning
of the protocol, what is nuw Part B, the encsded plane, w3s
just a blank page; cne ¢i'n trate in the protocol the successive
building up of this plane. /Only by referring back and forth
between Parts B and C in this wzy wii. the2 protocol te intelii-
gible.) We will discuss Pairt D or Appeniix I, the categori-
zatlion of steps, in Chapi:r 6.

Now, in order %o analyze airi intespret this protocol, we
wlll assume that AX's own intsrnal memory is of a certaln over-
all format, and that she uses this memory in certain ways to
understand and encnhde text. Ts this loglcally circular? The
answer 1s that it is not, exactly to the degree that AX's en-
coding process involves general text "understanding," or some
other internal inrormation processing, that is zbove and beyond
what we have taught her. We belleve 1t will be obvious to any-
one who looks closely at the encoding process that it does
depend completely on the subject's forming some thorough under-
standing of the text, and then making a great part of this
understanding explicit. MNote that thls understanding need not
be "correct" 1n any strict sense, only that it must exist.
Building a plane is a contlnuous series of decislons, quite
clearly dependent upon the subject forming some detalled
conception of what the text means.

To see just how a circularity could result during such a
procedure, suppose we had provided the subject with some store
of data, or had given her some algorithm specifying how she
was to search through and process either thls data c¢r her own
memery in order to create her coding outout, Part B, Under
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such circumstances, clearly we would to a large extent be
determining her output, and any explanation of it in terms of
that data or algorithm would be non-informative. However,
none of this was in fact done, AX was given only the text,
Part A, and told to encode 1ts meaning as she understood it.
At rno point in her training had any attempt been made to teach

her specific semantic information, nor was she taught any memory
searching algorithm. To the degree that we are correct in
thinking that the subject 1s carrying out independent process-

ing of the definitional text when she encodes it, it seems clear
that no assumption by us about that independent processing, or
the internal memory it depends upon, can have determined it.

In particular, this includes even the assumption that her
internal memory contains interconnections and links orf the same
sort as those she has been taught to use in representing the
text's meaning. In fact, to the extent theat, during encoding,
our subject is performing any informatlon processing which is
independent of our teaching, it is at least logically non-
circular to assume that she does this by employing a memory
like that of our model.

B. ADVANTAGES AND DISADVANTAGES OF STJDYING UNDERSTANDING BY
STUDYING THE ENCODING PROCESS

Very little is known about how any of the processes con-
stituting text understanding actually are accomplished, al-
though considerable amounts of effort have been devoted to
making computers perform certain parts of this processing,
especlally the parsing of sentences. Howsver, even for this
relatively limited task, existing programs are by no means able
to match human performance. The best sentence parsing programs
come up with a great many parsings for even relatively simple
sentences, and may fail completely on sentences of no greater
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complexity than one customarlily finds in scientific writing.

A non-simulation approach, studying directly the way that
people understand sentences, encounters formidable methodclog-
ical difficulties., This 1s because the process by which a
person understands sentences operates very fast, and is not
accesslble to the consciousness of the subject himself. A
person knows what a sentence means, but not how he knows what

one means. The current report of the Center for Cognitive
Studies of Harvard (1965) states:

"To 'explain' speech perception we must pron-—e a device
whose input would be the acoustic speech s’ . and

whose output would be the meaning that na’ . speakers
retrieve from that acoustic signal. Witi...t a satisfactory
semantic theory, we cannot even specify the output of such
a device.” (Page 16, italics mine.)

The methodological importance of a semantic memory model
for studying understanding stems from a fact that it does,
under certain circumstances, provide a way to make a reader's
"output" not only specifiable, but visible. That is, a coder
whe 1s encoding is taking English text as "input" and then giv-
ing as "output" a plane, to represent the text's meaning. In
this plane a great many of the direct results of his process
of understanding the text are represented overtly. In particu-
lar, in such a plane the results of the coder's parsing of the
text, of hils disambiguation of its words' multiple meanings,
and of his identification of its anaphoric references, can all
be ldentified., For the researcher this means that he is able
to observe, for a subject performing a process very much like

"understanding," not only an input — the text —, but also an
output — the representation the subject builds to represent
its meaning. To my knowledge, there 1is simply no other repre-

sentation existing which permits this in anything like a
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comprehensive, economical manner.

While the encoding process is, of course, not identical
to the covert processing which constitutes the understanding
of the same text during rormal reading, it is very heavily ]
dependent upon such understanding, and is in some ways a _
slowed down, overt version of it. And, it is precisely such ]
a slowed down version that is needed in order to investigate
the understanding process. Having this slowed down version,
we can study the encoding process in the same way that other
cognitive processes, such as playing zhess, have been studied,
and apply part of what has been learned from those analyses
to the problem of text understanding.

Unfortunately, becoming really accustomed to using the
encoding scheme dces take considerable practice, so that the
protocol of another subject, GB, who had had only about four
hours of coding training, is primarily concerned with his
figuring out how to represent in our noctation what he gets
from understanding the text. He eventually does an excellent
job of this, and encodes the text more like this writer would
than does AX, an experienced coder. But, there is so much of
this other subject's protocol concerned with notation that it
cannot be very close to his normal understanding prccess. In
AX's encoding, how to represent something she knows has become
almost automatic, so her prctocol lies much closer to the
process we are interested in. As a general method of studying
text understanding, our procedure is, therefore, considerably
limited by the difficulty of inducing a subject to encode words
steadily for a week or more, yet this is essential to get his
notational hablts to become sufficiently automatic so that the
process of primary interest will be more directly visible in
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his protocols. We were very fortunate to have one such

subject.1

Of coursz, to be able to see the subject "understanding,"
even 1n a slowed down form, 1s not automatically to know how
she is proceeding. It will still be necessary to make a very
detailed analysis of the protocol in order to, in a phrase of
Newell and Simon's (1964), "lay bare the reasoning the subject
employs" while she does the processing the protocol traces.

While we will not be able to produce a general simulation
program to simulate this processing, we will try to answer one
of the central questions about how people understand sentences,
which woulid seem crucial to the design of any program designed
to do this. The question is this:

As the subject processes text to produce an understanding
of its meaning (a plane, in our case), just when and how
does the processor he uses rely on syntactic information,
and when and how on semantic information?

In other words, at which steps can the operation of this
processor best be chara:terized by rules whose conditions for
applicability are state. in terms of such things as word order;

1Subject AX 1s 22 years o0ld, with two years of undergraduate
credit in mathematics at a state university, and one year of
credit in psychology. In her second year, her grades were

poor (apparently in part because of outside problems), and

she switched to extension sch.,0l and into psychology. She as
working full time at the System Development Corporation during
the summer in which the coding was done, and had over a month
of full time experience cuding when the protocol was collected.
Her off-work activities involve 1little reading.
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and at which steps does one need rules which utilize a general
knowledge of the world, or of concepts previously established in
the same text, or of both. A major aim of our analysis will be
to sort out the operation of these two sorts of processes within
the overall "understanding" processor, which will require that
we formulate as explicitly as possible the specific activities
involved in both- types.

Along with this question two others should be mentioned,
which are prominent in current linguistics and psycholinguistics,
but which are not of concern to us. The first of these 1is
whether or not pieces of text that an understander processes
in fact constitute grammatical sentences. (Chomsky, 1957) .

The second related question is whether or not a given sentence

is ”anomolous."1

The reasons we do not consider these questions
very fruitful for psychological research or for artificial

Intelligence will becomr evident below.

In all, approximately four hours of protocol data for
each of two subjects has been recorded on tape, transcribed,
and investigated, although here only the protocol of subject
AX will be considered. All of this was collected as follows:

First, the author preprocessed the dictionary definition
text as he always did before giving it to a coder. This pro-
cessing consists simply of lumping together definitions which
the dictionary separates, but which seem to differ only slightly,
or only grammatically, and of deleting very obsolete or un-
ccmmon meanin~s. Part A of Appendix I shows how this was done,

1Roughly, an "anomolous" sentence is defined as one which,
although syntactically correct, cannot be understood except
perhaps metaphorically. For example, "the paint is silent.”
See Katz and Foder, 1963.
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Meanings 2 and 8 being deleted and old Meanings %, 5, and 6
being lumped with iMeanings 1, 2 and 3, respectively. Note
that an error was made in lumping 4 with 1, it would be
better as a part of 3. Subject GB, given this text to encode,
noticed the error, subject AX did not. The text shown in
Part A of Appendix I 1s all that was given to the subjects to
work with.

Each subject was told tc encode the meaning of that text
into the notation they had been taught and, as they did so,
to state into the tape recorder as nearly as possible all of
the mental process that he went through in doing so. "Whip's"
defining text was the fourth dzfinitiorn that each subject had
encoded aloud, so that they were very probably beyond any dis-
traction due to the microphone. After all coding was com-
pleted, AX herself transcribed her own protocols., For "whip"
she was told to divide the continuous flow of dialogue into
numbered paragraphs such that approximately one "step" occurred
in each paragraph; the actual decisions as to what constituted
a step were left to her. Following the methodological strategy
advocated by deGroot (1965), AX was also asked to edit her
protocol by adding additional comments or punctuation, but not
to remove or change anything. Such additions appear in paren-
theses 1n Part C of Appendix I. Her work was checked against
the tape. During editing, AX herself suggested the underlining
that occurs in her protocol, indicating that a word means the
word as such, rather than its referent. She also put in the
quotation marks, and all punctuation.

In summary, it should be understood clearly just what may
and what may not be expected from the approach taken in the
rest of thils paper. What may not be expected is that we will
prove anything about how people encode text or understand
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sentences. The most that might be achieved would be an in-
sight into the processing techniques or strategies which they

i use. Corroboration will have to come later, either by showing
that a program using these strategles can effectively recreate
the process and itself "understand" text, or by specific ex-
perimentation with human subjects, or by both.

Alsc, 1f the encoding process does indeed .o some degree
parallel the normal process of understanding text, and if we
can characterize this process by some set of specific rules,
then these rules may also be the ones invelved generally in
people's understanding of text. If coding is not at all like
ordinary understanding of text, then the rest of this paper

5 1s merely a consideration of how one might get a computer alone
to build the model memory from English text. As a study of
understanding the only justification for such an oblique approach
is the extreme difficulty of studylng the same process by
other means, and the paucity of plausible assertions about the
understanding process up to now.
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CHAPTER V

A THEORY OF TEXT UNDERSTANDING VIA SEMANTIC MEMORY

A. UNDERSTANDING AS COGNITIVE PLANE BUILDING DIRECTED BY MEMORY

In order to explolt the protocol data most effectively to
add to our understanding of how people understand text, it will
be useful to have some overall theoretical view of what under-
standing text 1s. At present the only approach to such an over-
all theoretical view 1: the "meta-theory" of "semantic inter-
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pretation," growing out of the work of Chomsky and his associ-
ates on transformational grammar. (See Katz and Fodor, 1963,
Katz and Postal, 1964, Miller and Chomsky, 1964, and Chomsky,
1965). However, the general hypothesis of this paper — that
a person's memory 1s of the same general form as that of our
model — also leads to a conception of what must be happening
when a person reads and understands text. This conception is
at some points similar to, at some polnts very different from

L the proposals of the transformationalists. The main purpose of
this chapter is to formulate this tentative overall picture cf

i how text 1s understcod, based on the assumption that an under-

stander has a semantlc memory functionally similar to our model,

The theoretical view here draws very heavily on the sort

{ of memory and memory use embodied in the program of Chapter III,
= but at the same time requires hypothesizing several other ways

. of processing such a memory. A second purpose of this chapter,
i then, is to specify some of the additional processing routines

that would seem necessary to a conception of the text under-
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standing process. Although thls theory of understanding der-
ives in large part from the protocol analyses of the next two
chapters, 1t 1s placed here so that the overall theoretlcal
plcture hehind those more detalled analyses wlll be clear.

We assume that the "meaning" of text is always some (old
or ned) assoclation of concepts. Thus, to understand such
meaning 1s elther to find or to create in the pbrailn of the
understander some conflguration of symbols, (token nodes)
linked togzether so as to show how certain concepts are asscc-
fated by the text.t
the cognitlve processing which a reader must carry out in order

Our theory, then, asserts the following:

to bulld such a "plane of token nodes" - whether just fleetingly
or as a lasting addition to his memory - 1s based on his
finding, for certaln palrs or trios of concepts which the text

assoclates, some way 1r which those same concepts previously

have been, or intelllgibly may be, assoclated, given his general

memory. In other words, elemental to the understanding of text
1s fthe ¥ind of task performed by the program of Chapter III.
This 1s because finding some path in memory conrecting two

given word concepts, as that program does, amounts to relating
those concepts on the basls of the reader's store of prior know-
ledge, and such relating 1s the key step in understanding text
which relates those word concepts.

1 Actually, one would suppose that a reader would often find,
already stored in his memory, planes of token nodes that repre-
sent the meaning of wholie phrases, sentences and larger ualts
of a text he 1s reading. He could take advantage of this by
representing the currently read text's meaning wlth an abbre-
viated plane of higher level tokens, which, by pointing to al-
ready stored configurations, could avold re-representing their
information in complete detall. Such "chunking" operations have
been postulated to explaln many sorts of cognitive behavior.
(See, e.g., Mlller, 1956, Melton, 1960, and Simon and Felgenbaum,
1959.) However, for purposes of simplicity here we shall ig-
nore this higher level chunklng and talk as though a plane of
tokens 1s always constructed to represent the mearing of text

in the way that, for example, Figures 1l-a and 1l-b represent

the meaning of the definitional text quoted with them.
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A reader 1s viewed as continuously selecting from text
pairs (or slightly larger aggre.->tes) of word concepts to be

" so that their interrelationship in

taken as '"patriarchs,’
memory — their first connecting path(s) — can be located.

For text he understands easily these paths will be short. In
other instances, he may find in his memory only some very long
and indirect path between the associated concepts. This never-
theless means that their association 1s, by means of that long
path, "intelligible," within the overall frame of his general
knowledge. In either case, 1t is the successful location of
such paths in memory that will lead the reader tc feel, sub-

jectively, that he has "understood" that part cf the text.

Moreover, 1t 1s only by finding such established or at
least Intelligible relations between the concepts a text assoc-
lates that the reader will be able to disambiguate the multiple
meanings and syntactic ambiguitlies of that text, i.e., will oce
able to recognize exactly what concepts the 't is talking
about, and what it is attempting to say about them. Finding
such paths enables the reader to correct misprints, overlook
literal 1inaccuracies, ignore ridiculous parsings, anc carry out
all the rest of the processing that he does continucusly, and
unconsciously, during reading. Some ways that finding such
connections in memory can dilsambiguate words of text will be
explored in this and the next chapter, whlle Chapter VII wiill
discuss cases where findlng a path is necessary to determine
the structure of the new plane which is to be formed, i.e., to
determine how the text should be parsed at that point.

The kind of path locating done by the program of Chapter III
1s among the freest kind of assoclatlon of concepts, in that al-
most no restriccion at all 1s imposed on paths the program 1s
allowed to find between two glven concepts. A text, on the
other hand, will generally impose restrictlons on the paths to
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be found between concepts it assoclates, and more will be said
about such restrictions below. For the moment, however, the
fact that more restricted paths must often be located need not
affect the basic peint here: that in order to figure out how to
build a new plane to constitute his understanding of what a
text 1s saying, it is 1in general crucial for a reader to find,
already within his memory, some kind of paths connecting all
the various concepts the text interrelates.

We emphasize =what this is not to say that a reader can
only understand things he has already read before, for, 1f the
shortest acceptable ccnnection that he can find in his memory
between two concepts is indeed a long "plane-hopping" path (see
Section C of Chapter III) this still means that he has found
some 1ntelligible connection between those concepts, albelt a
connection which, as such, he had not stored or perceived before.
(If he is completely unable to find any acceptable connection
in memory between concepts we assume he will be unable to under-
stand the section of text which asserts their association. Such
failures may occur frequently when the memory search is conducted
under great time pressure, as when the reader is skimming, or
when the connections between concepts are very obscure, as in
some modern poetry. But in ordinary reading a failurs to find
some connectlon petween conc2pts should be a relatively rare
thing, because of the very high overall interconnectedness of
his memory.)

B. THE GENERAL SEMANTIC CONTEXT OF A TEXT

In addition to locating paths between twe or more parti-
cular words taken as patriarchs, these word concepts need to
be relatel to the larger cognitive content established by all
of the prior text. Under the assumption that the reader's
memory 1is indeed utilized as is the memory model in our current
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program, such "context" is explainable as follows: As the
Subject has been reading a text, he has been searching for
connecting paths, and hence has been firing activation "spheres"
(see Chapier III) from "patriarch" nodes corresponding to
many of the words of the text. The activation tags applied
in this manner are not all immedlately erased, so that they
accumulate throughout much of the memory. Suppose that the
text i1s about baseball, so that such tags have accumulated
on nodes such ~s "batter," "ball," "pitcher," and so on.
Now, upon encountering, say, the is‘lated word "strike,"

the reader fires one activation sphere from the type node
hzading its baseball meaning, another from the one heading
its labor union meaning. Clearly, paths from one of these
mearings to Intersections with the prior context would pile
up more quickly, and tend to be shorter, than those from the
other meaning to that context. By finding this best
connection, this particuler strike is linked to prior con-
text, and, as a vital by-product, the ambiguity of "strike"

is resolved almost instantaneously; the reader would say
that one of its weanings 1s "in context," the other not.

Actually it is not necessary to assume in such a theory
of association and disambiguation that the reader always fires
bursts of activation from the varlous alternate meanings of a
newly encountered word like "strike." For, if the type nodes
placed at the heads of alternate meanings of the word, "strike?2,"
"strike3," etc., all had links leading back to a single in-
clusive node for that word, a path of artivation from words
read earlier could already have proceeded right to that in-
clusive node. Then, when the word was recognized in text, it
would only be necessary to follow back alorg the path of
activaticn that.had already come into it to find the meaning
most consonant with the overall context and its connection to
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that context. (It will be recalled that an activation tag

is 1n part a reverse link, so that the processer can always
trace back along it). 1n cases where this sort of linkage
occurred the role of the new werd would be not so much to
introduce a new concept as to select some part of the already
established conceptual context to be talked about further.
This latter type of disambiguation seems to accord well with
our Intuitive feeling that in reading (eSpecially reading abcut
familiar subject matter), we do not have to consider the
alternate meanings of each word, but Just "eutomatically know"
the correct one.l

During reading the locating of paths to and within prior
memory, and the concomitant disambliguation of words, perhaps
proceeds in this latter manner whenever pcssible, and resorts
to the slower procedure of firing bursts of activation through
the various meanings of a new word only when that word has not
previously been reached by activation. There are some cases
in which it would appear that the path to an intersection be-
tween prior context and a new word 1s much shorter if bursts
are fired from both,

There are several ways in which the requirement of this
section — that a word of text intersect with the text's overall
context — can be integrated with the requiremerit of Section A —
that pairs of words in the text intersect with each other. One
of these ways will be tested in the next chapter, for the
moment we return to the question of how palrs of words are
selected for intersection by a text.

lI am indebted to Dr. Allen Newell for bringing this to my
attention.
4
B L e e T ——c.




L .""""‘“I g

e sy

AE BFY Pase e

C. PROVIDING PATRIARCHS FOR PATH FINDING ROUTINES

The theory c¢f text understanding elaborated thus far has
ignored syntax.l The formulations of Katz and Fodor (1963)
imply that the role of syntax is to direct the sequence in

which the various words and larger constituents (in the deep
structure) of a sentence are to be taken as palrs for semantic
processing. The interpretation of this proposal, if a seman-
tic memory 1is assumed, is that syntactic considerations direct
how words are to be chosen as patriarchs for intersecting
within the semantic memcry. Chapter VI will show that there
is confirmation for this general point in the protocol, al-
though '"deep structure," in the strict transformational sense,
need not be assumed.

The transformationalist theory of "semanti.c interpretation”
further states that, once two words have been chosen for pair-
wise semantic processing, the particular syntactic relationship

between them (such as subject-to-verb or verb-to-object) will
also affect the way in which that semantic processing procceds,
The interpretation of this proposal, within a theory assuming
a semantic memory, 1s that syntactic considerations will often
direct t'iat, instead of taking some word of the text as a
patriarch, some "clue" word (or set of "clue" words) from its
defining plane be taken as a patriarch or set of patriarchs.
(It will be recalled that clue words are attachea to an S, D,

lHence it cannot, for example, explain why a reader who en-
counters, in the middle of a text about baseball, the sentence,
"the players' spokesman called a strike,'" is likely to inter-
pret this ar a lator union kind of strike. We will hereafter
refer to the process of looking for the first intersections
between two words taken as patriarchs (or two sets of words

so taken) simply as "intersecting those two words or two sets.
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or M parameter symbol to state what is likely to fi1ll that
parameter, and hence correspond roughly to the '"selectional
restrictions" of transformational th:ory. See Part C,
Chapter II).

For example, suppose two words thought to be a verb and
its noun object have been selected to be semantically processed
as a pair. In thls case the noun will be taken as one patri-
arch. But, the verb itsel. will not be taken as the other,
instead, only the clue words assoclated with the D parameter
symbol in its defining plane will be so taken. This entire
set of clue words will then be intersected with the noun,
taken as thelr single opposing patriarch. If there were sev-

eral possible verb meanii.gs of the verb, then each such
BZZﬁlng may have separate D symbols, each of which has a
different set of clue words assoclzted with it. In this case,
all these clue words will be taken to form one set of patri-
archs, and the intersections to be found between the noun
concept and that of one of the clue words wiil provide basis
for disambiguating the verb. In other words, the close
connectlon to some clue word indicates that the particular
verb meaning that supplied that clue word is the meaning to
select for this sentence.

Tracing an example through in detall will make clear how
this sort of mcchanism will have to function in a program able
to understand text, and also illustrate how our use of clue
words differs from the linguist's conception of "selectional
restrictions." (See Chomsky, 1965 and Lakoff, 1965, for recent
discussions of such rescrictions.)

Consider Figure 3. This figure shows two of the meanings
for the phrase "called a strike," and the corresponding S
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clue words that might be associated with each. Suppose 1t is
known from syntactic considerations that the phrase '"player's
spokesman," is the subject of that phrase. In terms of the
theory, this means that "player's spokesman' is to be taken as
one patriarch, while the set composed of the two S clues,

"umpire," and "workers' representative," is to be taken as

the other. }
In thls case the theory states that, with a correctly

formulated semantic memory, some set of paths like that illus- 1

trated as connection 1 would be discovered to form a tighter
connection than that shown as connection 3, indicating that
meaning 1 of the verb phrase offers the most obvious way to
render this part of the text intelligible. Indeed, this is
the interpretaticn we would almost always want of such text.

However, just suppose that the "prior context" in I
Figure 3 were such as to provide the following stretch of
text: "John swung hard at the pitch, and was certain his bat
had tipped it, but the player's spokesman called a strike."
In this case, most readers will want to interpret "called a
strike," by meaning 2 rather than by meaning 1 of Figure 3.
In terms of our model, this is to be explained as follows:
The same procedure as above is followed, up to the point at
which connection 1 is located. Then, the conjunction "but"
further requires that the entire second clause intersect closely
with the preceding clauses of the sentence. By far the
strongest connection between these is one like that shown as
connection 2, which dictates the opposite interpretation of
the meaning of "called a strike." However, this makes connec~-
tion 1 unacceptable, so a new interpretation of the relationship
between "player's spokesman" and "called the strike," must be
found. To prcduce £this, the search for intersections between
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these two phrases 1is simply continued (if necessary), until
connection 3 is discovered. Thils path is "thin,” but accept-
able in terms of connection 2, so that the sentence may be
considered interpreted acceptably when it is utilized. The
nature of connection 3 would be something to the effect that
a "player's spokesman" is among other things a man, and that
an "umpire" is also a man.

From this example, it is ciear that this theory of under-
standing places great rellance upon the fact that, in a memory
model like fthat of Chapfer 2, intersecting some word taken as
one patriarch, with a set of words taken as the opposing patri-
arch, provides a measure of the relative semantic similarity
between the one word and each of the others. That 1s, the
single word's full concept will have intersections to the full
concepts of each of the others after differing amounts of search,
with shorter paths being discovered first. The only further
assumption needed is that a useful measure of "semantic sim-
ilarity" can be obtained from the length and number of paths
connecting two patriarchs. This appears to be generally the
case in experiments so far (see Section C of the next chapter)
but must remain an hypothesis until a really large semantic
memory is set up and tested. Our own judgement 1s that
achieving this sort of similarity judgement will require not
only a much larger but also a betfer structured memory, as well
as a more discriminating search routine, than our program has
used so far (see Chapter VIII and Appendix III). But, given
a few more tries, such a measure would certainly not appear
to be beyond reach. The reason that in the memory model all
information 1s stated homogeneously in terms of word concepts,
is precisely so that '"clue words" in one concept can always be
taken as patriarchs and intersected with other words of the
text. Then, the paths to an intersection that are found




provide basis f'or a decision about how that part of the text
is to be interpreted.

One point to note here 1s that this produces a consider-
ably different picture of "understanding" from that implied

by "selectional restrictions," when these are stated, as in

current linguistics, simply as properties 1like "animate,"

"abstract, etc.l Rather than restricting what some word's,

say, object can be, clue information states only what its ob-

Ject is most likely to be. Given any sentence, such a memory
thus provides a way of selecting the simplest interpretation

of that sentence avallable, but nevertheless can also inter-
pret the sentence in other ways, by means of long paths, if
short ones are not available, or if the interpretation by
shorter paths conflicts with other connections, as in the
example above.

Therefore, so-called "anomalous" phrases and sentences,

such as "silent paint," become simply those that require rela-
tively long, weak paths to interpret intelligibly. Such

interpretation requires no mechanism different from that em-
ployed in the interpretation of non-anomalous sentences. e
submit that people in fact operate this way, rather than, as
the work of Katz and his co-authors would imply, by rules that
declare every sentence containing some unorthodox combination

lIn some cases, apparently all that canr be stated as a clue
word 1s some very general notion such as, say, that the value
of some S parameter is likely to be a person. In such a

case the clues are much like stating simply that the sut ject
of this word must be "human," except that the memory store
will still select a human subject first, a non-human but
animate subject next, and then a non-animate subject at stilil
a weaker path.
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of concepts to be "anomalous,"

leaving those so declared to
be interpreted by a totally separate set of prucesses, which
would somehiow Iinterpret all such sentences by "analogy."

(Chomsky, 1965, page 149.)

In such a performance model decisions about word meanings
based on path-lengths would always be heuristic, not algo-
rithmic, in that they would merely be selections of some
particular interpretation as more prohable than others, gilven
the other contextual information considered, and the total
information stored in the memory at the time of reading.

However, the questlon still remains as to just how
syntactic considerations select particular words of a sentence,
and types of clue words within those words, to be taken as
patriarchs for intersecting in particular cases. On this
question, one would expect tc get the most help from modern
linguistics, but in fact gets very little. The reason is that
generative grammars, although serving to describe sentences
of a language, tell nothing about how people may obtain such a
description, given a sentence. (In Section B of Chapter VIII
one proposal made in this regard, that of Miller and Chomsky,
1963, is consldered, and reasons why it i1s not acceptable are
given.) The various attempts to build an automatic parser
(See Kuno, 1965, Bobrow, 1963, and Hays, 1966) may eventually
provide help on this issue, but they do not yet seem to. This
1s primarily because, lacking any semantic theory at all,
these parsing programs have had to assume that no semantic
processing whatsoever is employed during syntactic processing.
The main concern of Chapter VII will be to find within the
protocol some empirical indication of how syntactlc facts direct
the semantic 1intersectlion process.
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In this chapter, then, a certain theoretical view of what
i1t means to understand text has been presented, buillding pri-
marily on the path finding process of Chapter III. This view
asserts that in general understanding is equivalent to con-
struction, in the brain of the reader, of new "planes of
tokens" like those employed in the memory model. The plane
building process is gulded by discovering, within the general
semantic memory that the reader must already have, acceptable
paths between concepts the text discusses. In Sectlion B one
way that running text could be linked to the overall "context"
established by prior parts of that text was considered. In
Part C the use of clue words assoclated with the model's
"parameter'" symbols as patriarchs was considered.

Although we have been able to agree with the transforma-
tionallsts that syntactic clues serve to gulde the combina-
tions 1in which words of a sentence are semantically processed,
one cannct, in a performance model, simply assume that there
will always be a convenlent deep structure at hand to do this
directing. One might assume that someone, someday will succeed
in bullding a parser to provide such deep structures, although
we do not think thls is a reasonable hope (see Chapter VIII),
and Instead will consider as an open question how syntactic
facts about a glven sentence help direct semantic inter-
relating of its words. Thus, a major problem that this
chapter's theoretlical vliew poses for our empirical analysis
of the protocol 1s: how do syntactic properties of words and
ser.tences feed the right combinations of patrliarchs to path
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finding routines. After further preliminary arnalyses in the
next chapter, this problem is returned to in Chapter VII.l

lGiven the great flexibility with which any given assertica

can be expressed in a natural language, any really humarn-like
model of text understancing must also be very good at recog-
nizing complete or partial synonymy (and contradiction) be-
tween a statemert in memory and one in text. Doing this is
a180 possible within the sort of memory being considered here,
although 1t will not be discussed in detail in this thesis.
(See Appendix III on the essentials of how synonymy may be rec-
ognized by use of the model.)
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CHAPTER VI

PRELIMINARY ANALYSIS OF THE PROTOCOL AND OF
PARSING AS A PROBLEM SOLVING TASKl

A. DIVIDING THE PROTOCOL INTO EPISODES

The first step taken in analysis of AX s protocol was
8impiy reading it as thoroughly as possible, attempting to
characterize what she seemed to be doing at each numbered
paragraph. After going through the protocol many times in
this way, 1t began tou appear that AX repeats certain process-
ing steps at various points. By giving names to these repeated
steps a set oi process catego~ies was evolved, which have
stabllized into the set of 13 described in Part D of Appendix 1.
In the right column of Fart C these categories have been used
to characterize each step AX appears to take in the protocol.
The categories are merely descriptive, i.e., are condensed

lThe general orientation toward protocol analysis, as well as
many of the specific techniques used in this chapter, derive
directly from techniques worked out by Newell and Simon. See
especlally Newell arnd Simon (1964),
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restatements of what AX is doing at each particular point.1

Such descriptive categorization serves to reduce the initial
complexity of what AX is dolng during the protocol to a
manageable number of processes, and allows ecurrences to

be noted,

For our analysis the most important category 1s the one
called "Seg." This category was created to account for the
fact that A, in encoding the text given to her, persistently

[ L. T — ——

reads aloud short segments of that text. There is no neces-

sary reason for this in the encoding procedure, where words

1o robsontatbll

are dealt with one at a time. In facft, fo_ studying the
understanding process, it is one advantage of the encoding
notation that it forces a coder to deal at some stage with
each word's relationship to other words one at a time. Since
part of the instructions given to AX suggested that she first
read aloud each definition, no significance can be attached

to her reading whole definitions, and these are not charact-
erized as "Seg." Nevertheless, one notes in the protocol

that AX very persistently reads aloud not just single words
and complete definitions, but two to six word segments of text.

After she "bites off" 2 segment in this way, the protocol
typically shows AX proceeding to encode on the plane the link

—

which connects the new segment to the previously formed

lThe only ~ategory which evolves an inference in being applied
is "Cf," it being inferred that AX has compared a parameter's
clues to a potential value for that parameter before filling
the parameter with it. This is done to point up the protocol's
relationship to the theoretical orientation described in the
preceding chapter; "Cf" could be replaced with a purely des-
criptive category with no essential change in the following
analyses,
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structure, and then the other l1links that connect the words of
the new segment together. After thils 1s completed she proceeds
to "bite off" another segment of text and encode it similarly.

Thus, the encoding of segments define: natural episodes
within the protocol, each of which begins with a "Seg." step.
In order to see these eplsodes and the segments they pertain
to clearly, they have been numbered (Sl, 32, and so on) and
the segment itself quoted in the right hand column of the
protocol.l These segments are shown in Table III, designed to
show clearly which pleccs of the running text AX blites off for
consideration. These segments accord well with most standard
linguistic formulations of syntactic constituents, forming
prepositional phrases and predicates rather than subject-verbd
or subject-preposition units. For examrle, there 1s not a
single case 1in which AX groups a noun with a modifying prep-
osition while omitting the preposition's object. Thus, AX's
segments wculd appear to conflrm the general proposition of

Katz, et al that semantlic processing operates on syntactlically
related groupings. However, to be able to name AX's segments
1s stlll far short of having a set of rigorous rules which,

lOn a few occasions AX reads a long string of text, but then
immedlately, before encoding any of 1t, delimits a smaller
subsegment of this string tu process; in thls case only the
smaller segment has been characterized as "Seg." (see #7,
#8 and #18, #19). Also, AX sometimes reads a stretch of text
after she has encoded 1t, 1n which case she is clearly test-
Ing The English sense of what she has encoded. In thls case
the step is characterized as "Test" rather than "Seg." Only
contlinuous segments of the text, which AX herself, during edit-
ing of the protocol, spontaneously decided to enclose in
ﬁuote§, have been consldered elliglble to be characterized as
Seg." Once a segment has once been characterized as "Seg,"
latgr ocgurences of it in quotes are not characterized agailn
as "Seg.
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(Nil indicates that the text was not contained in any segment)

Whip:

Nil Stick

S1 with cord

52 cord or leather

S3 fixe
gl fixe
55

S6

ST

S8

39

310

S1il

512 as punishment.

Nil Give blows (¢
S13

Nil

S14

S15

S16

sS17

TABLE III

THE TEXT AS SEGMENTED BY AX

d to end of it
d to end
end of it
used to give blows \
glve blows in driving animals |
give blows
in driving animals g
driving animals ~— M
animals etc. 0
!
with whip. |
Be

acting as whip . 4
as whip 1
to(dogs,political group).

dogs,political group




whip 3:

S18 Person responsible
resporisible for seeing that others of his political group

S19
320
S21
S22
523

s2h
S25

when desired,
S26 when desired,

827
Nil
s28
S29
S30
S31
S32
S33
S34

whip 7:

o—y e

TABLE III (Cont'c)

others of his political group
of his political group
political group

in Parliament

do the right thing.

S35 Give (eggs etc.) guick blows

S36
S37
S38
S39
sS40
Sh1
si2
Sl3
suh
sus
S46

etc. (= "or food")

Note
from whip

are present
present

requesting person to be present
person to be present
be present in Parliament
present in Parliament

with fork etc
fork etc
etc(= "or spoon")
get them mixed with air
to get them mixed
mixed with air
with air

so that
so that

in Parliament

they become stiff

they become stiff

QQ
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whip 9:

Sh7 go or take quickly (out, through)
S48 out, through
s49

out, through etec,

' U — o

T

TABLE III (Cont'd)
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given the same text, would segment it as AX does. Such rules
are what are required in an explicit theory or a simulation
program, and the next chapter will consider such rules, after
the problem that faces a reader as he tries to comprehend text

has been set up more explicitly.l

B. THE COMPREHENSION SPACE OF A SENTENCE

In the memory model, every word's full concept contains
information showing its various possible meanings, and
clearly a human subject is also able to recognize separate
meanings for each word. Table IV and Figure 4 have been
created as analytical tools to enumerate the range of choices
such mental information would provide for a coder or a reader,
That 1s, in order to make explicit the assumption that the
coder's memory provides her with choices similar to those in
a dictionary, the investigator looked up (in a BRasic English
Dictionary) each word that appeared in the definitional text
AX had been given to encode (excluding prepositions and
articles). Then all of each word's meanings (that were com-
patible with the inflections present on the word) were

lThe way AX segments the text 1s also related to our assump-
tion that the processor she uses to understand text is not
1tself consciously accessible to her, that only its results
are. She seems to find it necessary to hand that processor

a segment of text, and then loock at its results to decide

how to construct the plane. (In paragraphs' =uch as #158,
e.g., 1t seems apparent that she is feeding aifferent seg-
ments to such a processor, getting results which "make sense"
or do not, and then coding on the basis of these.) The accessible
outputs of her 1naccesslible processor scem each to be a sort
of transitory mental representation, in our terms, a part of a
plane of token nodes. We assume that one reason AX divides
the text into segments is to be able to retain these mental
representations clearly enough to write down their details
accurately.
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TABLE IV

POSSIBLE MEANINGS AND PARAMETERS FOR
EACH WORD OF THE TEXT AX ENCODED

oo

S e

stick

stickl (to jab)
S person, pointed object
D person
M

stick? (any rod-like object)
M

stickl (to place quickly)
S person
D small possession
M

stick5 (to (cause to) adhere)

S paper, person
D paper, wood
M

with

U=

cord
cordl (twine, thong)
M
cord?2 (to tie with cord)
S person
D package
M

leather

M

01




L

fixed

T rix(1l)ed (held steady)
S person
D object, color, picture
fix(2)ed (attended to)
S person

D attention, eyes

M
fix(3)ed (repaired)
S person, solution
D trouble, broken object

M
to
M
D
end
endl (terminating point)
M point
end? (to (cause to) terminate)
S person, event
D event
M
of
M
D
Slpoommemmce—s -Find a referent for this word
2
52 (or)
M
D
52 (and)
M
D
used
S person, engine, process
ﬁ instrument
g2




to
M
D
I glve
; T givel (provide with)
S person, document
i D object, emotion
! M
' give?2 (make, as in "give a jump")
. S person
| D action
! M
give3 (elasticity)
! M
; givel (to stretch or bend)
S flexible object
' M
3
blows
' blow(1l)s (moves by using air)
' S wind, person
D object, nose
M
blow(8)s (sudden impacts)
M
blow(9)s (windstorms)
M
in
M
D
driving

driv(1l)ing (forcing or directing)
S person, power
D person, vehicle, machine

M
driv(2)ing (hard working)
M person

animals
M

yﬂ
-
i




ete-—mmmomee Assume an "or" preceding this word, replace

- ———

U=

M
D

punishment

M

Glve
givel

this word with a concrete term.

(provide with)

S person, document
D object, emotion

M
glve2

S person
D action

M
give3
M

givel

(make, as in "give a Jump")

(elasticity)

(to stretch or bend)

S flexlble object

M

blows
blow(1l)s

(moves by using air)

S wind, person
D object, nose

M
blow(8)s
M
blow(9)s
M

e

(sudden impacts)

(windstorms)
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wilth
M
D
whip--=-==w--- Substitute head node of the definition.
Be
bel (to have as property or name)
S
D quallty, position, relationship, name
be?2 tc exist)
S
M
acting
act(1l)ing (effecting, affecting)
S person
D behavior, process
M

act(2)ing (substitute)
M authority

act(3)ing (pretending)
S person
D role
M

whip--==cce—-- substitute head node of the definition.
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dogs
dog(1)s

M
dog(2)s

S anlial

D person

's.

political

{the four legged animals)

(trails closely)

(or)

(and)

M organization, person, act

group
groupl
M norm
group?2

S person,

(an aggregate)

(to form into a group)

theory

D obJjects, people

M

ggrson
M

responsible
M

for

seeing
see(1l)ing
S person
D object
M

(sighting)
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see(2)ing (comprehending)
S person
D idea, significance
M
see(3)ing (able to see)
M

seé(#)ing (visicnary) '
" A

see(5)ing (meeting with)
S person
D person
M
see(6)ing (insuring)
S person
D event
M

that
thatl (conjunction) ----- ecurse, l.e., comprehend
the following clause and

treat it as a unit.
that2 (article)

that3 2pr§noun) --------- Substitute referent.
as

others—=——e—-- -=Substitute referent.

hig===-emmem—au Substitute referent, assume "of" before the
-referent.

political
M organization, person, act
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group
groupl (an aggregate)
M norm
group?2 (to form into a group)

S person, theory
D objects, people

Parliament
M

are
" arel (to have as property or name)
S plural
D quality, pos’tion, relationship, name
are?2 to exist)
S plural
M

Jresent

presentl (here, now, there)
M

present? {to put forward)
S person
D gift, person, idea
M

present3 (thing given)

i

when
whenl (at a time)
M event
D event
when2 (although)
M event
D situation or event contrary to M
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desired
S person
D

 —— e - L]

N

~ dol
S person
D act, work
M
do2

)1 (or)

(and)

( perform)

(vbe adequate)

S object, act

M

the
M

right
rightl
M
right?2
S person
D situation

M
right3
M

-

thing

| e e Pew — [~ SR S, —
=

b

(correct)

(to make correct)

(oprosite left)

(a short record)
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note?2 (to observe or record)
S person
D fact
M
note3l (musical)
M
note5 (quality of voice)
M
notel0 (paper money)

whip-==mcmm—eeo Substlitute referent.

requesting

g)person, agency

D event, object

person
M

o=

be
" bel (to have as property or name)
S
D quality, position, relationship, name
be?2 (to exist)
S
M

presant
presentl (here, now, there)
M

1¢0

4
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v

i

present? (tc put forward)
S person
D gift, person, idea
M

present3 (thing given)

Parliament
M

etc, —mmmmmmm——n Assume an "or" preceding this word, replace
this word with a concrete term.

Give
givel (provide with)
S person, document
D object, emotion

M
glve?2 (make, as in "give a jump")
S person
D action
M
give3s (elasticity)
M
giveld (to stretch or bend)
S flexible object
M
eggs
egg(l)s (as from a chicken)
M
egg(2)s (taunts, encourages)
S person
D persor
M
ete, ~—mmmmmmmae Assume an "or" preceding this word, replace

this word with a concrete term.

101




quick
M act, animal

blows

blow(1l)s (moves by using air)
S wind, person
D object, nose
M

blow(8)s (sudden impacts)
M

blow(9)s . (windstorms)
M

with

fork

forkl (to branch)
S road
M

fork?2 (the eating implement)
M

fork3 (to spear with a fork)
S person
D hay, food
M

ELC ., mmm e Assume an “or" preceding this word, replace

this word with a concrete term.

get

TTgetl (to acquire, become or understand)
S person
D condition, object, point
M

gete (to cause)

S person
D change

M
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theme-—ee—ecee=—- Substltute referent.
mixed
A S person, process
[ ﬁg substances, objects
l with
M
[ D
air
l airl (the gas we breathe)
M
air?2 (to expose to air)
S person
! D clothling, room
M
: air3 (an appearance)
| M
| 8o
M
D
! that
thatl (conjunction) —-=====m=- Recurse, 1l.e., comprehend
l the following clause and
treat 1t as a unit.
tha t2 (article)
| M
l that3 - Pronoun ) =======—=====- Substitute referent. °
thatb as)
M
| D
I they-=======—=- Substitute referent.
become
l becomel (get to be)
S situation, person
D condition
I ?
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become2
S clothes
D person
M

stiff
stiffl
M
stiff3
M alcoholilc

Go

“gol
S person, Vv
D place

S road
D place

D condition

S resource,

S object
D place

take

takel
S person
D
M

take?2
S person
D
M

LEEEan ¢ oo S e S

(are flattering to)

(rigid or formal)

(strong)
drink

(to move, operate)
ehicle, machine
(to extend)

(become, develop)

(be used up, break)
implemant

(be normally kept at)

(to acquire)

(to accompany in order to move)
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take8 (have desired effect)
S 1lnnoculation
M
takel? (react to in certain way)
S person
D news, suggestion
M
takel3 (to photograph)

S person, camera
D picture, scene
M
takelT (require)
! S task
D material, time, knowledge
M

L 000 et oy

quickly
M action

out
outl (outside of or in public)
M
out8 (not current)
M old obJject, procedure

l\.

oL (or)
M
D
J2 (_and)
M
D
througi
througal (between)
S
D two things
M
through3 (with aid of)
S event, achlevem 1t
D person
M
throughl (finished)
M event
etC . mmmmmmm e Assume an "or" preceding this word, replace

this word with a concrete term.
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ENCUDING OF THE TEXT BY SUBJECT AX

Fi1L. 4

L e

Wy W

S—

P sty

e e

i
\

listed.l (AX, of course, never saw this information; all she
was given to work with was the text, Part A of Appendix I.
The reason for not considering prepositions polysemantic at
this stage will be discussed in Chapter VII.)

After listing each word's meaning, the next step in
creating Table III was to list, for each sense of each word,
the S, D, or M parameter symbols that its full concept would
apparently have to contain somewhere. (It will be recalled
that an M parameter represents not a modifier of the word
containing it, but something the containing word modifies.
Thus, 1f word A 1s selected as the value of an M parameter in
word B, this means that B modifies A.)

The final step in creating Table III was to attempt to
list, for many of these parameters, a '"clue" word or two
stating what seems to be a likely sort of thing to fill that
parameter. Often these clue words were included in the
dictionary definition of the word, in other cases we simply
added them from our general knowledge. If no such clue concept
came readlily to mind it was omitted; thelr purpcse here 1is only

1Actually, a Judgement was made at this point as to how many
of the word's separate dictionary senses seemed significantly
distinct to merlt being listed separately. In these judge-
ments, the same criterla were applied as are customarily used
in deciding which meanings to keep separate for a word which
is to be encoded (see Chapter IV), with one exception. This
ig that for Table III, whenever such dictionary mearings of

a word differed in parts of speech (other than by an adjective-
noun distinction) these senses were listed separately. This
change in the usual criterlia was made because Table III is
desligned to enumerate expllicltly the separate possibilities
avallable to a coder or reader as he understands text. In
Table III the brief statements after each 1 mbered scnse
indicate what that particular meaning 1is.
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illustrative. However, .ne should remember in looking at one
of these clue words that its function 1s not to limlt what can
be, say, the subject of some word, but rather to glve some
basis for selection of one clternative out of a set of candi-
dates when these are prov’ 24 by a text in which the word 1s
used (see Chapter V).

Figure 4 was then formed by laying out the information of
Table III in normal left-to-right order and adding punctuation.
The long solld arrows in Figure 4 show the actual "parameter
f1llings" (word-to-word relationships decided upon by AX during

encoding).l

Besides its use to show how AX understood the text, Fig-
ure 4 allows a method of enumerating 2ll the possible ways of
comprehending these sentences, in the same way that all the
posslible moves 1n chess or in solving well defined problems
can be enumerated. That 1s, with Figure 4 one can calculate
the number of concelvable relationships that could be formed

between the words (&s inflected) of these sentences of text.
Then, varlous combinations of these word-to-word relationships

constitute conceilvable "comprehensions" of the sentence. The
total set of such combinations of relationships within a sen-

tence will be called 1ts "comprehension space," since to
actually understand the sentence 1s to utilize some one (or
possibly two) of these combinations from this set of possibil-

1tles. Actual comprehension is done by using word order,

lln Flgure 4 a downward pcinting arrow within the box enclosing
a word or punctuation mark means that we assume that that word
or punctuation functions as a slgnal to a person's understanding
processor that the action described below the arrow should be
performed. Green (1961) and several more recent programs huve
advantageously defined certailn words as cues for some kind of
actlon.
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inflectional interdependencies and semantic Interrelationships
to rule out many comprehensions while selecting one or two; to
enumerate the total comprehension space of a sentence is,
therefore, to ccunt the combinations of word-to-word relaticn-
ships possible on the basis of its inflected words alone, with-
out taking any syntactic or semantic interdependencies into
account,

To carry out a calculation of the comprehension space of
the first sentence in Figure 4, we observe that "stick," the
first word, provides ten parameter symbols: 3 for "stickl,"

1 for "stick2," 3 for "stick4," and 3 for "stick5."l The total
number of ways "stick' can be related to other words of the

ser.tence is the total number of ways ifs parameters may be
filled by taking those words as values, If we assume that the

sentence is to be comprehended without any "double meaning,"
then only one of the four meanings of "stick" will be chosen

in any one comprehension. If "stickl" is chosen, three para-
meter symbols will need to be filled. If "stick2" is chosen,
only one parameter symbhol will need to be filled, etc. Suppose
"stick2" is chosen. Then there will be K ways "stick" may be
related to the rest of the sentence, where K is the number of
possible values available to fi1l1l1 the single parameter of

Limat one might call the total "parsing space" of a sentence

is a subset of itc comprehension space, since, for parsing,
different meanings of words are ignored, except as these pro-
vide different word types, i.e., different kinds of parameters.
Thus the parsing space of a sentence shcvm in Figure 4 can

be calculated by the procedure we outline below for calculating
i1ts comprehension space, if each particular type of parameter,
S, D, or M, i1s counted only once in a word concept, even

though it occurs more than once in different meanings of the
word. By such counting, "stick" provides three rather than

ten parameters.
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"stick2." On the other hand, if "stickl" is chosen, there

will be K3 ways that "stick" may be related to the rest of the
sentence, since any permutation of these possible vaiues pro-
vides a different way that "stickl" can be related to the rest
of the sentence. Since we do not know in advance which meaning
of "stick" will be chosen, there are iritially K3 + K + K3 + K3
ways that its parameters may be filled. In thils sentence,
before any analysis limits the choice of values to fill the
parameters of "stick," there would appear to be 22 possible
values for each of its parameters. (This 22 excludes the word
"stick" itself, but includes all the other words, and those
punctuation marks which can form combination units which in
turn can fill a parameter.) The possibilitv of not filling a
parameter must be added to these 22, giving K=23. Thus, it

is conceivable, before any syntactic or semantic analysis at all,
for "stick" to be related in any one of 233 i 23l + 233 + 233 =
36,524 ways to the rest of this sentence. This figure excludes
the possibllity of puns, but allows for the possibility of a
word beilng the value of more than one parameter, which is
entirely possible (see Figure i-a, for example),

However, for our present purposes the exact magnitude of
K 1s unimportant, as well as is whether or not K's size should
be different for different words of the senience, e.g., should
decrease as one moves along in the sentence. (For a calcula-
ticn of the total comprehension space, little if any such
change in K should be made, for, agaln, parameter values do

not get "used up;"

a single word of a sentence can appear at
several places in the parsing structure of the sentence,
hence filling several parameters.) The second word of this
text, "with," provices two parameters to be filled, and hence
cou” be related in K2 ways tc the rest of the sentence.

S° larly, the third word could be related in K + K3 ways, etc.
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Now, to get the total number of "comprehensions" of this
sentence all the combinations of the relationship possibilities

for each word must be calculated. Carrying out this calcu-
lation will yleld a number whose exact size will depend on K,
but which clearly will be astronomical. It seems clear that

the space of possible comprehensions for any moderately long
sentence will be of similar size. Thus it seems that for sen-
tence ' comprehension, Jjust as for chess playing and most other
interesting problems, fthere 1s no real possiblility for either

a human or a computer to actually enumerate the total space of
possible text comprehensions. (C.. the summary of the heuristic
programming literature in Newell and Simon, 1963.)

Even though most ~f a texts' comprehension space must,
therefore, never actually be considered by a human language
comprehender, the existence of some very long lines in Figure 4
shows clearly that, in selecting one particular comprehension
of a plece of text, a person must have open a very sizeable
number of possibllities. Thc heuristic methods by which one
particular comprehension of text 1s selected 1s the central
problem for anyone whce would explain "understanding," just as
the heuristic methods by which one particular chess move 1s
selected from all those possible is the central problem for
anyone who would explain chess playing. We turn now to possible
ways of selecting one such comprehension. '

C. THE NO-SYNTAX HYPOTHESIS

One extreme view of how a single comprehension of text may
be arrivéd at i1s that a purely syntactic parser produces all
the syntactically correct parsin:s of each sentence, before
any semantic processing at all 1s attempted. This sort of
assumption is implicit in attempts to develop automatic
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parsing programs, and would seem to be implied in the formu-
lations of Katz and his co-authors, if these are extended in
any stralghtforward way to performance models (which trans-
formationists do not advocate.) A good deal of effort has been
and still is being spent on developing automatic parsers, with
moderate success. (For a survey of these efforts see Bobrow,
1963. See also Hays, 1966,) However, such parsers are as

yet by no means wholly successful in parsing ordinary, un-
selected text, and presumably most of the people working on
such parsers now realize that they are attempting a task which,
in postponing all consideration of semantics, is almost surely
unlike a human's language processer. (What is perhaps the most
successful of these parsers has in fact introduced semantics

to some degree by proliferating syntactic word types — nouns,
verbs, etc, — until the program now employs, instead of the
traditional eight "parts of speech," over two hundred word
types. (On this program, see Kuno, 1965, and Appendix II.)

In this section an experiment will be described that
explores the opposite extreme assumption: that syntax serves
almost no initial role at all for the understander of tex%t.
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