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ABSTRACT

The U. S. Naval Civil Engineering Laboratory is studying the design of
various entranceways for protective structures. The particular portion of
the work reported herein is con erned with air ducts in concrete. One of tl
essential parameters for the design optimization of such duct: is the neutr:
energy spectra as a function of position in the duct. From this parameter r
be determined the type and quantity of shielding materials necessary to ach’
a specified protection factor.

.. .In order to achieve a uniform system of neutron dosimetry, it was deci
to use the activation of bare and cadmium covered foils, foil sandwiches, ai
threshold foil detectors to measure flux spectra. This application represei

+ one of the first times that foils were used to experimentally determine dif:
"~ ferential flux over the energy range from 0.001 ev to 15 Mev. It is beliewt
-to be the first application to protective structure shielding experiments.

Preliminary to the experimental determination of neutron spectra by fo
activation, it is essential that the responses of the selected foils be mea:
in a medium of known moderating and scattering properties. A hydrogenous m
such as paraffin, meets this requirement and is experimentally simple. A s«
of nominally li-Mev neutrons was directed at successively increasing thickn:
of paraffin made from l-inch slabs 12x24 inches. Selected foils were place
the opposite side of the paraffin and their response to the neutron irradia
determined. From this study technclogy is developed by which the observed
ponse of folls Irradiated in complex shields may be related to neutron ener
flux. The report of this technology will be made at the time neutron erarg
spectra for air ducts in concrete is reported. Herein is the report of the
preliminary experiment where a study was made of neutrons streaming through
hydrogenous media. The normalized activation responses of selected foils a
given as a function of paraffin thickness.
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Also described is the sequence of computer programs which process and
analyze the radiometric data of such foils. These programs were specifically
designed to handle the foil data associated with the experimental determination
of neutron streaming through ducts; however, they are suitable for handling
other radiometric analysis problems. By their use, radiometric analysis data
may be rapidly processed with reasonable assurance of freedom from numerical
error. Maximum utility of these programs is obtained when using automatic
counting that punches data directly on cards usable as the computer input.

This work was sponsored by the Defense Atomic Support Agency.

Qualified requesters may obtain copies of this report from DDC.
Release to the Clearinghouse is Authorized.




INTRODUCT ION

The application of foil activation for neutron flux measurement in
the energy range above | Mev and below 0.5 ev has been described by Hughes.
Above 1 Mev threshold reactions are used and below 0.5 ev bare and cadmium
responses are used. From the many foil techniques available for the measure-
ment of neutrons with energy between 0.5 ev and 1 Mev, the application of fgig
sandwiches was selected. This application has been described by the agthor ’
after a method of Stehn and the Staff of Argonne National Laboratory.

~ The techniques for calculating neutron energy spectga from the activation
response of several foils has been previously discussed.” Essential to such
calculations is a knowledge of the various responses in a medium of known
moderating and scattering properties. For this purpose a neutron generator
employing the d,t reaction with an acceleration of 150 kev was used as a sourc:
of nominally l4-Mev neutrons. This source was directed at a praffin moderator
so that the beam of deuterons was perpendicular to the exterior surface of the
moderator. The response of selected foils was observed as a function of
paraffin thickness in such a manner that no reflection was present. Each ir-
radiation was normalized, maximizing the deuteron beam current by adjusting
the focus, extraction, and accelerating voltage, and observing the counting
rate ofaslightly moderated BF3 detector used as a flux monitor. The high
voltage was adjusted last and”’assured that the incident neutron energy re-
mained constant throughout the experiment. This is possible since the d,t
reaction peaks at approximately 150 kev acceleration at_which value the
ejected neutrons have a most probable energy of 14 Mev.

The activity of each foil was observed with an internal gas flow pro-
portional detector with a "micromil' window and using ''P'' gas (90 percent
argon, 10 percent methane). The detector was incorporated into an auto-
matic counting system that directly punched cards. Data was identified by
separate problem, sample, counting system, counting geometry, and observa-
tion numbers. All foils of the same type were of the same size and approximat
mass and were irradiated for the same time. Data was corrected for detector
resolution loss and decay after irradiation. Data was normalized in such a
manner that knowledge of the distance from foil to the tritium target,
counting efficiency, foil cross section, and irradiation time was not part
of the analysis. ‘

EXPER IMENT

The experiment consisted of irradiating certain selected foils, listed
in Table 1, with neutrons. Various thicknesses of paraffin were placed be-
tween the neutron source and the foils so as to moderate their initial nominal
14-Mev energy and to cause the neutrons to take on differing energy distributi
Ho paraffin was placed behind the foils so as to minimize response to neutron
backscatter. For each specific foil material the same foil dimensions were
used throughout the series of experiments; however, variations occurred betwee




different foil materials. The neutrons were produced by accelerating deuterium
to approximately 150 kev before impinging on a tritium target. The accelerator
operating conditions were optimized throughout the experiment by adjusting beam
focus, extraction and acceleration voltage so as to maximize the beam current.
It should be noted that the d(t,n) cross section is near its maximum value at
150 kev energy. At this energy of bombardment, the neutrons have a most probable
energy of about 14 Mev. All foils for threshold detectors were irradiated 30
minutes. The aluminum-manganese foil sandwiches were irradiated for 10 minutes
followed by a 10-minute period for manipulation and counting. This in turn

was followed by a 15-minute irradiation for all copper foil sandwiches. The
bare and cadmium covered indium foll combinations were irradiated at the same
time; they were placed for irradiation to begin with the 10-minute irradiation
of the aluminum-manganese sandwich and were removed after the 15-minute copper
sandwich irradiation. Since the irradiation time of each specific foil was

the same, no corrections were made for activity buildup during irradiation.

A slightly moderated BF3 detector was placed in a fixed position near the
generator. The count of "this detector integrated over the irradiation period
was used as a relative measure of neutron flux which in turn was used to

normal ize all observed foil activities. No corrections were made for very
slight differences in mass between different foils of the same material or

for counter efficiency. However, inverse square corrections were made for

the varying distance between the foils and the tritium target. All observed
foil activities wcre corrected for decay between the erd of irradiation

and the time of observation. Particular attention was directed toward preci-
sion. Care was taken to insure the purity and cleanliness of foils.

Foil activities were observed with an internal gas flow proportional
detector having a micromil window. This detector was placed in an automatic
sample changer. The counting gas was 96 percent argon and 10 percent methane,
and counts were observed at the center of the beta plateau. A RaDEF scurce
electro deposited on a platinum disk supplied by the National Bureau of
Standards was used as a long lived standard to assist in obtaining uniform
counter response during the period of the experiments. The output of the
counter was the input to a data converter which punched on IBM cards the
counting data. Other information necessary to the experiments and analysis
of data was manually punched on these and other cards. A complete description
of the data format on these cards and the information that they require will
be found in cthe following section: Data Reduction. All counting data was
analyzed by the methods described therein, which included statisvical analysis

of variance.

DATA REDUCT ION

Data experimentally obtained from automatic counting systems during
experiments that measure neutron streaming through ducts may best be reduced
by computer techniques. Computer programs are also suitable far handling
other types of radiometric analysis. The processing of data by a digital
computer insures accurate reduction and rapid handling, thus affording im-
mediate review between experiments. The programs about to be presented were




used to reduce the data from the experiment just discussed. However, to
illustrate the broader applications of these programs, numerical examples
are included from reduction of other counting data.

All output data from these programs may be used as data with which to
calculate neutron flux. The calculationssof this program are performed
basically as has already been delineated.”~ Only departures from previous
work and new information is presented herein. The programs described are:
pre- and post-data compiler, PDC I, Il|; three data organizations, DATORG I,
It, 111; resolution, RESOL; two decisions, DCISON I, Il; Chi Square, CHISQ;
three analyses of variance, VAR |, Prep VAR, VAR |1l; three decay analyses,
DECAY I, I, 11I; dead-time determination, DEAD; and backing thickness
determination, BACKTH. The latter two programs are not part of the routine
analysis, but are included for completeness.

The program sequence is shown by the block diagram of Figure 1. All
programs were written in Fortran | and were designed to be compiled with
the PDQ processor, using the IBM 1620 computer. This computer was selected
since it is available near the experimental facility. It is, however, possibl:
to modify the program for use on larger computers (e.g., 7090 or 7094 as a
chain job with a control program). This would be accomplished by changing
a few input and output statements.

PDC takes the counting data as punched by automatic counting equipment,
whose format is shown in Figure 2, preceded by a deck of program definition
cards. The format of the problem definition cards is shown in Figure 3. The
following programs are designed to be run in sequence according to on-line
comments. For specialized cases of radiometric data certain of the programs
could be omitted from the running sequence; however, the experimentor is
cautioned that such omission could result in a data format that the computer
does not properly recognize.

PDC organizes all data by problem number and sample number and into a
format most suitable for further reduction. |Its output is the input to DATORG
which sorts the data according to counting systems, and geometry. These
various sortings allow the intermixing of data, thus affording flexibility of
counting operations. Its output is the input to RESOLN which corrects observec
counts for detector dead time. Data is then fed to DCISON which corrects obser
counts for decay during the counting period. DCISON also tests to determine
if decay has occurred between two successive observations on the same sample.
If so, each observation is called '"number one', but if not, the observation
number is advanced sequentially, regardless of the observation number punched
on the card. The output from this program is the input either to DECAY or to
CHISQ, according to a predetermined code number.




DECAY corrects for decay between count observations and adjusts these
observations to that estimated for a previous time. CHISQ is customarily
used only when a new system is put into operation or its performance Is
questioned. |t determines if a series of observations is from the Poisson
distribution associated with the characteristic randomness of radioactive
disintegration. Correct performance is exhibited only if such a distribution
exists. The output of DECAY is the input to VAR which averages the counts,
corrected to a particular time, that are associated with like samples. The
error associated with this average is also estimated along with the number
of additional samples necessary for a smaller error. Not directly associated
with the data processing, but included for completeness, are two programs,
DEAD and BACKTH. The former calculates the counter dead time used in RESOL,
and the latter calculates the thickness of sample backing material by three
different methods: first, from data given in milligrams per square centimeter;
second, from data given in mils along with the material density; third, from
the ratio of the observed counts of another source with and without the backing
material.

The input and output formats, flow charts, and program listings will be
presented later herein when each of the several programs is considered in

more detail.
Program Description - Pre-Data Compiler

POC sorts the counting data problem number, the major data breakdown, and
transforms the raw data, punched by the automatic counting equipment, into a
format more suitable for further reduction. The first cards read are all of
the constants and problem identifying numbers required for further data re-
duction, such as sample numbers that should be compared, background data, decay
constants, number of decay components, and special code numbers. Next, the
data furnished by the automatic counting equipment is read. |t should be noted
that the sample counting time does not have the decimal point included on the
card (a requirement of the counting equipment). Thus, this éntry is immediately
transferred from a fixed point number (no decimal point) to a floating point
number (with decimal point). With the particular counting equipment utilized,
the omitted decimal point on the input data card necessitates dividing the
punched number by 100 in order to obtain the counting time in minutes. After
preliminary sorting of data into separate problems, the input constants on
cards are punched, followed by the data cards as they are processed. These
comprise the input to post-data compiler, which organizes the rroblem by
sample number and similarly punches the data in the same format. Table 1|
lists the source program; the input and output data for a sample problem
are given in Tables 1lla and 11ib, respectively.




Data Organization

DATORG consists of a sequence of programs beginning with the output of
POC. It arranges the data in ascending order with respect to system number,
and geometry number, associating with each group the appropriate input constan
The Input data Is punched in time sequence so that each field wiil be
organized In time. |f the data is already organized, this sequence of
programs may be bypassed and the output of PDC used directly as input to
RESOL. Once the data has been stored, a loop in the program performs the
task of making the necessary changes to the sequence of data cards for their
organization. After the data is sequenced appropriately in the storage array,
duplicate cards are punched in an identical sequence. At this point, the
next set of raw data is loaded, to be arranged in similar manner. Tables VI,
VIil', and X list the source program, and the output }isting of a sample
problem is shown in Tables VI, IX, X1, for DATORG I, 11, &nd I11.

Resolution

RESOLN corrects the observed counts for detector dead time loss. It
should be noted that if the counting rate of the data is sufficiently low
sO as not to exhibit the effects of resolution loss, this program may be
bypassed, and the data used as input directly to DCISON. RESOL obtains the
dead time from the data cards associated with the corresponding system. After
processing data for a particular system, a new system number and value of
resolution time is associated from the input with the counting data. The
analysis is then repeated. Table XI| is the source program listing and
Table X111 lists the output for a sample problem.

Determining Dead Time

Dead time is calculated from a series of count rate observations made
on a highly active, rapidly decaying radioactive sample. The analysis

- utilizes two data sets, N, the true count rate obtained by extrapolating

low count rate observations with a known half-1ife, and M', the observed
high count rate observations. For every point M' there must be an associated
point N. A curve of the form for dead time corrections

where T is dead time, is then fitted to the data by the least-squares method.
The program is limited to 100 data points for each of the M' and N sets.
Input data is obtained from DCISON I, bypassing RESOLN. Table XIV is a
listing of the source program, and the output data Is listed in Table XV.



Decision

DCISON determines whether or not radioactive decay is significant. It
also supplies background count data and the decay constant of principal intersect.
There are two parts of this program: One, DCISON |, is used when the sample
observed contains only one radioisotope (i.e. decays with a constant half-)ife)
and the other, DCISON I, is used with a mixture of radioisotopes. Input data is
obtained from RESOLN which senses the correct program and prints on-line
instructions to the computer operator. If no background count information is
given along with the counting data, the program searches for this information
in the experimental constants section of the input data. |t then determines if
a decay constant is given by the counting data cards. |If not, an effective
decay constant is estimated by the relation

where A, and A, are two observations of count rate less background (made on
the samé samplé using the same problem, system, and jeometry numbers), Ay s
the first observation made after observation A,, t is the time difference getween
the two count rate observations, and A is the effective decay constant. It
should be noted that the value of A for the second to the last card, | = n-1,

is also used for the last card, i = n. The time difference is obtained by
multiplying the difference in days by 24 and adding that number to the dif-
ference in hours. The result is multiplied by 60 and added to the remaining
dgifference in fractional minutes. The effective decay constant thus determined
is used only for computations within this program and is not otherwise trans-

mitted to the ottput data.

Both forms of DCISON make additional tests and computations to correct
for decay during counting and to determine if there is significant decay
between observations. It is arbitracily chosen that if the product of At _,
t_ being the duration of count observations, is greater than 0.01, the ob-
sérved counts (less background) are corrected for decay during observation
by the relation

A = AK{

° (1-e™
where A is the observed counts and A is the corrected counts. For each
such card, the observation number is set equal to one. |f the count ob-
servation includes background, then it is necessary to convert sample and
background counts to rates, subtracting the latter from the former, before




making the above correction. |If the product of the time difference, t,,
between observations and the decay constant, A\, Is greater than 0.01,
significant decay is said to have occurred between observations. If such '
is the case, the observation number Is set equal to one and the time at
which the observation Is made is unadjusted. 1If, however, the product

At Is less than 0.01, then the time of observation is set equal to that
time of the first data and the observation number is set equal to that

of one plus the data immediately preceding. The source programs are
listed in Table XVI, XVIII and the output listing for both forms of

DCISON is given in Table XVilab, XiX.

Chi Square

CHISQ Is a program used to determine If a counting system is performing
satisfactorily. This program obtains its input data from DCI{SON but it
is not part of normal data reduction; rather, it is used when testing a
counting system. Data for CHISQ is obtained as a series of count rate ob-
servations, each for an equal interval of time. It should be noted that
any counting system should exhibit only the Poisson variations of random
disintegration process except for minor long term changes. The source
program is listed in Table XX, and in Table XXI is the output listing for
a sample program.

Decay

DECAY is a program used to correct for radioactive decay in the countin
rate of a sample. In the present scheme of analysis three programs are prg
vided depending upon whether there are one, two or three components of deca
The number of decay components (i.e., decay constants), is sensed by the
preceding program DCISON, and appropriate on-line instructions are provided
to the computer operator. For this program the cards asscciated with the
problem constants provide the decay constants. The program interprets thes
decay constants as the slope of straight lines on similog paper and fits th
observed counting rate data to the straight lines such that the sum of the
straight line components, one for each decay component, is equal to the ‘
observed counting data; as a function of time the smooth curve through the
counting rate data is optimized by the least-squares process. The source
programs are listed in Tables XXI1, XXIV, and XXXI, for Decay |, II, and il
corresponding to 1, 2, and 3 components of radioactivity. Tha program es-
timates the most probable counting rate for each component of the radioacti
sample, up to a maximum of three components. This estimate is at either
a given day and time, which must be less than the lowest day and time, or
the lowest day and time depending upon the information given in the data
of problem constants. Additionally, each data point is corrected back to
that time so that the resulting output data which is shown in Tables XXI11,
XXV, XXV1l, respectively for Decay I, 11, : «d Il consists of the average
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counting rate for each component as well as the average total counting rate

of the sample along with the counting rate of each observation broken into

its constituent radioactive components along with the sum of these components.
In all cases the other experimental parameters such as time of observation,
background counting, and time of observation of the background counts, number
of samples, and number of observations per sample, are preserved so that sub-
sequent programs can associate confidence limits with these count-rate es-
timates. Although some variance of data points from the idealized curve is
‘possible, extreme variations are not tolerated by the present program. This
Is because weighting is not employed to allow counting rates that more closely
approximate the predicted value (based upon known half-1ife) to be considered
more important than "hose counting rates which deviate considerably from the
predicted values. For the same reason, gross errors can result if the absolute
magnitude of one component of radicactive decay is small in comparison with
the absolute magnitude of the sum total of all components of radioactive decay
present in the sample. These limitations, however, do not impose serious res-
trictions for practical radiometric analysis, and the incorporation of these
limitations together with thase concerning the duration of time of observation
and number of observations per sample, which will be discussed as part of the:
following program VAR, greatly simplify the mathematical analysis and re-
quired computer programming.

Analysis of Variance

VAR is a program for determining the average counting rate of a series of
observations made over a period of time. As such, there are possible mechanical,
sampling, chemical, (when more than one sample is being compared) and non-Poisson
counting errors in addition to the Poisson variation of radioactive decay process.
Its input is the count rate of the sample and background counting rate pro-
vided by DCISON. The program also estimates the confidence interval associated
with the average count rate.

The program considers m samples whose hypothetical true count rate is the
average of an infinite number of observations made on an infinite number of
samples. Thus, the m samples represent a random collection from the sample
population. This population has a mean and a standard deviation, whose
estimates based upon m samples observed a finite number of times are, res-
pectively, p and @. These parameters, along with identification data, are
provided as output data. It is assumed that each sample is observed for the
same number of times, that each time duration of observation is the same,
and that a separate background determination is made for each observation.

In addition to determining the best estimate of the counting rate, an
estimate is made of the confidence limit associated with the standard de-
viation, 0.90, 0.95, and 0.99~level of significance. This level is used
in calculating the upper and lower limits of the confidence interval associatec




with 5. Additonally, the number of additional samples, or observations, In
the case of single sample, required to reduce the estimated error of the measut
ment is calculated and punched on cards together with the other output data.
The program is listed in Table XXVIIi, for the case of one sample, and the
output of a sample program is listed in Table XXIX. The result is the best
estimate of the counting rate of each component of radiocactive material, up
to a maximum of three, at a given day and time, along with the confidence
interval of these estimates. This best estimate is based upon a series of
observations made on a series of samples. Similar source programs for the
case of many samples, are listed in Tables XXX and XXXIl. The corresponding
sample output deta listings are in Tables XXX1 and XXX!i1.

Backing Thickness

BACKTH calculates the thickness, XF, of backing material for radioactive
samples by three differegt methods. First, the data may already be given in
the desired units, mg/cm®, which merely entails punching the sample number
with its associated thickness. Second, the thickness may be given in mils,
in which case the density, p, of the backing material must accompany the value
of thickness. Third, the data may be given as the ratio of counts observed
when the backing is used as a absorber. Input data is obtained from the out-
put of DECAY |, singe this program is also not part of the regular reduction
routine. |f the density is missing, this indicates that the backing thickness
is already in the desired units, mg/cm”. |If the density is present, then the
thickness s in mils, which requires changing these units to milligrams per
sq?a;e centimeter. This is accomplished by multiplying the given value of
XF(1) by :

10°3(in) 2.54 (em/in) p(mg/cm’)

where p = the density of the backing material. Thus, XF(1) is now in the
desired units. On the other hand, if the value of XF(I) is missing, then the
data card must contain the maximum beta energy for this particular isotope,
E, the counts observed when the backing is used as an absorber, AA, and the
counts when the backing is not used as an absorber, AO. A zero value of XF(1)
instructs the program to check the geometry number given for the present
execution of BACKTH. A geometry code number less than 10 indicates narrow
geometry. If this is the case, the above entries on the current data card
are used in obtaining a value of the mass absorption coefficient, &, by
employing the following equation for narrow geometry

22 2
o 51_33 > cm /gm

where E = energy, Mev. |If the geometry code number is greater than or equal
to 10, indicating wbde geometry (2x or U4n), then the given value of the



maximum beta energy, E, Is checked to see if it is less than 1.45 Mev. |If so,
the following equation for wide geometry Is used to determine

_ 60
a El.sE

If the value of E is greater or equal to 1.45 Mev., the equation, also for
wide geometry, is employed

. 200
E6.25

After the appropriate value of @ is determined, it is used in calculating
the corresponding value of XF(I1). This is done by substituting the values
of A0, AA and @ into the following expression

XF(1) = lna(Ao) . lna(AA2

Immediately, this value of XF(1) and its assoclated sample number are punched
on cards. The source program is listed in Table XXX1V and Table XXXV lists
the output data for a sample problem. It should be noted that these programs
do not handle the case where the geometry is actually neither narrow or wide
but somewhere between the two special cases.

RESULTS

The response of the selected foils Lo moderated nzutrons is shown in
Figure 4. In this Figure the response of each foil was normalized by
dividing the observed activity by the maximum observed activity. This normal-
ized activity is the linear left ordinate and is plotted versur ‘“he paraffin
thickness, measured in inches along the logarithmic abscissa. The only ex-

ception is the cadmium ratio determinations. The cadmium ratin w.s calculated

by dividing the activity of the bare foil by the activity of the foil covered
with 20 mils of cidmium. This ratio is the linear right ordinate plotted

against the same abscissa. The reciprocal of the cadmium ratio is the fraction

of the total number of neutrons having energies greater than the effective
cadmium cutoff energy(N.B., for the cadmium thickness specified above and for

an ambient temperature of 23°C, the effective cadmium cutoff energy is 0.48 ev).

From the cadmium ratio an estimate may be visually obtained of the average
neutron energy. This may be used as a comparison basis for the foil response.

10
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It will be seen in Flgure 3 that the response of each foll is falrly narrow
and does not overlap more than a portion of the adjacent foil. Further, It
will be seen that there Is no energy at which some foil does not have a sig-
nificant response. Most of the folls have responses between 1 and 16 Mev.
This is the energy region where most resolution is needed in thg study of
the penetration of l4~Mev neutrons through shielded structures.

CONCLYUS IONS

Twelve feet of paraffin will thermalize at least 99 percent of all 1h4-Mev
neutrons as evidenced by the measured cadmium ratio of Indium. The response
of each selected foil, ordered In decreasing energy, overlap no more than the
response of the adjacent foils and there is no energy ''gap'' for which there
is no response of at least one foil. The resolution of foil response, i.e.,
the width of the response curve, is most suitable for measuring neutron
streaming through ducted entranceways of protective structures.

A series of computer programs is most useful for the reduction of foil
activation data. The programs are written for particular application to
shielding studies where several different foils are irradiated in many dif-
ferent locations in the shield. The programs take care of the ''bookkeeping'
for such an experimental program, such as foll positions, foll type, radio-
metric system and geometry, and different observations for the statistical
analysis incorporated in the program.
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COUNTING DATA

NOTE ©  aS MANY CARDS AS THERE /\
ARE 2'S IN COLUMN 2 N

PRECEEDING DECK —\ X XRXX xx

CoL 2-4 &9 1-13
LOwW LOW PROS
DAY TIME NO.

NOTE - AS WaANY CARCS AS
PROBLEMS

x XX
—\6&2 .o }:SEARCH FOR LOW THeE,

OfCAY PROB SECOND DAY
COOE  NO. 2:10% TIME ANO DAY GIVEN

NOTE  CARDS ARE (N SAME OROER
AS PRECEDING DECK ) AS MANY

CAROS AS THE TOTAL NUMBERS

N COLU'S 4-3 OF PRECEDING a xx

DECK coL 48 8-10
10 NO OF pPROB
€A SAMPLE NO.

NOTE ' AS MANY CARDS AS TWE TOTAL
NUMBER OF GROUPS FOR ALL

PROBLEMS
\ XX X
oL 45 8-10
NO_OF SAMP PROB
NOTE: owne camo. \ xxxx \
oL 2-8

TOTAL NO OF GROUPS FOR
ALL_ PROBLEMS

NOTE: AS MANY CARDS AS THE SUM

OF COL 8 IN PRECEDING SET
\ XXX XXAA XXX XAXX XXX, XX, XX XX
ICOL. 2-4 69 13 B 21-28 28-32 39-40

- LOW  LOW  HIGH WGMH 8KG BxG SYSTEM
DAY TIME DAY TIME COUNTS TIME NO

x
. coL E) O = DATE GIVEN WITH COUNTING DATA.
BACKGROUND X1L00K AT FOLLOWING CARDS, VALUE
COCE OF X INOICATES NO OF BKG CARDS /__NOTE AS MANY CARDS AS SYSTE

xu

x JAXNELXX SXXXE X XXXE $2%
[ -5 17-24 26-33
MO, OF ‘e DECAY CONSTANTS -t
OECAY CONST THIS PROBLEM ~ 3 MAXIMUM

b
[=+ % 4

~N

NOTE - AS MANY CARDS AS PROBLEMS

533

3
;23

- NOTE one CarO
Xo XXXXELXX X /

cu -1 [L3-]
REIOL UTION SYSTEM
Time N0

— NOTE : aAS MANY CARDS AS THERE ARE
SYSTEMS,

NOTE  ONE carp

Figure 3. Format of problem definition cards.
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TABLE 1.

fFoll Reaction

In”5 (n,n') 'nllSm

) 'nll6

62

ln"s (n
cu® (n,2n) cu
1'27 (n,2n) 1n'26
s32 (n,p) P32
3% (n,a) i3

p3! (n,p) 513

6

Fes6 (n,p) Hns

Moo 2 (n,2n) Hogl

a127 (n,p) ng?

Alz7 (n,a) Nazu

a1%7 (n,y) a128

cw®® (ny) cu®

List of Foils

Daughter Half-Ljfe

L.4 hr
54 min
9.9 min
13.3 d

14.3 d

2.62 hr
2.62 hr
2.56 hr
15.5 min
9.51 min
15 hr
2.3 min

5.1 min

17




TABLE 1! PRE DATA COMPILER SOURCE PROGRAM

C

PRE-DATA COMPILER
DIMENSION MM(125)
K=1
10 READ 105sN1
105 FORMAT(15)
PUNCH 105,N1
DO 200 I=1sNl

READ 106sNYX b

200 PUNCH 106 sNYX i
106 FORMAT (40H
132M
READ 105N
PUNCH 105N
DO 201 I=1N
READ 807 sMM(1)
201 PUNCH 807sMM(1)
N3=0
DO 202 I=1sN1
READ 105sN2
N3=N34N2
202 PUNCH 105sN2
DO 203 I=14N3
READ 106sNYX
203 PUNCH 106sNYX
READ 105,N5
PUNCH 105sN5
N6=0
DO 205 I=14N5
READ 401 sN79NNM
N6=N6+N7
205 PUNCH 401 sN7sNNM
DO 206 I=1sN6
READ 106sNYX
206 PUNGCH 106sNYX
J=0
DO 208 131N
READ 408,1Cs1P
IF(1C~2)208,209,208
209 J=J+l
408 FORMAT(I2+14)
208 PUNCH 408sICsIP
) 00 210 I=1sJ
READ 106sNYX
210 PUNCH 106sNYX
12=2=~1

12)



i =

PUNCH 109912
109 FORMAT(40X+32Xs12)
3 READ 1009 B4sB3s1ATsTA61A2:IA5,D9B6s1B5,1A351A40]1A1,1B2,B1
IF(1B5)593045
30 PUNCH 110
110 FORMAT (40X s40X)
PRINT 808
808 FORMAT(27THEND OF PROBLEMy REREAD DATA)
PAUSE
KsK+1
IF(K=N)10+104300
S IF(1BS5aMM(K))34a,3
4 C3=1B2
B2=C2/71004
IF(B4) 19291
1 PUNCH 101s IA191A2+1A3,1A491A5,1A691A73B1sB2+:B3,B4,1B85,D,86
GO TO 3
2 PUNCH 102y 1Al190IA291A3,1AG,1A5,1A691A73B1:82,1855D4,86
GO TO 3
300 [2==9
PUNCH 109,12
PRINT 500
STOP
500 FORMAT{13HLOAD POST PDC)
100 FORMAT(FT7e29FB8e¢093135129E9e39F5429214415,14416,1%X,F840)
101 FORMAT (1441391491591 242139FBe0sF7e29FB8e0sFTe29149E9¢33F5,2)
102 FORMAT (149139145150 1292139FB8e09FT7e2915X9149E9e39F5¢62)
401 FORMAT(215)
807 FORMAT(144+35H )
END
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